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Preface

Welcome to the 25th edition of the International Conference on Information Integration
and Web Intelligence (iiWAS 2023) which was held from 4–6 December 2023 in Bali,
Indonesia in conjunction with the 21st International Conference on Advances in Mobile
Computing & Multimedia Intelligence (MoMM 2023).

This conference brought together researchers andpractitioners fromaround theworld
to share their latest work on two of the most important trends in the field of information
technology: information integration and web intelligence.

Information integration is the process of combining data from multiple sources into
a single, unified view. This is a complex and challenging task, as the data may be in
different formats, stored on different platforms, and have different semantics. However,
information integration is essential for many modern applications, such as business
intelligence, customer relationship management, and scientific research.

Web intelligence is the field of study that deals with the extraction of knowledge from
theweb. Theweb is a vast and ever-changing source of information, andweb intelligence
techniques can be used to extract this information in a structured and machine-readable
format. Web intelligence has a wide range of applications, including search engines,
social media analysis, and recommendation systems.

The field of information integration and web intelligence is rapidly evolving, and
this conference was an important forum for sharing new ideas and advances. We were
particularly excited to see the growing interest in the use of artificial intelligence and
machine learning techniques for information integration and web intelligence tasks.

This year we received 96 papers from 28 different countries about a wide range
of research topics including Data integration architectures and methodologies, Data
quality and data cleaning, Data exchange and query languages, Web data extraction and
mining, Ontology engineering and semantic web technologies, Social media analysis,
and Recommendation systems.

The papers were thoroughly reviewed by at least three reviewers in terms of origi-
nality, contribution, and relevance. 24 papers were accepted as full papers and 24 papers
were accepted as short papers, making the acceptance rate of full papers 25%.

The accepted papers are published by Springer in their Lecture Notes in Com-
puter Science (LNCS). This distinguished conference proceedings series is submitted
for indexing in the Conference Proceedings Citation Index (CPCI), part of Clarivate
Analytics’ Web of Science; Scopus; EI Engineering Index; Google Scholar; DBLP; etc.

This year, we were thrilled to have two distinguished keynote speakers, René
Mayrhofer from Johannes Kepler University Linz, Austria and Maureen Tanner from
University of Cape Town, South Africa. We also had our World ABC (AI-Big Data
Convergence) Forum, which consisted this year of a tutorial on Demystifying Large
Language Models and Generative Pretrained Transformer hosted by Won Kim from
Gachon University, South Korea, and a panel on the future of LLMs which featured
experts from a variety of fields, including academia, industry, and government, who
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shared their insights and perspectives on the future of LLMs and discussed the challenges
and opportunities that lie ahead.

Wewould like to thank the authors of the papers in this volume for their contributions.
We would also like to thank the members of the program committee and the organizing
committee for their hard work in putting together this conference. Special thanks go
to Udayana University for their generosity, unwavering commitment, and hard work in
making iiWAS 2023 a big success.

We believe that this conference made a significant contribution to the advancement
of the field, and we are grateful to all of the participants for their contributions.

We hope that you will find the papers in this volume to be informative and inspiring
and that our participants enjoyed the conference and the discussions!

December 2023 Pari Delir Haghighi
Eric Pardede

Gillian Dobbie
Vithya Yogarajan

Ngurah Agus Sanjaya ER
Gabriele Kotsis
Ismail Khalil
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ABC (AI-Big Data Convergence) Forum



Demystifying Large Language Models and Generative
Pretrained Transformer (Tutorial)

Won Kim

Gachon University, South Korea

The release of ChatGPT from OpenAI has generated huge excitement and interest in
Large Language Models (LLMs). Many companies have been busy developing their
own LLMs and applications of LLMs.

An LLM is a computer algorithm that processes natural language inputs and predicts
the next word based on what it has already seen. LLMs use the transformer, which is
a type of neural network architecture. GPT (Generative Pre-trained Transformer) is the
name OpenAI has given to its LLM, and it has become perhaps the best-known LLM.

In this tutorial, I will explore what LLM is and how it works, with emphasis on GPT.
In particular, I will examine how input text is transformed into vectors and matrices of
numbers, and how they flow through key layers of the transformer architecture. I will
also discuss the opportunities and issues of LLMs.

The tutorial is organized as follows:

– Introduction to LLMs
– LLM training and inference
– GPT performance
– Input text tokenization
– Input token embedding and position encoding
– Attention concept
– Transformer architecture
– How Attention works
– Evolution of GPT models
– Opportunities and issues of LLMs



The Future of LLMs (Panel)

Ismail Khalil

Johannes Kepler University Linz, Austria

Large language models (LLMs) are a type of artificial intelligence that is trained on
massive datasets of text and code. They can generate text, translate languages, write
different kinds of creative content, and answer your questions in an informative way.
LLMs are still under development, but they have already had a significant impact on a
wide range of industries and applications.

This panel will discuss the future of LLMs, including the following topics:

– New and emerging applications of LLMs. How will LLMs be used in the future?
What new possibilities will they open up?

– The challenges of developing and deploying LLMs. LLMs are complex and com-
putationally expensive to train and deploy. What are the challenges that need to be
overcome in order to make LLMs more accessible and affordable?

– The ethical and social implications of LLMs. LLMs have the potential to be used for
good or for bad. What are the ethical and social implications of this technology? How
can we ensure that LLMs are used responsibly?

The panel will feature experts from academia, industry, and government. They will
share their insights and perspectives on the future of LLMs and discuss the challenges
and opportunities that lie ahead.

This panel will provide a valuable opportunity to learn about the future of LLMs and
the challenges and opportunities that lie ahead. It will also be a forum for discussion and
debate about the ethical and social implications of this technology.
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How Domain Engineering Can Help
to Raise Adoption Rates of Artificial

Intelligence in Healthcare

Markus Bertl1(B) , Toomas Klementi1 , Gunnar Piho2 , Peeter Ross1,3 ,
and Dirk Draheim4

1 Department of Health Technologies, Tallinn University of Technology,
Ehitajate tee 5, 12616 Tallinn, Estonia

mbertl@taltech.ee
2 Department of Software Science, Tallinn University of Technology, Ehitajate tee 5,

12616 Tallinn, Estonia
3 East Tallinn Central Hospital, Ravi 18, 10138 Tallinn, Estonia

4 Information Systems Group, Tallinn University of Technology, Akadeemia tee 15a,
12169 Tallinn, Estonia

Abstract. Regardless of the often-claimed success of artificial intelli-
gence (AI) and machine learning (ML), AI-based Digital Decision Sup-
port Systems (DDSSs) still suffer from low adoption rates. Much algo-
rithmic research is done, but examples of AI bringing tangible benefits to
the healthcare industry are rare. We argue that one of the reasons for low
adoption rates is missing domain understanding and/or the heterogene-
ity of domain understanding among the DDSS developers and domain
experts. To overcome this, we are working towards a methodology to
utilize the Domain Engineering approach to create a shared common
understanding of key concepts and relationships within the healthcare
domain in a structured, formalized way. In the realm of complex interdis-
ciplinary DDSS development within healthcare, the Domain Engineering
approach can serve as a valuable instrument for bridging the gap between
IT professionals and domain experts. It facilitates establishing a shared
comprehension of the domain and hopefully contributes significantly to
increasing the value and adoption rates of DDSSs in the clinical process.
In this paper, we are proposing our work-in-progress ideas and prelimi-
nary results.

Keywords: Digital Decision Support System (DDSS) · DDSSs
Adoption Rates · User Acceptance · Artificial Intelligence (AI) ·
Domain Engineering · Digital Health

1 Introduction

Artificial Intelligence (AI) is currently reporting unforeseen successes [15,17].
One example is large language models like ChatGPT. Retail companies like Ama-
zon build their whole business model based on AI. Regardless of the reported
successes in other domains, AI in healthcare, especially so-called Digital Decision
Support Systems (DDSSs), suffer from low adoption rates [8,33,39]. One of the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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key factors for creating successful DDSSs is the quality and depth of the domain
knowledge incorporated into the decision algorithms. Domain knowledge refers
to the understanding and expertise in a specific area, in this case, medicine and
healthcare. DDSSs risk making incorrect, incomplete, or unuseful recommenda-
tions without a thorough understanding of the domain, which can have severe
consequences for patients.

The importance of domain understanding and why a purely algorithmic app-
roach for DDSS development is not enough to bring value to the clinical process
can be observed in radiology, for example. Much AI research about detecting
pathologies in radiological images has been published. Because of the high accu-
racy of machine learning and computer vision algorithms, some claim that AI will
take over the field [36], and it, therefore, does not make sense to train radiologists
anymore [14]. Proposing a DDSS to replace radiologists based on an algorithm
that detects abnormalities in medical images is a prime example of insufficient
domain knowledge. Only highlighting image abnormalities is not enough; radiol-
ogists perform this task reasonably quickly. However, the time-consuming part
is interpreting the abnormalities, comparing them with previous images, setting
them in context to the patient history, and providing meaningful recommenda-
tions. Additionally, considerations about digital data availability and quality [5],
as well as security aspects [3], need to be considered.

This example illustrates that to ensure that DDSSs bring value to clini-
cians, knowledge from various domains must be incorporated into the design and
development process. Usually, this is overcome through collaboration between
domain experts like healthcare professionals and computer scientists, who can
work together to identify relevant information. The knowledge within a domain
like healthcare can be vast, complex, and constantly evolving. Domain engi-
neering helps to systematically organize, model, and formally represent this
knowledge ([11], pages 193-198) so that it can be understood and utilized by
DDSSs. Professionals from different disciplines may have varied perspectives
and terminologies, creating communication challenges like different viewpoints
[13] about the domain facets. Domain engineering helps bridge these gaps by
providing stakeholders with a common language and unified conceptual frame-
work for the domain facets ([11], pages 251-318). Identifying the most critical
and relevant information for a DDSS is challenging, as the system requirements
may vary depending on the context and end-users. Domain engineering-based
requirements analysis ([11], pages 479-492) enables a more methodological anal-
ysis of requirements by providing tools and methodologies to elicit, analyze, and
prioritize them. Requirements acquisition (a part of domain-engineering-based
requirements analysis) from the already engineered, common and unified domain
models or theories leads hopefully to more interoperable DDSSs. Domain engi-
neering also focuses on creating reusable and scalable domain knowledge formal-
ized as domain models or formal domain theories [12].

Recent studies show that while adoption rates of DDSSs for production use
cases are low, reported evaluation metrics like the accuracy of the decision tech-
nology (meaning the AI model) are promising [4,6,7]. So, the question arises as
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to why DDSSs still fail to bring value to real-world medical processes regardless
of the well-performing algorithms. We propose that domain engineering is a valu-
able approach that complements collaboration between healthcare professionals,
domain experts, and computer scientists. By demonstrating an understanding
of the complexities of the healthcare domain, DDSSs can gain the support and
acceptance of healthcare professionals and patients, which is essential for their
widespread adoption and success.

2 Domain Engineering

Domain engineering is a software engineering discipline to analyse the discourse
of the universe as it is. Examples of the domains (the area of expertise, the uni-
verse of discourse) are banking, transportation, trade, education, healthcare, etc.
In addition to the ontologies that specify reusable, shared, agreed, and detailed
sets of concepts (data structures) of a particular problem domain [25], a domain
model, in addition, specifies the standard algorithms related to these concepts.
Therefore, domain engineering is analyzing, defining, modelling and formalizing
a particular domain’s universally specific knowledge - concepts and algorithms.
The goal of domain engineering is to create a shared understanding of the key
concepts and relationships within a domain and to provide a structure and frame-
work for representing and using this knowledge.

The theory behind this can be formalized [12] as D,S |= R - from domain
model (D) via requirements (R) to useful and dependable software (S). In prac-
tice, it is realized by software product lines [16] and software factory [20] ini-
tiatives. However, the biggest challenge of domain engineering is the seman-
tic heterogeneity [21] and reusability of models, which also affects the semantic
interoperability of data and systems [2]. Semantic heterogeneity means that mod-
els and data schemes describing the same or similar universe of discourse but
developed by different independent parties are different. For example, despite
the existence of various standards-based semantic interoperability initiatives in
healthcare, such as HL7 CDA1, LOINC2, ICD-103 and SNOMED-CT4, we still
lack a unified approach and instead often use a divide-and-conquer strategy [19].

The OMG/MDA four-level modelling framework [9] can be a helpful strat-
egy to follow in domain engineering and ontologies. According to this framework,
four modelling layers are in use: namely, concrete level (M0), model level (M1),
meta-model level (M2), and meta-meta-model level (M3). In [31], we proposed
an interpretation for the OMG modelling framework from the software develop-
ment viewpoint. We interpreted the M0 as data in some software system (e.g.,
a hospital or a laboratory information system) and M1 as a model (a domain
model) that describes these data and that is used to interpret these data. These

1 http://www.hl7.org/.
2 https://loinc.org/.
3 https://icd.who.int/browse10/.
4 https://www.snomed.org/.

http://www.hl7.org/
https://loinc.org/
https://icd.who.int/browse10/
https://www.snomed.org/
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domain models include SNOMED, LOINC, ICD, HL7 RIM (Reference Informa-
tion Model), openEHR RM (Reference Model), etc. In our understanding, and
according to our experiences, these domain models are all local and, therefore,
heterogeneous, even when claimed they use or follow some particular standard.
The reason for that is, again, models and data schemes describing the same or
similar universe of discourse but developed by different independent parties are
different.

In our interpretation, the meta-meta-model (M3) is a pure abstraction of
object orientation utilizing classes, objects, properties, methods, etc. What is left
is M2, a meta-model that uses M3 (object orientation) as a language and that
provides a (semi-)formal language for specifying M1 (domain) models. By analyz-
ing different domain and data modelling approaches and patterns [1,10,18,22,37]
we formulated an archetypes-based development methodology [26] on top of
the Zachman framework [28] and developed a system of archetypes as a meta-
model [31] for specifying requirements for enterprise applications and developing
the software. This meta-model (similar to [1]) contains sub-models for parties
and their roles, products and services, inventory, business processes, business
orders, quantity, money, and rules. Our archetypes-based domain engineering
approach is more precisely explained in [26,28–31], evaluated in real-life appli-
cations [27] and analysed based on HL7 RIM (reference information model) and
openEHR RM (reference model) [32] as well as the interoperability issues that
have been assessed in accordance with the LOINC [34], HL7 FHIR [35] and
ContSys (ISO13940 [23]) [24,38] standards.

3 Applying Domain Engineering to Decision Support
System Development

By applying domain engineering to healthcare, the knowledge and concepts spe-
cific to this domain can be formalized and structured, making it easier to develop
DDSSs tailored to healthcare professionals’ needs and providing accurate and
relevant recommendations that improve the clinical process. We argue that this
will result in a positive impact on the adoption rates of such systems. In devel-
oping DDSSs in healthcare, domain engineering can be applied in various ways
to create effective and efficient solutions.

For example, in the field of radiology, domain engineering can be used to
model the knowledge and concepts that are specific to the interpretation of
medical images, including the effects of different imaging techniques, findings
of previous images, patient conditions, and other factors that can impact the
accuracy of the image interpretation and the diagnosis. The following is a possi-
ble step-by-step procedure for utilizing the domain engineering approach in the
development of DDSSs in healthcare:

1. Identify key domain concepts: Identify the main entities or concepts
within the healthcare domain, such as patients, diseases, treatments, health-
care providers, and medical devices. Include relevant attributes for each
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entity, such as patient demographics, disease symptoms, treatment costs, and
provider specialities. This can be applied to the above-mentioned example of
radiology as follows. Instead of focusing only on algorithms, one should focus
on the whole clinical process, from the initial referral letter of the patient to
the final radiology report.

2. Define relationships between concepts: Determine how the identified
concepts are related, such as the relationships between patients, diseases,
and treatments. Specify the cardinality of the relationships, such as one-to-
one, one-to-many, or many-to-many. If we have analyzed the complete clinical
process, then we can model the domain. For the stated example, this means
that the DDSS should be embedded into the reporting and imaging software
(e.g., the hospital information system) so that the DDSS can support the
specific clinical process. For this, the relationship between each process item
must be considered.

3. Establish rules and constraints: Identify the domain’s rules and con-
straints, such as medical guidelines, legal regulations, or clinical best prac-
tices. Specify the conditions under which these rules and constraints apply
and any exceptions or special cases that may exist. An example of constraints
and rules that might not be transparent to developers or data scientists is
that the radiological image on the screen should never be the only input for
the radiologist’s conclusion. The physician does not only focus on one image
but also on previous images and other data from the patient’s health records.
Therefore, providing a DDSS that only detects an abnormality in a medical
image would break this constraint.

4. Model workflows and processes: Understand the typical workflows and
processes within the healthcare domain, such as patient admission, diagnosis,
treatment planning, and follow-up care. These workflows are sequences of
steps, decision points, and interactions between domain concepts and actors.
For a DDSS in radiology, this would mean defining how the referral report
workflow is technically implemented. E.g., the standard in which a referral
letter is saved is HL7, diagnoses are coded in ICD-10, and the standard for
medical imaging is DICOM.

5. Create a visual representation: Use a suitable modelling language or
notation, such as Unified Modeling Language (UML), to represent the domain
model visually. Include diagrams to represent the various aspects of the
domain, such as class diagrams for entities and relationships, sequence dia-
grams for workflows, and activity diagrams for processes. This means that
the results from point 4 need to be represented in a standardized way.

6. Validate the domain model: Review the domain model with domain
experts, such as physicians, nurses, and administrators, to ensure it accurately
captures the relevant knowledge and requirements. Make any necessary revi-
sions based on feedback from the domain experts. In the radiology example,
the AI models are often evaluated based on the image (e.g., accuracy rates
in detecting abnormalities) and not the whole clinical process. Therefore, the
crucial part that brings benefit is often not evaluated.
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7. Iterate and refine the model: As the DDSS development progresses,
update and refine the domain model as needed to accommodate new require-
ments, address any identified issues, or incorporate changes in the healthcare
domain. By following this procedure, you can create a comprehensive domain
model that serves as a foundation for developing a decision support system
tailored to the needs and requirements of a specific healthcare domain. Algo-
rithms are trained initially on one modality (e.g., one kind of radiological
image). However, the radiologist’s daily work involves different modalities
and anatomic regions. Therefore, new algorithms should be integrated into
the DDSS if the full spectrum of the daily workload is not covered.

In addition to improving the accuracy and relevance of DDSSs, domain engi-
neering can also help to improve the quality and consistency of healthcare appli-
cations and systems. By formalizing and representing domain knowledge in a
structured and consistent manner, domain engineering enables software devel-
opers to create more effective and efficient solutions for the healthcare domain.
It helps to improve the quality and consistency of software applications and
systems. In previous research, we suggested using a framework for implement-
ing and analyzing DDSSs to ensure a systematic and interdisciplinary approach
that considers the technical and medical domain [8]. Domain engineering, as
described in Sect. 2, can be used as a tool to describe those dimensions formally.

4 Conclusion

In summary, domain engineering provides a structured approach for develop-
ing DDSSs in healthcare that can lead to more effective, efficient, and tailored
solutions, improved communication and collaboration among stakeholders, and
increased adaptability and maintainability over time. Domain engineering offers
several benefits in developing DDSSs in healthcare. Some of the key advantages
include:

1. A better understanding of the domain: Domain engineering involves
a systematic analysis of the healthcare domain, which helps developers and
stakeholders understand the specific problems, requirements, and constraints
in that domain.

2. Reusability and modularity: Domain engineering promotes identifying
and implementing reusable components, such as libraries, APIs, or services,
that can be shared across different DDSS applications.

3. Tailored solutions: Domain engineering enables the development of tai-
lored solutions that address the unique challenges and requirements specific
to health care.

4. Enhanced communication and collaboration: Using domain-specific
languages and visual models facilitates communication and collaboration
among developers, domain experts, and other stakeholders.
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5. Improved maintainability and adaptability: Domain engineering sup-
ports continuous improvement and iterative development, making updating
and maintaining the DDSS easier as new requirements emerge or healthcare
practices change.

6. Reduced development time and costs: By leveraging domain knowledge,
reusable components, and a well-defined development process, domain engi-
neering can help reduce the time and costs of developing a DDSS in health-
care. These savings can be especially significant for large-scale or complex
projects, where a structured approach can help avoid costly mistakes and
rework.

7. Increased interoperability: Domain engineering encourages the integra-
tion of the DDSS with existing healthcare IT systems, such as electronic
health records (EHRs) or health information exchanges (HIEs), by promot-
ing standard data models and interfaces, and, therefore, can facilitate data
sharing, streamline workflows, and ultimately enhance the overall quality of
care.

By applying domain engineering in developing decision support systems in
healthcare, organizations can create tailored solutions that address their
domain’s unique challenges and requirements, ultimately improving patient out-
comes, reducing costs, and enhancing the overall quality of care. One major
challenge for adopting AI-based DDSS in healthcare is that the system is right,
meaning it delivers the desired results in terms of algorithmic correctness, but it
is not the right system. So, it operates on assumptions that are not given in the
real world, like unavailable data or output, which does not benefit the clinical
process. To bridge that gap, a solid domain understanding is needed. Domain
Engineering can be a useful tool to accomplish that.
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Abstract. This paper presents the development of an artificial neural network
(ANN) for the prediction of heart disease, along with a comprehensive data strat-
egy aimed at improving the adoption of artificial intelligence (AI) in healthcare.
The neural network architecture is carefully designed according to the dimensions
of the data, transfer learning methods are used to increase generalizabil1ity, and
hyperparameters are optimized to achieve high predictive accuracy. To address the
challenges related to AI adoption in healthcare, a robust data strategy is devised,
focusing on data quality, privacy, security, and regulatory compliance. The strat-
egy incorporates comprehensive data governance frameworks, secure data shar-
ing protocols, and privacy-preserving techniques to facilitate the responsible and
ethical utilization of sensitive medical information. Furthermore, strategies for
ensuring interoperability and scalability of AI systems within existing healthcare
infrastructure are explored.

Keywords: Artificial Neural Network · Healthcare · Deep Learning

1 Introduction

The healthcare sector plays a critical role in ensuring the well-being of individuals and
communitiesworldwide. Access to healthcare is a fundamental human right and is essen-
tial for maintaining good health and well-being [1]. The responsibility of this industry
comes with a variety of challenges which can be categorized into three main areas:
increasing patient complexity, shortage of healthcare staff, and rising costs [2]. Increas-
ing patient complexity refers to the rising level of complexity in the healthcare needs and
conditions of patients that require comprehensive and coordinated care. Patients today
often present with multiple chronic conditions, comorbidities, and complex health needs
that require comprehensive and coordinated care. The data available to provide person-
alized care and effective treatment is imbalanced and of low quality due to slow adoption
of information technology [3]. Furthermore, the increasing global population, demand
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for healthcare services, and uneven distribution has resulted in a world wide shortage
of healthcare workers. Factors like increased need for specialization due to advance-
ments in technology, burnouts due to being overworked and many workers reaching
retirement age contribute to the predicted shortage number of 18 million by [4]. Finally,
healthcare costs continue to rise, posing challenges for individuals, families, employers,
and governments. Factors such as the cost of medical technology, pharmaceuticals, and
labor contribute to the increasing costs of healthcare services. With the ability to process
and analyze vast amounts of data quickly and accurately, AI can help with use cases
such as predicting optimal treatment strategies, making risk predictions, optimizing care
processes and more. The Food and Drug Administration of the US has a vision to use
Software as a Medical Device (SaMD) to leverage the AI’s ability to deliver safe and
effective solutions [5].

2 Related Work

This section goes over some of the relevant literature regarding the two aspects of the
report. The paper by Suresh Renukappa et al. [6] goes over smart healthcare strate-
gies as a potential solution to the growing problems within the healthcare sector. Three
main themes affecting the adoption of smart solutions within healthcare have been iden-
tified based on the Technology-Organization-Environment (TOE) strategy. The main
technology issues identified are: privacy and security issues, data governance and ethi-
cal concerns, interoperability issues, lack of data terminology and standards, poor data
quality, functional and non-functional system issues, and costs. The main organizational
issues are: disrupted workflows and reduced productivity, change culture, organizational
readiness, organizational size, organizational structure, lack of management support and
poor leadership, lack of knowledge, poor communication and engagement, poor plan-
ning, and rigid policies and procedures. Finally, the environmental issues are: end user
behaviour, resistance to change, poor computer skills, and lack of training and support.
A step by step approach considering all stakeholders involved and all the issues from all
perspective needs to be constructed in detail to enable the digital transformation within
these organizations.

3 Methodology

This paper will consist of two main parts: the designing of a data strategy for hospitals
and development of an artificial neural network for heart disease prediction. The aim of
the data strategy is to provide a road map to enable healthcare organizations to become
data driven and take steps towards utilizingAImodels in day to day patient diagnosis and
other clinical applications. The data strategy is a broad topic which has many interdis-
ciplinary aspects that need to be considered before envisioning a setup for a centralized
data platform. The different aspects of the data strategy need to be considered to accom-
modate for the high regulatory barriers, sensitive data, data imbalance, scalability, and
security concerns. An infrastructure needs to be built to ingest data from the different
sources, process it into a well-defined structure and easy to use format, store it in the
correct environment to have easy access and scalability, analyze and visualize it to gain
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insights, build predictivemodels and enable cognitive and automated systems to give real
time responses. This entire infrastructure needs to be secured with a custom governance
structure that ensures the quality, consistency, security, accountability and ownership,
maintenance, and responsible use. The aim of this is to help improve transparency and
safety of AI research, help increase knowledge of these technologies for the health-
care staff, and improve clinical implementation and usability. Once the data strategy is
implemented and a centralized data platform that contains all the important information
is available, analytics, AI and cognitive services can be used to improve efficiency of
clinical processes, reduce workload of healthcare staff, automate administrative tasks,
and more. The process can be seen in Fig. 1.

Fig. 1. The proposed data strategy.

In an ideal real-world scenario, the logical next step would be to implement the
solutions required for various use cases. However, since hospitals are currently not well
equipped to be able to use their own data to build themodels they need, for the next steps,
it is assumed that they have a well-structured data strategy in place which would allow
for the development of the machine learning models. For the purpose of the research,
external data sets that are publicly available are used. An artificial neural network will
be the model that is going to be built and will be focusing on accurately predicting heart
diseases based on patient data such as medical history, and symptoms.

The model building phase consists of several aspects such as data aggregation,
exploratory data analysis, data processing, model training and evaluation, and hyper
parameter fine tuning. The steps above are visualized in Fig. 2.

4 Results

This Section covers the data strategy that has been used, which in our case is the proposed
cloud-based data strategy. It then proceeds to discuss data preprocessing and preparing
it for deploying the ANN. In order to find out the typical data structure within today’s
healthcare facilities and the most important data sources, interviews with the IT team of
two university medical centers were conducted. A hospital typically collects and main-
tains various types of data from different sources. In the current infrastructure, these
systems are siloed and cannot be combined easily to extract valuable insights and run
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complex AI models that can be used for clinical diagnosis. All different forms of data
such as Electronic Health Records, Laboratory Information Systems, Medical Imag-
ing Systems, Administrative Systems, Research and Clinical Trials, Medical Devices,
Pharmacy Systems, are stored in different systems, are in different formats, and have
different data models with respect to structures and architectures. Based on interviews
in the Netherlands, “EHR records are stored in vendor specific systems for most hos-
pitals such as EPIC or ChipSoft whereas other admin related information is stored on
Cloud ERP systems such as SAP. Clinical trial data is stored on systems such as Ora-
cle Clinica, Open Clinica or Utopia”. Therefore, combining data from multiple sources
requires careful consideration of data governance policies, security measures, and pri-
vacy regulations. It requires collaboration and coordination among various stakeholders,
including IT teams, clinical staff, administrators, and external partners. This introduces
a level of complexity which requires a well-defined data integration strategy, invest-
ment in interoperable systems, adherence to data standards, and collaboration among
stakeholders. Data integration efforts are crucial for achieving a comprehensive view of
patient health, enabling data-driven decision-making, and improving patient outcomes
in a hospital setting. To enable the implementation of AI models within healthcare, the
following data strategy in Fig. 3 can be taken into consideration. The above cloud-based
data platform and data strategy can significantly contribute to the increased adoption of
AI in healthcare by addressing several key challenges and providing necessary infras-
tructure and capabilities. Centralized Data Management allows healthcare organizations
to centralize their data from the various sources mentioned above this centralized data
management enables easy access, integration, and sharing of data, ensuring that AI mod-
els have access to comprehensive and diverse datasets for training and validation. To start
the pre-processing stage, a null check was conducted to see if there are any missing val-
ues and it was found that there were no missing values in the UCI dataset. However, the
Framingham dataset consisted of multiple null values. Due to the small number of miss-
ing values for the columns BMI, chol, heartRate and cigsPerDay, these were imputed
using the mean of the column. However, the glucose column had a larger number of
missing values and hence was imputed using linear regression. Furthermore, in order
to rectify the class imbalance within the Framingham dataset, the Synthetic Minority
Over-sampling Technique (SMOTE) technique was used. This method identifies the
minority class, randomly selects a minority class instance, finds k nearest neighbours of
the sample point and creates a synthetic sample by interpolating between the reference
point and the neighbour. This process is repeated for each instance of the minority class
to result in a dataset with balanced class distribution. Once this is done, both datasets
were merged to create one unified dataset. An artificial neural network is constructed to
predict heart disease given a set of features from 2 different datasets - the UCI dataset
and the Framingham dataset. The model is run individually on each of the datasets, as
well as on the combined dataset to find prediction accuracies. The performance metrics
achieved by each dataset are summarized in the Tables 1, 2, and 3. Table 3 contains the
performance metrics for the merged dataset with the features from both UCI as well as
the Framingham dataset. The accuracy, F1-score, precision and recall achieved by the
ANN for this dataset is very high with all of them being above 0.98. As the next step, a
genetic algorithm is applied to these datasets to find the most optimal subset of features
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to achieve best performance. Table 4 summarizes the optimal subset of features that
result in the best accuracies for the different datasets.

Fig. 2. Model Building diagram.

Fig. 3. Cloud based data strategy.
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Table 1. Performance Metrics for UCI Dataset

Table 2. Performance Metrics for UCI Dataset

Table 3. Performance Metrics for Merged Dataset

Table 4. Subset of features that yield the best prediction accuracy
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5 Conclusion

This paper highlights the effectiveness of using an ANN with a genetic algorithm for
feature selection to enhance the accuracy of heart disease prediction. By combining
the UCI and Framingham datasets, which offer a larger number of samples and more
diverse features, the ANN model achieved a predictive performance of over 98%. The
integration of these datasets allowed themodel to capture a comprehensive representation
of factors influencing heart disease. The genetic algorithm further improved the model
by identifying the most relevant features for prediction.
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Abstract. Extracting information from diverse websites is increasingly
important, especially for analyzing vast data sets to detect trends, gain
insights. By studying job ads, researchers can monitor employer demand
shifts, assisting policymakers in aiding affected workers and industries.
However, extraction faces challenges like varied website formats, dynamic
content, and duplicate data. This study introduces a method for extract-
ing data from diverse private university websites involving keyword iden-
tification, website categorization, and extraction pipelines.

Keywords: Heterogeneous Information · Web Scraping · Job Ads

1 Introduction

Job advertisements from diverse sources offer valuable insights for researchers,
job seekers, and recruiters. Researchers leverage this data to track job mar-
ket trends and ascertain the most sought-after skills, especially during eco-
nomic downturns. Meanwhile, job seekers and recruiters can tailor their strate-
gies, ensuring they align with current market needs [1,2]. The challenge lies
in data collection. A centralized repository for all job ads from private univer-
sities doesn’t exist. This mandates extracting from varied sources, complicat-
ing the extraction process. Different university sites come with unique layouts
and designs, introducing data identification and extraction hurdles. Navigational
complexities can make locating the career portal on a university’s homepage chal-
lenging. The diversity also extends to job ad formats - they can be PDFs, web
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pages, or even Word documents. Special website features, such as infinite pag-
inations or on-click data, further compound the issue. Manual data extraction,
though possible, is tedious, error-prone, and resource-intensive.

Modern web scraping tools offer a potential solution. Tools like Scrapy
(https://scrapy.org/), Selenium (https://www.selenium.dev/), and Beautiful
Soup (https://www.crummy.com/software/BeautifulSoup/) cater to those with
coding skills. In contrast, platforms like Import.io (https://www.import.io/),
ParseHub (https://www.parsehub.com/), WebHarvy (https://www.webharvy.
com/), and Octoparse(https://www.octoparse.com/) appeal to non-coders, sim-
plifying the extraction process. However, their ease of use sometimes compro-
mises flexibility, especially for intricate tasks. And these user-friendly tools often
come at a financial cost. A significant gap in current tools is their primary focus
on HTML or XML formats. Few can adeptly handle other formats like PDFs or
Word documents.

Given these challenges, a comprehensive, adaptable solution is paramount.
This would cater to the diverse formats and structures of university job ads while
ensuring efficiency and accuracy in data extraction. To address these challenges,
we will investigate the following research questions:

RQ 1: What are the different data representations and security features of
a website that complicate data extraction?

RQ 2: What are the state-of-the-art techniques for extracting and integrating
information from diverse sources, and how can they be integrated?

RQ 3: What is the impact of sourcing job openings from university websites
directly versus third-party sources?

2 Concept and Implementation

This research presents a specialized web scraping framework for data extraction
from varied sources, notably private university websites (c.f. Sect. 1). Built with
adaptability in mind, the framework can adjust to changes in website structure
and format [3]. Beyond mere data retrieval, it incorporates data pre-processing
and cleaning features, ensuring the relevance and quality of job advertisement
data. The methodology involves three core steps: 1) pinpointing the desired
content, 2) organizing content based on recurring patterns, and 3) extracting
content in its raw form, facilitating post-processing tailored to user needs. This
approach enhances data collection efficiency and addresses diverse stakeholder
needs (cf. Fig. 1).

https://scrapy.org/
https://www.selenium.dev/
https://www.crummy.com/software/BeautifulSoup/
https://www.import.io/
https://www.parsehub.com/
https://www.webharvy.com/
https://www.webharvy.com/
https://www.octoparse.com/
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Fig. 1. The figure illustrates the main components of the proposed solution for cus-
tomised scraping for heterogeneous websites.

2.1 Locating the Main Content

The first block identifies main content links, such as film reviews or job ads,
using sources like IMDB for films or Google Finance for stocks. These URLs
kickstart data extraction. The next step automates data access through website
indicators, like keywords or filters [4]. Our focus was private university job
ads. Directly sourcing from these sites ensures reliability, detailed job info, and
cost benefits. University sites offer up-to-date listings and detailed application
insights, often more affordably than third-party sources.

Using Hochschul Kompass (https://www.hochschulkompass.de/home.html),
we sourced data on Germany’s private universities, shortlisting 89. Keywords
guided us to their job portals. Of these, 67 needed one keyword, yielding 44
unique terms. Another 11 required two steps, adding 11 unique keywords, and
three sites took three steps, introducing 3 more terms. In total, we identified 58
distinct keywords. Stellenangebote was most frequent, followed by Karriere
and Stellenausschreibungen. After excluding eight universities for missing job
portals or required logins, we proceeded with 81 links.

While deeper navigation to a job portal might suggest ease, other elements
can complicate extraction. Even single keyword sites can pose challenges with
dynamic loading or infinite scrolls. The pipeline’s goal is consistent data extrac-
tion via direct job portal links. With training on 58 terms, our system can handle
any site, regardless of navigation depth to the main portal.

2.2 Sorting the Content Based on Certain Patterns

This phase delves into analyzing website structures to optimize extraction. Web-
sites, though diverse in content-from movie reviews to job listings-can be clas-
sified based on their presentation styles, be it standard layouts or multimedia-
rich designs. Identifying these styles is essential. Even if websites have stan-
dard sections, such as job openings, their navigation and functionalities can

https://www.hochschulkompass.de/home.html
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vary widely [5]. Most university sites prioritize user-friendly navigation and job
search tools, but the extent of detail and features varies. For this project, the
emphasis was on extracting universities’ internal job listings sidestepping any
pre-existing filters. We discerned three primary listing styles based on [6]:

– Text-centric: Direct textual job listings detailing roles, locations and
salaries.

– Interactive: Dynamic job listings, such as grids or timelines. Grids use cards,
while timelines spotlight recent openings.

– Media-rich: Visually engaging job listings, including formats like images,
PDFs, or videos.

Of the 74 analyzed sites, 43 showcased interactive formats (with 34 employ-
ing cards), 14 were text-centric, and 8 utilized rich media. A few sites combined
these styles, necessitating versatile extraction strategies. Within the rich media
category, 5 employed PDFs, while 3 opted for images. Our extraction tool is
designed to auto-detect these structures, ensuring adaptability. Websites with
blended structures were particularly challenging, requiring a multi-faceted app-
roach for effective data extraction.

2.3 Extraction of Raw Content

We tailored our extraction pipelines to address diverse website structures based
on earlier classifications. We employed leading tools such as Selenium for website
navigation and Beautiful Soup for precise data retrieval, with the latter also han-
dling various character encodings. Processing non-textual formats like PDFs and
images required special attention. Direct conversions risked data loss, and OCR
methods sometimes misinterpreted content, as highlighted by Smith [7]. Though
rich media websites were easy to interact with, extracting their actual con-
tent proved challenging. Interactive elements, once automated, facilitated data
extraction due to their inherent structure. All raw extracted data was archived
for versatile future usage. Researchers, watchdogs, and job seekers might focus
on different facets of the data, emphasizing the need for such flexibility. Our
automated module was calibrated to proficiently manage diverse data formats
across the 74 university websites in our study.

3 Evaluation

Our study evaluated how well our data-gathering method worked and the quality
of our data source. We judged our method based on its accuracy, speed, ability to
work across multiple sites, adaptability, and ease of upkeep. The source’s quality
was assessed by its accuracy, fullness, and uniqueness, as mentioned by Lawson
et al. [8]. A good data method should quickly fetch complete and correct data,
work on many sites, and be easy to maintain.

Of the 89 websites from Hochschul Kompass, we collected data from 74. We
skipped sites without job sections, no new jobs or that needed a special login.
These university job listings are up-to-date and thorough. We checked the data’s
accuracy, collection speed, adaptability, strength, fullness, and range.
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3.1 Effectiveness of the Proposed Web Extraction Approach

We conducted a qualitative analysis on random sites and job ads for quality
assessment, ensuring accuracy and complete data extraction. This involved man-
ual comparisons with the original sources. We performed stress tests over multi-
ple scraping iterations to verify consistency, confirming identical data extraction
across all sites and job listings.

We evaluated extraction speed based on two parameters: steps needed to
access the primary job portal and the specific structural features of websites. To
ensure server integrity, we integrated buffer sleep time between requests for each
type of website, reducing the risk of IP bans. Our assessment looked at different
categories, the number of websites in each category wi, the total execution time
tt, individual buffer time tb, total buffer time Tb, average time per website At,
and the effective average time Ae. The effective time te is derived by subtracting
Tb from tt as shown in Eq. 1.

Tb = tb × wi and tt = te + Tb and At =
tt
wi

and Ae =
te
wi

(1)

For 60 sites, just one keyword was sufficient to navigate to the job portal,
cumulatively taking 92 s. After accounting for a 67-second buffer, the effective
time was 25 s. Extraction times varied across structures, influenced by factors like
website interaction (as presented in Table 2). The interactive single format was
prevalent in 34 websites (45.9%). However, the nine sites that featured interac-
tive multiple or mixed media formats had longer extraction times. For example,
mixed media sites took an average of 101.67 s, but the effective average was
shorter at 88.67 s, indicating a notable buffer time. Text-only sites were the
quickest, averaging 24.29 s, but their effective time was slightly longer due to
their unstructured format.

In summary, structural features significantly influenced extraction durations.
Websites with interactive multiple formats required the most time, while the
extraction time for mixed media was shorter than expected. Factors such as
third-party scripts, server locations, or the number of job listings on different
sites also impacted extraction speeds.

Table 1. The table summarises the
times to locate the main job por-
tal depending on the steps taken to
reach the same.

Steps required wi tt in s tb in s Tb in s te in s

1 67 92 1 67 25

2 11 32 2 22 10

3 3 13 3 9 4

Table 2. The table summarises times taken
to extract the websites according to different
structural features found.

Structural Feature wi tt seconds tb seconds te seconds

Text Only 14 340 3 298

Interactive Single Format 34 732 4 596

Interactive Multiple Formats 9 957 7 894

Rich Media 8 772 10 692

Mixed Media 9 915 13 798
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3.2 Usefulness of Chosen Source for Data Collection

In our second evaluation, we compared job ads from direct university websites
(see Sect. 2.1) with those from third-party platforms to test our method’s scala-
bility and reliability. We focused on 74 universities with open job portals, using
their listings as reference data. We compared them with reputable third-party
platforms: Academics, Hochschul Job, and ZEIT Online Stellenmarkt, often used
by universities to widen their job ad reach.

We assessed the coverage, completeness, and speed of data extraction. Direct
university website extraction yielded 100% coverage and completeness. Third-
party sources, however, had lesser coverage: Academia at 74%, ZEIT Online Stel-
lenmarkt at 68%, and Hochschul Job at just 27%. Notably, Academia’s poten-
tial affiliation with ZEIT group could influence these results (https://inserieren.
academics.de/).

Direct extraction from university sites took longer due to their diverse struc-
tures, while third-party sites, having consistent formats, were faster. But, as
mentioned in Sect. 3.1, speed isn’t our main focus. Our method’s adaptability
ensures it works well across various sources; meeting stakeholder needs from
quick job searches to in-depth research.

Table 3. The table contrasts data extraction from direct university websites and third-
party sources. It evaluates based on coverage (universities represented), completeness
(job listings per university), and extraction speed.

Source of job advertisements Coverage (%) Completeness (%) tt minutes Total buffer time (minutes) te minutes

University Websites 100 100 61,9 7,3 54,6

Academics 23 74 5,95 1,70 4,25

Hochschul Job 11 27 2,8 0,93 1,87

ZEIT Online Stellenmarkt 30 68 7,7 2,4 5,3

4 Summary and Conclusion

This paper presents a 3-step methodology for automated extraction of job list-
ings from university websites. The steps involve navigating the main job portal,
grouping websites based on navigation and search features, and selecting the
appropriate extraction tool based on the format. The extracted content is stored
efficiently for further processing. The approach is resilient to design variations
and can be scaled to other data sources.

In the future, we improve the system by exploring data extraction beyond
university job portals, including government and financial institutions. Moreover,
we will use machine learning techniques to analyze extracted data for patterns
and trends in the job and university sectors.

https://inserieren.academics.de/
https://inserieren.academics.de/
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Abstract. Information security audits are essential for the assessment
of enterprise cyber security maturity levels, both from a technical and
organizational perspective. A common way of conducting such an assess-
ment is to carry out a security audit based on the international security
standard ISO 27001. However, modern organizations often have complex
or even global supply chains, which are hard to secure. Verification of
sufficient security levels across organizations is a non-trivial task and
requires trust between all entities. This paper explores the feasibility of
a blockchain-based distributed information security audit, highlights the
encountered challenges, and contributes to the discussion of distributed
security audits.

Keywords: Distributed Ledger · Blockchain · Information Security
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1 Introduction

The National Institute of Standards and Technology (NIST) reported [2] on sup-
ply chain risks for organizations and their ICT systems. Security and resilience
are two of their main focus points to maintain quality and integrity of a sup-
ply chain. Adequately securing an organization that is a participant of a supply
chain is not only vital for that specific organization, but also for all the other
participants, e.g. due to domino effects or attack propagation.

One way to mitigate the overall cybersecurity risk of an organization is to
implement and regularly audit a so-called information security management sys-
tem (ISMS). A commonly used and certifiable approach that follows the norma-
tive references stated in the ISO 27001 standard [4], and its subsequent sup-
porting documents. An important pillar of security auditing is that such audits
provide an objective and independent overview of the organization [9], and how
security is managed to conform to existing security policies and reach security
objectives, especially with regards to the levels of confidentiality, integrity, and
availability.
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The process of auditing IT [10] and information systems itself has gained
increasing relevance and traction with the amounts of digital information that
is processed and utilized within modern organizations.

Since a certified ISMS relies on information presented in an audit, as well as
information of past audits to fulfill continuous improvement requirements, it is
important that the correctness of all the available information can be validated.
Such a validation includes that past audit results are kept as a reference to
improve upon, which requires that stored audit results are resistant to tampering.

Due to the high level of sensitivity of information contained in the result
of an information security audit, it is essential to ensure that these results are
stored in a secure way. Additionally, it is important that the results are resistant
to tampering. The use of a blockchain-based audit system [1] is a perfect fit for
this task, due to the excellent record-keeping capabilities of blockchains. Such a
system comes with the additional benefit that the audit information is replicated
and therefore more resistant to data loss incidents.

This paper presents a new approach for the realization of a distributed infor-
mation security audit system, using blockchains as the underlying technology.
It uses the inherent security features of said technology to create an environ-
ment where proof of secure practices within an organization and compliance to
international standardization become easily verifiable.

The remainder of this paper is structured as follows: Sect. 2 provides a brief
technology overview and related work. Thereafter comes an overview of the app-
roach and methods used in this work in Sect. 3, followed by a detailed description
of the developed prototype in Sect. 4. The results are presented and discussed in
Sect. 5, and finally, the paper concludes in Sect. 6.

2 Background and Related Work

2.1 Blockchain Technology

For the limited scope of this paper, a blockchain is one implementation vari-
ant of a distributed ledger system: Key attributes of a blockchain [7] are its
immutability, increased security, and a consensus mechanism to settle block-
appending transactions to the distributed system. One of the suitable use cases of
a blockchain is record keeping, as a storage for records/transactions in the cryp-
tographically linked data blocks/lists, which implicitly vouches for the authen-
ticity of the stored data. Due to space constraints here, for additional discussion
and future directions of blockchain technology see e.g. [5].

2.2 Related Work

Mounji et al. propose an approach for a distributed audit trail analysis [6] and
highlight the importance of such a capability. Their analysis focuses on auditing
network security via a rule-based language system, to then extract the desired
information to a central host. However, it is not designed to be used for auditing
information security management systems.
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Another approach for a distributed audit is presented by Tsai and Gligor [8],
which uses a combination of secure remote procedure calls and the network file
system. Similar to the first approach, the purpose of their system is to collect
information at a central point, where a security officer or administrator controls
the entire system.

Guan et al. [3] present a different approach that uses a consortium blockchain
and a distributed controller for software-defined networking. Their system aims
to monitor information at the switching layer. The use of blockchain technology
allows them to store information distributed across participating nodes.

However, there is no system that focuses on information security management
system audit data regarding normative conformities of the ISO 27001 standard.

3 Approach

3.1 Concept and Purpose

We designed and developed a prototype (see Sect. 4) to demonstrate and trial
distributed information security audit capabilities. This prototype serves as a
platform for information security auditors and provides an audit catalogue, which
is typically used by an auditor to facilitate the audit process. The basis for the
audit catalogue are the security controls of the ISO 27001 standard.

Besides the base capability of distributed audits, important considerations
of such a system are the trust in both the system and its participants, the
confidentiality of audit information, and the possibility to verify audit results as
an independent authority.

Distributed audits enable both auditors and affected organizations to quickly
retrieve information about current and past audit results, and therefore details
about the security levels of an organization. Aggregating the results in the audit
history also reveals trends, e.g. about continuous improvement of the information
security management system and the IT systems of an organization.

3.2 Data Structures and Operations

To map this to a practical example, an audit catalogue entry in the distributed
audit system is comprised of three parts:

– A clear specification about which security control is the subject of each entry.
– The possibility for an auditor to store relevant information and the evaluation

of the status of conformity/adherence to the standard.
– Evidence to prove the conformity to the respective security control.

The auditor inputs information for all three parts of a new audit entry into the
system, where said information is then crafted into a new data block and added
to the ledger. The distributed ledger design ensures traceability, immutability
and non-repudiation of the audit results. Therefore, this enables future auditors
to clearly trace back changes and improvements of the audited ISMS.
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Each audit entry is unique due to the selected scope of the audit, the audi-
tor’s name, and a timestamp attached to it. The scope of the audit is typically
negotiated between the auditor and the audited organization beforehand. The
auditor selects the organizational units that have to be audited first, then the
relevant audit catalogue dynamically provides more details/choices/tasks. The
audit results must be signed by the auditor with a cryptographically secure signa-
ture, and a timestamp is set automatically by the software in order to guarantee
the authenticity of the data.

The final result of an audit is a PDF report.
Since the file size of this document should not be limited by the constraints

of the specific blockchain or distributed ledger, for this prototype we opted to
store these outside of the blockchain, on the decentralized file system IPFS.
Being a public data store, the data stored on IPFS needs to be secured, both by
transport encryption and encryption of the data content itself.

4 Experimental Prototype

4.1 Substrate Prototype

Substrate nodes form the back-end of a distributed application and connect via
a JSON-based remote procedure call (RPC) interface with the front-end. This
is the interface with which the user interacts with the blockchain and visualizes
data. Substrate uses a REST API for communication with nodes in the network,
which makes it easy to connect and communicate via a web-based front-end.
Implementation: The functionality of a node is split up into different modules,
which Substrate calls pallets. Pallets make it possible for a developer to re-
use functionalities in other blockchain projects, and to integrate functionalities
created by other developers. Multiple pallets assembled into one WebAssembly
binary are then executed by the Substrate node.1

For our intended audit functionality, we created a new custom pallet which
contains all the necessary logic for managing (e.g. queries) an audit storage. This
audit pallet also contains a configuration data structure for customization of the
pallet and import of code and data types from other pallets.

In our design, there is an Event type, for sending event notification when
a new audit is created. The node passes these events to the user interface and
enables the user interface to update in real-time.

#[pallet::event]
pub enum Event<T: Config> {

AuditCreated(T::AccountId, T::Hash),
}

Further, importing the TimeProvider from the framework enables the pallet
to receive time information from the already existing time pallet.

1 See https://docs.substrate.io/build/build-process/.

https://docs.substrate.io/build/build-process/
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Blockchain Data Storage: To store data on the Substrate network, a pallet has to
have storage instances. These contain the values that are pushed onto the chain
via the functions implemented at a later stage.2 The audit use case requires
storage of individual audits so that they can be retrieved at will based on their
hashes, in order to obtain a list of all audits and a list of audits assigned to
an organizational unit. For this purpose, we implemented a key-value storage
map called audits, which uses the hash of an audit as key and the audit data as
value. A second key-value map called audits location then takes a value which
represents the organizational unit as key and maps it to a list of audit hashes. The
audit is stored once in the audits map and a second time in audits location to
retrieve the audit at a later stage. Hashes in the list are then queried in audits
to get to the actual audit data.

For verification purposes there is an additional audit cnt storage. This stor-
age instance only contains a single integer value to track the total number of
stored audits.
Audit Creation: In order to add a new audit entry to the blockchain, the stor-
age instances described in previous paragraphs have to be updated via code. A
method for the purpose of adding new audit entries is accessible through the
front-end.

pub fn create_audit(
origin: OriginFor<T>, answers: AuditAnswerVec<T>,
ipfs: Vec<Vec<u8>>, comments: AuditCommentVec<T>, location: u32

) -> DispatchResult {
let sender = ensure_signed(origin)?;
let time = T::TimeProvider::now().as_secs();

// this updates all storage instances
let audit_id = Self::mint(&sender, &answers,

&ipfs, &comments, location, time)?;

Self::deposit_event(Event::AuditCreated(sender, audit_id));
Ok(())

}

This method takes all information from an audit checklist form as input for
an audit entry. On top of that, linked documents and the affected organizational
unit represented by a numeric value are the second part, which is required to fill
in when creating a new audit data instance. In addition to these parameters, the
author of the audit is represented by a public key used to sign the method call
to create audit, also known as transaction. The current timestamp is created
by retrieving the time from the time pallet, provided by the framework.

Since both the audit author and timestamp are automatically gathered
through coded methods, those values can not be fabricated via the front-end.
Therefore, one can trust that both the audit author and timestamp are always
correct. The data gathered by the create audit method is bundled into the
Audit struct and stored in the audits storage. The hash of an audit is stored in
2 See https://docs.substrate.io/build/runtime-storage/.

https://docs.substrate.io/build/runtime-storage/


32 L. König et al.

a list in audits location based on the organizational unit. Additionally, the
audit cnt is incremented by one.
Supplemental Storage in IPFS: Substrate blockchain entries have a predeter-
mined maximum size, which is determined automatically at compile time. To
overcome this limitation for file storage, the audit PDF documents are stored on
an alternative decentralized file system called IPFS. The IPFS upload and down-
load functionality is implemented in the front-end and the Substrate node only
stores the IPFS hash, which is used by the front-end to retrieve the document
from IPFS at a later time again.
Prototype Testing: For testing, we set up two instances of a Substrate node on
different virtual machines. The nodes are configured to run on a local network.
This simulates the target environment of a private blockchain network. Since the
nodes disallow external connections per default without a proxy, a ssh tunnel is
used to connect front-end and back-end nodes on the virtual machines.
Core Audit Data Structure: The Audit structure describes the data stored on
the blockchain:

– author is the account ID of the author that signed the transaction.
– answers is an array of bytes storing the checked yes/no question as a Boolean

in each bit. So, every entry in this array stores 8 answers.
– ipfs stores the IPFS hashes as strings. On the blockchain strings are stored

as byte arrays. Every control has one IPFS storage entry.
– comment stores the comments for each control directly on the blockchain;

data is stored similar to the IPFS field.
– timestamp is a UNIX timestamp capturing the moment the audit was created.
– location is a number representing the organizational unit that was audited.

struct Audit {
author: AccountOf, answers: AuditAnswerVec, ipfs: Vec<Vec<u8>>,
comments: AuditCommentVec, timestamp: u64, location: u32

}

New Audit Instance: The audit pallet exposes a single function to create a new
audit entry, with the following function signature. The 4 parameters are similar
to the ones of the Audit structure.

fn create_audit( answers: AuditAnswerVec, ipfs: Vec<Vec<u8>>,
comments: AuditCommentVec, location: u32 )

– answers is an array representing the results of the audit checklist as mentioned
earlier in the Audit struct.

– ipfs is an array for the ipfs hashes for each control
– comments contains all additional comments for each control
– location is a number which represents the organizational unit that was audited
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4.2 Results

With Substrate we were able to implement a comprehensive blockchain-based
information security audit application prototype. Via a web-based application
front-end, a user can connect to and communicate with the prototype. The back-
end node takes care of the management of audit entries. Alternatively, by direct
access via the Polkadot online wallet app, a user is also able to extract data
from the blockchain, as well as to create new audit entries, independent of a
web-application. This is convenient for debugging purposes.

5 Discussion

While it is possible to create a decentralized application with blockchain technol-
ogy, this prototyping effort revealed important considerations during the devel-
opment phase.

With Substrate, updating and the porting to new versions can be an issue,
depending on the changes in the framework. In many cases it appeared easier to
create a new project and copy most of the existing logic parts of an application
over to the new project, as there is currently no assistance tool to support the
update process of the framework.

In spite of these technical issues and limitations we were able to create a
prototype for a distributed information security audit. However, while this pro-
totype serves as a proof of concept for future work, it still heavily focuses on
one blockchain implementation of a distributed audit system. A multi-layered
blockchain support that connects a local blockchain within an organization to a
global blockchain across an entire supply chain to enable interoperability between
different distributed audits remains a task for future approaches.

Overall, we believe there still is high potential in the development of a dis-
tributed information security audit system that takes advantage of blockchain
ideas and technology. As mentioned in the introduction of this work, secure
supply chains are an increasingly important topic for many organizations, and
proving security to partners becomes an easy task with verifiable information
security certification.

6 Conclusion

In this paper we revisit the challenges of a distributed information security audit
and present our prototype effort for a blockchain-based audit system. We use
the security controls specified in the ISO 27001 standard as guide to provide an
audit catalogue for the prototype. The technical basis for farthest implemented
prototype is based on Substrate/Polkadot framework.

At the present state of work it does not seem feasible to invest more effort to
continue development with the technologies currently used in the implementation
of this prototype, as these technologies have proven to be not well-fitting to our
initial design requirements for such a system.
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A reflection of the lessons learned and the selection of a more suitable tech-
nology for the requirements of the distributed audit application scenario must
form the basis for future work.
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Abstract. Publicly available data on the web is a rich and important resource
for generating valuable insights about our world. In this paper, we present the
analysis of bank employee online reviewdata obtained fromanonline platform that
collects anonymous employee reviews about the companies they work(ed) with.
The feature of anonymity here is important, it helps (especially existing) employees
to review their employers freely, without fear of repercussions. Employers can also
capitalise on this platform to better understand their employees’ opinions on the
company’s performance. However, there are several common issues associated
with the data found on such platforms. These include: (i) relatively small number
of reviews associated with each employer, (ii) multicollinearity among predictors,
and (iii) missing values in the inputs. We propose a solution framework to address
these issues. Firstly, we show that a transfer learning approach can help to augment
the data size by combining data from different employers. Secondly, we address
the missing value issues, which include the use of a rather uncommon method
known as missing value replacements using a proxy variable. Finally, we apply
a decision tree approach to build reasonably reliable model despite the presence
of multicollinearity in the predictors. Our results show that all these solutions put
together help to generate a more robust and comprehensible model. In addition,
the results also show that augmentation of data is key to address some of the
fundamental issues typically encountered in this type of online reviewdata. Finally,
we believe that the presented solution can be adapted or extended to other analytics
projects that involve the analyses of online review data.

Keywords: Predictive analytics · Online Review · Employee satisfaction ·
Missing Values · Multicollinearity · Transfer Learning

1 Introduction

Publicly accessible data on the internet plays a crucial role in generating useful insights
about the world we live in. In this paper, we focus on the analysis of online review
data obtained from an online platform, where employees could anonymously share
their reviews of the companies they have worked for or are currently working in. The
feature of anonymity is crucial, it allows employees, both existing and former, to express
their opinions about their employers freely, without the fear of facing repercussions. In
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addition, an employer can leverage this platform to gain a deeper understanding of their
employees’ sentiment regarding the company’s performance.

However, when collecting data from the online review platform, we encountered sev-
eral data quality issues: (i) a small data size of 212 records only, (ii) a sizable proportion
of missing entries found in the inputs, and (iii) the presence of multicollinearity found
in the predictors. For the issue of small data size, it is primarily due to the small number
of employees in the bank that we originally intended to study. To address this issue, we
collected another 251 online review records of a second bank from the platform. Since
both datasets are from the same online platform, they have a common set of variables and
data format. This second bank was also carefully chosen based on bank type and loca-
tion; and they are of similar size, scale, customer segments, and products-cum-services
offerings. Furthermore, the review data was collected based on similar time periods. We
then applied transfer learning [9] to confirm that these two sets of data are comparable
and can be combined as a bigger set of bank review data.

We address the missing value issue by using decision trees, which can handle miss-
ing values naturally. We also explore the use of a less conventional method known as
missing value replacements using a proxy variable. The missing value treatments were
compared to understand the situations under which the methods are useful. Finally, we
apply an ensemble learning approach to build a reliable model despite the presence of
multicollinearity in the predictors. Our results show that all these solutions put together
help to generate a more robust predictive model.

In short, our work suggests that the proposed solution framework can be adapted or
extended to other analytics projects that involve the analyses of similar online review
data. By addressing the inherent challenges with such data, our work contributes to a
more systematic approach in the development of robust and usefulmodel based on online
review data. The rest of this paper is organized as follows. Section 2 reviews the related
work. Section 3 presents the data and results. Finally, Sect. 4 provides some discussions
and Sect. 5 concludes this paper.

2 Related Work

The issue of staff turnover has been of growing interest to many organizations world-
wide. Unhappy employees not only result in reduced workplace productivity, but also
high staff turnover rates,more hiring and training efforts, poor staffmorale, and increased
workloads. In recent years, much work on analyzing employee satisfaction has moved
towards the use of machine learning algorithms, instead of classical statistical methods.
For example, Atef et al. [2] used the k-nearest neighbors (KNN) and random forests
(RF) machine learning algorithms for predicting the turnover intentions of workers dur-
ing the recruitment process. Zhao et al. [12] evaluated the performance of ten supervised
machine learning algorithms on human resource datasets. Ajit [1] conducted a compar-
ative study to predict employee turnover, using several machine learning algorithms on
the employee database of a global retailer.

Apart from the trend towards usingmachine learning algorithms, one common objec-
tive of these studies has been to identify important factors for employee satisfaction or
turnover. For example, Jain & Nayyar [5] found that age, gender, marital status, years at
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the company, job satisfaction, and distance from home have the most significant effects
on turnover among all attributes. Zhang et al. [11] attempted to find the most impor-
tant factors of employee turnover using logistic regression. Other common modelling
objectives include predicting who is likely to resign and why [2].

Web data or online review data is prone to noise, multi-collinearity issues, and
missing information [1]. Koncar and Helic [7] deleted all records with missing values
because the dataset was huge. Zhao et al. [12] replaced the numerical and categorical
missing entries by the median and mode, respectively.

Although most of the research works mentioned above are problem-specific and
difficult to generalize, they point to several useful directions for researchers. Firstly, they
show that machine learning algorithms are promising methods for predictive modelling
of employee satisfaction or turnover since inherent quality issues of online review data
often render the use of classical statistical methods questionable. Secondly, common
issues of online review data on the web, such as missing values and multicollinearity,
deserve a more systematic study of the treatments required.

In our work, we will explore the use of transfer learning for data augmentation.
This allows us to selectively combine two or more small but relevant datasets into a
bigger dataset so that we could conduct more comprehensive sector-specific studies.
Furthermore, the issues of missing values and multicollinearity are also present in the
dataset, allowing us to study the effectiveness of possible treatments for online review
data quality issues.

3 Dataset and Empirical Results

3.1 Dataset

The data used for this project came from the reviews of two similar banks extracted from
an online review platform. The dataset was analyzed using the IBM SPSS Modeler [4],
along with the use of Python scripts to perform repeated sampling of data for model
constructions and evaluations. A total of 463 records were extracted. The employees
were asked to rate seven job-related dimensions: Work-Life Harmony, Organization
Ethos, Equity & Belonging, Career Prospects, Renumeration and Benefits, Executive
Leadership and finally,Overall (satisfaction) Rating. The ratings were based on a Likert-
scale of 1 to 5, where 1 is the most dissatisfied and 5 is the most satisfied.

We used all the reviews until the end of October 2022. Another attribute captured
in the survey is the “willingness to recommend to a friend” as a dichotomous variable
(named Recommend) with response options of either “Approve” or “Disapprove”. In
this dataset, 59% of the reviewers have expressed approval towards their employers.
Recommend is highly correlated with the Overall Rating since happy employees are
more likely to approve their employers.

There are high correlations between theOverall Rating and the six job-related ratings,
ranging from 0.73 to 0.88. This suggests that the Overall Rating can be used as a proxy
variable to replace missing values found in the six job-related dimensions. Moreover,
the Overall Rating will not be used as an input because our interest is in understanding
how the six job-related ratings affect the Recommend variable, which is the target of
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our models. The high correlations among the six inputs (correlations range from 0.64 to
0.848) also point to the issue of multicollinearity that needs to be addressed later.

Table 1 shows the frequencies of the missing values in the inputs across all the
records. We can see that there are 301 complete records. On the other hand, 70 records
with missing values across all six input variables do not serve any purpose and are
discarded for good. “Equity & belonging” is a relatively new field introduced recently
and it contains 154 missing values for the period prior to its introduction.

Since missing values may affect the validity of the models, we will evaluate four
different methods of missing value treatments across different predictive models. They
are namely: (i) Keep the null entries as they are and let the decision trees handle the
missing values’ (ii) Replace missing values with the means of individual attributes;
(iii) Removing entries from the dataset entirely if they contain one or more missing
values;)iv) Replace missing values with the Overall Rating as the proxy variable since
Overall Rating is not an input but is highly correlated with the six input ratings.

Table 1. Missing values in the inputs across observations

Number of missing values Number of observations %

0 301 65.0

1 87 18.8

2 1 0.2

3 2 0.4

4 1 0.2

5 1 0.2

6 70 15.1

Total 463 100.0

3.2 Modelling and Performance Evaluation

The given dataset makes the decision tree approach particularly suitable for predic-
tive modeling due to three reasons. Firstly, it is a non-parametric method that effectively
addresses themulticollinearity issuesmentioned earlier. Unlike parametricmodels, deci-
sion trees do not assume any relationship between predictors, and are robust in the pres-
ence of multicollinearity. Secondly, decision trees can handle missing values naturally,
which is particularly useful in this case. This allows us to assess the effectiveness of
decision trees in handing the missing values, versus other missing value treatment meth-
ods. Thirdly, decision trees are suitable for ensemble learning techniques, which can
be used to create more accurate models. Finally, decision trees offer an intuitive visual
representation of data partitioning, which is better than a black box algorithm such as
Neural Networks.
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The following decision tree algorithms were used for constructions and evaluations:
(i) Classification and Regression Tree (CART) proposed by Breiman et al. [3], (ii) Chi-
squared Automatic Interaction Detector (CHAID) developed by Kass [6], (iii) Quick
Unbiased Efficient Statistical Tree (QUEST) introduced by Loh and Shih [8], and (iv)
C5.0, which is a proprietary version of C4.5 [10]. The dataset was randomly split into
70% for training, and 30% for testing. This process is repeated 30 times, each with a
unique random seed number from 1 to 30.

3.2.1 Model Performance

Table 2 shows the mean and standard deviation (which is enclosed in brackets) of the
test accuracy for each model repeated over 30 runs. Of all the missing value treatment
methods, it turns out that the best method is Method 3 (i.e., discarding all records
with missing values). This is possible because we have already enlarged the dataset
by combining two smaller datasets from two similar banks, and discarding the records
with missing values in turn removes uncertainty in records and further improves model
performance.

Under Method 3, it is interesting to note that the CART with Bagging is the best per-
forming model, attaining the highest mean test accuracy of 87.7% and smallest standard
deviation of 2.4%. Since it is hard to interpret this ensemble model, we can also use
the second-best performing model, C5.0, which has a mean test accuracy of 87.5% and
standard deviation of 3%.

At first sight, the rest of the methods work well too. For example, even Method 2,
replacing missing values with the attribute’s mean works quite well. A further check
shows that most of the missing values are found in the Equity & Belonging attribute,
which is one of the least important attributes according to the modelling results. Further,
the presence of multicollinearity may have weakened its power as a predictor, making
it less sensitive to the missing value treatments.

Table 2. Test performance of the predictive models: Mean and Standard Deviation (enclosed in
brackets)

Missing Value
Treatment
Method

CART CART +
Bagging

CART +
Boosting

QUEST CHAID C5.0

1) No change to
input data

85.3% (3.1%) 86.8%
(3.2%)

85.5%
(2.5%)

85.6% (2.9%) 86.2% (2.7%) 86.1% (3.0%)

2) Replace
missing
entries with
attributes’
means

85.6% (3.2%) 86.6%
(3.1%)

84.4%
(3.5%)

85.0% (5.1%) 86.3% (2.8%) 85.8% (3.0%)

3) Discard
records with
missing
entries

86.5% (2.9%) 87.7%
(2.4%)

86.5%
(3.7%)

86.4% (5.5%) 86.9% (3.3%) 87.5% (3.0%)

4) Replace
missing
entries with
proxy values

85.2% (3.0%) 86.5%
(3.1%)

86.1%
(2.8%)

85.7% (2.9%) 85.7% (3.0%) 85.9% (3.0%)
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3.2.2 Using Transfer Learning to Combine Online Review Data

So far, it appears that there is not much difference in model performance across various
learning methods as well as different missing value treatments in Sect. 3.2.1. This was
not true when we first started this research. Initially, we obtained the dataset from one
local bank, which has 212 records only. With this small dataset, we found Method 4 to
be the most effective method since every record count and should not be discarded. In
fact, Method 3 did not work very well because we could not afford to discard the limited
number of records available. Another issue of the small data size was overfitting, due to
insufficient records for the algorithm to learn a generalized model.

To address these issues, we collected another 251 records of another similar bank
from the same online platform. To ensure that the records can be merged, we applied
transfer learning. We used the first bank’s review data to train a CART model (M1) and
tested it using the second bank’s reviewdata. Thereafter, we trained anotherCARTmodel
(M2) based on the second bank’s review data and tested it using the first bank’s review
data. The overall test accuracy rates of models M1 and M2 are 88.84% and 87.25%
respectively. This shows that the two datasets are highly similar and can be merged to
build a more comprehensive predictive model. Additionally, we found that the testing
accuracy of CART with Bagging improves from 82% to 87% as it is being trained with
increasingly more records of the augmented dataset. This shows that the combination
of datasets from similar employers is a useful and effective approach to improve model
performance.

4 Discussion

In hindsight, we realise that most online review data share very similar structures and
issues to the ones we study in this paper. Firstly, such data consists of a set of review
ratings on different aspects of a product, service, or in our case, employment. These
ratings are normally used as inputs to a predictive model to understand factors related
to recommendation outcomes.

In addition, the data quality issues that one would encounter in such data are also
highly similar. For example, these input ratings contain missing values, and are usually
correlated. This makes it challenging to apply classical statistical methods on these data,
but we found non-parametric machine learning methods work well here.

Most online review data contain an Overall Rating attribute that is also highly cor-
related with the inputs. Although this Overall Rating attribute is not meaningful as a
predictor itself, it can serve as a valuable proxy variable for missing value treatment.
This is especially relevant when working with limited data size and deletion of records
with missing entries should be avoided.

Putting these ideas together, we present an applied framework for analytics prac-
titioners to consider. This framework is shown in Fig. 1. It begins with the merger of
similar datasets that can be verified using transfer learning. Thereafter, the inputs are
extracted, and the missing values are treated. Finally, non-parametric machine learning
methods are used to produce the predictions and factors needed for further analyses.



Analysing Online Review by Bank Employees 41

Predictive Model

Target: Recommend

Use non-parametric machine learning algorithms to 

deal with multicollinearity and missing value issues.

Use learning curve to check model improvement due 

to the merger of data.

Extracted Online Review 

Input Ratings

Missing Value Treatment

(1) As is (no change)

Replace by mean.

Delete records with missing entries.

(2) Proxy (using Overall Rating)

Dataset 1

Dataset 2

Dataset n

Merge datasets 

Match dataset based on a set 

common criterion

Test comparability of datasets using 

Transfer Learning.

Fig. 1. A process framework recommended for analysing online review data.

5 Concluding Remarks

One key lesson learnt from this study is that the small size of online review data may be
augmented by combining online review data from different but similar entities. We have
demonstrated how this can be done by considering factors for assessing comparability,
using transfer learning of predictive models to confirm that the records can be merged,
and using a learning curve to verify the performance gain due to the augmented data.

Because of the possibility to merge review data using our approach, our study sug-
gests that analysis of data can become more generalizable and impactful, since we are
no longer limited to examining a small and isolated entity. Last but not least, our study
also shows that the bigger dataset attained allows for more flexibility in missing value
treatments, such as deleting records with missing entries rather than replacing them.

References

1. Ajit, P.: Prediction of employee turnover in organizations using machine learning algorithms.
Algorithms 4(5), C5 (2016)

2. Atef, M., Elzanfaly, D.S., Ouf, S.: Early prediction of employee turnover using machine
learning algorithms. Int. J. Electr. Comput. Eng. Syst. 13(2), 135–144 (2022)

3. Breiman, L., Friedman, J., Olshen, R., Stone, C.: CART. Classification and regression trees
(1984)

4. IBM Corp: IBM SPSS Modeler (Version 18.2.2). IBM Corp., Armonk (2018)
5. Jain, R.,Nayyar,A.: Predicting employee attrition usingXGBoostmachine learning approach.

In: 2018 International Conference on System Modeling & Advancement in Research Trends
(Smart), pp. 113–120. IEEE, November 2018

6. Kass, G.V.: An exploratory technique for investigating large quantities of categorical data. J.
Roy. Stat. Soc. Ser. C (Appl. Stat.) 29(2), 119–127 (1980)



42 D. D. A. A. Emmanuel et al.

7. Koncar, P., Helic, D.: Employee satisfaction in online reviews. In: Aref, S., et al. (eds.) SocInfo
2020. LNCS, vol. 12467, pp. 152–167. Springer, Cham (2020). https://doi.org/10.1007/978-
3-030-60975-7_12

8. Loh, W.Y., Shih, Y.S.: Split selection methods for classification trees. Stat. Sin., 815–840
(1997)

9. Pan, S.J., Yang, Q.: A survey on transfer learning. IEEE Trans. Knowl. Data Eng. 22(10),
1345–1359 (2010)

10. Quinlan, J.R.: Bagging, boosting, and C4. 5. In: Aaai/Iaai, vol. 1, pp. 725–730, August 1996
11. Zhang, H., Xu, L., Cheng, X., Chao, K., Zhao, X.: Analysis and prediction of employee

turnover characteristics based on machine learning. In: 2018 18th International Symposium
on Communications and Information Technologies (ISCIT), pp. 371–376. IEEE, September
2018

12. Zhao, Y., Hryniewicki, M.K., Cheng, F., Fu, B., Zhu, X.: Employee turnover prediction with
machine learning: a reliable approach. In: Arai, K., Kapoor, S., Bhatia, R. (eds.) IntelliSys
2018. AISC, vol. 869, pp. 737–758. Springer, Cham (2019). https://doi.org/10.1007/978-3-
030-01057-7_56

https://doi.org/10.1007/978-3-030-60975-7_12
https://doi.org/10.1007/978-3-030-01057-7_56


Optimizing Visit Booking at CERN: A
Drools-Based Approach

Alberto Cortina Eduarte(B), Jácome Costales Ballesteros,
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Abstract. This paper describes the new rule-based booking system for
external visitors, developed internally at CERN (the European Organi-
zation for Nuclear Research). The aim is to describe the architecture
and the definition of complex business rules to reduce the rejection rate
(thereby reducing manual work) and ensure equal opportunities for vis-
itors to attend CERN. This paper presents the implementation and the
structuring of the rules, while also providing metrics on the performance.
Performance was an important factor in the implementation of the rule
system, as visitors should be provided with an optimal booking experi-
ence that involves as little waiting time as possible. This paper discusses
key factors contributing to high user satisfaction, confirming that the
new system has successfully addressed previous shortcomings.

Keywords: Drools · booking · CERN · rule-based system

1 Introduction

One of the points in CERN’s mission is to “engage all citizens in research and
the values of science” [1], and one way of doing this is by offering free visits [2]
to various CERN facilities.

The previous booking system faced several issues: visitors selected dates
without being aware of availability, leading to numerous manual request rejec-
tions. Additionally, it appeared to favour certain visitors over others. As a result,
CERN needed a more equitable solution.

These issues required the development of a new booking system addressing
availability constraints and promoting equitable visit opportunities for a diverse
range of visitors.
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2 State of the Art

Booking systems often grapple with efficient resource management and schedul-
ing as their primary pain points. These aspects are crucial components in ensur-
ing proper resource allocation, avoiding conflicts and maintaining accurate data
availability.

When discussing various solutions for booking applications or similar sys-
tems, it becomes evident that there is a lack of in-depth discussion and a con-
siderable shortage of publications addressing this topic with the attention it
deserves. General problems like these are often overlooked or underestimated,
as they may seem trivial at first glance. However, as the complexity increases,
they can pose significant challenges during the design phases. Despite this, some
researchers have documented different approaches to this problem and provided
valuable insights.

An exhaustive study on booking systems, recently published, addresses the
allocation of scarce goods and services through booking systems without pricing
mechanisms or with limited price adjustments [3]. While not directly related to
this paper, it is worth mentioning its relevance, particularly concerning the time
cost of queues. The study addresses the significant time expenditure individuals
face while waiting in queues, leading to potential productivity losses. It also
offers valuable insights for market designers, providing a delicate balance between
fairness and efficiency in choosing allocation rules. The aim is to optimise booking
systems, ensuring equitable distribution and improved efficiency, benefiting both
service providers and users.

Having said that, among various interesting proposals for analysis, there is
an example of using basic IF-THEN rules in an expert hotel booking system. This
system provides users access to a selection of the most suitable hotel services
while offering choices for nearby activities and events [4].

Another noteworthy integration involves rule engines and agent-based sys-
tems. For instance, the integration between previous versions of Drools (formerly
JBoss Rules), which implemented the ReteOO algorithm and JADE (Java Agent
Development Framework), facilitates the development of object-oriented rule
engines [5].

3 Implementation

3.1 Drools Rules

Drools [6] is the rule engine used to evaluate the quota system’s rules. These
rules, defined in a domain-specific language, can interact with the Java code
within the program.

The rules in the system are triggered when specific conditions in the when
block are met. Listing 1 shows an example of a rule that sets a daily maximum
of 200 visitors per country to ensure an even distribution. Exceeding this limit
makes the date unavailable.
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rule "Country: Any [0-200] visitors / day"
when

$q : QuotaOutput()
$v : DroolsVisitRequestInput()
CountryRuleInput (

country == $v.country,
date == $q.date,
numberOfVisitorsDay >= 0,
numberOfVisitorsDay <= 200

)
then

modify($q) {
setCountryRulesPassed(true)

}
end

Listing 1: Example of a definition of a rule restricting the maximum number
of visitors per country on a date.

The results from each rule execution are aggregated to determine the out-
come for a specific date. If any of the executed rules were to fail (indicated
by the passed flag being false), the date would be considered unavailable. The
implementation details are presented in Listing 2.

rule "Result: GREEN" no-loop
when

$q : QuotaOutput(visitTypeRulesPassed == true,
languageRulesPassed == true,
countryRulesPassed == true,
busRulesPassed == true,
dayRulesPassed == true,
czeAndSvkRulesPassed == true)

then
modify($q) {

setGuidedTourAvailable(true)
}

end

Listing 2: Aggregation of results from executed rules.

3.2 Rules Engine Input and Output

Input. The rules engine uses user input and existing database information to
generate availability forecasts for activities up to 9 months in advance.

Initially, the following data is passed from the user interface to the rules
engine:

(a) country - the country ISO code [7] of the country from where the group
originates.



46 A. Cortina Eduarte et al.

(b) number of visitors - the number of people that will be part of the group.
(c) language - the language of the requested visit.
(d) own bus - whether the group will come with their bus or not (as bus avail-

ability on-demand from CERN is very limited).
(e) average age - the average age of the group in a specified categorical interval.
(f) visit type - the type of visit (whether it is a school group or a non-school

group).
(g) a list of activity types - these can be any combination of a guided tour, a

lab workshop or an exhibition.

Output. In the example from the previous section, a total of 9171 rule input
objects are passed to the quota system for 274 dates (approximately 9 months)
in the future. The output operates at the level of time slots, dividing each day
into MORNING and AFTERNOON. Therefore, the system returns double the number
of dates as outputs, resulting in 548 outputs for 274 dates.

Once all the rules are executed by the engine, the outputs are further aggre-
gated, obtaining all the possible combinations. In Listing 3, an example of the
final result for a date is shown.

{
"2024-04-27": [

[
{

"activityType": "GUIDED_TOUR",
"timeSlot": "MORNING",
"date": "2024-04-27"

},
{

"activityType": "LAB",
"timeSlot": "AFTERNOON",
"date": "2024-04-27"

}
],

],
}

Listing 3: Final result example. It shows that on the 27th of April 2024, the
visitor will be able to do a guided tour in the morning and a lab workshop in
the afternoon.

Finally, the results are presented to the user in an intuitive and simple inter-
face allowing the selection of available dates according to his preferences.

4 Results

The system has been operational since June 23, 2021. However, due to the
COVID-19 pandemic [8], all visits to CERN were suspended during this period,
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which affected the system’s results. To analyse the outcome of the new approach,
data from the year 2023 serves as the baseline for a typical scenario. The data
presented in the following graphics is current as of the last document update on
the 1st of October 2023.

With the implementation of the new booking system, a general increase in
the approval rate is observed, as illustrated in Fig. 1, though it didn’t quite meet
the initial expectations. Notably, the unusual rise in rejections in April can be
attributed to the planned opening of the Science Gateway [9] in September,
which required all visit requests for that month to be declined.
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Fig. 1. Percentage of approved and rejected requests during 2023.

To evaluate the system’s performance under varying load conditions, a load
test was conducted using Gatling [10]. Figure 2 illustrates the response time
distribution in three different categories during the load test. Out of the 1500
executed requests, nearly 1000 (64%) received responses from the system in less
than 800 ms, indicating a very good percentage. On the other hand, approxi-
mately 300 requests (24%) took more than 1200 ms.
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Fig. 2. Response time distribution for requests to the new system.
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5 Conclusion

In conclusion, this paper has presented an innovative approach to handling the
visit booking system at CERN by modelling the business requirements as rules.

The objectives were achieved with the implementation of this new system.
A more equitable distribution of visitors with good performance that doesn’t
impact the user experience for visitors was observed.

In summary, adopting a Drools-based approach for visit booking has show-
cased the potential of rule-based modelling. The commitment to continually
improving the system, making adjustments and aligning it optimally with busi-
ness objectives remains unwavering.

Future Work. While the successful implementation of the new system is
remarkable, room for improvement is evident. Adjusting the parameter values
within the established rules has the potential to create a fairer system for visi-
tors and reduce rejection rates, thereby streamlining manual tasks. This concept
will undergo further exploration and modifications to the rules engine will be
implemented accordingly.
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Abstract. In this study, we propose a method to improve the quality
of labels by considering the quality of workers. Our method constructs
models that imitate workers’ work to increase the pseudo-data. We cal-
culate the worker’s agreement rate using the pseudo-data obtained using
the worker’s imitation model and data worked by the worker. We calcu-
late the weights of the worker’s vote using the worker’s agreement rate.
The labels obtained by applying our method would be better quality
than those obtained by a majority vote. Then, we experimented to ver-
ify the effectiveness of our method. The accuracy of the labels obtained
by applying our method was 0.6685. We can reduce the influence of van-
dal workers and obtain high-quality labels.

Keywords: Crowdsourcing · Machine Learning · Text Classification ·
Natural Language Processing · BERT · Agreement Rate

1 Introduction

Good quality training data is necessary to create an accurate machine learning
based classifier. Creating training data needs to label a large amount of data.
However, labeling the huge amount of data is time consuming. For this reason,
researchers use crowdsourcing to collect training data.

Crowdsourcing [4] is an outsourcing system to an unspecified number of peo-
ple recruited over the Internet. There is a problem that there are a certain
number of vandal workers who have a negative impact on the label aggregation.
In addition, different workers feel different emotions from the same text data in
the emotion classification task. Therefore, there are several labels that assigned
by each worker for a single task. As a result, the work requesters cannot obtain
the desired labels. More worker input would help us to obtain labels closer to
those desired by the work requesters. However, recruiting a large number of
workers is expensive and time-consuming. Therefore, if we construct a model
that imitates a worker’s work, we could increase the number of pseudo-workers.
Increasing the number of pseudo-workers allows for aggregating the working data
of many workers at a reduced cost and is time-consuming. A working data is the
data that contains information of text data, about who assigned the labels, and
labels assigned by the worker. We calculate worker quality from the pseudo-work
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Fig. 1. Overview

data and the actual work data performed by the worker. We could reduce the
influence of vandal workers by aggregating the labels considering the quality of
workers calculated. Our goal is to obtain the labels desired by the work requester
by aggregating the labels considering the quality of workers.

2 Related Work

There have been several studies on improving the quality of labels through crowd-
sourcing. Nishi et al.’s [5] research aims to improve worker quality through social
networks. The worker can delegate work to one other person. If a worker cor-
rectly completes a task, they pay the worker who received the request and the
worker who correctly completes the task. By paying rewards for correct answers
to tasks, less capable workers delegate tasks to more capable workers. They can
then obtain high-quality data from worker. Ashikawa et al.’s [1,2] research filters
workers to see if they are qualified for the task. They aim to improve the quality
of labels through crowdsourcing by filtering workers. They filter workers before,
during, and after they finish a task. They select workers by filtering workers.
They aim to improve the quality of crowdsourcing labels by selecting workers.

In our study, we construct an imitation model of a worker. We use the imi-
tation model to increase the number of pseudo-data. By increasing the working
data, we aim to improve the quality of labels. The above researches and our
study are similar in that they aim to improve the quality of labels. However, the
approach to improving quality is different.

3 Proposed Method

In this section, we describe how to identify the aggregated labels using workers’
votes. Figure 1 shows the overview of our method.
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3.1 Model Construction

In our study, we construct a model that imitated the worker. We use the BERT
model to construct an imitation model of the worker. BERT [3] is a neural net-
work model based on the Transformer [6] model for natural language processing.
We use two different methods of fine-tuning for the BERT model. We describe
each method in the following sections.

Model 1. The first method is to construct the model using only the data of
each individual. First, we extract data for any given worker from the total data
constructed by crowdsourcing. We construct the imitation model of the worker
using the extracted their data. The amount of data used to construct the model
depends on the number of tasks performed by the workers. Therefore, some
workers have the disadvantage of having a small number of data. However, it is
possible to construct a model that captures the characteristics of each worker.

Model 2. The second method is to construct a model with the total data and
then fine-tune it with the data of each individual. We use data with multiple
labels assigned to a single text data to create the total data. First, we assign
a single label to each text data by a majority vote. The data with the labels
assigned by the majority vote is the total data. We construct a model using
this data. Then, we construct an imitation model by fine-tuning the model con-
structed using the total data with the data of each individual. As mentioned
earlier, the Model 1 has the disadvantage of having a small number of data. The
Model 2, however, can compensate for the drawback of a small number of data.
Therefore, we could construct a model with good performance.

3.2 Calculation of Agreement Rates

In this section, we explain how to calculate the worker’s agreement rate. We
compute the worker’s agreement rate by comparing the correct labels with the
labels assigned by the worker. Here, the label assigned by the worker is the sum
of the label actually worked by the worker and the label predicted by the worker’s
imitation model. Let i(i = 1, 2, · · ·n) denote each worker, and let Di denote the
dataset on which worker i actually worked. In this case, let n be the number
of workers. Then, let Dall denote the dataset to which the label is assigned by
a majority vote. Let N denote the total number of text data to which label is
assigned. Then, let each data denote dj , j = 1, 2, · · · , N . From the dataset Dall to
which the label is assigned by a majority vote, we extract the data dj that worker
i is not working on. Then, we create the dataset D′

i = {dj |dj ∈ Dall, dj /∈ Di}.
We input to the imitation model the data dj contained in the dataset D′

i. Then,
we assign the output values as the label for data dj . Let li(dj) be the label
assigned to the data dj contained in the datasets Di and D′

i. We calculate the
agreement rate Ai using the label li(dj) and the label lall(dj) assigned by a
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majority vote. The formula for calculating the agreement rate Ai is as follows.

Ai =

∑N
j=1 M(li(dj), lall(dj))

N
(1)

M(li(dj), lall(dj)) =
{

1 (li(dj) = lall(dj))
0 (li(dj) �= lall(dj))

(2)

Eq. 2 is a function that outputs 1 if the labels li(dj) and lall(dj) are the same
and 0 if they are different. In our study, we propose an label aggregation method
using the agreement rate Ai calculated using Eq. 1.

3.3 Calculation the Weights of Workers’ Votes

In this section, we explain the label aggregation method that weights each
worker’s votes based on the worker’s agreement rate. We calculate the weights
of the votes a worker has based on their agreement rate. We aggregate the labels
by weighting the votes of the worker had. We can limit the influence of the
tasks of vandal workers on the labels by using worker quality as a weight. Step
A describes the process of calculating the agreement rate Ai for worker i. And
then, Step B describes the process of taking a majority vote that weights each
worker’s vote based on the agreement rate.

StepA-1 Constructing an imitation model of worker i used the data selected
from dataset Di randomly as training data.

A-2 Predicting the labels of text data dj in dataset D′
i using the worker i’s

imitation model.
A-3 Calculating the agreement rate Ai between the predictions of the

worker i’s imitation model and the labels assigned by a majority vote.
StepB-1 Weighting of worker i’s vote based on the agreement rate Ai.

B-2 Aggregating the label by taking a majority vote again.

We explain detail below weighting each worker’s vote described in B-1. We
decided to use the value obtained by normalizing the agreement rate as the
weight of each worker’s vote. If we normalize only by the worker’s agreement
rate, at least one person would not obtain a vote. It is possible that a task
performed by a vandal worker may include useful working data. Therefore, we
would like to give all workers the right to vote. Therefore, when calculating the
weights, we normalize by including the chance rate C of k-class classifications.

We calculate the weight wi of worker i’s vote using the following formula.

wi =
Ai − xmin

xmax − xmin
(3)

Q = {x|x = C,Ai(i = 1, 2, · · · , n)}, C =
1
k

(4)

Q, denoted by Equation (4), is the set containing the worker’s agreement
rate Ai and the chance rate C of k-class classification. The weight wi calculated
using the Equation (3) is the weight of the vote worker i has. We aggregate
labels with the weight of the vote weighted by worker i as wi.
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4 Experiments

4.1 Experimental Setup

This experiment is to verify the usefulness of the method described in Sect. 3.3.
The dataset we use is for tweets that contain the word “笑(laugh out loud; lol)” in
the body of tweets. In constructing this dataset, 605 workers performed the work.
There are 250,354 working data in this dataset. To evaluate the method, the
authors assigned correct labels to the data dj in the dataset Deva in advance. Let
Dtrue denote a dataset to which the correct answer label is assigned. We calculate
accuracy score by comparing the correct labels with the labels assigned by the
aggregation work or by applying the method. We then evaluate the method
based on the calculated accuracy score.

In this experiment, we create an imitation model of worker i using the dataset
Di described in Sect. 4.1. We create two imitation models. The first imitation
model is a model that categorizes positives or negatives. The second imitation
model is a more detailed classification of negatives. The pre-trained model1 for
BERT used to create the imitation model is a BERT-base model from Tohoku
University. We use this imitation model to predict label li(dj) for worker i’s data
dj . Next, we calculate accuracy score using equation (1) and (2) in Sect. 3.2.
Then, we calculate the weights wi based on the agreement rate Ai of worker
i using equation (3) in Sect. 3.3. At this time, we normalize the weights by
including 0.125, the chance rate for the 8-class classification. Finally, we apply the
method to the dataset Deva using the weights wi and take a majority vote. Then,
we calculate accuracy score by comparing the labels assigned by applying the
method with the correct labels. We evaluate the method by measuring accuracy.

4.2 Results and Discussion

The experimental results show that accuracy score is 0.6685 when this method is
applied using Model 1, and accuracy score is 0.6625 when this method is applied
using Model 2. The method of label aggregation by majority vote was defined
as baseline. The accuracy was 0.6625. Comparing the baseline and the results
of method application, accuracy is highest when the method is applied using
Model 1.

Model 2 is a model created by fine-tuning a model created using the data
used to calculate the baseline with the working data of each individual. The
data used to calculate the baseline here is the correct data used to calculate the
agreement rate of worker. Therefore, the less working data we have on workers,
the smaller the amount of change in parameters due to fine-tuning, and the less
we can capture the characteristics of each worker. This leads us to believe that
Model 2 would predict almost the same labels as the baseline results. Therefore,
the agreement rate is high regardless of the quality of the worker. In addition,
the weights of each worker do not differ because the weights are normalized by

1 https://github.com/cl-tohoku/bert-japanese.
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including the chance rate when calculating the weights. Therefore, even if each
worker’s vote is weighted, the result is that it is easily assigned an label that
is the same as the baseline. In fact, comparing the baseline with the results of
applying the method using Model 2, only 9 out of 2,000 data show a change in
the assigned labels.

On the other hand, Model1 can construct a model that directly reflects the
characteristics of each worker. Therefore, it possible to calculate the worker i
original agreement rate Ai. It is also possible to calculate weights wi independent
of the data used in the baseline. Therefore, the results of high-quality workers
are more likely to be reflected in the results, and we can obtain better labels.
In fact, comparing the baseline with the results of applying the method using
Model 1, 85 out of 2,000 data show a change in the assigned labels.

5 Conclusion

This study aims to improve the quality of crowdsourcing by aggregating labels
considering the quality of workers. We proposed an label aggregation method in
which worker quality is the weight of the worker’s vote. We conducted experi-
ments to verify the effectiveness of the method. The experimental results show
that accuracy score is 0.6685 when this method is applied using Model 1, and
accuracy score is 0.6625 when this method is applied using Model 2. Model 1
allow the construction of a model that captures the characteristics of the worker.
The imitation model can capture the characteristics of the worker, and thus the
original quality of the worker can be determined. We can reduce the influence
of vandal workers and obtain the labels close to the labels desired by the work
requester. Therefore, accuracy score is highest when this method was applied
using Model1.

We applied the method to dataset for which a work request completed. We
can only identify vandal workers after we have completed a work request. As a
future perspective, we consider extending this method to be applicable during a
work request.
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Abstract. Anomaly detection plays a crucial role in various domains
such as cybersecurity, fraud detection, and industrial asset condition
monitoring. In these fields, identifying abnormal patterns or outliers
is paramount for the business they support. This paper presents a
new framework that utilizes imputation methods to effectively iden-
tify anomalies. To evaluate the performance of the proposed framework,
experiments were conducted on different datasets that contain anoma-
lies from different domains. Experimental results demonstrate the effec-
tiveness of the framework in helping to detect anomalies. It provides
improvements between 8.17% and 165.21% for all datasets. Experimen-
tal results also confirm the effectiveness of the proposed framework and
its potential to be applied in real-world scenarios.

Keywords: Anomaly detection · Imputation

1 Introduction

Anomaly detection is a fundamental task in data analysis that focuses on finding
patterns in data that do not follow an expected behavior. Such patterns are often
referred to as anomalies, outliers, exceptions, and so forth. The applicability of
anomaly detection techniques is quite broad and extends to many domains,
including fraud detection, network intrusion detection, and health monitoring.
The reason such techniques can be used in so many domains is due to the
fact that anomalies usually translate to significant, and often critical, actionable
information [2]. Traditional approaches often rely on statistical techniques or
unsupervised learning algorithms. However, they usually struggle when the data
is too complex and high-dimensional, which causes the anomalies to exhibit
either a subtle or an over-complex pattern [8].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 56–61, 2023.
https://doi.org/10.1007/978-3-031-48316-5_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48316-5_8&domain=pdf
https://doi.org/10.1007/978-3-031-48316-5_8


ImputAnom: Anomaly Detection Framework Using Imputation Methods 57

Imputation is a process used to handle missing data points within a dataset,
and data imputation methods focus on automatically producing missing val-
ues with plausible substitutes, ensuring that the dataset remains complete and
usable for subsequent analyses [4]. Due to the imputation methods’ promising
ability to learn the patterns of data, it gained increasing attention as a compan-
ion for anomaly detection methods.

In this paper, we propose a novel framework that utilizes imputation methods
to support anomaly detection algorithms in the task of detecting anomalies in
univariate time series. Existing anomaly detection methods often incorporate
an imputation step before performing the detection process [3,9]. In contrast,
our framework aims to enhance the anomaly detection process by accurately
determining whether a specific row is truly an anomaly or not. By incorporating
the imputation method directly into the anomaly detection framework, we aim
to enhance the overall detection performance and efficiency. This integration
allows us to leverage the strengths of both imputation and anomaly detection
techniques, leading to more accurate and reliable anomaly detection results.

2 Methodology

In this section, we introduce our imputation framework, which comprises two
main components: an imputation component and an anomaly detection com-
ponent. The imputation method is applied to fill in missing values, and then
an anomaly detection algorithm is applied to identify and flag anomalous rows.
These steps are illustrated in Algorithm 1.

Algorithm 1. ImputAnom Framework
Input:

X: Dataset
y: A set of true labels
P : Percentage of missing rows
I: Imputation method
A: Anomaly detection method

Output:
F1: F1-Score
ypred: A set of predicted labels

1: Xnan ← randomly removed P% of values in X
2: Ximp ← impute Xnan using I
3: ypred ← detect anomaly from Ximp using A
4: F1 ← calculate F1-Score from y and ypred
5: return F1, ypred

As we can see, imputation methods play a crucial role in effectively managing
missing data within our framework. We integrate a range of well-established clas-
sical imputation techniques, including interpolation, mean, mode, and median,
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which serve as fundamental approaches to handling missing values. Additionally,
we leverage advanced machine-learning-based imputation methods to enhance
the accuracy and efficiency of data imputation. These include K-Nearest Neigh-
bors (KNN) imputation, which involves inferring missing values based on the
attributes of the nearest neighbors [7]. Moreover, we also employ Miceforest, a
versatile imputation technique that utilizes a random forest approach to estimate
missing data [10]. Lastly, our framework incorporates Generative Adversarial
Imputation Nets (GAIN), a state-of-the-art imputation method that employs
generative adversarial networks to predict and fill in missing values with high
accuracy and efficiency [13].

For anomaly detection, we utilize two main types of methods: The first, statis-
tical approaches, rely on diverse techniques like statistical measures, hypothesis
testing, and data distribution analysis. Notable methods include Hotelling’s T2,
ChangeFinder, and the Variance-Based Method, each serving to detect devia-
tions from expected patterns. For instance, Hotelling’s T2 calculates distances
from the center of a multivariate distribution, assessing abnormality based on
mean and covariance structures [5]. ChangeFinder focuses on detecting shifts in
statistical properties over time, identifying anomalies through significant devia-
tions from expected patterns [11]. The Variance-Based Method identifies anoma-
lies by assessing variances within features. The second approach employs machine
learning techniques, involving models trained on labeled or unlabeled data to dis-
cern normal patterns and deviations. Notable methods here include One-Class
Support Vector Machine (OSVM), Isolation Forest (IF), and Local Outlier Fac-
tor (LOF). OSVM constructs a model of normal data and identifies anomalies as
significant deviations from this model [12]. Isolation Forest isolates outliers using
random binary trees, leveraging the speed of isolation to distinguish anoma-
lies [6]. LOF gauges the local deviation of an instance from its neighbors, deter-
mining anomaly scores based on instance density compared to its neighbors [1].

3 Experiments and Discussion

To evaluate our framework, we utilized publicly available datasets from the
Numenta Anomaly Benchmark (NAB), specifically designed for evaluating
anomaly detection algorithms in streaming and real-time applications. We
worked with seven datasets, and further details can be found on the NAB
online page1. For assessing anomaly detection effectiveness, we compared the
F1-score, while for evaluating imputation performance, we utilized Mean Abso-
lute Error (MAE), measuring the average absolute difference between actual and
imputed values. Our imputation methods included mean, mode, median, interpo-
lation, Miceforest, KNN, and GAIN. In terms of anomaly detection algorithms,
we employed Hotelling’s T2, ChangeFinder, Variance Based Method, One-Class
Support Vector Machine (OSVM), Isolation Forest (IF), and Local Outlier Fac-
tor (LOF) for this study. Regarding the fraction, we conducted a comparative
analysis across different fractions ranging from 0.1 to 0.9.
1 https://github.com/numenta/NAB/tree/master/data/realKnownCause.

https://github.com/numenta/NAB/tree/master/data/realKnownCause
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Table 1 demonstrates ImputAnom’s ability to boost F1-Scores across
datasets, with enhancements ranging from 0.0275 to 0.1680 (8.17% to 165.21%
improvement). This underscores the importance of integrating imputation and
anomaly detection, significantly enhancing detection accuracy. Regarding Mean
Absolute Error (MAE), the table shows that for all of the datasets, the method
was able to achieve a lower MAE, consistently below 0.1. This indicates that the
imputation methods are proficient at accurately filling in missing values, even
when faced with a high fraction of missing data (greater than or equal to 0.5).
The consistently low MAE values reinforce the robustness and effectiveness of
our imputation methods, showcasing their ability to handle even high fractions
of missing data and yield accurate imputations across different datasets.

Table 1. Overall comparison.

Data F1-Score
Original

F1-ImputAnom
(Improvement%)

MAE

ambient temperature system failure 0.3368 0.3644 (8.17%) 0.0362

cpu utilization asg misconfiguration 0.1345 0.2621 (94.92%) 0.0541

ec2 request latency system failure 0.1308 0.1586 (21.25%) 0.0583

machine temperature system failure 0.2928 0.3216 (9.81%) 0.0234

nyc taxi 0.0560 0.1268 (126.27%) 0.0842

rogue agent key hold 0.1017 0.2697 (165.21%) 0.0255

rogue agent key updown 0.0584 0.1112 (90.50%) 0.0035

Figure 1 provides a clear and insightful comparison between the original
anomalous rows (Fig. 1a), and the results after employing our ImputAnom
framework (Fig. 1c). We have only displayed the results of one data: ambi-
ent temperature system failure, as the improvement pattern is clearly visible in
the chart for this dataset. The blue point represents non-anomalous data, while
the red point represents anomalous data. Upon closer inspection, it becomes evi-
dent that certain anomalies identified by the best anomaly detection algorithm
are corrected by our ImputAnom framework. The corrected anomalies are more
aligned with the ground truth and exhibit a better fit for the actual anomalous
patterns in the data.

We can observe that the anomalous points exhibit a clustering pattern within
specific periods of time, indicating a sequential nature rather than a spread-
out distribution. Interestingly, the best anomaly detection algorithm primarily
identifies anomalies in the peaks and valleys, as demonstrated in Fig. 1b. Our
proposed algorithm, ImputAnom, demonstrates comparable performance to the
best anomaly detection algorithm while also correcting some points, as evident
in Fig. 1c. This correction is attributed to the random removal of a fraction of
data, followed by imputation using an imputation method, which leads to the
disappearance of some peaks and valleys. As a result, the anomaly detection
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Fig. 1. Before and After ImputAnom.

algorithm applied after the imputation step may not recognize these initially
identified peak and valley points as anomalies. This observation confirms that our
framework is capable of refining the results of the anomaly detection algorithm,
making it more reliable and accurate in detecting anomalies.

4 Conclusion and Future Work

This paper introduced the ImputAnom framework, a novel approach that syner-
gistically leverages imputation and anomaly detection methods to significantly
enhance data analysis. The framework follows a two-step process: initially remov-
ing a fraction of data and employing imputation techniques to predict the miss-
ing values, followed by anomaly detection to identify potential anomalies. The
experimental results vividly showcased the remarkable impact of this combined
approach through ImputAnom, demonstrating improvements in F1-Score rang-
ing from 8.17% to an impressive 165.21% across diverse datasets, thus high-
lighting its considerable effectiveness. In future work, we envisage extending
the ImputAnom framework to handle multivariate data, enabling simultaneous



ImputAnom: Anomaly Detection Framework Using Imputation Methods 61

analysis of multiple variables and providing exciting prospects for more compre-
hensive anomaly detection in complex datasets.

References

1. Alghushairy, O., Alsini, R., Soule, T., Ma, X.: A review of local outlier fac-
tor algorithms for outlier detection in big data streams. Big Data Cogn. Com-
put. 5(1), 1 (2021). https://doi.org/10.3390/bdcc5010001, https://www.mdpi.
com/2504-2289/5/1/1

2. Chandola, V., Banerjee, A., Kumar, V.: Anomaly detection: a survey. ACM Com-
put. Surv. 41(3), 1–58 (2009). https://doi.org/10.1145/1541880.1541882

3. Duchi, J., Mackey, L., Wauthier, F.: Anomaly detection for asynchronous
and incomplete data (2008). https://web.stanford.edu/lmackey/papers/anomaly-
cs262a08.pdf, Advanced Topics in Computer Systems (UC Berkeley CS 262A, E.
Brewer)

4. Fatyanosa, T.N., Firdausanti, N.A., Soto, L.F.J., Mendonça, I., Prayoga, P.H.N.,
Aritsugi, M.: Conducting vessel data imputation method selection based on dataset
characteristics. IOP Conf. Ser.: Earth Environ. Sci. 1198(1), 012017 (2023).
https://doi.org/10.1088/1755-1315/1198/1/012017

5. Jensen, D.R., Ramirez, D.E.: Use of hotelling’s T 2: outlier diagnostics in mixtures.
Int. J. Stat. Probab. 6(6), 24–34 (2017). https://doi.org/10.5539/ijsp.v6n6p24

6. Liu, F.T., Ting, K.M., Zhou, Z.H.: Isolation forest. In: 2008 Eighth IEEE Interna-
tional Conference on Data Mining, pp. 413–422 (2008). https://doi.org/10.1109/
ICDM.2008.17

7. Murti, D.M.P., Pujianto, U., Wibawa, A.P., Akbar, M.I.: K-nearest neighbor (K-
NN) based missing data imputation. In: 2019 5th International Conference on
Science in Information Technology (ICSITech), pp. 83–88 (2019). https://doi.org/
10.1109/ICSITech46713.2019.8987530

8. Thudumu, S., Branch, P., Jin, J., Singh, J.J.: A comprehensive survey of anomaly
detection techniques for high dimensional big data. J. Big Data 7(1), 1–30 (2020).
https://doi.org/10.1186/s40537-020-00320-x

9. Vangipuram, R., Gunupudi, R.K., Puligadda, V.K., Vinjamuri, J.: A machine
learning approach for imputation and anomaly detection in IoT environment.
Expert Syst. 37(5), e12556 (2020). https://doi.org/10.1111/exsy.12556, https://
onlinelibrary.wiley.com/doi/abs/10.1111/exsy.12556

10. Wilson, S.V.: miceforest: fast, memory efficient imputation with LightGBM (2020).
https://github.com/AnotherSamWilson/miceforest

11. Yamanishi, K., Takeuchi, J.: A unifying framework for detecting outliers and
change points from non-stationary time series data. In: Proceedings of the Eighth
ACM SIGKDD International Conference on Knowledge Discovery and Data Min-
ing, pp. 676–681. KDD 2002, Association for Computing Machinery, New York,
NY, USA (2002). https://doi.org/10.1145/775047.775148

12. Yang, K., Kpotufe, S., Feamster, N.: An efficient one-class SVM for anomaly detec-
tion in the internet of things. arXiv:2104.11146 (2021)

13. Yoon, J., Jordon, J., van der Schaar, M.: GAIN: missing data imputation using
generative adversarial nets. In: Dy, J., Krause, A. (eds.) Proceedings of the 35th
International Conference on Machine Learning, vol. 80, pp. 5689–5698. PMLR
(2018). https://proceedings.mlr.press/v80/yoon18a.html

https://doi.org/10.3390/bdcc5010001
https://www.mdpi.com/2504-2289/5/1/1
https://www.mdpi.com/2504-2289/5/1/1
https://doi.org/10.1145/1541880.1541882
https://web.stanford.edu/lmackey/papers/anomaly-cs262a08.pdf
https://web.stanford.edu/lmackey/papers/anomaly-cs262a08.pdf
https://doi.org/10.1088/1755-1315/1198/1/012017
https://doi.org/10.5539/ijsp.v6n6p24
https://doi.org/10.1109/ICDM.2008.17
https://doi.org/10.1109/ICDM.2008.17
https://doi.org/10.1109/ICSITech46713.2019.8987530
https://doi.org/10.1109/ICSITech46713.2019.8987530
https://doi.org/10.1186/s40537-020-00320-x
https://doi.org/10.1111/exsy.12556
https://onlinelibrary.wiley.com/doi/abs/10.1111/exsy.12556
https://onlinelibrary.wiley.com/doi/abs/10.1111/exsy.12556
https://github.com/AnotherSamWilson/miceforest
https://doi.org/10.1145/775047.775148
http://arxiv.org/abs/2104.11146
https://proceedings.mlr.press/v80/yoon18a.html


Smart Cities as Hubs: Navigating
the Smart City Data Providers Landscape

Ioannis Nikolaou(B) and Leonidas Anthopoulos

Department of Business Administration/Business School, University of Thessaly,
Larissa, Greece

{ionikolaou,lanthopo}@uth.gr

Abstract. Smart Cities produce a wealth of data from the network of
sensors and devices that are deployed at metropolitan scale. These data
are managed by Smart City platforms that may provide APIs for enabling
access them. The compatibility of these APIs however cannot be taken for
granted which creates challenges in the creation of value added products
and services towards the advancement of knowledge societies for smart
cities and communities. The Smart Cities as Hubs (SCHub) project has
been created with the goal to provide a layer that will simplify the access
to the Smart City data and enable their seamless flow thus enabling
the creation of innovative solutions for Smart Cities and communities.
Towards this end, several real life use cases of Smart City APIs have been
identified, documented and categorized in order to map the landscape of
the Smart City data providers.

Keywords: smart city platforms · software architecture · software
integration · APIs

1 Introduction

Smart cities are defined as a city model that uses state-of-the art ICT to a)
improve living, efficiency and competitiveness with respect to future generations,
[8] or to b) facilitate the planning, construction, management and smart services,
[7]; while the “smartness” of a city describes its ability to bring together all its
resources, to effectively and seamlessly achieve the goals and fulfill its purposes
which is to eventually improve the everyday life of its citizens. The way this
is achieved ranges from improved services, efficiency and safety to higher levels
of satisfaction through easier and more impactful citizen participation in the
Smart City’s evolution. One of the key enablers of a Smart City is the sensors
and devices that comprise the Internet of Things (IoT) layer of a Smart City and
produce data of various types and origins ranging from energy and consumption
of resources like diesel and water, environmental and meteorological data to
health and activity data of the city’s citizens. In order for the goal of the Smart
City to be achieved, the information should be able to flow in a unified, barrier
free environment that will allow the ease of data consumption, integration of data
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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from different sources and eventually the creation of added value products and
services that will further advance the Smart City towards a knowledge society. In
practice however, it has been observed that the Smart City landscape in general
and the IoT layer in particular is fragmented and different solutions are deployed
among Smart Cities or even within a single Smart City as discussed in [10,11].

In this context the SCHub project has been created to investigate the fol-
lowing questions:

– How the Smart City open innovation platform is being transformed to a hub
(SCHub)?

– How can this SCHub become an “umbrella platform”, able to integrate SC
platforms and give back control to cities?

– What are the requirements and the architecture of the SCHub?

This article aims to present the first results of the ongoing SCHub project
focusing on the Smart City data providers landscape. The paper is structured
as follows: In Sect. 2 an overview of the SCHub concept and reference architec-
ture is presented along with a set of functional and nonfunctional requirements
that have been identified during the preliminary design phase. For the SCHub
concept validation, a number of Smart City data providers have been contacted
and access to their data has been requested. The data description and technical
specifications are discussed in Sect. 3 along with their technical categorization.
The paper concludes with a discussion of the current results, an overview of the
challenges and opportunities of the SCHub project and future research direc-
tions.

2 The SCHub Concept

The concept of SCHub is presented in detail in [1]. In brief, the SCHub is using
the analogy of the relationship between a traditional network hub and the various
network resources in the context of the Smart Cities. In a typical computer
network the various network nodes use a hub in an agnostic way to enable the
communication among them in different protocols and for different purposes. In a
similar fashion, the Smart City has many data sources, communication protocols
and IoT platforms which are not able to easily communicate with each other,
exchange data and enable the creation of value added services. The SCHub is
envisioned to act as the layer that enables and facilitates these use cases.

2.1 SCHub Architecture

The SCHub architecture is inspired by the generic IoT architecture, whose main
components have been extensively discussed in [3,4,9]. Their application in the
SCHub concept however needs special attention to address the specific needs of
the Smart City deployment environment and scale. More specifically, the SCHub
reference architecture must meet the following requirements:
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– Generality: the SCHub reference architecture must be technology agnostic
and expandable in order to be able to support the integration of both existing
and future data sources

– Scalability/Elasticity: the SCHub reference architecture must be able to
support both small size pilots as well as full scale Smart City deployments. For
this reason the architecture must be designed in a way that is both scalable
(i.e. it can grow as needed) and elastic (i.e. it can adapt to the usage load).

– Privacy: the data and metadata available in Smart City applications can
contain sensitive personal identifiable information which must be handled in
accordance with the rules and regulations of each region. At the same time,
the data are crucial for enabling the creation of value added services for the
citizen. For this reason the SCHub must maintain a balance between these
two requirements.

The key design principles of the SCHub reference architecture is presented
in detail in [1] and are in brief the following:

– API-first design in order to ensure the data are easily accessible to third
parties

– Baked-in security to be able comply with the strictest requirements for
data consistency, integrity and availability

– Privacy by default to ensure any concerns regarding the handling of per-
sonal identifiable information are taken into consideration

2.2 Functional Requirements

The functional requirements for the SCHub platform that have been identified
so far are as follows:

– The platform must support a modular architecture that will allow the imple-
mentation of connectors and gateways in an independent way according to
the data sources and use cases identified.

– The platform must support role-based access for the consumption of the data
in a fine-grained manner that will allow the users of the SCHub to access only
the information required.

– The platform should be able to operate both on the cloud as well as in an
on-premises environment in order to support a flexible deployment model
according to each use cases’ needs.

2.3 Non-functional Requirements

In addition to the functional requirements, the following non-functional require-
ments have been identified as key for the SCHub reference architecture:

– The SCHub will be able to scale horizontally in order to support the capacity
required by the identified use cases

– The SCHub will support failover and geo-separated deployments in order
to increase its availability and minimize the risk that any components can
become a single point of failure.
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3 Smart City Data Providers

In order to validate the SCHub concept, real data from Smart City data providers
are needed to ensure that the introduction of the SCHub layer will have tangible
benefits. A number of data providers of Smart City projects have been contacted
and the process of collecting this data is ongoing. A first list of the data providers
that have agreed to provide access in the context of the SCHub project are pre-
sented below. The identified data sources are categorized by various parameters
in respect to their APIs in Table 1.

Table 1. Data sources API categorization.

Provider Type Data Access API Format Frequency Doc

DEYAT Public Drinking water quality Public Pull JSON weekly yes

IMBRIW Public Stream water quality Auth Pull JSON hourly yes

WINGS Private Air quality Public Pull JSON minutes no

AGENSO Private Meteorological Measurements Public Pull CSV daily no

Water Quality Laboratory of the Municipality of Trikala, Greece
(DEYAT). The Water Quality Laboratory of the municipality of Trikala
(DEYAT) is performing weekly inspections at various points of the water supply
network, including boreholes and network termination points. The Laboratory
is accredited according to ISO 17025:2017 in the scope of the following tests:
pH, Conductivity, Nitrates, Coliforms, E.coli, Enterococci. The weekly data are
available in the laboratory’s web page ([2]) and is also available in JSON format
via a REST API.

Institute of Marine Biological Resources and Inland Waters, Greece
(IMBRIW). Institute of Marine Biological Resources and Inland Waters
(IMBRIW) is the leading public research institution in Greece, with a key role in
the Mediterranean region and the EU, spearheading fisheries and inland water
research. The main goals of IMBRIW are the production of knowledge related
to structural and functional aspects of inland aquatic ecosystems and the high
trophic level components (including fisheries) of marine ecosystems, and the
application of this knowledge for integrated river basin and coastal zone man-
agement, ecosystem approach to fisheries and biodiversity conservation ([5]). The
data collected are presented via the organization’s web page as dashboards ([6])
and is also available in JSON format via a REST API.

Meteorological Data of Municipality of Trikala. The Municipality of
Trikala is providing a portal for information regarding the air quality and meteo-
rological data of the city ([12]). The data are retrieved from two external services
providers that collect data for the air quality measurements ([13]) and meteoro-
logical measurements ([14]). The air quality measurements are available in JSON
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format via a REST API. The meteorological data latest measurements can be
retrieved as a CSV file export upon request.

4 Discussion and Future Research Directions

From the data collected so far, it has been identified that the Smart City data
providers can be both public and private sector companies. All of them allow
public access to their data upon request however not all require authentication
to access their API. The data are provided in a pull fashion and most of them
use JSON as the preferred data format. The sampling interval varies and can
range from minutes to weeks. In regards to the documentation of the API, it
also varies from non-existent to extensive.

The initial mapping of the Smart City providers seems to confirm the hypoth-
esis that the landscape is fragmented and that there is no common method for
providing the data gathered in Smart Cities. The incompatibilities among the
different technical aspects of the APIs make it challenging for external users to
access, consume, combine and create additional value added services using this
data. Inconsistencies in the data format, modeling and sampling frequency fur-
ther increase the effort needed to re-use and increase the value of the collected
data.

The introduction of the SCHub layer can contribute to the simplification of
data discovery and consumption and allow third parties to focus their efforts
in creating value added services rather than dealing with API incompatibilities
and data manipulation. This can be a step towards the direction of implementing
new use cases of collective intelligence and other innovative solutions for Smart
Cities and communities

The SCHub project is ongoing. The identification and collection of additional
real-life use cases of Smart City data providers for the southbound interfaces is
of high priority in order to have an overview of the Smart City data providers
landscape that is as wide as possible. Ongoing work is also focusing with equal
priority on the standardization of the northbound APIs that will enable the
seamless access to the identified data sources in a dynamic and consistent way.

Finally, a key research question in the context of the challenges of building
knowledge societies for Smart Cities and communities is in regards to the cen-
tralization of the Smart City platforms and the impact this has on the privacy
and self-soverance of the citizen’s data. The data sources identified so far con-
cern data that are at the metropolitan city scale without any kind of personal
identifiable information. The wealth of sensors that are deployed in Smart Cities
however allows the collection of data and metadata that can be linked to the
citizens themselves. Examples of such data sources include the various types of
smart meters like water, natural gas or electricity, occupancy sensors of parking
spaces, health and biometric data provided by smart watches or other equip-
ment. A layer like SCHub could provide the sanitization and anonymization for
this kind of data in order to ensure that the citizen’s privacy is not violated.
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Abstract. Traditional real estate management faces challenges like lack
of transparency, inefficiency, and fraud. Blockchain has been proposed
as a solution, but its full potential remains untapped. Our paper intro-
duces a sophisticated approach, combining Non-Fungible Tokens (NFTs),
InterPlanetary File System (IPFS), and blockchain technology. Using
Ethereum’s ERC721 standard, we create unique NFTs for real estate
assets, guaranteeing ownership and transferability. IPFS, integrated via
Node.js, ensures permanent data storage for each NFT, preserving asset
information integrity. What sets our model apart is its multi-platform
deployment on Fantom, Polygon, Binance Smart Chain, and Celo net-
works, enhancing resilience and accessibility. This robust integration
offers a transformative tool for real estate management, enabling trans-
parent, secure, and efficient transactions, promoting market efficiency,
and bolstering investor confidence.

Keywords: Real estate management · Blockchain · Smart contracts ·
NFT · IPFS · Ethereum · Fantom · Polygon · Celo · Binance Smart
Chain

1 Introduction

The real estate sector is vital for economic stability and growth, accounting
for a significant portion of the European Union’s workforce and enterprises [1].
However, traditional real estate transactions suffer from issues like high fees,
opacity, and fraud risks [4,7].

Blockchain, smart contracts, and NFTs offer promising solutions to these
problems [2,5]. Blockchain’s decentralization, immutability, and transparency
can revolutionize asset transfers and recording [6,9]. Smart contracts enforce
obligations, speeding up procedures and ensuring reliability.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 68–73, 2023.
https://doi.org/10.1007/978-3-031-48316-5_10
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Global initiatives like Sweden’s Lantmäteriet and the Dutch government have
explored blockchain in real estate [4,7]. Yet, they face legal and governance
challenges.

This paper introduces a pioneering blockchain-based real estate system,
addressing these challenges. It extends to multiple platforms like BNB Smart
Chain, Fantom, Polygon, and Celo for flexibility. A detailed IPFS proof-of-
concept ensures immutable data storage. These contributions advance the field
significantly.

2 Related Work

Blockchain, Non-Fungible Tokens (NFTs), and the InterPlanetary File System
(IPFS) hold transformative potential in real estate. This section reviews global
initiatives, highlighting benefits and challenges.

The Netherlands has seen a surge in nationwide blockchain pilot projects,
incorporating open data [4].

Bitfury partnered with Ukraine’s State Agency of E-Government to explore
blockchain for land cadastral [3].

In summary, these works demonstrate the transformative potential of
blockchain, NFTs, and IPFS in real estate, warranting further research to address
deployment challenges and harness their full potential.

3 Approach

3.1 Traditional Real Estate Management: An Overview

Traditional real estate management involves several essential components: assets
(property or land), sellers (owners of assets), buyers (acquirers of assets), agen-
cies (intermediaries like agents or brokers), and banks (providing loans or mort-
gages). Assets’ characteristics determine their value, serving as the central ele-
ment in real estate transactions. Sellers aim to transfer asset ownership for var-
ious reasons and must transparently disclose asset conditions. Buyers conduct
due diligence to assess an asset’s condition, legality, and value. Agencies facili-
tate transactions and provide market expertise but typically charge commissions.
Banks play a role by offering loans, evaluating financial capacity, property value,
and risk factors, using the property as collateral until the loan is repaid.

The traditional real estate transaction model, as depicted in Fig. 1, comprises
four manual and paper-based steps, involving key roles played by the buyer,
seller, agency, and bank. These steps encompass:

1. Agreement to Transact: It begins with a verbal agreement, followed by a
formal written contract to document and validate transaction specifics.

2. Asset Validation: This step verifies property documents for legal ownership,
but it’s slow and error-prone due to manual processes.

3. Financial Validation: The bank assesses the buyer’s financial capacity and
property value, often involving paper-intensive, manual procedures.
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Fig. 1. The traditional real estate management model

4. Information Transfer: The final step transfers validated documents and
contracts, often through physical means, risking sensitive information.

Traditional real estate transactions face problems like opacity, high costs,
lengthy paperwork, fraud risks, and slow processes. Intermediaries lead to hefty
fees and information imbalances. Physical paperwork and multiple stakehold-
ers add delays and data inconsistencies. Blockchain, with its transparency and
decentralization, can address these issues by cutting costs, automating processes,
and reducing fraud. NFTs and IPFS further streamline operations. This paper
examines how these technologies can transform real estate management, making
it more efficient, transparent, and secure.

3.2 Proposed Architecture for Blockchain-Based Real Estate
Transactions

Our architecture presents a blockchain-based system for real estate transactions,
incorporating smart contracts, Non-Fungible Tokens (NFTs), and the InterPlan-
etary File System (IPFS). Figure 2 illustrates our model, consisting of key com-
ponents: buyer, seller, agency, smart contract, distributed ledger, and IPFS,
designed to enhance transparency, efficiency, and security in real estate transac-
tions. The workflow comprises the following steps:

1. Agreement to Transact: The process starts with a buyer-seller agreement,
defining transaction details and terms.

2. Seller-Agency Interaction: The seller engages the agency to validate and
digitize real estate documents, preparing them for blockchain storage.

3. Data Validation and Storage: The agency validates and securely stores
the seller’s data, ensuring accuracy for the smart contract.



Revolutionizing Real Estate 71

Fig. 2. Real estate management model based on blockchain technology, smart contract,
and NFT

4. Smart Contract Creation: Validated data is transferred to a blockchain-
based smart contract, created and deployed by the seller, encapsulating agree-
ment terms and asset details.

5. NFT Generation: Upon successful smart contract deployment, an NFT
representing the real estate asset is generated, initially containing all asset
information and owner details.

6. Blockchain Logging: The smart contract, containing vital transaction data,
is recorded in the blockchain, ensuring immutability and transparency.

7. NFT Upload to IPFS: The NFT is uploaded to IPFS, offering decentral-
ized, tamper-resistant storage, bolstering security and resilience in our real
estate transaction system.

4 Evaluation Scenarios

In this section, we practically deploy and assess our model across four Ethereum
Virtual Machine (EVM) [8] compatible platforms: Binance Smart Chain (BNB)1,
Polygon (MATIC)2, Celo (CELO)3, and Fantom (FTM)4. These platforms were
chosen due to their EVM compatibility, offering strong community support,
1 https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md.
2 https://polygon.technology/lightpaper-polygon.pdf.
3 https://celo.org/papers/whitepaper.
4 https://whitepaper.io/document/438/fantom-whitepaper.

https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md
https://polygon.technology/lightpaper-polygon.pdf
https://celo.org/papers/whitepaper
https://whitepaper.io/document/438/fantom-whitepaper
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extensive libraries, and robust security features essential for our application.
This section is divided into two subsections: transaction fee analysis, and gas
limit analysis.

4.1 Transaction Fee Analysis

In the implementation and scaling of blockchain-based solutions, transaction fees
are critical. They impact the system’s viability, especially for high-frequency
applications like real estate trading. Therefore, understanding and analyzing
transaction fees across different blockchain platforms is essential.

Our study focuses on four platforms - BNB, FTM, MATIC, and CELO. We
estimate fees for contract creation, NFT creation, and NFT transfer for each
platform. Table 1 provides a detailed comparison of transaction fees, revealing
cost-effectiveness and financial implications for our proposed model.

The table highlights significant differences in transaction costs among plat-
forms, emphasizing the importance of choosing the most cost-effective platform
based on specific financial constraints and requirements.

Table 1. Transaction fee

Contract Creation Create NFT Transfer NFT

BNB Smart Chain 0.027311 BNB ($8.33) 0.00109162 BNB ($0.33) 0.00056991 BNB ($0.17)

Fantom 0.0095767 FTM
($0.003)

0.000405167 FTM
($0.000127)

0.0002380105 FTM
($0.000075)

Polygon 0.0068405000328344
MATIC($0.01)

0.000289405001273382
MATIC($0.00)

0.000170007500748033
MATIC($0.00)

Celo 0.00709722 CELO ($0.004) 0.0002840812 CELO ($0.000) 0.0001554878 CELO ($0.000)

4.2 Gas Limit Analysis

The gas limit is a critical consideration in Ethereum-based blockchains, denot-
ing the computational effort required for operations like transactions and smart
contracts. Each operation requires a specific amount of gas for successful exe-
cution, and the gas limit represents the maximum a user is willing to spend on
an operation. Optimizing the gas limit is crucial for blockchain system efficiency
and cost-effectiveness.

Table 2. Gas limit

Contract Creation Create NFT Transfer NFT

BNB Smart Chain 2,731,100 109,162 71,991

Fantom 2,736,200 115,762 72,803

Polygon 2,736,476 115,762 72,803

Celo 3,548,610 142,040 85,673
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This subsection analyzes the gas limit across four platforms: BNB, FTM,
MATIC, and CELO, focusing on contract creation, NFT creation, and NFT
transfer. The comprehensive comparison in Table 2 reveals varying computa-
tional resource requirements for each platform, impacting overall system perfor-
mance and efficiency. This analysis helps make informed decisions on the optimal
platform based on specific computational constraints and requirements.

The evaluation demonstrates the feasibility of deploying the proposed model
on various platforms, offering insights into financial and computational implica-
tions. These findings guide future research and implementations in this rapidly
evolving field.

5 Conclusion

This work explores blockchain, NFTs, and IPFS integration in real estate, propos-
ing an NFT model. It analyzes EVM-compatible blockchain platforms, emphasiz-
ing platform selection’s financial and computational impact. This research offers
practical insights, contributing to advancing knowledge. Blockchain, NFTs, and
IPFS hold the potential to enhance real estate’s efficiency, transparency, and
accessibility, paving the way for a tech-enhanced future in the sector.
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Abstract. This paper deals with the task of mining high utility item-
sets. The proposed approach presents a unified framework for efficiently
mining high utility patterns from transaction databases while handling
effectively various condensed representations. In addition, this approach
offers a way to integrate multiple constraints, including closedness, min-
imality, and maximality, while maintaining flexibility in the mining pro-
cess. This allows to significantly enhance the efficiency and effectiveness
of mining high utility patterns, making it a valuable tool for various data
mining applications. Finally, we show through an extensive campaign of
experiments on several popular real-life datasets the efficiency of our
proposed approach.

Keywords: High Utility Itemsets · Symbolic Artificial Intelligence ·
Propositional Satisfiability · Constraints

1 Introduction

An essential task in the knowledge discovery process concerns pattern extrac-
tion w.r.t. various properties such as novelty, usefulness, and understandability.
Pattern extraction is an active research topic in data mining. It involves automat-
ically finding relevant patterns that represent the properties of the data accord-
ing users’ preferences. Typically, pattern mining methods can be roughly divided
between Frequent Itemset Mining (FIM, for short) and High Utility Itemset Min-
ing (HUIM, for short). FIM is based on the occurrence of items to measure its
importance. However, HUIM is an extension of FIM and relies on the quantity
and profit of items to determine the set of items that appear together and have a
high utility in a transaction database. Such pattern is called High Utility Itemset
(HUI, for short). The utility can be evaluated in profit, cost, or any other user
preference measure. The task of HUIM was introduced in 2003 by Chan et al. [3]
and it spans diverse fields, including retail marketing, customer behavior analy-
sis, healthcare, and financial data analysis, among others (see [16]). For example,
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in a supermarket, retailers offer low-profit items or services at a reduced price
or for free to customers who purchased more expensive products. The aim is to
attract new customers and integrate new products into the market. Moreover,
Microsoft’s Xbox One video game console was sold at a low margin per unit, but
Microsoft knew that there was potential to profit from the sale of video games
with higher margins and subscriptions to the company’s Xbox Live service [4].

Abundant literature has been dedicated to the task of high utility itemset
mining (see [6,16] for a survey). Unfortunately, existing proposals for extracting
high utility itemsets may be ineffective since they often generate an overwhelm-
ing number of patterns, a significant portion of which prove to be irrelevant or of
little practical value. Moreover, the abundance of trivial or redundant patterns
can lead to a time-consuming and resource-intensive post-processing phase to
filter out irrelevant results. Consequently, the sheer volume of patterns gener-
ated makes it challenging for analysts and decision-makers to identify the most
valuable and actionable insights. To tackle this issue, various condensed repre-
sentations of high utility itemsets have been proposed and ranging from closed
[9] and maximal [15] to generators [8] and minimal [7] itemsets.

Basically, existing approaches, commonly referred to as specialized or imper-
ative, aim to find specific types of itemsets from transaction databases using
some measures. More specifically, these algorithms can only extract the item-
sets for which they were designed, and the user cannot easily incorporate new
specifications into the application. In that sense, adding new constraints, i.e.,
user preference, cannot be easily integrated into the original approach. It often
requires re-implementing the entire application, which might exceedingly chal-
lenging. However, adding new target patterns or combining existing properties
of mined patterns may necessitate new complicated implementation modifica-
tions. Interestingly, constraint-based approaches have emerged as a promising
framework for modeling diverse mining tasks due to their reliance on generic
and declarative solvers. This approach allows users to incorporate specific con-
straints that define the characteristics of the patterns to be mined. As a result,
this framework has garnered significant attention and has been applied in var-
ious data mining tasks, including frequent patterns, sequences, and association
rules. The declarative nature of constraint-based languages facilitates adapt-
ability, enabling the addition of new constraints or the combination of multiple
constraints within a single framework by simply modifying the declarative speci-
fication. This flexibility empowers data miners to tailor the mining process to suit
their specific needs while leveraging well-known and efficient solving techniques.

Our Contributions. The paper’s topic falls under the data mining field in general
and high utility itemsets extraction in particular. The first goal is to implement
new effective reformulations to solve the problem of enumeration of high utility
patterns using propositional logic resolution techniques. These reformulations
should allow for more adaptable representations that can effortlessly incorpo-
rate new user constraints. In this paper, we review the approaches for mining
high utility itemsets using propositional satisfiability. We show how the classi-
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cal problem and some condensed forms can be easily translated into SAT or a
problem around SAT.

This paper is organized as follows. Section 2 sketches some technical back-
ground and preliminary definitions. Then, we introduce some basic notions about
Boolean Satisfiability problem and its variants. Afterwards, Sect. 3 presents the
novel unified framework for high utility itemset mining. It explains how multiple
constraints, such as closedness, minimality, and maximality, can be combined
effectively within the constraint-based paradigm to extract valuable patterns.
In Sect. 4, we present a decomposition strategy to improve the efficiency and
effectiveness of the proposed framework. Finally, we discuss the experiments we
carried out to assess the performance of our proposals in Sect. 5. Finally, we
draw some conclusions in Sect. 6.

2 General Setting

In this section, we provide the essential preliminaries for understanding the high
utility itemset enumeration task and the propositional satisfiability problem.

2.1 High Utility Intemset Mining Problem

In the high utility itemset mining problem, we consider a transactional database
where each item a ∈ Ω is associated with two essential utility values: the external
utility denoted by wext(a) (e.g., unit profit) and the internal utility denoted by
wint(a, Ti). More formally:

Definition 1 (Internal/External Utility). Given a transaction database
T = {T1, . . . , Tm}, for each transaction Ti such that a ∈ Ti, a positive number
wint(a, Ti) is called the internal utility of the item a (e.g., purchase quantity). In
addition, each item a ∈ Ω possesses a positive number wext(a), called its external
utility (e.g., unit profit).

By considering both the external and internal utilities of items, one can
easily compute the utility of an item in a transaction, as given in the following
definition.

Definition 2 (Utility of an Item in a Transaction). Given a transaction
database T = {T1, . . . , Tm}, the utility of an item a in a transaction Ti, denoted
by u(a, Ti), is computed as: u(a, Ti) = wint(a, Ti) × wext(a).

Example 1. Consider an example of a transaction database depicted in Table 1
(we will use this table as a running example in this paper). Each item in each
transaction is associated with a weight representing its internal utility (e.g.,
quantity). In addition, it has an external utility (e.g., unit profit), as shown in
Table 2. Furthermore, the utility of the item a in the transaction T2 is u(a, T2) =
wint(a, T2) × wext(a) = 2 × 4 = 8.
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Table 1. Sample transaction data-
base with utility.

TID Items

T1 (a, 1) (b, 2) (c, 3) (d, 1)

T2 (a, 2) (b, 3) (c, 1) (e, 2)

T3 (a, 4) (e, 1)

T4 (a, 1) (d, 2) (e, 2)

T5 (a, 1) (b, 5)

Table 2. Profit table.

Item Unit profit

a 4

b 2

c 1

d 2

e 3

Based on the utility of an item introduced in Definition 2, the utility of an
itemset can be computed as follows:

Definition 3 (Utility of an Itemset in a Transaction). The utility of an
itemset X in a transaction Ti, denoted by u(X,Ti), is the total utility of each
item in that itemset in each transaction where it appears.

u(X,Ti) =
∑

a∈X⊆Ti

u(a, Ti)

Definition 4 (Utility of an Itemset in a Database). Given a transaction
database T = {T1, . . . , Tm}, the utility of an itemset X in the entire database
D, denoted by u(X,D), is defined as the sum of its utility in each transaction
u(X,Ti) wherein it appears:

u(X,D) =
∑

(i,T )∈D | X⊆Ti

u(X,Ti)

In the following example, we give different expressions of Definition 4 and 3.

Example 2. Using Table 1 and Table 2, the utility of the itemset {a, b} in the
transaction T1 is u({a, b}, T1) = 1×4+2×2 = 8. Hence, its utility in the database
is the sum of its utilities in all transactions wherein it appears. More formally:
u({a, b},D) = u({a, b}, T1) + u({a, b}, T2) + u({a, b}, T5) = 8 + 14 + 14 = 36.

The goal of high utility itemset mining problem is to find the set of all
itemsets in a transaction database D whose utility value is no less than a given
threshold θ. More formally,

HUI = {X : u(X,D) | X ⊆ Ω, u(X,D) ≥ θ}

An itemset is called high utility itemset if it has a utility greater than the mini-
mum utility threshold θ. Otherwise, it is called low utility itemset.

The next example shows all high utility itemsets in a database for a fixed
minimum utility threshold.
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Example 3. Let reconsider the database of Table 1 and a minimum utility thresh-
old θ = 25. Then, the set of all high utility itemsets is: {{a} : 36; {a, b} :
46; {a, e} : 43; {a, b, c} : 26}, where each number represents the utility of the
itemset.

Now, we introduce the main concise representations of high utility itemsets
commonly used in the HUIM literature.

Definition 5 (Concise Representations of HUIs). Let D be a transaction
database and X be an itemset.

– X is called a closed high utility itemset if there exists no itemset X ′ such
that X ⊂ X ′, and ∀(i, Ti) ∈ D, if X ∈ Ti then X ′ ∈ Ti.

– X is called a maximal high utility itemset iff there exists no other high
utility itemset Y such that X ⊂ Y , i.e., {X ⊆ Ω | u(X) ≥ θ and � ∃Y ⊃
X,Y ∈ HUI(D, θ)}.

– X is called minimal high utility itemset iff there exists no other high
utility itemset Y ⊂ X in D, i.e., {X ⊆ Ω | u(X) ≥ θ and � ∃Y ⊂ X,Y ∈
HUI(D, θ)}.
In the sequel, we write CHUIs, MaxHUIs and MinHUIs for the set of all

closed, maximal and minimal high utility itemsets in D, respectively.
Another task related to the HUIM problem consists in enumerating the set

of HUIs while also considering the frequency measure in the target patterns. In
this task, the objective is to find itemsets that not only have high utility but
also occur frequently in the transactional database.

Definition 6. Given a transaction database D, a support and utility minimum
thresholds δ and θ respectively. An itemset X is a frequent high utility itemset
(FHUI, for short). in D iff Supp(X)1 ≥ δ and u(X) ≥ θ.

Clearly, the HUIM task is a particular case of Frequent High Utility Itemset
Mining task (FHUIM, for short) where δ is set to 1.

A drawback of FHUIM setup is that when mining such patterns, the utility
of itemsets is overestimated. This means that even if the utility of an itemset
is relatively low, the transactions containing that itemset are still considered
part of the cover of that itemset. In other words, the transactions are counted as
supporting the itemset, regardless of the actual value of their utility. This can be
accomplished by imposing additional constraints on the utility metric to assist
filter out itemsets with low utility but high frequency, focusing on patterns that
genuinely carry significant value. Simply put, the utility constraint is enforced
on transaction level rather that the database level by restricting the cover of
the itemset to only the transactions in which its utility is greater than a local
minimum utility threshold. The following additional syntax is required to define
such sets.

1 Supp(X, D) = |{i ∈ [1..m] | (i, T ) ∈ D and X ⊆ T}|..
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Definition 7 (Support-based cover). Let D be a transaction database and
X an itemset in D. Given a local minimum utility threshold θ′, the utility-based
cover of X in D:

Coveru(X,D) = {(i, T ) ∈ D | X ⊆ Ti, and u(X,Ti) ≥ θ′}
Then, the utility-based support of X is the cardinality of its utility-based cover,
i.e., Suppu(X,D) = |Coveru(X,D)|. X is called a Frequent Local High Utility
Itemset (FLHUI, for short) in a transaction database D iff. Suppu(X) ≥ δ2.

2.2 The Satisfiability Problem in Propositional Logic

Consider a propositional language L built up from a countable set of proposi-
tional variables P, the Boolean constants 
 (True or 1) and ⊥ (False or 0) and
the classical connectives {¬,∧,∨,→,↔} in the usual way. We use the letters
x, y, z, . . . to range over the elements of P. A literal is a propositional variable
(x) of P or its negation (¬x). A clause is a (finite) disjunction of literals. Propo-
sitional formulas of L are denoted by Φ, Ψ , etc. For any formula Φ from L, P(Φ)
denotes the symbols of P occurring in Φ. A formula in conjunctive normal
form (or simply CNF) is a finite conjunction of clauses. A Boolean interpre-
tation I of a CNF formula Φ is defined as a function from P(Φ) to {0, 1}. A
model of Φ is an interpretation I that satisfies Φ (denoted I |= Φ), that is, if
there exists an interpretation I : P(Φ) → {0, 1} that satisfies all clauses in Φ.
The formula Φ is satisfiable if it has at least one model. We denote by M(Φ)
the set of all models of Φ.

The propositional satisfiability problem (SAT, for short) is a fundamental
decision problem in propositional logic. It involves determining whether there
exists a model for a given CNF formula. It has been extensively used in a
wide range of real-world scenarios, thanks to its effectiveness in solving com-
plex Boolean satisfiability problems, e.g., electronic design automation, software
and hardware verification [14]. These applications enables the enumeration of
all models of the underlying CNF formula. This task, called model enumera-
tion, is a well-known problem in SAT community. It finds application in diag-
nosis where the user is interested in computing all explanations rather than just
whether one exists. Model enumeration problems have been applied in various
tasks, including network verification [17] as well as several data mining tasks,
e.g., [2,10], and graph analysis [12,13]. A model M of Φ is called a minimal
model or prime implicant if no proper subset M ′ ⊂ M is a model of Φ. M+

denotes the set of variables assigned to true in a model M .

Definition 8 (X-minimal model). Let Φ be a propositional formula over a
set of literals L, X ⊆ L a set of variables, and M a model of Φ. Then, M is
called an X-minimal model for Φ iff there exists no other model M ′ of Φ such
that M ′

+ ∩ X ⊂ M+ ∩ X.

2 When there is no confusion, we note Coveru(X) instead of Coveru(X, D) and
Suppu(X) instead of Suppu(X, D).
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The problem of finding X-minimal models is about identifying all models of
a given propositional formula Φ that minimize the set of literals X.

Next, we employ an unified constrained approach for enumerating HUIs.
This framework is extended to leverage additional constraints in order guide
the mining process and optimize the extraction of more concise patterns. These
constraints serve as guidelines to restrict the search space and focus on patterns
that satisfy specific conditions.

3 A Unified SAT-Based Framework for HUIM

In this section, we explore constraint-based HUIM algorithms to address lack
of flexibility and support for multiple mining aims and provide more versatile
solutions in that context. We provide SAT-based encoding of the HUIM task as
a propositional satisfiability problem which will be expanded later to limit the
search process to a specific type of patterns.

In the proposed encoding for the transaction database D, we associate each
item a and transaction identifier i with a corresponding propositional variable.
Specifically, for each item a in D, we introduce a propositional variable pa.
This variable represents whether the item a is included in a selected itemset or
not. If pa is assigned to True, it indicates that the item a occurs in the itemset.
Conversely, if pa is assigned False, it means that the item a is not included in the
itemset. Similarly, for each transaction identifier i in the database, we introduce
a propositional variable qi. This variable represents whether a transaction Ti is
considered in the mining process or not. If qi is assigned a True, it indicates that
the transaction Ti contains the itemset.

Given a Boolean interpretation Δ, the candidate high utility itemset and its
cover are modelled as {a ∈ Ω | Δ(pa) = 1} and {i ∈ N | Δ(qi) = 1}, respectively.
Then, the encoding of HUIM problem into SAT is accomplished by imposing a
set of constraints, as shown in Fig. 1. The propositional formula (1) expresses the
itemset’s cover, it indicates whether the itemset occurs in the transaction i, i.e.,
qi = 1. More simply, the candidate motif does not supported by the transaction
i i.e., qi is False, if there exists an item a, such that pa = 1 and a does not
appear in the transaction (a ∈ Ω\Ti); when qi is set to False. The constraint
over the utility of an itemset X in D is expressed using the linear inequality
(3) w.r.t. the user threshold θ. Finally, the propositional formula (2) aims to
expand the framework for mining the set of closed HUIs. It ensures that if the
candidate itemset is involved in all transactions containing the item a, then a
must be added to the itemset. Clearly, the CNF formula (1) ∧ (3) encodes the
HUIM problem, while the formula (1) ∧ (3) ∧ (2) models the closed HUIM task.

Example 4. Let us consider the database of Table 1 as well as a minimum util-
ity threshold of 10, respectively. The transaction database is encoded into the
propositional formula Φhuim is illustrated in Fig. 2.
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m∧

i=1

(¬qi ↔
∨

a∈Ω\Ti

pa) (1)
∧

a∈Ω

(pa ∨
∨

a �∈Ti

qi) (2)

m∑

i=1

∑

a∈Ti

u(a, Ti) × (pa ∧ qi) � θ (3)

Fig. 1. SAT Encoding Scheme for (Closed) HUIM.

Φhuim =

¬q1 ↔ (pe) ⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Cover constraint

∧
¬q2 ↔ (pd)

∧
¬q3 ↔ (pb ∨ pc ∨ pd)

∧
¬q4 ↔ (pb ∨ pc)

∧
¬q5 ↔ (pc ∨ pd ∨ pe) ∧

4 × (pa ∧ q1) + 4 × (pb ∧ q1) + 3 × (pc ∧ q1) + 2 × (pd ∧ q1) ⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Utility constraint

+
8 × (pa ∧ q2) + 6 × (pb ∧ q2) + (pc ∧ q2) + 6 × (pe ∧ q2)

+
16 × (pa ∧ q3) + 3 × (pe ∧ q3)

+
4 × (pa ∧ q4) + 4 × (pd ∧ q4) + 6 × (pe ∧ q4)

+
4 × (pa ∧ q5) + 10 × (pb ∧ q5) ≥ 10

To extend this encoding for mining CHUIs, simply add the closure to Φhuim as
follows:

Φchuim =

Φhuim
⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Closure constraint

∧
pa

∧
pa ∧ pb ∨ q3 ∨ q4

∧
pc ∨ q3 ∨ q4 ∨ q5

∧
pd ∨ q2 ∨ q3 ∨ q5

∧
pe ∨ q1 ∨ q5

Fig. 2. The encoding Φhuim of the transaction database of Table 1.

It is important to note that the encoding of HUI involves Constraints (1)
and (2) that can be easily translated into clausal form. The constraint (3) refers
to a so-called Pseudo-Boolean constraint (PB, for short). Solving such kind of
constraint has been a topic of significant interest in the SAT community. To
solve problems with PB-constraints, one have to encode them as propositional
formulas to leverage the powerful SAT solvers. However, this encoding can lead
to formulas with an exponential number of constraints, which poses significant
challenges in terms of computational efficiency and scalability [1] especially for
long PB-constraints. As the length of the PB-constraints increases, the number
of Boolean variables and coefficients in the linear combination also grows, which
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can result in an exponential increase in the number of clauses and literals in the
corresponding propositional formula. One approach to handle this complexity
is through the use of counters [11]. Counters are data structures that can effi-
ciently manage and represent PB-constraints without explicitly encoding them
as propositional formulas. Instead of expanding the PB-constraints into a large
formula, counters provide a more compact and efficient representation. More
precisely, W =

∑m
i=1

∑
a∈Ti

u(a, Ti) is evaluated by subtracting u(a, Ti) from W
each time qi ∧ pa becomes False.

To enumerate all models of the HUIM encoding, an extension of the Davis-
Putnam-Logemann-Loveland (DPLL) procedure [5] is employed by adapting the
algorithm to keep track of all solutions found instead of stopping after finding just
one solution. This requires adding additional mechanisms to store and output
the found models. The proposed algorithm (see Algorithm 1) enumerates the set
of all models of a given CNF formula Φ. More precisely, the traditional DPLL
procedure checks only the satisfiability of Φ without computing the models of Φ.
However, Algorithm 1 checks first the satisfiability of Φ (line 11). If so, it returns
the set of all models of Φ (line 16). In this procedure, a non assigned variable p of
the formula Φ is selected, and the algorithm extends the current interpretation
by assigning p to True. Next, unit propagation is performed (lines 1–2). If all
literals are assigned without conflict, then Δ is selected as a model of the CNF
formula (line 12).

Algorithm 1. DPLL Enum: A backtracking search procedure for models enu-
meration
Input: Φ: a CNF formula, Δ: an interpretation
Output: The set of models of Φ
1: if (Φ |= p) then
2: return DPLL Enum(Φ ∧ p, Δ ∪ {p})) � unit clause rule
3: end if
4: if (Φ |= ⊥) then
5: return ∅ � conflict
6: end if
7: if (check Utility Constraint() == False) then
8: return ∅
9: end if

10: p = select variable(V ar(Φ))
11: if (p == null) then � all variables are assigned
12: return {Δ} � new found model
13: end if
14: S1 ← DPLL Enum(Φ ∧ p, Δ ∪ {p}) � recovering models with p
15: S2 ← DPLL Enum(Φ ∧ ¬p, Δ ∪ {¬p}) � recovering models with ¬p
16: return S1 ∪ S2
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SAT-Based Approach to Mining Concise Representations of HUIs

Condensed forms have been proposed to reduce the output size i.e., the number
of HUIs presented for the user. Similarly, prime implicants in propositional logic
have been proposed to reduce the size of the output by taking into account
those that encompass all models. Therefore, it is obvious that the two notions are
related. Consider the traditional HUI encoding that was mentioned earlier. Now,
the question is what the prime implicants of the formula (1) ∧ (3) represents.
Let’s note that the variables for transactions qi are expressed utilizing items’
variables through the use of Boolean functions. As a result, each model of (1) ∧
(3) assigns a value to transactions’ variables. As defined, m is a prime implicant if
m is a model and ∀a ∈ m, m\{a} is not a model. To satisfy the utility constraint,
a subset of variables must be assigned to True. Thus, a prime implicant of (1) ∧
(3) is equivalent to a minimal pattern in D. This mapping enables the generation
of prime implicants using a symbolic method for finding minimal HUIs. As was
previously said, the prime implicant in this case tends to minimize the set of
item variables for minimal patterns. This also refers to the widely researched X-
minimal model in the SAT community. Maximal HUIs and X-minimal models
are related by the same logic. More formally the two following results hold:

1. There exists a one-to-one mapping between the MaxHUIs of D and the X-
minimal models of Φhuim where X = {¬pa | a ∈ Ω}.

2. There exists a one-to-one mapping between the MinHUIs of D and the X-
minimal models of Φhuim where X = {pa | a ∈ Ω}.

Interestingly, item 1 shows the reduction of the task of computing maximal
HUIs to the X-minimal models enumeration problem by finding the largest (w.r.t
set inclusion) set of items. Similarly, item 2 shows the equivalence between the
task of discovering the set of MinHUIs and the X-minimal models of the formula
(1) ∧ (3). Typically, traditional approaches for computing X-minimal models
proceed in two phases: once a model is found, a minimization procedure is used
to find the minimal ones. In our approach, we process in one phase in order
to enumerate the X-minimal models of a given CNF formula. To compute all
X-minimal models, an improved generic DPLL-based model enumeration of the
previously described algorithm is used. It proceeds by assigning the variables
of X first to False. Each time a model is found a blocking clause is added to
prevent find models that are not minimal (see Algorithm 2).

Next, we deal with the task of FHUIM with into propositional logic. To do so,
the encoding of classical HUIM problem is combined with the following frequency
constraint:

m∑

i=1

qi ≥ δ (4)

Then, our unified encoding allows us to combine both utility and frequency
measures in order to derive the formula Φfhuim encoding the FHUIM problem.

Φfhuim = (1) ∧ (3) ∧ (4)
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Algorithm 2. Xmin-DPLL Enum: A backtracking search procedure for X-
minimal models enumeration
Input: Φ: a propositional formula (X ⊆ Lit(Φ)) � Lit(Φ): literals of Φ
Output: S: the set of minimal models of Φ, Γ : the set of blocking clauses
1: M = ∅, S = ∅, Γ = ∅
2: if (Φ |= p) then
3: return Xmin-DPLL Enum(Φ ∧ p, M ∪ {p})) � unit clause rule
4: end if
5: if (Φ |= ⊥) then
6: return ∅ � conflict
7: end if
8: p = select variable(V ar(Φ))
9: if (p == null) then � all variables are assigned

10: S ← S ∪ {M} � new found model

11: cb ← (
∨

x∈M∩X

¬x) � blocking clause

12: Φ ← Φ ∧ cb
13: Γ ← Γ ∧ cb
14: end if
15: S1 ← Xmin − DPLL Enum(Φ ∧ p, M ∪ {p}) � recovering models with p
16: S2 ← Xmin − DPLL Enum(Φ ∧ ¬p, M ∪ {¬p}) � recovering models with ¬p
17: return S1 ∪ S2, Γ

More interestingly, Φfhuim can be extended to the closure constraint (2) to mine
closed FHUIs (in short CFHUIs). We shall note the formula encoding the com-
putation of CFHUIs as:

Φcfhuim = Φfhuim ∧ (2)

Proposition 1. Let D be a transaction database, θ be a minimum high utility
threshold, and δ be a minimum support threshold. Let Φcfhuim = Φfhuim ∧ (2) be
a propositional formula. Then, there exists a one-to-one mapping between the
models of Φfhuim and the set of CFHUIs in D.

To address the issue of overestimation in mining FHUIs, a specialized form of
HUIM coined Frequent Local High Utility Itemset Mining (FLHUIM, for short)
can be established. This specialized form aims to alleviate the overestimation by
restricting the cover of the candidate itemset X to only those transactions Ti

where the utility of X is greater than a local minimum utility threshold. Thus,
the mining algorithm ensures that only those transactions containing X with
utility values greater than the threshold will contribute to the support count
of X. This representation can improve the quality of the mining results, obtain
more meaningful frequent itemsets, and reduce the impact of overestimation on
the utility values of the discovered itemsets.

In contrast to the previous SAT-based encoding of FHUIM, three subsets of
propositional variables are introduced, namely {pa | a ∈ Ω}, {qi | i ∈ [1..m]},
and {ri | i ∈ [1..m]}. Each variable pa is used to represent an item a and
the variables q1≤i≤m are used to represent each transaction Ti. In contrast, each
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variable r1≤i≤m is used to indicate that the itemset appears in the ith transaction
and has a utility value greater than a local minimum utility threshold. Afterward,
the main idea is to restrict the frequency function to the transactions with the
highest gain value. To do so, let us consider the next Constraint (5).

m∧

i=1

(ri ↔ qi ∧ (
∑

a∈Ti

u(a, Ti) pa ≥ θ′)) (5)

Intuitively, this constraint stipulates that a candidate itemset X is supported
by a transaction Ti if it is contained in Ti and the utility of X in Ti meets the
required local utility threshold. Notice that the cover and closedness constraints
remain identical to the one of the FHUIM SAT-based encoding, i.e., Constraints
(1) and (2). In other words, Constraint (5) can be rewritten as the following
formula:

m∧

i=1

ri ↔
∑

a∈Ti

u(a, Ti)(qi ∧ pa) ≥ θ′

Now, to enforce the candidate itemset to be frequent, i.e., to be covered by
at least δ transactions, we add the cardinality constraint (i.e., Constraint (6)).

m∑

i=1

ri ≥ δ (6)

Proposition 2. Let D be a transaction database, θ′ be a local minimum utility
threshold, and δ be a minimum support threshold. Let the propositional formula
Φflhuim = (1)∧(5)∧(6). Consequently, there is a one-to-one mapping between the
models of Φflhuim and the set of FLHUIs in D. Similarly, Φcflhuim = Φflhuim ∧ (2)
is the formula used to encode the closed FLHUIM problem.

4 Efficient Solving Strategy for HUIM Problem

The main idea of decomposition in data processing and problem-solving is to
break down a large problem or dataset into smaller, more manageable sub-
problems. Instead of encoding and dealing with the entire database as a single
entity, decomposition allows us to solve many independent sub-problems of small
size. Basically, given a classical formula Φ and a propositional variable x1 in Φ
(i.e., x1 ∈ P(Φ), where P(Φ) denotes the set of variables occurring in Φ), the
models (satisfying assignments) of Φ can be obtained by considering the models
of two new formulas: Φ ∧ x1 and Φ ∧ ¬x1.

By generalizing the previous principle for a subset of variables {x1, . . . , xn},
the models of Φ are those of Ψ1, . . . , Ψn where Ψi = Φ ∧ xi ∧ ∧

1≤j<i ¬xj . In our
case, we have {x1, . . . , xn} = {pa1 , . . . , pan

} and Φ corresponds to Φhuim (or Φchuim

for closed patterns). Consequently, solving Ψi = Φ ∧ pai
∧ ∧

1≤j<i ¬paj
can be

obtained by considering only transactions containing the item ai. In fact, since
the variable pai

is True, the models of Φi is limited to those involving pai
, that
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is, the itemset including ai. Clearly, partitioning the formula into many inde-
pendent sub-formulas allows for the creation of smaller and more manageable
problem instances that encode subsets of the original database. By managing
subsets of transactions independently, the solution process becomes more feasi-
ble, and computational challenges are mitigated. By decomposing the original
problem into independent sub-formulas, each sub-formula represents a smaller,
self-contained problem with its own set of constraints. These sub-formulas retain
the declarative nature, as they only describe the relationships between variables
and do not prescribe the order or method of solving. The order in which we solve
the generated sub-problems can significantly impact the effectiveness and effi-
ciency of the overall approach. This order can influence how the search space is
explored and how quickly a solution is found. Starting from the last sub-problem
Φ∧Ψn can indeed be a strategic choice, often referred to as a “last-subproblem”
strategy.

5 Empirical Evaluation

In this section, we present the experiments carried out to evaluate the per-
formance of the proposed approach to discovering various high utility pat-
terns embedded in transaction databases. Our empirical study was performed
on a Linux machine 32GB of RAM running at 2.66 GHz. We test our
approaches for mining classical HUIs (the algorithm coined SATHUIM), closed
HUIs (SATCHUIM), minimal (SATminHUIM) and maximal HUIs (SATmaxHUIM), fre-
quent HUIs (SATFHUIM) and frequent local HUIs (SATFLHUIM) while varying the
minimum utility, i.e., θ and support, i.e., λ thresholds. The reported runtime is
in seconds and the timeout is set to one hour for each test. For our empirical
evaluation, experiments were carried out on various well-known datasets taken
from the SPMF3 repository. The different characteristics of these datasets are
given in Table 3: the number of transactions (|D|) and the number of items (|Ω|).
The runtime of the approaches described above against these datasets are also
shown in Table 3 (in Fig. 3 for SATFLHUIM approach) under the fixed threshold
(either the minimum utility or minimum support).

According to our experimental results, our approaches achieve across all
datasets for all the considered minimum utility threshold values (also support
threshold for SATFLHUIM). Moreover, the number of patterns clearly depends on
the threshold values. More specifically, this number becomes huge even for small
datasets with lowest threshold values. It is easy to observe how concise repre-
sentation allows for large reductions in output size. For example, for θ = 400k,
the number of patterns decreases from more than 428 thousand HUIs to 154
minHUIs.

As illustrated in Table 3 and Fig. 3, it is clear that the performance of all
algorithms depends on the overall dataset characteristics. Moreover, the mini-
mum support and the minimum utility thresholds δ and θ (θ′) have a significant

3 https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php.

https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
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Table 3. Comparative results using different minimum utility (and support) threshold
values.

Dataset θ SATHUIM #HUIs CHUIM #CHUIs SATMinHUIM #minHUIs SATMaxHUIM #maxHUIs δ(%) SATFHUIM #FHUIs

Chess (3196, 75) 400k 39.88 428023 17.93 114660 6.02 154 3.88 211 30 51.29 427979

500k 4.94 24979 2.79 10888 2.49 92 1.67 26 6.64 24979

600k 1.35 583 1.17 394 1 26 1.15 6 1.29 583

Retail (16470, 1030) 10k 9.17 912 9.21 912 6.51 182 10.24 272 0.2 2,78 885

25k 5.7 165 5.5 165 3.90 36 6.08 45 1,93 165

30k 4.95 114 4.81 114 3.44 25 5.26 37 1,85 114

Kosarak (990002, 41270) 1M 121.01 125 128.65 125 88.47 8 98,19 8 4 7.2 34

1.2M 108.76 87 116.45 87 86.15 6 97.61 6 6.97 31

1.3M 94.28 78 110.95 78 81.65 6 92.86 6 6.52 31

Chainstore (1112949 46086) 1M 132.7 382 117.34 382 64.10 261 120.67 307 0.6 7,27 85

1.4M 106.49 231 96.58 231 55.52 173 99.91 189 6,55 80

1.8M 88.78 154 81.72 154 48 126 84.91 122 6,38 73

Fig. 3. Experimental results of SATFLHUIM on several datasets.

impact on the performance of the computing process of SATFHUIM and SATFLHUIM
algorithms.

6 Conclusion

The suggested research developed methods for several related high utility min-
ing problems using a SAT-based formulation. We proposed a unified framework
for investigating a variety of constraints such as closedness, maximality, mini-
mality, local utility, and frequency. Manipulation of the constraints can result in
the desired patterns by adding or removing constraints according to particular
requirements or preferences while offering flexibility and adaptability. Further-
more, the combination of decomposition and user-defined constraints keeps the
SAT approach declarative while offering flexibility and customizability to suc-
cessfully address specific real-world problems. For future consideration, more
tests on other real-world datasets can be conducted to evaluate the proposed
framework.
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Abstract. In the age of big data, the volume of RDF data has been
exploding due to the growing demands for open data, including Linked
Open Data (LOD), semantic data processing, and knowledge graphs.
Large-scale RDF data may contain millions to hundreds of millions of
triples, comprising subject, predicate, and object, making fast query pro-
cessing on such datasets challenging. To address this issue, distributed
parallel processing systems like Apache Spark has been successfully used.
One of the key issues in such systems is to partition the data to max-
imize performance while balancing the load and minimizing communi-
cation between processing nodes by taking into account the dataset’s
characteristics and the workload. In this study, we propose a method of
RDF data partitioning for efficient query processing by Spark SQL. We
exploit the statistics of RDF data and the workload information repre-
senting typical user queries, allowing us to group strongly related RDF
triples into the same partition. Moreover, we employ indexes whereby
only the necessary partitions are loaded for answering a query, reducing
the amount of data to be processed and improving query processing per-
formance. Our evaluation experiments showed that the proposed scheme
outperformed the comparative methods in table load time and query
time for most benchmark queries in a single-node setting.

Keywords: RDF · data partitioning · workload · Spark SQL

1 Introduction

RDF (Resource Description Framework) [8] is a framework for expressing data
in terms of triples consisting of subject, predicate, and object, and it has been
extensively used in recent years due to the growing increasing demands for pub-
lishing data in a reusable way, such as LOD (Linked Open Data) or knowledge
bases. To query RDF data, SPARQL [2] is one of the most popular query lan-
guages where one can specify the information needed in terms of a basic graph
pattern (BGP). Generally, big RDF data contains millions to hundreds of mil-
lions of triples, and it is not easy to query such data at high speed. For this

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 92–106, 2023.
https://doi.org/10.1007/978-3-031-48316-5_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48316-5_12&domain=pdf
http://orcid.org/0009-0001-1225-3983
http://orcid.org/0000-0003-0595-2230
https://doi.org/10.1007/978-3-031-48316-5_12


RDF Data Partitioning for Efficient SPARQL Query Processing 93

reason, the demand for systems that can effectively and efficiently process large-
scale RDF data has been growing. In particular, to process extremely large RDF
data, a single-node computer is not sufficient, and there have been many works
that try to exploit parallel-distributed processing frameworks, such as MapRe-
duce [5] and Apache Spark [1], e.g., SPARQLGX [6], WORQ [9], S2RDF [12],
and DIAERESIS [13].

One of the key challenges of these approaches is how to partition the dataset
so that the performance is maximized – inappropriate data partitioning causes an
unbalanced load distribution among processing nodes, resulting in performance
degradation. Besides, minimizing the number of inter-node communications is
desirable to attain better performance. In the case of processing a query, it would
be better if necessary data for the query is stored in the local storage at the node
to avoid inter-node communications.

Meanwhile, we can obtain typical workloads in terms of SPARQL queries
as workload information in many systems. Such workload information allows us
to extract strongly correlated data, which is useful for generating appropriate
partitions for the workload.

There are several works for large-scale RDF processing. Some exploit work-
load information for generating RDF data partitioning for fast query processing.
Adnan et al. [3] proposed a data partitioning method using workloads, where
co-occurring predicates in a set of SPARQL queries are assigned to the same
partition. Madkour et al. [9] also proposed a workload-based data partitioning
method, aiming to minimize disk I/O and network shuffling overhead by focusing
on join patterns in the query workload. Besides, Georgia [13] uses a two-stage
data partitioning process exploiting the betweenness centrality for Apache Spark
and Spark SQL.

Based on these research works, we propose in this study a method to achieve
efficient query processing of RDF data using Spark SQL. Specifically, we propose
partitioning and indexing methods that consider the co-occurrence of not only
predicate but also subject and object in the workload, where we combine queried
data into the same partition by introducing co-occurrence. Furthermore, using
indexes, we try to reduce the amount of data to be processed. To evaluate the
superiority of the proposed method, we compare it with DIAERESIS [13], the
method using the betweenness centrality for schema graphs, in five aspects:
data partitioning time, query execution time, data reading time, number of read
triples, and the total time of query execution time and data reading time.

2 Preliminaries

2.1 RDF and SPARQL

RDF (Resource Description Framework) [8] is a framework for expressing rela-
tionships among resources. The basic construct is a triple structure of the form
(〈s〉 〈p〉 〈o〉) using subject s, predicate p, and object o. The subject and object
refer to the resources, and the predicate refers to their relationship. Any resource
referenced by a triple is described by an IRI (international resource identifier), a
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unique identifier for a resource that allows us to identify any resource. Alterna-
tively, a subject can be a blank node, and an object can be either a blank node
or a literal.

To query RDF data, we use SPARQL (SPARQL Protocol and RDF Query
Language for RDF) [2]. The basic syntax of SPARQL is similar to that of SQL. It
consists of a SELECT and a WHERE clauses, where the SELECT clause describes the
variables to be retrieved from the query result, and the WHERE clause describes
the graph pattern to be retrieved from the RDF data, which is called BGP (basic
graph pattern). Specifically, for all matches of a BGP, the values (?var) specified
in the SELECT clause will be returned as a result.

2.2 Processing RDF Using Spark SQL

Apache Spark [1] is a distributed processing framework designed for large-scale
data processing. It provides several APIs, including DataFrame, as a data access
model for processing structural and semi-structured data, enabling flexible and
high-speed parallel processing. We can use Spark SQL [4] to manipulate and
query such data in a declarative way.

A straightforward way to process a SPARQL query using Spark SQL (or
SQL) is as follows. First, store RDF triples with a table consisting of three
attributes: subject, predicate, and object, called triple store [14]. Second, for
a given SPARQL query, we extract the BGP. Then, we generate a join query
in SQL according to the shared variables in the BGP. Besides, we convert the
FILTER conditions to the conditions in the WHERE clause in the SQL query. Thus,
we can convert a SPARQL query to an SQL query. Nevertheless, the size of the
table storing the triples can be large, demanding an appropriate partitioning of
the table to maximize the performance on Spark SQL.

3 Related Work

3.1 Workload-Based Methods

Adnan et al. [3] proposed a data partitioning method based on workloads. In
their approach, they count co-occurring predicates from SPARQL queries. Given
a query workload Q = {q1, . . . , q|Q|}, where |Q| represents the number of queries,
the data is partitioned in such a way that predicate pairs frequently queried
together are placed within the same cluster using a greedy clustering method.
They store the partitioned data one by one on multiple SPARQL endpoints and
process them using a federation engine, whereas this research targets a single
Spark processor.

Madkour et al. [9] also proposed a workload-based data partitioning method.
This approach aims to minimize disk I/O and network shuffling overhead by
focusing on join patterns that are frequently repeated in multiple queries. They
used a Bloom filter to reduce the number of elements in queries that require joins
between multiple tables to achieve the aim. In addition, vertical partitioning of
the obtained data based on subject or object is performed, and the results are
cached to reduce the amount of data to be processed.
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Fig. 1. An overview of the proposed scheme.

3.2 Methods Using Betweenness Centrality and Indexing

Georgia [13] uses a two-stage data partitioning process. In the first stage,
betweenness centrality is computed for the schema graph of the data, and nodes
with high centrality are identified as important nodes for generating the depen-
dence used to group the non-schema nodes. In the second step, they apply a
predicate-based vertical sub-partitioning so that each vertical partition contains
a subject and an object for each predicate, reducing the data size of each par-
tition. Besides, they generate indexes for these partitions so that the necessary
sub-partition can be searched directly during query execution.

4 Proposed Method

In this work, we assume that the workload information (i.e., a set of SPARQL
queries) is given, and the basic idea of the proposed method is to exploit the
correlation among triples, thereby grouping highly correlated triples in the same
partition to achieve efficient query processing in Spark SQL. Figure 1 shows an
overview of the proposed scheme. It takes as input 1) RDF data D (where D
is a set of RDF triples), 2) query workload W = {q1, . . . , q|W |} where qi is a
SPARQL query, 3) the number of partitions N , and K as the number of sub-
partitions. The output consists of the RDF data partition D1, . . . , DN such that
D1 ∩ · · · ∩ DN = ∅, an ID table that records the relationship between data and
IDs, and an index that records the path to the partition containing each piece
of data.

The data partitioning process consists of three major steps. In Step 1, the
data is assigned unique integer identifiers to reduce redundancy. Then, in Step
2, the subject, predicate, and object are each extracted from the workload, and
the co-occurring elements are converted to IDs to create pairs. The number of
occurrences of the pairs is then measured and sorted in order of frequency of
occurrence. Finally, in Step 3, clustering is performed based on the number of
co-occurrences of the predicates as the first segmentation. Then, for the result,
in the second segmentation, two types of clustering are performed based on the
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Fig. 2. Query example. Fig. 3. Co-occur-
rence counts.

number of co-occurrences of the subject and the object, respectively, and the
results of each type of clustering are produced as output. At the same time,
indexes to the subject, predicate, and object partitions are also generated.

Notice that we use Apache Spark itself for RDF data partitioning for effi-
ciency. For this reason, we use parallel constructs like MapReduce in the subse-
quent explanation.

4.1 Data Partitioning Process

Step 1: Assigning IDs. The IRIs and literals in RDF data are usually long
strings that are costly to maintain and process as they are, while we mostly
perform exact matches over IRIs when processing SPARQL queries. For this
reason, we first convert IRIs and literals into unique IDs as integers.

Step 2: Workload Analysis. Next, we analyze the workload to extract the
co-occurring pairs for the subject, predicate, and object, respectively. The input
consists of the SPARQL workload W and the data-to-ID correspondence table
generated in Step 1, while the output is a text summarizing each pair and its
co-occurrence count.

Algorithm 1 presents the algorithm for this step. Initially, for a given work-
load W = q1, . . . , q|W |, the WHERE clause is extracted, and the bound variables
for the subject, predicate, and object are obtained from it. If there are elements
containing multiple bound variables, they are converted to IDs and added to
the respective co-occurrence lists Lsub, Lpre, Lobj (Lines 2–14). The elements of
these lists are tuples p = 〈P1, P2〉, and the co-occurrence counts are aggregated
(Lines 15–17).

For instance, when counting the co-occurrences of predicates for eight queries
depicted in Fig. 2, Lpre = (〈p1, p2〉, . . . 〈p2, p4〉, 〈p3, p4〉) is obtained. Then,
MapReduce aggregation is applied to it to count each pair efficiently, result-
ing in Fig. 3.

Step 3: Data Partitioning. Finally, we partition the dataset according to
the information obtained in the previous steps. The input consists of the ID-
encoded RDF dataset DID, co-occurrence counts for subjects, predicates, and
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Algorithm 1. Workload Analysis.
Require: SPARQL workload W ,Subject-object ID table IDso, Predicate ID table IDp

Ensure: Subject, predicate, and object co-occurrence counts denoted as
Csub, Cpre, andCobj

1: Load IDso and IDp as HashMap
2: Lsub := ∅; Lpre := ∅; Lobj := ∅
3: for all query ← W do
4: where = extractInWhere(query) � Extract contents inside WHERE clause
5: for all (s, t) ← extractBoundSubject(where) do � Create subject pairs from

WHERE clause
6: Lsub ← (IDso(s), IDso(t))
7: end for
8: for all (s, t) ← extractBoundPredicate(where) do � Create predicate pairs

from WHERE clause
9: Lpre ← (IDp(s), IDp(t))

10: end for
11: for all (s, t) ← extractBoundObject(where) do � Create object pairs from

WHERE clause
12: Lobj ← (IDso(s), IDso(t))
13: end for
14: end for
15: Convert all elements in Lsub, Lpre, and Lobj into ID using HashMap
16: Csub =countAllPairsByMapReduce(Lsub)
17: Cpre =countAllPairsByMapReduce(Lpre)
18: Cobj =countAllPairsByMapReduce(Lobj)
19: Output Csub, Cpre, and Cobj

objects, denoted as Csub, Cpre, and Cobj , respectively, along with the number of
partitions N , and the number of subpartitions K. The output includes partitions
D1, . . . , DN (where Disub1 + · · · + DisubK

= Di, Diobj1 + · · · + DiobjK = Di,
Disub1 ∩ · · · ∩ DisubK

= ∅, and Diobj1 ∩ · · · ∩ DiobjK = ∅), subject and object
indexes, and a predicate index. These indexes record in which partitions each
element is contained. Figure 4 illustrates the data input/output structure in Step
3. In the proposed method, data is partitioned into two stages using the same
clustering technique (Algorithm 2). So, we explain it first.

Clustering Algorithm. Initially, we make two HashMaps: a cluster, which
records predicates belonging to each cluster, and an Index, which records clus-
ters to which predicates belong. The size of a cluster, represented as t, indicates
the maximum number of distinct predicates contained within a single cluster. It
is computed by dividing the total number of distinct predicates by the number of
partitions N (Lines 1–4). Next, the algorithm sorts each pair of predicates that
co-occur in workload queries in descending order of frequency. This prioritization
ensures that pairs with a stronger co-occurrence relationship, i.e., those appear-
ing together more frequently, are considered first for clustering. This increases
the likelihood that pairs with higher co-occurrence are grouped into the same
cluster. The algorithm then tries to assign each pair to a cluster as follows: 1) if
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Fig. 4. Step 3 data layout.

both predicates are already assigned to either of the clusters, it does nothing; 2)
if either of the predicates is assigned to one of the clusters, it assigns the other
predicate to the cluster if the cluster’s size is not greater than the limit t by the
addition; or 3) if both predicates are not yet assigned to any cluster, it assigns
the pair of predicates to the cluster with the least size. Finally, the algorithm
adds predicates that could not be added in Lines 9–15 or that did not appear
in the workload to the cluster with the smallest number of predicates in order.
The same procedure is repeated not only for predicates but also for subjects and
objects. In other words, based on the co-occurrence of predicates, each of the N
partitions is further divided into K sub-partitions based on the co-occurrence
of subjects and another K sub-partitions based on the co-occurrence of objects.
As a result, we obtain a total of N ×K ×2 partitions. Through this partitioning
approach, we believe that the system can efficiently handle common query sce-
narios where predicates are bound, as well as cases where both the subject and
the predicate, or the predicate and the object, are bound.

Step3 Details. The algorithm of Step 3 is shown in Algorithm 3. Indexs and
Indexo are HashMaps whose keys are IDs and whose values are sets of partition
numbers containing the IDs (Lines 1-2). In the first stage, the algorithm performs
clustering based on predicate co-occurrence, using the entire ID-encoded RDF
data, predicate co-occurrence counts, and the number of partitions as input for
the clustering function (Line 3). In the second stage, the resulting clusters are
used as input datasets, and the clustering is applied separately to the subject
and object data. The resulting partitions are sequentially outputted in parquet
format, and the Index is updated (Lines 4–15). Upon completion of all data
partitions, the index is saved as well, and the process terminates.

4.2 Query Processing

When processing a user-given SPARQL query, we convert it so that Spark SQL
can process it. More precisely, we assign IDs to bound variables during query
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Algorithm 2. Clustering(DID, Co-occurrenceselem, N)
Require: ID-encoded RDF dataset DID, Co-occurrence counts Co-occurrenceselem, �

elem is either subject, predicate, or object Number of partitions N
Ensure: Partitioned datasets D1, . . . , DN , Index
1: cluster = ((0, ∅), . . . , (N − 1, ∅)): HashMap; � Record elements contained in each

cluster
2: Index: HashMap; � Record the cluster to which an element belongs
3: t = |distinct(elem)|/N � The number of types of elem in one cluster
4: for all (p1, p2) ←Co-occurrences do
5: if p1 in Index AND p2 in Index then
6: continue
7: end if
8: if One of them already belongs to a cluster then
9: Let p1 already belong to a cluster

10: clusterNo = Index(p1)
11: if |cluster(clusterNo)| + 1 ≤ t then � Compare the number of elem types

after addition with t
12: cluster(clusterNo) ← p2

13: Index(p2) ← clusterNo
14: end if
15: end if
16: if Neither belongs to a cluster then
17: clusterNo = cluster with the fewest number of elem
18: cluster(clusterNo) ← p1, p2

19: Index(p1) ← clusterNo
20: Index(p2) ← clusterNo
21: end if
22: end for
23: for all p ← remaining elements do
24: clusterNo = cluster with the fewest number of elem
25: cluster(clusterNo) ← p
26: Indexp(p) ← clusterNo
27: end for
28: Output Index, cluster

conversion and, at the same time, identify partitions to be read in advance by
using indexes created at the time of data partitioning, thereby reducing the
amount of data to be read and enabling efficient query processing.

The system takes as input 1) the SPARQL query and 2) each index and ID
table and outputs 1) a file containing the path to the file to be read, 2) the name
of the table to be read, and 3) converted SQL. Note that the output is written
in a single file.

The flow of the conversion process is as follows:

1. Extract triple patterns in WHERE clause from SPARQL query Q.
2. For each triple (q1, . . . , q|Q|), apply the following process.

(a) Extract the bound variables in triple qi.
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Algorithm 3. Data Partitioning Algorithm.
Require: ID-encoded RDF dataset DID, Subject co-occurrence counts Co-

occurrencessub, Predicate co-occurrence counts Co-occurrencespre, Object co-
occurrence counts Co-occurrencesobj , Number of partitions N , Number of sub-
partitions K

Ensure: N partitions D1, . . . , DN ,
Subject index Indexs, Predicate index Indexp, Object index Indexo

1: Indexs := ((subject1, ∅), . . . , (subject|subject|, ∅)): HashMap;
2: Indexo := ((object1, ∅), . . . , (object|object|, ∅)): HashMap;
3: firstPartition, Indexp = clustering(DID, Co-occurrencespre, N)
4: for all partition ← firstPartition do
5: secondPartition, Index = clustering(partition, Co-occurrencessub, K)
6: Output secondPartition
7: for all (e, p) ← Index do
8: Indexs(e) ← p
9: end for

10: secondPartition, Index = clustering(partition, Co-occurrencesobj , K)
11: Output secondPartition
12: for all (e, p) ← Index do
13: Indexo(e) ← p
14: end for
15: end for
16: Output Indexs, Indexp, Indexo

(b) Determine the path to the file to be read based on the index and determine
the table name.

(c) Create a SQL subquery with the table name in the FROM clause, the bound
variable in the WHERE clause, the unbound variable in the SELECT clause,
and the result as table i by the AS clause.

3. Specify the resulting |Q| SQL subqueries in the FROM clause and specify the
variables specified in the SELECT clause of the SPARQL query as variables in
the SQL, creating the SQL WHERE clause based on the union of the unbound
variables in the WHERE clause of the SPARQL query and output the resulting
SQL, the path to the file to be read, and the table name together.

The table name in Step 2(b) above is specified from the path to the file, and
the table name is always the same if the paths are the same. The same paths and
table names are consolidated. Therefore, if there are multiple SQL subqueries
with the same path combination, only one table needs to be created for all of
them, reducing the data loading time and the amount of data to be loaded. For
queries with a WHERE clause composed of patterns like s1 ?p1 ?o1 and s2 ?p2
?o2, the results for each subquery might be distributed across multiple files. If
the results for one subquery pattern are found in file1, file2, and file4, and for
another subquery pattern in file4, file5, and file6, the conversion process would
group files 1, 2, and 4 into one table, and 4, 5, and 6 into another. This could
lead to duplication of data from file4. Additionally, since indexes are created
for all data in the set, if there’s no index for a bound variable in a subquery, it
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indicates no matching data. In our speed evaluation, we queried such a subquery
using a prepared empty table as the file to be read.

5 Performance Study

5.1 Setup

The experiments were conducted on a server equipped with an AMD EPYC
7502P 32-Core Processor and 128 GB RAM. This server was running Apache
Spark (3.3.1) on Ubuntu 18.04.5 LTS. Please note that these experiments were
carried out in a single-node setup. We intend to conduct experiments in a dis-
tributed environment as part of our future work. For our proposed method, we
allocated 32 GB of both driver and executor memory, with an exception during
the ID assignment phase where 50 GB was allocated. The number of partitions
for the proposed method was set to 5 in the first stage and increased to 20
in the second stage. As a comparative baseline, we employed the DIAERESIS
method [13], allocating 10 GB for both driver and executor memory.

5.2 Datasets

We employed the following two datasets:

LUBM. The Lehigh University Benchmark (LUBM) [7] is a synthetic data gen-
erator that takes the number of universities as a parameter and is widely used
as a benchmark for RDF database systems. In our experiments, we created
a dataset with a parameter value of 100, resulting in a data size of 2.37 GB
and 13.8 million triples. We used 13 queries provided by the benchmark for
the workload and performance evaluation.

SWDF. The Semantic Web Dog Food (SWDF) [10] is a real-world RDF dataset
containing metadata from Semantic Web conferences about people, papers,
and presentations. This dataset has a size of 50 MB and contains 304,583
triples. For workload and performance evaluation, we used 207 queries, which
were taken from those used in the comparative method DIAERESIS. These
queries were generated by the FEASIBLE benchmark generator [11] based
on actual query logs.

5.3 Performance Measures

We use the following metrics for performance evaluation. Note that the time
taken to convert SPARQL to SQL was not compared, as the comparison method
did not measure it within the program. The reported times are the average of 5
executions.

– Preprocessing time: The time it takes to output the partitioned data.
– Query execution time: The time it takes from executing the SQL to obtaining

the results.
– Table creation cost: The number of triples in the loaded data and the time it

takes to create the table.
– Total time: The sum of the query execution and table creation time.
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Table 1. Preprocessing time (ID conversion time and partitioning time in parentheses).

Method Time Data size

LUBM(13.4M triples)

DIAERESIS 16.38 ± 0.30 min 762MB

Proposed method(with ID) 28.31 ±0.39 min (14.46 + 13.85) 199MB

Proposed method(without ID) 38.44 ±0.87 min 406 MB

SWDF(30.4K triples)

DIAERESIS 1.80 ±0.02 min 14 MB

Proposed method(with ID) 1.27 ±0.03 min (0.20 + 1.07) 6.6 MB

Proposed method(without ID) 3.06 ±0.07 min 64 MB

Table 2. Average ratio of query execution times normalized to the comparison method.

Dataset DIAERESIS Proposed method (with ID) Proposed method (without ID)

LUBM 1 0.80 0.95

SWDF 1 0.51 0.96

5.4 Results

Preprocessing Time. The preprocessing time is measured from when the
original RDF dataset is input until the partitioned data is output. In addition
to DIAERESIS, we compared the proposed method without ID conversion to
evaluate its effectiveness. Table 1 summarizes the results.

When we see the time for the proposed method with and without IDs, the
results show that the method with IDs is significantly better for all data sets.
This confirms that converting data to IDs can significantly improve preprocess-
ing efficiency. When comparing the processing times of the proposed method
(with IDs) and DIAERESIS, the latter is faster for LUBM, while the proposed
method is faster for SWDF. Additionally, when considering data size, the pro-
posed method results in smaller sizes for both datasets and the difference is even
more pronounced between using and not using IDs.

Query Execution Time. The query execution time measures only the SQL
execution time. Table 2 shows the ratio of the average query execution times
for all benchmark queries when DIAERESIS is set to 1.0. For LUBM, the pro-
posed method (with ID) improves the performance by 20%, while, for SWDF,
it improves the performance by 49%. On the other hand, the proposed method
(without ID) also performs 5% faster on LUBM and 4% faster on SWDF than
the comparison method.

Looking at the individual queries used in LUBM and their execution times
in detail (Fig. 5), we can observe that the proposed method (with ID) is faster
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Fig. 5. Query execution time for LUBM.

Table 3. Average ratio of loaded triples relative to DIAERESIS.

Dataset DIAERESIS Proposed method (with ID) Proposed method (without ID)

LUBM 1 2.01 2.59

SWDF 1 1.82 2.03

than DIAERESIS for 12 out of 13 queries. The difference is significant for Q2
and Q7, indicating that the proposed method (with ID) can efficiently handle
complex queries.

A detailed breakdown of the comparison between the proposed method (with
ID) and DIAERESIS for SWDF shows that the proposed method (with ID)
outperforms DIAERESIS for 155 queries, successfully reducing processing time
by an average of 73% and a maximum of 90%. On the other hand, the proposed
method (with ID) was inferior to DIAERESIS in 52 queries, with an average
of 23% and a maximum of 46%. These results demonstrate that the proposed
method achieves significant performance improvement in many cases, although
it is inferior to the comparison method for some queries.

Temporal Table Creation Cost. Both the proposed and DIAERESIS use
indexes to identify the necessary data in advance, allowing us to access the
minimum amount of data quickly. We investigate the cost of (temporal) table
creation by examining the amount of data (number of triples) read during table
creation and the time taken to create the table after reading the data.

Table 3 shows the average number of triples read by the proposed method
when the number of triples read by DIAERESIS is set to 1.0 for each dataset.
On average, the proposed method reads more triples for each dataset than the
comparison method.

A detailed examination of the 13 queries for LUBM reveals that the proposed
method tends to read a particularly large number of triples for complex queries.
We also analyzed 207 queries for SWDF and found that the proposed method
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Table 4. Average ratio of table creation time relative to the comparison method.

Dataset DIAERESIS Proposed method (with ID) Proposed method (without ID)

LUBM 1 0.66 1.48

SWDF 1 0.52 0.68

Fig. 6. Table creation time for LUBM.

read fewer triples than DIAERESIS for 113 queries, which is more than half of
the 207 queries. These findings suggest that the proposed method reads many
triples for queries containing specific patterns.

Table 4 presents a comparison of the average table creation times. The pro-
posed method (with ID) completes the table creation more than 30% faster than
the comparison method on all datasets.

Detailed data for LUBM (Fig. 6) shows that the proposed method (with ID)
performs as well as the comparison method in Q14 and significantly worse in Q10,
but significantly better in all other queries. Furthermore, the standard deviation
shows that the table creation time tends to be more stable than that of the other
methods. The proposed method (without ID) is faster than DIAERESIS for six
queries. However, the difference is significant compared to the proposed method
(with ID), suggesting the advantage of using ID. In SWDF, the proposed method
(with ID) is faster than the comparison method in 205 out of 207 queries, and
the difference in the remaining two queries is at most 19%, showing overall good
performance.

Table 5. Average ratio of total time relative to the comparison method.

Dataset DIAERESIS Proposed method (with ID) Proposed method (without ID)

LUBM 1 0.71 1.26

SWDF 1 0.47 0.84
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Total Time. A comparison of the total query time, which includes both table
creation and execution, is presented. Table 5 displays the average time ratio,
with the comparison method’s time set to 1.

Fig. 7. Total time for LUBM.

The proposed method (with ID) shows consistent performance in both query
execution time and table creation time and is the best in total time. In particular,
the proposed method is more than 50% faster than the comparison method for
SWDF, demonstrating its superior performance.

Figure 7 shows the breakdown for each query, revealing that Q11 performs
at a similar level to the comparison method, while Q10 is about twice as slow.
However, for all other queries, the proposed method significantly outperforms
the comparison method, achieving a maximum speedup of approximately 75%.
In SWDF, the proposed method (with ID) completed 198 queries faster than
the comparison method, with a maximum difference of about 95%. Conversely,
the total time for nine queries was inferior to that of the comparison method.
Still, the difference was at most 15%, suggesting that the performance did not
significantly drop compared to the comparison method.

6 Conclusions

This paper has presented a Spark-based method for efficiently partitioning and
processing RDF data. By examining the co-occurrence of input workload queries,
we placed related data in the same partition, enhancing the efficiency of data
retrieval. An index was also introduced, which tracks each piece of data and its
associated partition. Our experiments demonstrated that our approach surpassed
existing techniques in a single-node context, primarily due to enhanced data
access, the reduction of read triples leveraging co-occurrence, and the elimination
of redundancy through IDs. Nevertheless, certain subquery structures resulted
in reading duplicate data.

We try to adopt the algorithm to enhance DataFrame scalability. Our future
endeavors will focus on testing in AWS-based distributed environments, incorpo-
rating larger datasets such as DBpedia, and refining the query order and handling
of duplicate data reads based on statistical data. Moreover, we are committed
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to deepening our understanding of the ramifications of both the volume and the
quality of the workload.
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Abstract. Many functions characterizing physical systems are addi-
tively separable. This is the case, for instance, of mechanical Hamiltonian
functions in physics, population growth equations in biology, and con-
sumer preference and utility functions in economics. We consider the
scenario in which a surrogate of a function is to be tested for additive
separability. The detection that the surrogate is additively separable can
be leveraged to improve further learning. Hence, it is beneficial to have
the ability to test for such separability in surrogates. The mathemati-
cal approach is to test if the mixed partial derivative of the surrogate is
zero; or empirically, lower than a threshold. We present and compara-
tively and empirically evaluate the eight methods to compute the mixed
partial derivative of a surrogate function.

Keywords: Second-order bias · inductive bias · symbolic regression

1 Introduction

Many functions characterizing physical systems are additively separable, such as
mechanical Hamiltonian functions in physics [16], population growth equations
in biology [13], and consumer preference and utility functions in economics [26].

We consider the scenario in which a machine learning model is learning a sur-
rogate of a function without the information that it is additively separable. Test-
ing the surrogate for the property of additive separability is of interest. Physics-
informed neural networks [10] combine the universal function approximation
capability of neural networks [9] with the information of the symbolic properties,
laws, and constraints of the underlying application domain [6,14,15,23,27]. With
information regarding the additive separability of the function, physics-informed
neural networks can leverage the additive separability property to improve fur-
ther learning of the surrogate [11].

The mathematical approach to test for additive separability is to check if the
mixed partial derivative of the surrogate is zero. Empirically, the mixed partial
derivative of the surrogate should be lower than a small threshold close to zero.
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Information regarding the additive separability of a surrogate has seen several
usages in physics-informed machine learning applications. In modelling Hamilto-
nian dynamics, for instance, Gruver et al., in [7] argue that almost all improve-
ment of existing works [2] is due to a second-order bias. This second-order
bias results from the additive separability of the modelled Hamiltonian into the
system’s potential and kinetic energy as functions of position and momentum,
respectively. The additive separability allowed the physics-informed neural net-
work to “avoid[...] artificial complexity from its coordinate system” (the input
variables) and improve its performance [7]. In symbolic regression, Udrescu and
Tegmark iteratively test an unknown function for additive separability to divide
a symbolic regression problem into two simpler ones that can be tackled sepa-
rately. This “guarantee[s] that more accurate symbolic expressions [are] closer to
the truth”, improving the performance of the symbolic regression algorithm [24].
Our work to test for additive separability creates the opportunity to leverage
additive separability to improve the learning of surrogates as observed in the
works of Gruver and Udrescu.

We introduce eight methods to compute the mixed partial derivative of a
machine learning model, specifically a multilayer perceptron neural network
learning a surrogate of a function. Our surrogate of choice is the multilayer
perceptron neural network, although theoretically, any differentiable machine
learning model will suffice. The first four of the eight methods compute the
mixed partial derivative via finite difference of the multilayer perception neural
network. Three methods arise from the different methods to automatically com-
pute mixed partial derivatives using automatic differentiation of the multilayer
perceptron neural network. The last method arises from the symbolic differenti-
ation of a multilayer perceptron neural network. We present and comparatively
and empirically evaluate the performance of eight methods in computing the
mixed partial derivative of the surrogate functions.

The remainder of this paper is structured as follows. Section 2 presents the
necessary background for additive separability and multilayer perception neural
network surrogates. Section 3 presents the eight methods to compute the mixed
partial derivative of a multilayer perception neural network. Section 4 presents
and discusses the results of an empirical comparative evaluation of the eight
methods. Section 5 concludes the paper.

2 Background and Related Work

2.1 Additive Separability

An additively separable real function f(�x, �y) ∈ R is of the form f(�x, �y) = g(�x)+
h(�y), where �x ∈ R

n, �y ∈ R
m are vectors representing disjoint subsets of Rm+n

input variables and g(�x), f(�y) ∈ R. xn and ym denote elements of �x and �y.
The necessary and sufficient condition for a function to be additively sepa-

rable is that the mixed partial derivative of the function equals zero. The mixed
partial derivative is the second derivative of the function. The first derivative is
taken with respect to an element in either �x or �y, and the second derivative is
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taken with respect to an element in either �y or �x. This condition is shown in
Eq. 1, where the mixed partial derivative is found with respect to xn, an element
in �x first, then ym, an element in �y.

∂2f(�x, �y)
∂xn∂ym

=
∂

∂ym

(
∂(g(�x) + h(�y))

∂xn

)
=

∂

∂ym

(
∂g(�x)
∂xn

)
= 0 (1)

Finite difference methods refer to those that obtain a numerical solution for
partial derivatives by replacing the derivatives with their appropriate numerical
differentiation formulae. In general, a finite difference approximation of the value
of some derivative of a scalar function f(x) at a point in its domain relies on a
suitable combination of sampled function values at its nearby points [17].

Starting with the first-order derivative, the simplest finite difference approx-
imation for a multivariate function f(�x, �y) is the ordinary difference quotient
shown in Eq. 2 where the function f(·) is sampled at f(�x, �y)|xn=xN+h and
f(�x, �y)|xn=xN

and all other elements are kept constant. xN is a scalar sam-
ple of the element xn in �x, and h is the scalar distance between the two samples
of xn. Indeed, if f(·) is differentiable at xN then ∂f(�x,�y)

∂x |x=xN
is by definition,

the limit, as h → 0 of the finite difference quotients [17].

∂f(�x, �y)
∂�x

|xn=xN
=

f(�x, �y)|xn=xN+h − f(�x, �y)|xn=xN

h
(2)

The finite difference for a multivariate function is analogous to partial deriva-
tives in several variables. The finite difference analogue of Eq. 1 is shown in Eq. 3.
The components of the numerator of Eq. 3 are defined in Eqs. 4 to 7. xN and yM

are scalar samples of elements xn and ym respectively, and h and k are scalar.
All other elements are kept constant.

∂2f(�x, �y)
∂xn∂ym

∣∣∣∣xn=xN
ym=yM

=
f(xN + h, yM + k) − f(xN + h, yM ) − f(xN , yM + k) + f(xN , yM )

h × k
(3)

f(xN + h, yM + k) = f(�x, �y)|xn=xN+h,ym=yM+k (4)
f(xN + h, yM ) = f(�x, �y)|xn=xN+h,ym=yM

(5)
f(xN , yM + k) = f(�x, �y)|xn=xN ,ym=yM+k (6)

f(xN , yM ) = f(�x, �y)|xn=xN ,ym=yM
(7)

Seminal works that test for additive separability of a function make use of
the finite difference of the function. Udrescu et al. [24] and Bellenot [1] state that
for a function to be additively separable, for every pair of samples (xa, ya) and
(xb, yb) where x is to be additively separable from y, the difference between the
two pairwise sums of the values of the function at diagonally opposite corners of
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the rectangle 〈(xa, ya), (xb, ya), (xb, yb), (xa, yb)〉 equals zero [1,24]. This is shown
for a bivariate function f(x, y) in Eq. 8.

∀xa, xb ∈ x ∀ya, yb ∈ y

(f(xa, ya) + f(xb, yb)) − (f(xa, yb) + f(xb, ya)) = 0 (8)

Eq. 8 and Eq. 3 are equivalent in the case where Eq. 3 describes a bivariate func-
tion with the inputs xN and yM , after substituting xN = xa, xN + h = xb,
yM = ya, yM + k = yb, and h = k = 1.

Equation 8 can be generalized to test multivariate functions for additive sep-
arability. A multivariate function f(�x, �y) is additive separable if Eq. 8 holds, and
all elements of �x and �y except xN and yM are kept constant.

The set of additively separable functions is closed under operations includ-
ing addition, multiplication by constants, partial derivatives, and integrals with
respect to either of the disjoint subsets of input variables [1]. Therefore a test for
additive separability only has to decompose a function into two components and
can be applied repeatedly to a function that is multiply additively separable.

Several other tests for additive separability have been proposed in the liter-
ature, in particular in economics. These tests make assumptions that limit their
applicability to specific families of functions. The seminal work of Leontief [12]
proposed a test for additive separability for functions with three or more variables
and non-zero first derivatives. Gorman [5], Varian [25], Diewert and Parkan [3]
and Fleissig and Whitney [4] developed tests for additive separability that were
specific to concave and monotonic functions. Polisson, Quah and Renou [21] and
Polisson [20] developed tests for additive separability that assume non-satiation
or a positive correlation between the input variables and output of a function.

2.2 Multilayer Perceptron Neural Network Surrogates

Multilayer perceptrons are regression tools [8] that are universal function approx-
imators [9]. They can approximate any function to any degree of accuracy from
one finite dimensional space to another.

We consider a multilayer perceptron neural network with one input layer, one
hidden layer, and one output layer. The multilayer perception neural network
regresses an output, shown in Eq. 9. In Eq. 9, the neural network has two inputs,
x1 and x2, and one output, f(x1, x2). σ1 and σ2 are the activation functions for
the input and hidden layer respectively. F ᵀ is the 3 by 2 weight matrix of the
input layer, Gᵀ is the 3 by 3 weight matrix of the hidden layer, and Hᵀ is the 1
by 3 weight matrix of the output layer. B is the 1 by 3 bias matrix of the input
layer, and C is the 1 by 3 bias matrix of the hidden layer. The elements of F ᵀ,
Gᵀ, Hᵀ, B and C are denoted by w, v, n, b and c respectively. Their subscripts
indicate the row and column of the element in the matrix. The output of the
input layer is denoted as W .
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f(x1, x2) = n1σ2(v11σ1(W1) + v12σ1(W2) + v13σ1(W3) + c1)
+ n2σ2(v21σ1(W1) + v22σ1(W2) + v23σ1(W3) + c2)
+ n3σ2(v31σ1(W1) + v32σ1(W2) + v33σ1(W3) + c3) (9)

where the outputs of the input layer are denoted as W and their subscripts
enumerate the three outputs of the layer.

W1 = w11x1 + w12x2 + b1

W2 = w21x1 + w22x2 + b2

W3 = w31x1 + w32x2 + b3 (10)

In the context of additively separable functions and their mixed partial
derivatives, the derivatives of the output of the multilayer perceptron neural
network should be considered. The first derivative of the output of the mul-
tilayer perceptron neural network, f(x1, x2), with respect to its input, x1, is
computed in Eq. 11. σ′

1,x1
and σ′

2,x1
is the first derivative of the activation func-

tions σ1 and σ2 with respect to x1. The output of the hidden layer is denoted as
V .

∂f(x1, x2)
∂x1

= n1σ
′
2,x1

(V1) × (v11w11σ
′
1,x1

(W1) + v12w21σ
′
1,x1

(W2) + v13w31σ
′
1,x1

(W3))

+ n2σ
′
2,x1

(V2) × (v21w11σ
′
1,x1

(W1) + v22w21σ
′
1,x1

(W2) + v23w31σ
′
1,x1

(W3))

+ n3σ
′
2,x1

(V3) × (v31w11σ
′
1,x1

(W1) + v32w21σ
′
1,x1

(W2) + v33w31σ
′
1,x1

(W3))
(11)

where

V1 = v11σ1(W1) + v12σ1(W2) + v13σ1(W3) + c1

V2 = v21σ1(W1) + v22σ1(W2) + v23σ1(W3) + c2

V3 = v31σ1(W1) + v32σ1(W2) + v33σ1(W3) + c3

The mixed partial derivative of the multilayer perceptron neural network is
shown in Eq. 12 where σ′

1,x1
, σ′

1,x2
, σ′

2,x1
and σ′

2,x2
are the first derivatives for

the activation functions for the input and hidden layer with respect to x1 and x2

respectively, and σ′′
1 and σ′′

2 are the second derivatives for the activation functions
for the input and hidden layer with respect to both x1 and x2 respectively.

∂2f(x1, x2)
∂x1∂x2

= n1σ
′′
2 (V1) × (V W1,x1) × (V W1,x2) + n1σ

′
2,x1

(V1) × (V W ′′
1 )

= n2σ
′′
2 (V2) × (V W2,x1) × (V W2,x2) + n2σ

′
2,x1

(V2) × (V W ′′
2 )

= n3σ
′′
2 (V3) × (V W3,x1) × (V W3,x2) + n3σ

′
2,x1

(V3) × (V W ′′
3 ) (12)
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where V W ′
1,x1

, V W ′
1,x2

, V W ′
2,x1

, V W ′
2,x2

, V W ′
3,x1

, V W ′
3,x2

, V W ′′
1 , V W ′′

2 and
V W ′′

3 are computed using the chain rule.

V W ′
1,x1

= v11 × w11 × σ′
1,x1

(W1) + v12 × w21 × σ′
1,x1

(W2) + v13 × w31 × σ′
1,x1

(W3)

V W ′
1,x2

= v11 × w21 × σ′
1,x2

(W1) + v12 × w22 × σ′
1,x2

(W2) + v13 × w32 × σ′
1,x2

(W3)

V W ′′
1 = v11 × w11 × w12 × σ′′

1 (W1) + v12 × w21 × w22 × σ′′
1 (W2)

+ v13 × w31 × w32 × σ′′
1 (W3)

V W ′
2,x1

= v21 × w11 × σ′
1,x1

(W1) + v22 × w21 × σ′
1,x1

(W2) + v23 × w31 × σ′
1,x1

(W3)

V W ′
2,x2

= v21 × w21 × σ′
1,x2

(W1) + v22 × w22 × σ′
1,x2

(W2) + v23 × w32 × σ′
1,x2

(W3)

V W ′′
2 = v21 × w11 × w12 × σ′′

1 (W1) + v22 × w21 × w22 × σ′′
1 (W2)

+ v23 × w31 × w32 × σ′′
1 (W3)

V W ′
3,x1

= v31 × w11 × σ′
1,x1

(W1) + v32 × w21 × σ′
1,x1

(W2) + v33 × w31 × σ′
1,x1

(W3)

V W ′
3,x2

= v31 × w21 × σ′
1,x2

(W1) + v32 × w22 × σ′
1,x2

(W2) + v33 × w32 × σ′
1,x2

(W3)

V W ′′
3 = v31 × w11 × w12 × σ′′

1 (W1) + v32 × w21 × w22 × σ′′
1 (W2)

+ v33 × w31 × w32 × σ′′
1 (W3)

3 Methodology

We consider the scenario in which a machine learning model is a surrogate of a
function without the information regarding additive separability of the function.
The surrogate is a multilayer perceptron neural network that learns a multi-
variate function f(�x, �y). We design eight methods to compute the mixed partial
derivative of the surrogate, to test the surrogate, and hence the unknown func-
tion, for additive separability. This section describes the design of the eight
methods.

The first four methods compute the mixed partial derivative via finite differ-
ence. Three methods arise from the different methods to automatically compute
mixed partial derivatives using automatic differentiation of the surrogate. The
last method arises from the symbolic differentiation of the surrogate.

Method 1 computes the mixed partial derivative via Eq. 3 by evaluating the
surrogate at (xN , yM ), (xN +h, yM ), (xN , yM +k) and (xN +h, yM +k) in Eq. 3,
and setting h = k = 1.

Method 2 computes the mixed partial derivative via Eq. 3 by evaluating the
surrogate at (xN , yM ), (xN +h, yM ), (xN , yM +k) and (xN +h, yM +k) in Eq. 3,
and setting h and k to be the distances between xN and xN +h, yM and yM +k
respectively.
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Method 3 computes the mixed partial derivative via Eq. 3 by evaluating the
surrogate at (xN , yM ), (xN + h, yM ), (xN , yM + k) and (xN + h, yM + k) in
Eq. 3. However, it defines xN + h and yM + k to be the median of xN and yM

respectively. It sets h = k = 1. We note that this is the methodology used by
Udrescu et al. in their symbolic regression algorithm, AI Feynman [24].

Method 4 computes the mixed partial derivative via Eq. 3 by evaluating the
surrogate at (xN , yM ), (xN + h, yM ), (xN , yM + k) and (xN + h, yM + k) in
Eq. 3. However, it defines xN + h and yM + k to be the median of xN and yM

respectively. It sets h and k to be the distances between xN and xN +h, yM and
yM + k respectively.

We note that Methods 1 and 2 require a quadratic number of evaluations of
the surrogate, while Methods 3 and 4 require a linear number of evaluations of
the surrogate.

Method 5 computes the mixed partial derivative via Eq. 1. The mixed partial
derivative of the surrogate is computed using automatic differentiation, by taking
the first derivative of the surrogate with respect to an element in �x, then taking
a second derivative of the surrogate with respect to an element in �y.

Method 6 computes the mixed partial derivative via Eq. 1. The mixed partial
derivative of the surrogate is computed using automatic differentiation, by taking
the first derivative of the surrogate with respect to an element in �y, then taking
a second derivative of the surrogate with respect to an element in �x.

Method 7 computes the mixed partial derivative via Eq. 1. The mixed partial
derivative of the surrogate is computed using automatic differentiation, by find-
ing the Hessian of the surrogate with respect to an element in �x and an element
in �y.

Method 8 computes the mixed partial derivative of a surrogate multilayer
perceptron neural network symbolically, following Eq. 12. Given a surrogate of a
function, it creates a second surrogate multilayer perceptron neural network with
the same weights and biases. This second surrogate multilayer perception neural
network instead models the mixed partial derivative of the unknown function.
The new surrogate multilayer perception neural network has layers and activa-
tions following Eq. 12. The inputs of the second surrogate are the same as the
first. The mixed partial derivative of the unknown function is the output of the
new surrogate multilayer perceptron neural network.

4 Performance Evaluation

Eight classifiers are created based on the eight methods listed in Sect. 3. Inde-
pendently, functions that are either additively or non-additively separable are
created, and one surrogate is trained on each function. Each classifier is then
given a trained surrogate. The eight classifiers each return a test output. The
test outputs are aggregated to compare the eight classifiers. This section presents
and discusses the results of the comparison of the eight methods.
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4.1 Experimental Setup

Setup of the Additively and Non-additively Separable Surrogates. We
create unknown functions that are either additively or non-additively separable.
We train one surrogate for each unknown function.

We create two- and three-variabled unknown functions comprising additive
and multiplicative combinations of polynomial, trigonometric, exponential, rad-
ical and logarithmic uni-variate sub-functions, shown in Table 1. A total of 3744
additively and non-additively separable unknown functions were created.

Table 1. Twelve sub-functions with input n, a placeholder for variables x, y and z

Sub-functions

f(n) = n f(n) = n2 f(n) = (n
3
)3 f(n) = 1

n+4

f(n) = sin(n) f(n) = cos(n) f(n) = sin(n)2 f(n) = cos(n)2

f(n) = exp(n) f(n) = log(n + 4) f(n) =
√|n| f(n) = n1/3

One multilayer perceptron neural network surrogate is trained per unknown
function. We select 30 data points uniformly at random within the range of
[−3, 3] for each input variable of each unknown function1. The data is input to the
analytical form of the created unknown functions to get function outputs, which
we call output data. Tuples of the input and output data are used as training
data for a surrogate multilayer perceptron. Each surrogate multilayer perception
neural network has two hidden layers of width 26 with softplus activation, mean
squared error loss, batch size of 128 and Adam optimizer with learning rate
0.01. 80% of the data is used for training and 20% for validation. All models are
trained to convergence using a validation-based dynamic stopping criteria [22]
with patience of 500 epochs. All models are trained and evaluated on two GeForce
GTX1080 GPUs, with 64 GB of RAM and 12 processors.

Setup of the Eight Classifiers. The eight classifiers make use of the trained
surrogate for each unknown function, f̂(�x, �y) to evaluate additive separability.
All eight classifiers compute the mixed partial derivative of the surrogate with
respect to x1 and y1, which are the first elements in �x and �y respectively. The
values of all other inputs to the surrogates are kept constant for each evaluation
of each classifier. The eight classifiers compute the mixed partial derivatives on
a test dataset, comprising 30 data points generated uniformly in a grid within
the range of [−3, 3] for each input variable of each unknown function.

Classifier 1 computes the mixed partial derivative via Eq. 3 by evaluating the
surrogate at f̂(x1, y1), f̂(x1 +h, y1), f̂(x1, y1 +k) and f̂(x1 +h, y1 +k). The pair

1 We note that if data is generated evenly in a grid, Eq. 1 (after computing the deriva-
tive between consecutive points) and Eq. 8 can be evaluated for each unknown func-
tion immediately without a surrogate.
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of points (x1, y1) and (x1 + h, y1 + k) correspond to all pairwise combinations of
samples from the test dataset. h and k are set to 1. For a test dataset compris-
ing n tuples of (�x, �y), this corresponds to n(n−1)

2 combinations of samples. The
mixed partial derivative is averaged over all n(n−1)

2 combinations of samples for
a comparative evaluation.

Classifier 2 computes the mixed partial derivative via Eq. 3 by evaluating the
surrogate at f̂(x1, y1), f̂(x1 +h, y1), f̂(x1, y1 +k) and f̂(x1 +h, y1 +k). The pair
of points (x1, y1) and (x1 + h, y1 + k) correspond to all pairwise combinations
of samples from the test dataset. h and k are set to be the distances between
each pair of samples of (x1, y1) and (x1 + h, y1 + k). For a test dataset compris-
ing n tuples of (�x, �y), this corresponds to n(n−1)

2 combinations of samples. The
mixed partial derivative is averaged over all n(n−1)

2 combinations of samples for
a comparative evaluation.

Classifier 3 computes the mixed partial derivative via Eq. 3 by evaluating the
surrogate at f̂(x1, y1), f̂(x1 + h, y1), f̂(x1, y1 + k) and f̂(x1 + h, y1 + k). x1 + h
and y1 + k are the median from all samples of x1 and y1 from the test dataset
respectively. h and k are set to 1. For a test dataset comprising n tuples of (�x, �y),
the mixed partial derivative is averaged over all n samples for a comparative
evaluation.

Classifier 4 computes the mixed partial derivative via Eq. 3 by evaluating the
surrogate at f̂(x1, y1), f̂(x1 + h, y1), f̂(x1, y1 + k) and f̂(x1 + h, y1 + k). x1 + h
and y1 + k are the median from all samples of x1 and y1 from the test dataset
respectively. h and k are set to be the distances between each pair of samples
of (x1, y1) and (x1 + h, y1 + k). For a test dataset comprising n tuples of (�x, �y),
the mixed partial derivative is averaged over all n samples for a comparative
evaluation.

Classifier 5 computes the mixed partial derivative via Eq. 1. The mixed partial
derivative of the surrogate, f̂(x1, y1), is computed using automatic differentiation
via autograd in pytorch [18,19], at all samples (x1, y1) in the test dataset. This
is done by taking the first derivative of the surrogate with respect to x1, then
finding the derivative of the surrogate again, but with respect to y1. For a test
dataset comprising n tuples of (�x, �y), the mixed partial derivative is averaged
over all n samples for a comparative evaluation.

Classifier 6 computes the mixed partial derivative via Eq. 1. The mixed partial
derivative of the surrogate, f̂(x1, y1), is computed using automatic differentiation
via autograd in pytorch [18,19], at all samples (x1, y1) in the test dataset. This
is done by taking the first derivative of the surrogate with respect to y1, then
finding the derivative of the surrogate again, but with respect to x1. For a test
dataset comprising n tuples of (�x, �y), the mixed partial derivative is averaged
over all n samples for a comparative evaluation.

Classifier 7 computes the mixed partial derivative via Eq. 1. The mixed partial
derivative of the surrogate, f̂(x1, y1), is computed using automatic differentiation
via torch.func in pytorch [18,19], at all samples (x1, y1) in the test dataset.
torch.func directly computes the Hessian of the surrogate. For a test dataset
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comprising n tuples of (�x, �y), the mixed partial derivative is averaged over all n
samples for a comparative evaluation.

Classifier 8 computes the mixed partial derivative of a surrogate multilayer
perceptron neural network symbolically, following Eq. 12. It models the mixed
partial derivative of the unknown function by creating a second surrogate multi-
layer perceptron neural network with the same architecture. Instead of training
the second surrogate multilayer perception neural network, the weights from
the surrogate of the unknown function are transferred over. The mixed partial
derivative of the surrogate, f̂(x1, y1), is computed using the second surrogate
multilayer perception neural network at all samples (x1, y1) in the test dataset.
For a test dataset comprising n tuples of (�x, �y), the mixed partial derivative is
averaged over all n samples for a comparative evaluation.

The activation function of the surrogate multilayer perceptron neural net-
work of the unknown function is the softplus activation function, of the form
seen in Eq. 13. Therefore, the second surrogate multilayer perception neural net-
work that computes the mixed partial derivative also uses the softplus activation
function and its derivatives. The first and second derivatives of the softplus acti-
vation function are shown in Eqs. 14 and 15 respectively.

σ(x) = log(exp(x) + 1) (13)

σ′
x =

∂σ(x)
∂x

=
exp(x)

exp(x) + 1
(14)

σ′′ =
∂2σ(x)

∂x2
=

exp(x)
(exp(x) + 1)2

(15)

All code was implemented in python. The code to train the surrogates of
the unknown functions, and to implement the eight classifiers, is available at
https://github.com/zykhoo/AdditiveSeparabilityTest.git.

Evaluation Metrics. Each classifier computes an average mixed partial deriva-
tive for each of the 3744 unknown functions. A threshold value is set, and if the
average mixed partial derivative of an unknown function falls below or is equal to
the threshold, the classifier classifies that unknown function as additively sepa-
rable. Otherwise, the classifier classifies the unknown function as non-additively
separable. This is a binary classification problem.

The metric used to compare the eight methods is the accuracy of the classifi-
cation, using the threshold that gives no false positives as the optimal threshold.
The classification accuracy looks at fractions of correctly assigned positive and
negative classifications. As half of the unknown functions are additively sepa-
rable, and half are non-additively separable, the set of functions is balanced.
Furthermore, it is equally important to identify both additively separable and
non-additively separable unknown functions. Therefore the classification accu-
racy is used as a metric. The classification accuracy is computed as the count of
true positives and negatives, divided by the count of all classifications. A higher
accuracy is better.

https://github.com/zykhoo/AdditiveSeparabilityTest.git
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4.2 Experimental Results

We report the accuracy for the eight classifiers and their respective thresholds
in Table 2. Additionally, we report the time taken for each classifier to evaluate
a surrogate in Table 3

Table 2. Accuracy and optimal threshold for the eight classifiers.

Classifier 1 2 3 4 5 6 7 8

Accuracy 0.8654 0.7647 0.7260 0.6571 0.6343 0.6343 0.6343 0.6343

Threshold 0.0109 0.0030 0.0053 0.0018 0.0050 0.0050 0.0050 0.0050

From Table 2 we observe that generally, all models have high classification
accuracy and can be used to classify additively and non-additively separable
functions. Classifier 1 performs the best, with an accuracy of 0.8654 at a thresh-
old of 0.0109. Classifiers 2, 3 and 4 also perform well, with accuracies ranging
between 0.7647 to 0.6571. Lastly. Classifiers 5, 6, 7 and 8 have an accuracy of
0.6343. It can also be observed from Table 2 that Classifiers 5, 6, 7 and 8 have
the same accuracy and thresholds, as they all compute the mixed partial deriva-
tive of the neural network through automatic or symbolic differentiation. These
mixed partial derivatives are instantaneous or at the limit, and computed at the
same samples in the test dataset and, therefore have the same accuracy.

Classifiers 1 through 4 outperform Classifiers 5 through 8. Equation 1 implies
that for an additively separable function f(�x, �y) = g(�x) + h(�y), Eqs. 16 and 17
hold, as the functions g(�x) and h(�y) are independent of �y and �x respectively.
Therefore, Eqs. 16 and 17 should also hold even when the change in yn or xm

is large, or when h and k is large. Classifiers 1 through 4, when computing the
mixed partial derivative of a surrogate via finite difference, check that Eqs. 16
and 17 hold even for large changes in yn and xm, therefore outperform Classifiers
5 through 8 that only check to ensure that Eqs. 16 and 17 hold at the limit.

∂g(�x)
∂yn

= 0 (16)

∂h(�y)
∂xm

= 0 (17)

We make two notes about the observation above. Firstly, Classifiers 5 through
8 compute an instantaneous derivative whose magnitude may depend on the
analytical form of the function. A non-additively separable function may have a
small instantaneous derivative, and therefore be mistaken as additively separable
when using Classifiers 5 through 8. For example, f(�x, �y) = xy can have a small
instantaneous derivative with respect to x of y and may potentially be classified
as additively separable. Classifiers 1 to 4, by computing the partial derivative
via finite difference instead of instantaneous derivative, compute the change in
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f(�x, �y) and can check if f(�x, �y) changes greatly when y increases to identify that
it is non-additively separable. Secondly, Classifiers 1 and 2 outperform Classifiers
3 and 4 because they compute the finite difference over larger changes in xn and
ym. The former takes the distance between any two samples in the test data,
while the latter takes the distance between any sample and the median of the
test data.

It is for this same reason that Classifiers 1 and 3 outperform Classifiers 2 and
4. The latter normalize Classifiers 1 and 3 by the magnitude of xn and ym. The
normalization obscures the effect of computing the finite differences.

Lastly, from Table 3, we observe that generally, Classifiers 5, 6 and 8 are the
most time efficient. Classifiers 1 and 2 are time-consuming because they compute
n2 computations. Classifier 7 is also time-consuming because it computes the
Hessian of the neural network at each sample in the test dataset. This involves
not just computing the mixed partial derivative of the multilayer perceptron
neural network, but all other second-order derivatives as well.

Table 3. Time taken in seconds for the eight classifiers to evaluate a surrogate over a
test dataset.

Classifier 1 2 3 4 5 6 7 8

Time 48.3195 52.1720 0.0034 0.0032 0.0025 0.0025 136.4385 0.0029

5 Conclusion

We presented and comparatively and empirically evaluated the performance of
eight classifiers for additive separability, to be used to compute the mixed partial
derivatives of surrogate functions. Classifier 1 is the most effective, followed by
Classifier 2 and Classifier 3. Classifiers 5, 6 and 8 are the most efficient, followed
by Classifiers 3 and 4. Classifier 3 is the test of choice given a time constraint.

The surrogate of a function can be tested for additive separability using the
methods introduced in this paper. The detection that the surrogate is additively
separable can be leveraged to improve further learning. We are now working on
the embedding of information regarding additive separability into a multilayer
perceptron neural network surrogate that has been detected to be additively
separable.
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Abstract. A multi-model approach to heterogeneous database (DB) integration
requires a more user-friendly solution, i.e., a possibility to see various conceptual
or data schemas in a unified way. We use a functional approach based on so-called
attributes namedby short natural language expressionswith associated expressions
describing their type. Attributes are functions that can bemanipulated by a version
of typed lambda calculus,whichwith arithmetic and aggregation functions enables
to build a powerful query language. We consider the relational, E-R, JSON, and
graph data/conceptual models. A query over such integrated DB can be expressed
by a term of the typed lambda calculus. A more user-friendly version of such
language can serve as a powerful query tool in practice.

Keywords: functional approach · typed lambda calculus · multi-model approach

1 Introduction

Historically, data integration is associated with distributed databases (DB) developed
mainly in 80ties. These DBs used mostly the relational DB model, a global schema
and local schemas for DBs were placed in multiple DB nodes in a network. Then, two
approaches based on DB schemas management occurred:

• top-down – starting with a global schema to design schemas for particular data stores
in network sites,

• bottom-up – i.e., to use a schema mapping for schemas of data stores in sites with
a middleware (e.g., JDBC). The process consists of integrating local DBs with their
(local) schemas into a global DB with its global schema.

We remind that the former concerns rather homogenousDBmodels used in integrated
data stores, using usually relational DBs, while the latter supports various DB models
and consequently heterogeneous database systems (DBS).

Now, systems that store and process Big Data have become a common component
of data management architectures. Generally, Big Data can be a combination of (i)
structured data in DBs and data warehouses based on SQL, (ii) semi-structured data,
such as web server logs or streaming data from sensors, organized by the means of, e.g.,
RDF graphs or XML documents, or (iii) unstructured data, such as document (or text)
collections. Here, we will consider categories (i) and (ii).
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A traditional problem how to approach data in such environment is the way how
data is integrated. The remainder of the paper is organized as follows. Section 2 presents
a functional modelling of conceptual and DB structures including tools appropriate for
their querying, i.e., typed functions and a typed lambda calculus. Section 3 explores some
approaches to data integrations. Section 4 presents also functional querying integrated
data. Finally, Sect. 5 provides conclusions and topics for future works.

2 Functional Data Modelling

We start from classic approaches to functional DBs, that use a version of functional
typing and a typed lambda calculus in Sects. 2.1 and Sect. 2.2. (for more details, e.g.,
[6]). In Sect. 2.3, we present how functional conceptual structures attributes can be
described by expressions of a natural language. Combining attributes and typed lambda
calculus we obtain a powerful query language (QL) presented in Sect. 2.4.

2.1 Functional Data Types

We assume the existence of some elementary types S1, . . . , Sk (k ≥ 1) constituting a
base B. More complex types are constructed in the following way:

If S, R1, . . . ,Rn (n ≥ 1) are types, then

(i) (S:R1, …, Rn) is a ( functional) type,
(ii) (R1, …, Rn) is a (tuple) type.

The set of types T over B is the least set containing all types from B and those given
by (i)–(ii). When Si in B are interpreted as non-empty sets, then (S:R1, …, Rn) denotes
the set of all (total or partial) functions from R1× ...×Rn into S, (R1, …, Rn) denotes the
Cartesian product R1× ...×Rn. Elementary type Bool = {TRUE, FALSE} is also in B. It
allows to model sets (resp. relations) as unary (resp. n-ary) characteristic functions. An
object o of the type T is called a T-object. We denote it o/T. Logical connectives, quanti-
fiers, and predicates are typed functions, e.g., and/(Bool: Bool, Bool) and implies/(Bool:
Bool, Bool). Arithmetic operations are (Number: Number, Number)-objects. The aggre-
gation functions have also associated types, e.g., SUM/(Real:(Bool:Real)). We use the
infix notation for functions and arithmetic operations. We write ‘∀x…’ and ‘∃x…’,
for application of the universal and existential quantifier, respectively. Relations are
(Bool:S1, …, Sm)-objects, where Si are descriptive elementary types.

2.2 Typed Lambda Calculus

Let F be a collection of constants, each having a fixed type, and suppose to have a
denumerable set of variables of each type at disposal. The language of lambda terms LT
is defined as follows:

Let types R, S, R1, …, Rn (n ≥ 1) be elements of T. Then

(1) Every variable of type R is a term of type R. (variable)
(2) Every constant (a member of F) of type R is a term of type R. (constant)



Data Integration in a Multi-model Environment 123

(3) If M is a term of type (S:R1, …, Rn), and N1, …, Nn are terms of types R1, …, Rn,
respectively, then M(N1, …, Nn) is a term of type S. (application)

(4) If x1,…, xn are distinct variables of types R1,…, Rn, respectively, andM is a term of
type S, then λx1,…, xn(M) is a term of type (S:R1,…, Rn). (λ-abstraction)

(5) If N1, …, Nn are terms with types R1, …, Rn, respectively, then (N1, …, Nn) is a
term of type (R1, …, Rn). (tuple)

(6) If M is a term of type (R1, …, Rn), thenM [1], …,M[n] are terms of respective types
R1, …, Rn. (components)

Terms can be interpreted by an interpretation assigning to each function from F
an object of the same type, and a semantic mapping from LT into all functions and
Cartesian products given by the type of system T. Briefly, an application is evaluated as
the application of an associated function to its arguments, the λ-abstraction “constructs”
a new function. A tuple is a member of the Cartesian product of sets of typed objects.

2.3 Conceptual Modelling with Attributes

In general, attributes are parametrized by possible worlds (elementary type w) and time
moments (elementary type t). Mathematical/logical functions are not dependent on w
and t. For simplicity, we will not assume either possible worlds or time moments in
the paper. For example, ACTORS/(Bool:Name, Title, Role) and MOVIES/(Bool:Title,
Released, Director, Genre) represent named attributes - relations.

A_JOURNAL_TO_WHICH_ THE_USER_CONTRIBUTES/(Journal:User), 
MOVIES_RATED_BY_A_USER/((Bool:Stars, Movie): User), 

are rather functional attributes. We will denote them JU and SMU, respectively.
Other conceptual constructions arepropositions of typeBool. Attributes generate cer-

tain basic propositions, e.g., “Mr. Baker contributes to the journal Computer Reviews”.
It is generated by the JU attribute. A conceptual schema is a tuple of attribute specifica-
tions and, possibly, a set of integrity constraints, i.e., certain propositions giving explicitly
some information about attributes. An information base is a set of TRUE-propositions
induced by attributes in an actual world and in a given time moment. Obviously, all
known conceptual constructs used in conceptual modelling are cases of attributes. In [4]
and [7] we applied this approach to XML and JSON data, respectively.

2.4 Querying with Attributes

The LT language can be used as a theoretical tool for building a functional QL. The
choice of functions determines the expressive power of QL. A query in such language
is expressed by a LT term, e.g.,

λ uUser, nNumber(n = COUNT(λ mMovie(∃ sStars SMU(u)(s, m))) )

of type (Bool:User, Number). Indexes of variables denote their types. The query means
“Find for each user the number of rated movies”.

A more complex example of a term uses a universal quantifier and implication:
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expressing the query “Find the names of actors, who play in each Spielberg film.”
Wegain a tool for commonmanipulation of relations and other typed functions. Then,

the query results can be relations, nested relations, typed functions, etc. For Boolean
queries, YES/NO can be a query result. It is important that there is no sharp line between
conceptual and DB modelling with the functional approach. An application of the typed
lambda calculus with equality is used in the approach of Hillebrand [2].

3 Multi-model Approach to Data Integration

Today, polystores andmulti-model DBs are considered for DBswithmultiple data stores
[3]. In a polystoremultiple storage engines are distinct and accessed separately through
their own query engines. Amore user-friendly solution of heterogeneous DB integration,
is referred to asmulti-model DBs. Typically, the relational data model can be one of them
[1]. The query is then executed on more data sources, but an additional layer is often
used to enable data integration.

Rates
Stars

User
U_ID  
U_Name
Birth_year 

Movie/((Title, Director, Released):Movie)

User/((U_ID, Name, Birth_y):User)

Journal/((Address, Publisher):Journal)
Rates/((Bool:Stars, Movie):User)

Submittes_to/((Date, Journal):User)

Submits_to
Date

Journal
J_name
Publisher
Address

Movie
Title
Director
Released

Fig. 1. GDB conceptual schema Movies and its functional version

The notion of attribute applied in GDBs can be restricted to attributes of types (R:S),
(Bool(R):S), or (Bool:R, S), where R and S are entity types. This strategy simply covers
binary functional types, binary multivalued functional types, and binary relationships
described as binary characteristic functions. The last option corresponds to M:N rela-
tionship types. For modelling directed graphs, the first two types are sufficient, because
M:N relationship types can be expressed by two “inverse” binary multivalued functional
types. For graphical expressing a graph conceptual schema, we use two types of arrows
according to associated binary functional types (see Fig. 1).

Properties describing entity types can be of types (S1, …, Sm:R), where Si are
descriptive elementary types and R is an entity type. They are of types (S1, …, Sm,
R1:R2) and ((Bool:S1, …, Sm, R1):R2) for binary functional and binary multivalued
functional types, respectively. Functional querying in GDBs is described, e.g., in [5].

For relational DBs, we can assume the existence of an E-R schema describing the
semantics of relations. Here we use attributes for conceptual schemas based on E-R
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models and sufficiently structured approach for expressing semantics of data in particular
NoSQLDBs. The database schemas of these DBs are then described by sets of attributes,
i.e. rather as local conceptual schemas (LCSs), a global schema is obtained by union of
these LCSs. Such approach can be generalized to most NoSQL DBs [8].

In the case of NoSQL, even more than one data model is often included in one DB
architecture. For example, the distributed DB Cassandra combines column-based and
key-value data models, DynamoDB combines document-oriented and key-value data
models. ArangoDB also represents a multi-model approach, meaning that it can address
JSON documents, graphs, and key-values. OrientDB is a multi-model DB including
geospatial, graph, fulltext, and key-valued data models. MarkLogic enables to store and
search JSON and XML documents and RDF triples. In [10] the gap between SQL and
NoSQL is solved via an abstraction level in which the NoSQL data are transformed to
triples incorporated into SQL DB as virtual relations.

4 Querying Multi-model Data

In literature, we can find two basic general frameworks for unified modelling and man-
agement of multi-model data. The categorical approaches described [3, 9] use category
theory for transformations between models and are usable also for conceptual querying.
Querying multi-model data by a functional approach means to describe DB structures in
particular DBs functionally by attributes. It means, in principle, that LCSs are specified.
Since sets (relations) are modelled as their characteristic functions, we gain a tool for
common manipulation of relations and functional data from NoSQL DBs. In conse-
quence, the query results can be relations, nested relations or XML [4], JSON [7], graph
data [5] as well, again expressed by LT terms.

Another approach uses a global schema similarly to the ANSI/SPARC approach. In
such logical integration, the global conceptual (or mediated) schema (GCS) is entirely
virtual and not materialized. The bottom-up design involves both the generation of the
GCS and the mapping of individual LCSs to this GCS. In any case, there are difficulties
in schema integration, because of different structures and semantics among local DBs.
Details of integration of relational DBs and GDBs functionally are described in [6].
Data selection is performed in the source systems using SQL and Cypher. The results
are mapped into data structures associated with the source query term.

Example 1: Suppose the relational attributes {ACTORS,MOVIES} from Sect. 2.3 and
GDBdescribed in Fig. 1, i.e., attributes {Movie,User, Journal,Rates,Submittes_to}.
In the integrated DB, i.e., the multi-model system, the term in the simplified notation

expresses the query “Find for each user the genres and the number of reviews he/she
made in them”. The answer will be of type ((Bool: Genre, Number), User), i.e. a new
multivalued attribute assigning to each user a binary relation with tuples containing a
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genre and the number of the rates created for this genre by a given user. The query
term is decomposed and transformed into a query program that requires evaluation of
the included attributes, e.g., by SQL and Cypher expressions, respectively. These partial
results serve to the integration that generates the query result.

5 Conclusions

In the paper,we have focused on integration of relational andNoSQLDBs. Even a variant
of the E-Rmodel can be used in without problems. Formally, we used a functional typing
system serving for specification of so-called attributes. The attributes can be named
with expressions of a natural language, bringing database querying closer to conceptual
querying. A typed lambda calculus can be used as a manipulation language.

The presented tools create a formal background covering querying an integrated
multi-model DB. Such a language could be based on SQL-like syntax, in principle.
Another interesting topic for research is the expressive power of the subsets of LT
considered, the solution of their user variants, and the complexity of formulating queries
in such apparatus. In general, the expressive power of a user QL depends on a choice of
constant functions included into the QL. These are themes for future work.
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Trawiński, B. (eds.) ACIIDS 2017, Part I. LNCS, vol. 10191, pp. 291–301. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-54472-4_28

6. Pokorný, J.: Integration of relational and NoSQL databases. Vietnam J. Comput. Sci. 6(4),
389–405 (2019)

7. Pokorný, J.: JSON functionally. In: Proceedings ofADBIS 2020, Lyon, France,August 25–27,
pp. 139–153 (2020)

8. Pokorný, J., Richta, K.: Towards conceptual and logical modelling of NoSQL databases. In:
Insfran, E., et al. (eds.) Advances in Information Systems Development. LNISO, vol. 55,
pp. 255–272. Springer, Cham (2022). https://doi.org/10.1007/978-3-030-95354-6_15

https://doi.org/10.1007/978-3-319-54472-4_28
https://doi.org/10.1007/978-3-030-95354-6_15


Data Integration in a Multi-model Environment 127
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Abstract. Identifying the character entities correctly in a story becomes
extremely challenging since an entity can refer to a proper noun, a phrase, or
a particular definition. This study proposes BPSO-CRF, a hybrid NER method to
extract character entities in Balinese stories. In addition, we develop a training
dataset for balinese character named entities recognition task. We compare the
proposed method against three baseline methods. Overall, BPSO-CRF obtains a
relatively better recognition rate compared to the baseline method. Furthermore,
only a few numbers of contextual features are relevant to improve the performance
of the baseline CRF model.

Keywords: Charater Named Entity Recognition · Hybrid Binary Particle Swarm
Optimization – Conditional Random Field (BPSO-CRF) · Balinese Folklore
NER dataset

1 Introduction

Characters in a story are defined as entities who receive or perform actions in a plot in the
story [1]. Identifying the characters becomes important when further understanding of
the story is necessary [2].However, character identificationbecomes challengingbecause
entities in the story can refer to proper nouns, pronouns and noun phrases, or specific
definitions. The challenge becomes evenmore significant in fiction genre texts [1], where
the naming of characters may follow different rules than in the real world. Furthermore,
the development of tools for NLP research and information retrieval generally focuses
on high-resource language texts or literature, such as English. It is contradictory to the
fact that large volumes of texts, documents, or literature are available in non-Western
languages or low-resource languages.

Computation-based character identification in Balinese folklore is currently a chal-
lenging task. The rule and information-based named entity recognition (NER) approach
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with POS Tagger can be used to extract candidate characters from a text by extracting
entities with the label “person” from nouns as characters [3]. However, characters in a
story are not limited to a human [4]. They can also be inanimate objects or other living
creatures (an elephant, a tiger, and a tree) [1], with human personification. In addition,
characters in Balinese folklore are often displayed using some specific phrases and not
proper nouns only. Therefore, a rule-based NER approach by extracting entities labeled
“person” is insufficient [1].

TheCRFmodel has been utilized in supervised learning-basedNER to recognize var-
ious entities in text [5] as a singlemodel or it has been added as an additional layer to deep
learning and transformers-based architectures. However, no one has researched the opti-
mal features used in learning on CRF.We utilize the advantages of BPSOwhich has been
used in several previous studies to solve optimization problems [6]. Our research pro-
poses a BPSO-based feature selection optimization process to train CRFs with optimal
features.

This study aimed at proposing BPSO-CRF hybrid NER named SatuaNER for iden-
tifying character named entities from Balinese folklore text. We extract several feature
sets in the CRF learning process to identify character entities and optimize using BPSO.
In addition, this study introduces a new dataset to recognize character entities in Balinese
folklore.

2 Character Named Entity on Balinese Folklore Dataset

Satua Bali (Balinese folklore) is one of the oral literature works from the island of Bali,
which contains a collection of texts from folk tales [7]. Generally, a character named
entity (CHARNE) is a word or phrase consisting of five specific characteristics based on
an analysis of the Satua Bali text. Each characteristic is given a particular label to mark
CHAR NE. First, CHAR NE consists of noun phrases that show human characteristics
that are usually used to name someone (ADJ), such as “I Jemet” (the diligent person).
Second, CHAR NE consists of proper noun to name someone in Bali taken from the
Sanskrit dictionary (PNAME), such as “I Bima”. Third, CHAR NE consists of proper
noun that show and/or have divine characteristics (GODS), such as “Bhatara Shiva,
Bhatara Wisnu” (Gods in Hinduism). Fourth, CHAR NE consists of noun phrases or
common noun of other living things that have human-like personifications (ANM), such
as “I Lutung” (the monkey). Fifth, CHAR NE is a noun or pronoun phrase that refers to
a human or things without mentioning specific names (OBJ), such as “memene” (his or
her mother).

The dataset used in this study is 45 Satua Bali texts obtained by web-scraping.
Documents obtained are then preprocessed, such as changing the special character é,
normalizingwords, removing punctuation, removing exclamations, breaking paragraphs
into sentences, removingwhitespace, and case folding. Two annotators fluent in Balinese
label each token in the text using the Spreadsheet Tools. Each token consists of two labels:
the part-of-speech (POS) label and the CHARNE label. The annotator only gives CHAR
NE labels, while POS labels are done automatically using the balinese-library package1.

1 HMM-based POS Tagging for balinese text was retrieved from https://pypi.org/project/bal
inese-library/

https://pypi.org/project/balinese-library/
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Table 1. Example sentence in satua Bali with corresponding CHAR NE label.

Sentence with CHAR NE tag (Balinese) Sentence in English

I/B-ANM Angsa/I-ANM lan/O I/B-ANM
Kerkuak/I-ANM kema/O ka/O Tukad/O
Dangin/O Desane/O ngalih/O amah/O amahan/O./O

The Goose and The Crackling Bird
went to the river east of the village to
look for food

Table 2. CHAR NE statistics in training and test dataset.

Groups ADJ PNAME GODS ANM OBJ Percentage O label

Training 382 3,073 725 1,030 615 81.53%

Testing 74 864 189 258 153 81.34%

BIO encoding format [5] is used for labeling each CHAR NE. Label O marks every
word that is not CHAR NE. Table 1 shows how to label each token in a sentence. Before
labeling, a sample of 1,830 tokens was randomly selected to measure the reliability
between annotators using Cohen’s Kappa Coefficient at the start. The agreement score
between the two annotators shows a value of 0.905 and is above 0.8 (perfect agreement).
The final dataset consists of 2,860 sentences with 39,781 tokens from 45 Balinese texts
(statistics in Table 2). The dataset is divided randomly into training and test data (80:20)
using the group shuffle split.

3 Hybrid Binary Particle Swarm Optimization and Conditional
Random Field for Character Named Entity Recognition

The architecture of the proposed hybrid model is shown in Fig. 1. BPSO stages from
previous studies [6] were adopted in this study. We use binary vector format to represent
particle solution with dimension of total number of features. A value of 1 indicates
the feature is used and vice versa. BPSO is used to optimize feature selection in CRF
learning in recognizing CHAR NE. The objective function at the optimization stage is
to maximize the average F1-score value from 5-fold cross-validation of the CRF model.
The best feature set combination from BPSO process is obtained from the last iteration
or the solution from eight successive iterations does not change.

We extracted three types of local features, namely word features, part-of-speech
(POS) features, and orthographic features with a total of 19 features. The i-th word (wi)

and contextual word around wi of a sentence are extracted for word features with the
addition of word prefix and suffix and contextual word prefix and suffix. Prefix and suffix
features are extracted to overcome out-of-vocabulary. For contextual type of features,
we use window width of one. POS tag label from wi as pi contextual POS tag label from
word around wi are then extracted for POS features. We extract some orthographical
information from wi and contextual wi for ortographic features such as wheter wi or
contextual wi is upper case, title case, lower case, number, at the beginning of sentence,
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at the end of sentence, greater than word length threshold or less than word length
threshold.

Fig. 1. Hybrid BPSO-CRF architecture for Character Named Entity Recognition on balinese
folklore text.

4 Result and Discussion

We utilize AV-based HMM method2, CRF model3 trained with standard observation
features (wi and pi) as M1, and CRF model trained with all feature sets as M2 for
baseline methods. We use default parameters for CRF model from package settings. A,
B, and π components for HMM are calculated directly based on our training data. We
use 20 number of particles, maximum iterations of 40, inertia weight of 0.75, individual
and social learning rate of 0.9 and 1.4 respectively for BPSO parameters. The same
data composition for train and test data is used for all models to make comparisons
fairs. The programming language Python v3.10 was used to develop the BPSO-CRF
model. Precision, recall, and F1-score values [6] are used as performancemetrics and are
calculated from previous research. We also apply relax match calculations by removing
B and I prefixes on CHAR NE label.

BPSO succeeded in optimizing the best features from initially producing an average
F1-score of 96.38% to 96.60% in just 24 iterations. Based on the optimization results,
the best feature subset was obtained by BPSO at the 24th iteration. The results suggest
us to remove some insufficient features such as contextual features of word, word prefix,
word suffix, and POS tag, and orthographic information such as isEndWord and isDigit.
The best feature subset obtained by BPSO is then used to build and train the proposed
CRF model, namely BPSO-CRF.

Based on Table 3, BPSO-CRF can give the best results compared to the other three
baseline methods. Based on the calculation of model performance metrics without relax
match, the BPSO-CRF yields an F1-score of 96.78%, while the baseline CRF without
BPSO (M1 and M2) yields 96.35% and 96.48%, respectively. In addition, BPSO-CRF
can provide a performance increase of 1.76 points from the HMM method. The CRF

2 https://hmmlearn.readthedocs.io/en/latest/auto_examples/plot_multinomial_hmm.html
3 https://sklearn-crfsuite.readthedocs.io/en/latest/

https://hmmlearn.readthedocs.io/en/latest/auto_examples/plot_multinomial_hmm.html
https://sklearn-crfsuite.readthedocs.io/en/latest/
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method that was trained with all feature sets (M2) gave better results when compared to
theCRF thatwas trainedwith only two standard features (M1). BPSO-CRFalso provided
the best performance even though the calculation of model performance metrics is done
by relaxing match. BPSO-CRF shows a performance increase in F-score by 0.44, 0.33,
and 1.64 points from the M1, M2, and HMM methods. We also test the robustness and
toughness of the BPSO-CRF performance using 5-fold cross-validation. The results of
measuringmodel performancewith cross-validation also show thatBPSO-CRFproduces
the best average F1-score performance compared to other methods (see Table 4.). The
BPSO-CRF had an average F1-score of 96.458%. These results indicate that not all
feature sets are relevant for use in the problem domain of this study.

Table 3. Comparison of model performance for all CHARNE labels on test data. The best values
are in bold.

Without relax match With relax match

Metrics HMM M1 M2 Proposed HMM M1 M2 Proposed

Recall 94.70 96.48 96.57 96.87 96.57 96.64 96.71 97.04

Precision 95.55 96.34 96.43 96.73 96.43 96.50 96.59 96.93

F1-score 95.02 96.35 96.48 96.78 96.48 96.53 96.64 96.97

Table 4. F1-score performance comparison using 5-fold cross-validation from each model.

Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Average

HMM 95.506 95.261 94.671 93.917 94.333 94.737

M1 96.331 95.782 96.215 95.796 95.379 95.901

M2 96.703 96.244 96.266 95.228 96.195 96.127

Proposed 96.731 96.688 96.649 96.027 96.197 96.458

Not all contextual features can help to recognize CHARNE better. Using the current
word feature, word prefix feature, word suffix feature, and current word POS Tag feature
without the addition of contextual features can improve the M2 performance with all
features. Based on the observations, several reasons related to the irrelevance of using
the isEndWord and isDigit in this study were put forward. The tokens of each sentence
in the dataset used to develop the model are always separated by a period as a marker for
the end of the token. Thus, the CHARNE label is never found at the end of the sentence.
Therefore, the isEndWord feature does not help improve model performance. Almost
the entire content of the CHAR NE labels in the dataset do not consist of numeric digits
and are all composed of strings. Therefore, the isDigit feature is not recommended to
use. However, the feature of whether the contextual wi is digit or not is still used because
the information around wi can be a digit that can help better recognition of wi labels,
such as date and year which usually appear in legend texts.
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5 Conclusion

This study proposes a BPSO-CRF hybrid NERmethod named SatuaNER, which identi-
fies character entities inBalinese text.BPSO-CRFproduces relatively better performance
when compared to the baseline method. The performance of the baseline CRF model
can increase if it is trained with the current word feature, word prefix feature, word
suffix feature, and current word POS Tag feature without adding contextual features.
Improvements in data labeling and the development of a larger dataset corpus are still
needed in the future to improve the proposed model’s performance.

Acknowledgments. This research was supported by the Udayana University’s Institute for
Research andCommunity Service (LPPMUnud), underUdayana’s InventionResearch (Penelitian
Invensi Udayana) scheme and grant number B/1.3/UN14.4.A/PT.01.03/2023, May 2nd, 2023.

References

1. Barros, C., Vicente, M., Lloret, E.: Tackling the challenge of computational identification
of characters in fictional narratives. In: Proceedings - 2019 IEEE International Conference
on Cognitive Computing, ICCC 2019 - Part of the 2019 IEEE World Congress on Services,
pp. 122–129. Institute of Electrical and Electronics Engineers Inc. (2019). https://doi.org/10.
1109/ICCC.2019.00031

2. Carik, B., Yeniterzi, R.: A Twitter corpus for named entity recognition in Turkish. In: Pro-
ceedings of the 13th Conference on Language Resources and Evaluation (LREC 2022),
pp. 4546–4551 (2022)

3. Bajracharya, A., Shrestha, S., Upadhyaya, S., Bk, S., Shakya, S.: Automated characters recog-
nition and family relationship extraction from stories. In: 2018 8th International Conference
on Cloud Computing, Data Science & Engineering (Confluence), Noida, pp. 314–319. IEEE
(2018)

4. Jahan, L., Finlayson, M.A.: Character identification refined: a proposal. In: Proceedings of
the First Workshop on Narrative Understanding, Minneapolis, pp. 12–18. Association for
Computational Linguistics (2019)

5. Akmal, M., Romadhony, A.: Corpus development for indonesian product named entity recog-
nition using semi-supervised approach. In: 2020 International Conference on Data Science and
Its Applications (ICoDSA) (2020)

6. Ben Ali, B.A., Mihi, S., El Bazi, I., Laachfoubi, N.: Towards an approach based on particle
swarm optimization for Arabic named entity recognition on social media. Indones. J. Electr.
Eng. Comput. Sci. 27, 1589–1600 (2022). https://doi.org/10.11591/ijeecs.v27.i3.pp1589-1600

7. ER, N.A.S.: Implementasi Latent Dirichlet Allocation (LDA) Untuk Klasterisasi Cerita Berba-
hasa Bali. Jurnal Teknologi Informasi dan Ilmu Komputer (JTIIK) 8, 127–134 (2021). https://
doi.org/10.25126/jtiik.202183556

https://doi.org/10.1109/ICCC.2019.00031
https://doi.org/10.11591/ijeecs.v27.i3.pp1589-1600
https://doi.org/10.25126/jtiik.202183556


On Observing Patterns of Correlations
During Drill-Down

Sijo Arakkal Peious1 , Rahul Sharma1,2(B) , Minakshi Kaushik1(B) ,
Mahtab Shahin1(B) , and Dirk Draheim1(B)

1 Information Systems Group, Tallinn University of Technology, Tallinn, Estonia
{sijo.arakkal,rahul.sharma,minakshi.kaushik,

mahtab.shahin,dirk.draheim}@taltech.ee
2 Department of Information Technology, Ajay Kumar Garg Engineering College,

Ghaziabad, India

Abstract. Drill-down is a natural and extensive data analysis method
that is widely used to analyse aggregate values of data at different levels
of granularity. As such, drill-down has proven as an essential tool for
informed decision-making in various scenarios. In this paper, we argue
that drill-down can be equally utilised to analyse the behaviour of data
patterns at various levels. To evaluate the usefulness of such an approach,
we investigate the behaviour of Pearson correlation at different drill-
down levels in the well-known meteorological data set CMDC. We test
the hypothesis that the Pearson correlation between various attributes
is preserved during drill-down and provide a systematic discussion of the
outcome of these tests.

Keywords: Pearson correlation · drill-down

1 Introduction

Decision-makers need to do frequent data analysis to generate proper decisions.
Going through a small amount of data is acceptable. However, there is a drastic
change in the volume of the data produced every day [8]. It is undoubtedly
good for decision-makers to understand all the available data before making any
decision [14]. Due to the inability to go through each layer, decision-makers
analyse the outermost margin or drill-down until they feel comfortable making
the decision. They assume that the rest of the data follows the same pattern,
which might result in the wrong conclusion.

Accessing the deeper layers of an organised dataset or a file structure is known
as drill-down. Drill-down allows the decision-makers to analyse the granular
layers of the dataset by combining more constraints. Drill-down can provide
insights into each layer of data to decision-makers other than a marginal [10,16].
For example, a drill-down report which shows the salary distribution of each
state in a country will also provide the capability to view and compare the salary
distribution of each province or profession in the state. The drill-down method
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allows decision-makers to go deeper into each level for in-depth knowledge of each
layer and compare it with each other. In the drill-down salary distribution report,
decision-makers can compare the salaries in different provinces to identify which
is the high-paying profession and high-paying province for the same profession.
Seeing data from a different point of view will give a different perspective about
the data; drill-down allows decision-makers to analyse the same data from a
different point of view and compare it with different layers of results to make a
better understating of data.

The rest of the paper is structured in the following manner: Sect. 2 delves
into the issue or challenge being addressed in this paper. Then, Sect. 3 explains
the data preprocessing method which is used in this study. In Sect. 4, we answer
the question we raised in Sect. 2. Finally, Sect. 5 offers a concise overview of the
findings from this study before proceeding to conclude the paper.

2 Problem Statement

In this paper, we calculate the bivariate Pearson correlation in each level and
compare it with the outer marginal level. In bivariate analysis, the relationship of
two variables is studied simultaneously [6,12]. Pearson correlation specifies the
existence of a correlation between two variables and discovers the magnitude
of the correlation between them. This method is commonly used for numerical
variables [11]. A correlation shows the influence of one variable on another, but
the actual causality might be in a different direction than we assume, so the cor-
relation would not indicate causation. The correlation values vary from 1 (strong
positive correlation) to -1 (strong negative correlation). The correlation value of
uncorrelated variables will be 0 [2]. This correlation value shows, how a vari-
able will behave when an increase or decrease happens to the other variable [15].
According to David(1938), the recommended sample size for calculating Pearson
correlation is greater than or equal to 25 (n ≥ 25) [3]. So, we can consider this
number(25) as our minimum threshold for this study. The equation for the Per-
son correlation of two variables is the sum of the covariance of variables divided
by the sum of the square root of covariance [1].

∑n
i=1(xi − x)(yi − y)

√∑n
i=1 (xi − x)2

√∑n
i=1 (yi − y)2

(1)

In recent times, individuals, particularly politicians and the media, often
make inaccurate assertions regarding the causality of misleading or inappropri-
ate correlations. These claims have a significant impact on decision-making. As
we explained in the previous paragraph, correlation is not always the answer
to causality. It does not mean that the correlated variable has a causal impact
on each other. A vast volume of data is created on a daily basis, necessitating
decision-makers to thoroughly review the data for informed decision-making. To
alleviate this workload, they may opt to review the data at a superficial level
or discretize the values. Selecting pertinent information and suitable features
from the dataset has historically posed a challenge for decision-makers [14]. The
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system’s performance has a vital role in finding these features and informa-
tion [7]. Choosing unsuitable features will mislead the decision-makers, resulting
in incorrect conclusions or confusion regarding the variables’ impact.

Utilizing a drill-down approach enhances decision-makers’ understanding of
the data. In this study, we integrate drill-down capabilities with Pearson corre-
lation to gain a deeper understanding of the data. This combined approach aids
decision-makers in reaching more informed conclusions. To help the decision-
makers, we have created a tool(Grandreport [5]1) with multiple data mining
techniques [13] and ACIF generator function [17]. The Grandreport will produce
numerous rows of report. This is due to the absence of constraints on support
and confidence, enabling generalized association rule mining. Analysts utilize this
approach to integrate every line of the report into their decision-making process
[5]. In Grandreport, we have integrated association rule mining, Pearson corre-
lation and regression to improve the decision-making process. In association rule
mining, the target columns are discretized for numeric values to facilitate the
mining process [4]. In the Grandreport, we utilize values in their original form
to achieve improved results. This stands as a primary advantage of our system.
The main disadvantage of this tool is that it reports all possible combinations
of influencing factors and generates a lengthy report. To tackle this problem,
we decided to report only the exciting and valuable factors by analysing the
output with the measures provided by integrated data mining techniques before
showing it to the user. From this process, we noticed that some of the variables
with high correlation in the marginal level are not showing correlation during
the drill-down, and most decision-makers are not considering this pattern.

In this paper, we are trying to answer,

– Does the correlation shown in the marginal for a variable follow the same
pattern during drill-down, or will it behave differently?

Our hypothesis is that the correlation observed at the marginal level for a
variable will maintain a consistent pattern during drill-down.

3 Experimental Study

Within this research, we examine the patterns present at the marginal layer
in comparison to each subsequent drill-down layer within a real-world dataset.
Subsequently, we discuss our findings regarding the patterns observed in each
dataset.

3.1 CMDC Dataset

For this study, Meteorological Data in China [9] (CMDC2 is used. The establish-
ment of this portal aimed to facilitate the sharing of daily meteorological data,

1 http://grandreport.me/.
2 http://data.cma.cn/en).

http://grandreport.me/
http://data.cma.cn/en
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ultimately advancing science and technology. The CMDC dataset encompasses
various meteorological attributes, including precipitation amount, sea level pres-
sure, snow depth, temperature, visibility, wind speed, and more. Each attribute
comprises one year’s worth of data from 31 provinces.

3.2 Preprocessing

Pearson correlation involves a bivariate analysis and is most effective with numer-
ical values. To enhance performance and reduce computation time, we refined
the dataset by generating distinct tables for various attributes. Each column
represents the mean value of a specific attribute for each day within a particu-
lar province(Table 1). The comparison between the provinces will generate an
overview of climate differences in each province (Table 2).

Table 1. CMDC dataset separated by province.

Date Beijing Tianjin Hebei Shanxi Neimenggu Liaoning Jilin Heilongjiang

01-Jan 3.300 2.114 2.386 3.160 3.103 3.272 3.001 8.108
02-Jan 4.000 2.914 2.844 3.004 3.442 3.028 4.059 6.415
03-Jan 3.100 2.084 2.986 3.214 3.569 3.069 3.251 5.038
04-Jan 3.600 3.330 3.362 3.661 4.332 2.673 3.095 4.738
05-Jan 2.700 3.951 3.663 3.144 3.926 2.988 2.730 4.100
06-Jan 5.900 4.711 3.747 3.158 4.867 3.943 2.959 3.723
07-Jan 10.800 8.600 5.164 3.800 4.293 8.369 3.475 3.923
08-Jan 4.300 5.597 3.536 3.504 3.912 4.142 3.458 5.008
09-Jan 3.500 2.654 2.767 3.405 2.884 2.501 3.112 4.038
10-Jan 10.900 6.989 4.223 3.780 4.126 3.429 2.972 3.592

3.3 Setup

The objective of this study is to determine the correlation between variables
and compare the Pearson correlation value of each drill-down layer against the
marginal level. Using the above-described dataset (CMDC), we computed the
Pearson correlation for each drill-down and compared it with the province’s
marginal layer. To ensure accuracy, we omitted correlation results with a count
of less than 25 [3]. Put simply, if a month is absent or the number of values for
a specific month is below 25 in any province, those months are excluded from
the comparison. We developed a Python command line application to calculate
correlation. To ensure accuracy and efficiency, we utilized the ’corrcoef’ function
from the ’NumPy’ library.

As an example of the output generated by the application, see Table 3, which
shows the correlations of the provinces Tianjin and Hunan for various months.
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4 Evaluation

As previously mentioned, utilizing the drill-down approach enhances our under-
standing of the data. The outcomes confirm that drill-down helps to generate a
deeper understanding of the data. Our experimentation with the CMDC dataset
to verify the hypothesis, revealing diverse patterns across the dataset. The results
shown here are for different meteorological attributes of Tianjin province. In this
section, we address the questions posed earlier in this study.

– Whether the correlation shown in the marginal for a variable will follow the
same pattern during drill-down or will it behave differently?

To answer this, we can compare the Figs. 1, 2, 3, 4 and 5. Our investigation
revealed that nearly all combinations exhibit a consistent pattern with marginal
level, with a few exceptions. The result shown in the Figs. 1, 2, 3, 4 and 5 can
be divided into three groups.

1. The correlation patterns of drill-down have the same pattern as the marginal.
2. The correlation patterns of the majority drill-down are not the same as the

marginal.
3. The correlation patterns of the drill-down and marginal behave in opposite

directions.

The ‘X’ and ‘Y’ axes represent the correlation and number of elements.
Figures 1 and 2 show the same pattern for the marginal and drill-down. In

this, the marginal shows a weak correlation, and the drill-down also shows the
same pattern for most variables. However, a handful of variables (less than 5%)
show strong correlations. Around 65% of attributes in the CMDC dataset follow
this pattern.

Figures 3 and 4 show different patterns for drill-down and marginal. Here, the
marginal will have a strong positive or negative correlation, while drill-down, we
are getting different correlations. A strong positive correlation is generated for
the marginal in Figs. 3 and 4. However, drill-down shows a weak or moderate
correlation for the same dataset. Some exceptional variables(less than 10%) also
show strong positive correlations. 25% of the attributes in the CMDC dataset
follow this pattern.

The drill-down and marginal correlation patterns behave in opposite direc-
tions in Fig. 5. A negative correlation is generated for the marginal, while drill-
down, strong or moderate positive correlations are generated for most of the
variables. More than 60% of the variables behave in opposite directions. Figure 5
exemplifies the importance of drill-down techniques in data analysis. Only 10%
of CMDC dataset attributes exhibit this pattern.

This result shows that it is always recommended to delve deep into the
dataset to find the actual pattern before making any conclusions. In some cases,
the correlation between the marginal and drill-down behaves differently (like
Fig. 5). Moreover, the existence of the statistical paradoxes and other data fal-
lacies (like confounding effects) have a significant impact on the outcome.
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Table 2. Outer marginal correlations between (a) the mean temperature of ‘Tianjin’
and the mean temperature of various other provinces, and (b) the weighted mean sea
level pressure of ‘Tianjin’ and the weighted mean sea level pressure of other provinces.

Province (a) mean temperature
correlation with ‘Tianjin’

(b) sea level pressure
correlation with ‘Tianjin ’

Anhui 0.9311 −0.4885
Fujian 0.8471 0.0413
Hebei 0.9897 −0.4860
Heilongjiang 0.9672 −0.4951
Jiangsu 0.9191 0.1049
Jiangxi 0.8910 −0.6206
Liaoning 0.9768 −0.0667
Neimenggu 0.9729 0.0736
Shanghai 0.8863 −0.8132
Shandong 0.9696 −0.1986
Zhejiang 0.8858 −0.7389

Table 3. Drill-down correlations between (a) the mean temperature of ‘Tianjin’ and
‘Hunan’, and (b) the weighted mean sea level pressure of ‘Tianjin’ and ‘Hunan’.

Layer (a) mean temperature
correlation between
‘Tianjin’ and ‘Hunan’

(b) sea level pressure
correlation between
‘Tianjin’ and ‘Hunan’

Year (Marginal) 0.9018 0.0086
January 0.2872 0.2913
February 0.6760 0.5680
March 0.4209 0.8667
April 0.5133 0.5599
May −0.0876 0.0572
June 0.1998 0.3018
July 0.3676 0.9029
August 0.4704 −0.9963
September −0.7657 0.8607
October 0.0351 0.7164
November 0.8734 0.8754
December 0.2183 0.9346



140 S. Arakkal Peious et al.

Fig. 1. Correlation plot for inverse-distance weighted maximum wind gust.

Fig. 2. Correlation plot for inverse-distance weighted maximum sustained wind speed.

Fig. 3. Correlation plot for inverse-distance weighted mean temperature.
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Fig. 4. Correlation plot for inverse-distance weighted mean dew point.

Fig. 5. Correlation plot for inverse-distance weighted mean sea level pressure.

5 Conclusion

The overall aim of this work is to identify the importance of the drill-down
approach in data analysis. Given the importance of data analysis in decision-
making, we wanted to understand the data more deeply and identify the patterns
of each layer with the impact on the outcome. We calculated the correlation of
each layer and compared it with the marginal correlation. This approach aims
to identify the different patterns in drill-down and marginal. The results show
three different patterns for CMDC data in this work.

The main confrontation faced in this work was to identify the proper sta-
tistical method to find the pattern to such scenarios. The experiment is carried
out only on a small scale, with a limited number of meteorological attributes of
CMDC data for one year. So, the presented results deliver only a general view
of the importance of drill-down analysis. Further changes and more statistical
analytical methods are required to enhance the results. For now, we are only
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using the correlation method to identify the patterns; however, as a next step,
we would like to add regression to generate different perspectives and find the
confounding effect of each attribute. Also, as part of future work, we would like to
investigate on a larger scale(with hundreds of real-world datasets) to understand
the patterns of drill-down in different types of datasets.
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Abstract. The widespread adoption of smart home technologies has
resulted in the generation of vast amounts of data related to home appli-
ance usage. This research aims to harness the power of data analytics and
pattern identification techniques to extract valuable insights from this
data. We present an exploration of temporal dependency analysis applied
to home-appliance generated data represented as user interactions events.
Our approach converts the event data into time-series and historical data
is segmented. Spectral features are extracted from each segmented time-
boxed usage, and unsupervised clustering algorithms group similar usage
patterns. Explainable AI techniques are employed to unravel the rules
governing the occurrence of each usage pattern. Through this methodol-
ogy, we unveil behavioral variations across time, providing insights into
user behaviors and usage dynamics. Our findings contribute to the field
of user profiling and provide a valuable framework for extracting mean-
ingful insights from home-appliance generated data.

Keywords: Knowledge inference · Home appliance usage · Data
analytics · Pattern identification · Unsupervised clustering ·
Explainable AI

1 Introduction

In recent years, the extensive adoption of home appliances equipped with sensors
has facilitated the generation of rich datasets capturing user interactions. These
datasets, represented as events recording the user’s engagement with the home
appliance, offer a valuable opportunity to gain insights into user behavior and
uncover temporal dependencies in usage patterns. Understanding how user behav-
iors evolve across different time periods is essential for optimizing appliance design
to fit the user needs, energy management, and personalized user experiences.

This paper presents a comprehensive exploration of temporal dependency
analysis applied to usage patterns derived from home-appliance generated data.
Our approach employs a completely unsupervised solution, aiming to identify
and analyze behavioral variations that occur across time. The key steps of our
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methodology involve converting the event data into time-series representations
and segmenting the historical data into time-boxed snippets. By breaking the
historical data into time-boxed snippets, we capture the temporal context within
which behaviors occur, allowing us to examine usage patterns within specific time
intervals. To uncover meaningful usage insights, spectral features are extracted
from each time series, providing a compact representation that characterizes
the usage patterns. This spectral feature extraction enables the identification of
underlying patterns and variations, facilitating subsequent analysis and interpre-
tation. Next, unsupervised clustering algorithms are employed to group similar
usage patterns together. Each cluster represents a set of time-boxed usages of
the appliance that share common characteristics from the usage perspective.
Furthermore, our approach incorporates explainable AI techniques to unravel
the rules governing the occurrence of the identified usage patterns. By lever-
aging explainable AI, we aim to shed light on the factors and conditions that
contribute to the temporal dynamics of usage patterns, providing interpretable
insights for appliance design and user behavior analysis.

In the subsequent sections, we present the details of our methodology,
describe the experimental setup, present the results of our analysis, and dis-
cuss the implications of our findings.

2 Theoretical Background and Related Work

This study employs various machine learning techniques to unravel temporal
dependency in usage patterns. The techniques utilized for the analysis combine
time-series analysis with clustering and explainable AI. This section is focused
on detailing all the theoretical aspects needed for understanding the proposed
knowledge-mining solution.

2.1 Harnessing Temporal Insights: Machine Learning Algorithms
for Time-Series Analysis

Time-series analysis enables the exploration of sequential patterns and trends
within the temporal data, facilitating the detection of usage patterns over time.
The main characteristic of this data format is that the property of interest is
measured at successive equally spaced points in time [18]. Representing data in
the syntactical form of time series is extremely common in the context of smart
devices.

The data format popularity is also proven by a large number of available solu-
tions in the research community. The need for processing and analyzing time series
determined the development of libraries focused on data representation [8,9], data
processing [24] and data visualization [5]. The already developed software solu-
tions and their large community and stability determined the study of different
transformations from other forms of representing the data into time series. In [31],
the authors study different ways of transforming event-based signals (data format
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commonly used in storing user interaction with different devices) to time series.
A taxonomy of this transformation is defined by the authors.

Feature extraction needs to be applied to time series in order to be com-
patible with machine learning techniques, such as classification or clustering.
The extracted features can be from the spectral domain, from time domain or
statistical [11]. Extracting features that retain information about the shape of
the signal is widely used in the literature [19,37]. Frecvency domain has proven
to be an effective way of characterizing time series and its usage is present in
the medical field [10,22,34], automotive [33] or industrial engineering [30]. Dis-
crete Fourier Transform algorithm [3] can be used for extracting shape-related
characteristics of the data [31].

Pattern mining methods aim to extract valuable patterns from extensive
datasets to enhance domain understanding and support decision-making pro-
cesses. This objective can be achieved by employing clustering algorithms
[14,25,38] to identify patterns of similarity and dissimilarity among objects.
When the task is to retrieve information without apriori knowledge, the number
of clusters is unknown. Density-based algorithms [12] such as DBSCAN [15] can
be a good option in this case.

2.2 XAI - Explainable AI

In recent times, machine learning and especially deep learning has gained con-
siderable attention and popularity due to its impressive performance in various
domains. However, despite its notable successes, deep learning possesses a signif-
icant limitation: the explainability feature of the decision being taken by the AI
solution. This deficiency necessitates the emergence of a distinct and critical area
of research known as explainable AI. Addressing the limitations of deep learning,
explainable AI serves as a standalone field, dedicated to developing methodolo-
gies and techniques that facilitate the interpretability and comprehensibility of
AI systems, enabling stakeholders to gain insights into the factors driving their
decisions.

As emphasized by the authors of [17], having explanations for the decision
process can be an essential tool for users to understand, improve and detect
reasoning biases. Because some critical domains need the conditions that lead
to AI decisions, XAI topic is tackled by both academic and industrial commu-
nities. In [35], a review of the available XAI solutions is presented. Sensitivity
analysis [28] and layer-wise relevance propagation [29] are methods presented in
the review as techniques for making deep neural network decisions transparent.
Explanatory graphs [36] are also analyzed as a method of extracting knowledge
hierarchy hidden inside neural networks.

Even if the research in the XAI topic is focused on developing complex solu-
tions for increasing the explainability of different kinds of neural networks, other
machine learning techniques have the explainability built in [1]. One example of
such an algorithm is Decision Tree [2]. The goal of the algorithm is to create
a model that predicts the value of a target variable by learning simple decision
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rules inferred from the data features. Having also the advantage of being easy
to understand, the algorithm is used in the literature as a XAI system [20,21].

2.3 Analysing Data Produced by Smart Home Appliances

In recent times, there has been an increasing interest in academic research
focused on home appliances, driven by the growing popularity of smart devices
and the improved affordability of technology. The authors of [27] offer a method-
ology for analyzing data with multiple complexities, such as the data originating
from home appliances. In [32] the transmission topic is tackled and transmission
models are identified. The authors show how the periodicity in the transmission
of a signal can be used to detect missing data and data duplication in the context
of data generated by home appliances. Modern approaches for pre-processing the
data applied on session-based data (running cycle for a washing machine can be
an example) are presented in [23]. In [13], the authors present a pipeline of
processing sensor-generated data with applications in data generated by home
appliances. Knowledge inference techniques are present in the work [16] while the
authors of [26] present an end-to-end pipeline for usage prediction. To the best
of our knowledge, identifying patterns of usage is poorly tackled in this area, of
home appliances. The authors of [31] present preliminary results for identifying
one pattern usage in the historical data. The next section is detailing the work
done while stating the limitations of the solution.

2.4 Mining Time-Boxed Usage Patterns

The authors of [31] are tackling the topic of profiling the user in the context
of home-appliance usage. They introduce a formalized representation of generic
home appliance-generated data. The input data for the presented pipeline is
represented by the user interaction with the smart devices (the device is capable
of capturing and transmitting the interaction and the moment of the interaction).
The acronym UIES (user interaction events series) is used by the authors for
referring to this syntactic form of the data. This acronym and the rest of the
acronyms used by the authors in order to formulate the problem statement are
used with the same meaning in this paper. Time-boxed usage, as defined in
the mentioned work is symbolized by TBEST (T represents the time window),
and the same time-boxed usage, represented by user interaction events in a
certain time window but in the syntactical form of time-series, is symbolized by
TS.TBES. A behavioral pattern is defined in these conditions as a sequence of
probabilities. Each probability from the sequence represents the probability of
the user interacting with the appliance.

The proposed pipeline is taking the input data (UIES) and as a first step is
transforming it into TS.TBES, as a syntactical pre-processing step. From each
TS.TBES, features are extracted using Discrete Fast Fourier Transform. A set
of first N (input for pipeline) coefficients are used and with the time-boxed usage
being now represented by a set of numbers, a clustering algorithm is applied to
the data. If a majority cluster is found, it is concluded that a general usage
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pattern is found in the data and the usage pattern is inferred by applying the
inverse Fast Fourier Transform on the centroid of the majority cluster.

The presented approach has good results if the appliance utilization follows
a single and consistent pattern across time. However, the solution has some
limitations. One of them is the fact that a single pattern can be extracted from
the data. If the user is interacting with the device in different ways depending
on the placement in time when the interaction is done, the patterns can not
be inferred with the proposed approach. For example, the proposed pipeline is
capable of mining the usage pattern of using the device between 8 AM and
10 AM each morning and also using the device in the evening. If the user has
this pattern only during the weekdays, and on the weekend the usage pattern is
completely different, due to various factors, this information will be lost. Only
the pattern which is more predominant will be inferred.

Another limitation is the lack of explainability for the situation when the
pattern is depicted in the data. In the case where a majority cluster exists, the
only information that can be provided is that it is very likely that the user
will act accordingly to that pattern, but there is no information under what
conditions. In the above example, when a pattern of using the device two times
a day is inferred, there is no information about the fact that only during the
weekdays this pattern is likely to occur.

The goal of this work is to address these limitations. A processing pipeline
for inferring multiple usage pattern is proposed. The pipeline is addressing also
the problem of offering the conditions under which a pattern is likely to occur.

3 Proposed Processing Pipeline for Inference
of Time-Dependent Usage Pattern

The proposed pipeline represented in Fig. 1 is extracting usage patterns based on
the user interaction with a smart home-appliance by analyzing historical data.
The input of the pipeline is represented by the events captured by the smart
home-appliance related to user interactions. These events can be triggered by
opening the door of the smart refrigerator or by using a certain washing program
in the case of a smart washing machine. These interactions are identified by UIES
(user interaction events series).

The pipeline starts with a pre-processing phase where the goal is to transform
the UIES into TS.TBES. This part of the pipeline will not be detailed as it
does not contribute to the novelty brought by the claim of this paper. The pre-
processing steps are detailed in [31].

Fast Fourier Transform is used for the feature extraction phase. TS.TBES
represent the time-boxed usage in the syntactical form of time series. In order to
be compatible with the accepted input of numerical algorithms such as clustering
algorithms, features for the time series need to be extracted. For minimizing the
data dimensionality, not all the coefficients of the Fast Fourier Transform are
used. The number of used parameters is given as input to the pipeline and
should be determined in an empirical manner.
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Fig. 1. Pipeline for mining time-boxed usage patterns which are time-dependent

Having the new feature space, an unsupervised clustering algorithm is applied
on the time-boxed usages represented by time series. A number of X clusters are
obtained. Each cluster is obtained by grouping similar usages. The centroid is
a characterization of the general pattern from that cluster. In order to obtain
the values from the same space as the input, the Inverse Fourier Transform is
applied on the centroid. After this operation is performed, the centroid represents
a usage pattern found in the dataset. Even if the information found until this
moment is contributing to a profile of the user, there is still knowledge that can
be further extracted to have a precise description of the user behavior.

XAI Component: A few examples of usage patterns that can be extracted with
the previously mentioned steps are:

– Usage Pattern 0: the user is not interacting with the device
– Usage Pattern 1: the user is interacting with the device every evening,

around 8 PM
– Usage Pattern 2: the user is interacting with the device between 8 AM and

2 PM

Just identifying these patterns in the data can not be enough for creating a pro-
file of the user. The user might not use the home appliance in August because
it is not home the entire month, every year. The user might follow the Usage
Pattern 1 during the weekdays, except Tuesday when he has the day off and
is using the appliance with Usage Pattern 2. In weekends, having a different
schedule is following Usage Pattern 2. The patterns, together with the con-
ditions of occurrence from a temporal perspective offer a better and complete
understanding of the appliance usage. These usage rules are represented in Fig. 2
in the form of a decision tree.
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Fig. 2. Representation of the rules governing the usage model of a home appliance

The conditions under which a usage pattern occurs can be inferred by using
an explainable AI solution applied to the time-dependent features extracted from
the data.

Each TS.TBES (time-boxed usage), after the clusterization phase is done, is
associated with a cluster. The goal of this phase is to discover what time features
of the TS.TBES are influencing the cluster assignment (hence, the associated
usage pattern).

In order to obtain this, the feature domain needs to be extracted from the
TS.TBES. Month, year, day of the month, day of the week are valid features
in this step. The entire feature space for this step is established based on the
characteristics of the data. The target value is the associated cluster and an
XAI solution applied to the generated data will construct an explanation of the
temporal conditions when a pattern is occurring in the data.

4 Experiments and Results

The proposed usage profiling method is tested on data produced by the interac-
tion of a user with a smart refrigerator. The interaction is stored in the form of
events of opening and closing the door of the device. For evaluation purposes,
complex patterns are planted in synthetically generated data. The time window
used for splitting the analysed usage is one day. This implies that daily patterns
and the conditions under which they occur in the data are mined.

4.1 Data Description

In Table 1, a snapshot from a synthetic data set representing the syntactic form
of the data used is shown. The timestamp of the occurring event and encoding
of the analyzed state is included in the data. The generated events are of type
open/close the door, so numerical encoding of 1 is given for open door and
numerical encoding 0 is given for closed door.
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Table 1. Example of door open events from one smart refrigerator.

Timestamp Door State

2023-06-05 09:04:35 1
2023-06-05 09:05:35 0
2023-06-05 09:15:02 1
2023-06-05 09:15:58 0
2023-06-05 21:11:00 1
2023-06-05 21:11:35 0

In order to be as close as possible to the real conditions, the characteristics
of the real data are closely followed in the simulation process. The duration of
keeping the door open, the frequency of openings and the noise were analyzed
and replicated on the synthetic data.

4.2 Planted Patterns

A number of four devices are used in the experiments. For each device, a complex
usage pattern was planted during the data simulation phase. The usage pattern
is obtained by combining different day usage patterns. Examples of day usage
patterns for the data described in the previous section are presented in Fig. 3.
This section will associate an identifier for each appliance with the description
of the planted usage patterns.

The planted behaviors are generated by varying the daily pattern based on
temporal conditions in order to address the objective of this paper:

1. 1AP&2AP: This device contains recordings of user interactions during one
month. For the first part of the week (Monday, Tuesday, Wednesday) user is
interacting with the device following 1AP model (one interaction during the
day) and for the rest of the week interacts with the 2AP usage pattern model
(interacts with the device two times a day)

2. Alternative 1AP & 2AP: The device contains user interactions spread
across one month. The behavior is to alternate each day: one day is interacting
in a 1AP model and in the other day in a 2AP model.

3. Month dependent: Containing four months of interactions, this behavior
is following the 1AP model for two months and the 3AP for the rest of the
months.

4. Complex: The device contains four months of interactions. If the day is a
Monday, then 1AP model day pattern interaction is planted. If it is weekend
and it is June, then the 2AP day usage pattern is planted and 3AP in the
rest of the days.
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Fig. 3. Each figure represents a day usage. A day usage is represented by active periods
(AP) - periods of time when the user is interacting with the device (in this case is
opening the door of the fridge). The figure contains 1AP (one active period - the user
is interacting with the device in one period of the day), 2AP (two active periods - the
user is interacting with the device in three periods of the day) and 3AP. The X axis
contains the time and the Y axis value 0 or 1 corresponds to the state of the door of
the smart refrigerator.

4.3 Data Preparation and Feature Extraction

The data is pre-procesessed and from the event-based interaction, it is trans-
formed into time series. Using the taxonomy defined in [31] for transforming
the events into time series, a forward-filling method is used. This is practically
implemented using specialized Python libraries [9].

To capture daily patterns in user interactions with the home appliance while
reducing the data volume, a resampling technique is employed to transform the
time granularity to one hour. This resampling process condenses the information
about user interaction while maintaining all the interactions intact. The aggrega-
tion method used during the resampling phase involves summing the constituent
aggregates. Consequently, the resulting signal represents the total duration, in
seconds, that the door was open during each corresponding hour. Figure 4 illus-
trates a visual representation of the data snapshot after the completion of this
resampling phase.

Fig. 4. Example of door open events from the smart refrigerator after the forward-
filling and resampling to hours by aggregating the values is applied on the data

Discrete Fourier Transform [3] is used for constructing the feature space.
Ten coefficients from the result of applying the Discrete Fourier Transform are
further added to feature space because this number of coefficients provides good
results in [31].

Following the aforementioned procedure, the events corresponding to a sin-
gle day of user interaction with the appliance are represented by a set of 20 real
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numbers, wherein each number represents a coefficient derived from the Fast
Fourier Transform (FFT), accounting for both the real and imaginary compo-
nents. To ensure consistent scaling across all features, a normalization operation
is conducted on the obtained feature set using a min-max scaler [7]. This scal-
ing technique enables the transformation of the features to a common range,
facilitating fair and comparable analysis.

4.4 Determing the Existing Usage Patterns with Clustering
Algorithms

In the clustering phase, we employed the Python implementation of the
DBSCAN algorithm [6]. The algorithm was configured with the Euclidean dis-
tance metric and the automatic selection of algorithmic optimizations. Specifi-
cally, we set the leaf size parameter to 30, while the values for the epsilon (EPS)
parameter and the minimum samples parameter (minimum number of points
required to form a dense region) were determined empirically.

All the time-boxed usages are associated with a cluster after this step. Each
cluster represents the usage pattern (all the time-boxed usage patterns that are
in that cluster are usages which are similar). For extracting the usage pattern
from the cluster, the same procedure as defined in [31] is used: features of the
centroid of each cluster are de-normalized and Inverse Fourier Transform [4] is
then applied. In order to obtain a usage behavior as described in [31], the values
are normalized to [0, 1] interval. This operation transforms one cluster into one
usage pattern. In Fig. 5, a visualization of extracted daily patterns from the
clusters is presented.

Fig. 5. Example of mined daily usage patterns from data produced by a smart refriger-
ator. The first pattern indicates that the user is interacting with the device by opening
and closing the door only in a specific period of the day. The second pattern indicates
that the user has two active periods of interaction with the device. The pattern is
represented by the probability of the user interacting with the device at a certain hour
of the day. The X-axis represents the time and the Y-axis represents the mentioned
usage probability

In order to increase the results, various experiments were performed on the
datasets. DBSCAN can be tuned by modifying the EPS (the maximum distance
between two samples for one to be considered as in the neighborhood of the
other). In Table 2, the results of the experiments are presented.
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Table 2. Results of the experiments performed in the clustering phase with DBSCAN
clustering algorithm. The experiments are made with the four data sets described in
4.1 Data description and 4.2 Planted patterns sections

Dataset EPS F1-score Dataset EPS F1-score

1AP&2AP 0.45 0.821 Month dependent 0.45 0.522
0.65 0.966 0.65 0.924
0.75 0.966 0.75 0.991
0.85 0.705 0.85 0.991

Alternative 1AP & 2AP 0.45 0.566 Complex 0.45 0.610
0.65 0.805 0.65 0.610
0.75 0.455 0.75 0.587
0.85 0.448 0.85 0.551

4.5 Inferring Conditions of Occurrence for the Identified Usage
Patterns

Previous steps of the pipeline revealed some usage patterns but there is no infor-
mation about the conditions under which these usage patterns are occurring. The
goal of this work is to find the temporal dependency of the identified patterns.

The explainable AI module from the pipeline was implemented with a Deci-
sion Tree algorithm. Before applying the Decision Tree algorithm in order to
obtain a decision graph that will explain what rules are leading to a certain
usage pattern, temporal descriptors need to be extracted from the usage pat-
tern.

The temporal descriptors used in the experiments done as part of the current
work are: year, day of the year, day of the month, day of the week. Each
time-boxed usage (TS.TBES) is enhanced with these new features and with the
label of the cluster where it was assigned by the clustering algorithm. With the
feature space consisting of the above temporal features and target space being
the cluster, Decision Tree algorithm is applied on the data set (experiments
done on individual datasets - usage routine of one user is not impacted by the
usage routine of other user). The result of this step is a decision graph as the
one presented in Fig. 6 which shows the best result from the four data sets used
when applying the XAI solution. In the same figure we can also see the real rules
used for generating the data. As we can see, for 6 out of 7 possibilities, the XAI
solution identified correctly the usage pattern.
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Fig. 6. Results after applying XAI solution based on Decision Tree on the dataset
identified in the paper by 1AP&2AP. Left - the results obtained by the XAI solution
for the rules under which the pattern occur. Right - real rules used in the generation
of the data

5 Conclusions and Future Work

In this paper, we have explored the temporal dependency analysis of usage
patterns derived from home-appliance generated data. By leveraging a com-
pletely unsupervised approach, we have successfully unveiled behavioral varia-
tions across time, offering valuable insights into user behaviors and usage dynam-
ics.

Through the conversion of event data into time-series representations and
the segmentation of historical data into time-boxed snippets, we have captured
the temporal context within which usage patterns occur. This has allowed us to
analyze usage patterns within specific time intervals and identify distinct clusters
representing similar usage patterns. By extracting spectral features from each
time series, we have effectively summarized the usage patterns, enabling the
discovery of underlying patterns. Leveraging unsupervised clustering algorithms,
we have successfully grouped similar usage patterns together. Furthermore, we
have incorporated explainable AI techniques to unravel the rules governing the
occurrence of usage patterns. This has provided insights into the factors and
conditions that contribute to the temporal dynamics of usage patterns.

Future research directions could involve the exploration of additional clus-
tering algorithms and the incorporation of domain-specific knowledge to further
enhance the accuracy of the discovered usage patterns. Additionally, the inte-
gration of external contextual data, such as weather or user social data, could
provide a more comprehensive understanding of the factors influencing temporal
dependencies in usage patterns. By tuning and experimenting with other XAI
solutions, the conditions under which a pattern in present in the overall usage
could be mined in a precise manner.

In conclusion, this paper contributes to the field of knowledge inference from
home-appliance generated data and user profiling by providing a robust frame-
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work for understanding usage patterns in home appliances. By uncovering behav-
ioral variations across time, our approach offers valuable insights that can inform
appliance design, energy management strategies, and personalized user experi-
ences, ultimately improving overall user satisfaction and appliance efficiency.
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Abstract. Alzheimer’s disease is a kind of dementia which leads in progressive
loss of memory usually in elderly persons. Since there is not any cure for this
condition it is vital to discover it as soon as possible. Machine learning algorithms
are being used to detect various stages of Alzheimer’s disease. ADNI, the most
comprehensive dataset has been collected and used to conduct the experiments.
The dataset comprises three classifications that include Alzheimer’s Disease,Mild
Cognitive Impairment and Cognitive Normal. The proposed approach illustrates
multiple preprocessing methods to transform 3-D images into 2D images and
employs various CNNmodels to achieve the best performing ones. Preprocessing
approaches include brain segmentation, conversion to MNI space etc. VGG19
model has the overall best performance among all other models with an accuracy
of 94.25% outperforming many other similar works.

Keywords: Alzheimer’s Disease · MRI · ADNI · CNN · machine learning ·
multi classification

1 Introduction

Alzheimer’s disease (AD) is a neurodegenerative illness that affects the central nervous
system and complex genes [1]. AD affects many people worldwide, especially those
over the age of 65. This is the most common cause of dementia worldwide. It is char-
acterized by the gradual loss of cognitive function and memory, leading to a decline
in the ability to perform activities of daily living. There were 46.8 million dementia
sufferers in 2015, with the number expected to double in 20 years [2]. Currently, there
is no cure for AD, and the available treatments only provide temporary relief of symp-
toms. For timely treatment and efficient therapy, early Alzheimer’s disease detection is
essential. A promising method for the identification of Alzheimer’s disease is magnetic
resonance imaging (MRI). The diversity and variability of brain regions make it difficult
to accurately diagnose Alzheimer’s disease from MRI imaging.

Machine learning algorithms have demonstrated significant progress in medical
imaging analysis, especially in the identification and diagnosis of neurodegenerative
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disorders. One promising approach for early diagnosis and prediction of AD is the use
of magnetic resonance imaging (MRI) scans. MRI scans can provide detailed images of
the brain, allowing for the detection of structural changes and abnormalities associated
with AD. Several machine learning techniques have been presented in recent years for
the accurate identification of Alzheimer’s disease fromMRI scans. Identifying the lead-
ing signals of Alzheimer’s disease could reduce medical testing, expenses, and time,
resulting in improved classification and prediction and providing a basis for clinical
diagnosis [3]. These algorithms analyze MRI images and extract useful characteristics
that can distinguish between healthy and diseased brain structures using a combination
of machine learning algorithms and image processing techniques.

The application of machine learning for AD detection has shown considerable
promise [4], but there are still obstacles to overcome. One of the issues is the necessity
for huge datasets of MRI images from both healthy and Alzheimer’s patients. Another
problem is the creation of precise and robust machine learning algorithms capable of
detecting tiny changes in brain structure and function. To overcome these issues, the
purpose of this study is to develop a machine learning model for detecting Alzheimer’s
disease. The focus of this effort is to develop a highly accurate and efficient machine
learning model for Alzheimer’s disease detection and put the model into practice so
that medical personnel may efficiently and quickly take required steps during and after
recognizing the condition.

To mitigate the identified challenge, a key issue is to prepare the MRI image suitable
for disease detection experiment. A series of rigorous preprocessing steps has been
adapted to prepare the images collected from ADNI dataset. After that a set of deep
learning models is utilized to successfully detect the disease. The proposed techniques
successfully detect the disease with a comparable performance with the state of the art.

The rest of the paper is organized as follows. Section 2 gives a brief illustration of
the related works in this area. After that a brief overview of the ADNI dataset is shown
in Sect. 3. The proposed methodology of this paper is illustrated in Sect. 4 along with
a schematic diagram. A crucial task of this paper is to perform preprocessing, which is
demonstrated in Sect. 5. Result analysis and comparison with related works are shown
in Sect. 6. Finally, Sect. 7 concludes the paper by summarizing the work and outlining
our future plan.

2 Related Work

Our research tries to build a highly efficientmachine learningmodelwhich can accurately
predict stages of Alzheimer’s disease from MRI images. We have surveyed a good
number of research papers to find the effective methods for such a task. Almost all of the
research papers used datasets from ADNI [5]. This section will give a brief description
of our literature survey.

One of the objectives of our research is to find the best performing model. In our
literature survey, CNN was the most used model. But the performance of CNN varied
from paper to paper. Paper [6] and [7] used CNN and DCNN models respectively. In
paper [6], three convolutional layers were used followed by pooling layers in CNN
model. The features learned from CNN are then fed into an extreme learning Machine
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which is a feed forward neural network with a single layer of hidden nodes. Similarly,
DCNN model of paper [7] used three convolutional layers but followed by max pooling
layers and a flattening convolutional layer. Then it goes through two fully connected
layers and a SoftMax classifier. Paper [6] achieved 79.9% accuracy whereas paper [7]
had 87.72% accuracy.

In both paper [8] and [9], 3D and 2D CNN models have been used. Paper [8] took
a two-stage approach where the first stage was about learning filters for convolutional
operation using a sparse autoencoder. Then the second stage was building a 3D and
2D CNN model which uses filters learned with the auto encoder. Paper [9] used 2D-
CNN which had 3 convolution layers, 3 max pooling layers, 1 flattening layer and 2
dense layers. The 3D-CNN had the same architecture but used 3D convolutional layers.
Paper [8] had 85.53% and 89.47% accuracy for 2D and 3D CNN respectively in 3-way
classification. Paper [9] achieved max accuracy of 98.4% and 97.1% for 3D and 2D
CNN respectively in binary classification.

Transfer learningmodels like VGG-16, VGG-19, Resnet50, ResNet-18, AlexNet are
some commonly used models in our literature survey. Paper [9] used VGG-19 which
had a high accuracy of 97% in 4-way classification. In paper [10] authors used modi-
fied InceptionV3 namedAlzheimerNet, ResNet50, AlexNet,MobileNetV2 andVGG16.
Among the pertained model InceptionV3 had highest accuracy of 92.32% which then
modified to AlzheimerNet that had an accuracy of 98.68% in 6-way classification. Paper
[11] also used pretrained model like VGG-16 and ResNet-50 and had maximum accu-
racy of 78.57 and 75.1% respectively. Paper [12] used modified AlexNet with 8 layers of
deep learnable parameters where 5 of them are convolutional layers and remaining three
layers fully connected neural network. The dataset of the paper was from Kaggle. It had
91.7% accuracy in 4-way classification. Paper [13] also accommodates transfer learning
models like GoogLeNet, ResNet-18, ResNet-152. In 4-way classification GoogLeNet,
ResNet-18 and ResNet-152 output 98.88%, 98.1% and 98.14% accuracy respectively.
Paper [14] proposes a deep sequence modeling using transfer-learning model ResNet-
18. In the sequence modeling, temporal convolutional networks (TCN) and different
types of recurrent neural networks (RNN) have been employed. Also, several deep
sequence-based models and configurations were implemented and compared for AD
detection. TCNs performed better than slice-based methods (using 2D CNNs), voxel-
basedmethods (using 3DCNNs) and RNN-basedmethods. In the experiment, TCNwith
four residual blocks achieved the best classification performance, with 91% accuracy.
Paper [15] implements ten pre-trained models with 2D-CNN. These are 1) LeNet-5, 2)
AlexNet, 3) VGGNet-16, 4) SqueezeNet, 5) ResNet-18, 6) VGGNet-19, 7) GoogLeNet,
8) Inceptionv3, 9) ResNet-50, 10) ResNet-101. 3D CNN was also implemented with
1) LeNet-5, 2) ResNet-18, 3) ResNet-50, 4) ResNet-101. ResNet-18 and SqueezeNet
performed comparatively well with 2D CNN and ResNet-101 performed better with 3D
CNN.

Machine learning algorithms like Support VectorMachine, RandomForest were also
used in some papers in the literature survey. Paper [16] and [17] uses Support Vector
Machine and Random Forest for Alzheimer’s disease detection. In paper [16] the MRI
data was divided into several features to train the machine learning algorithms. The
accuracy of the models is inconsistent and varies with classes. SVM had the lowest



A Deep Learning-Based Technique to Determine 165

accuracy of 65.51% for binary classification (CN-EMCI) and had the highest accuracy
of 91.07%. The Decision Tree used in the paper had a minimum accuracy of 61% and
maximum of 87.27%. In paper [17] MRI images were processed to get numeric data
which in turn is processed using machine learning algorithms. Random Forest had a
much better accuracy of 97.86% along with the Neural Network used in the paper.

The highest achieved accuracies in our literature survey are paper [18] and [19].
Paper [18] had 99.5% accuracy using DNN with 300 hidden layers for 3-way classi-
fication. Histogram of oriented gradients (HOG) was used as a feature extractor and
for optimization a rectified Adam optimizer was used here. Paper [19] achieved 99.1%
accuracy for binary classification and 98.9% accuracy for multiclass classification using
3D-CNN-SVM.

Generalizability was a core focus of paper [20]. For that, cross-cohort datasets were
used (NA-ADNI and J-ADNI) to evaluate the generalizability of the model. The authors
used NA-ADNI for training and J-ADNI data for testing their CNNmodel. The accuracy
of the model was 78% accuracy for only MRI input and 88% accuracy for MRI with
other information (Cognitive scores, APOE, age).

Finally, image preprocessing was an important and inseparable part of many papers
in our literature review. Most common preprocessing techniques in our literature survey
are standardization, skull stripping, cervical stripping, segmentation of gray matter and
white matter used by paper [11, 13] and [19]. There were also some unique image
preprocessing techniques. Paper [6] creates a 2.5D patch using local patches of three
different planes of the MRI which was transformed into an RGB patch for better feature
representation. Paper [21] proposes an image fusionmethod to fuseMagnetic Resonance
Images (MRI) with Positron Emission Tomography (PET) images of the subjects. The
3D convolution fused images are used to extract richer feature information. A 3D sparse
autoencoder was trained to develop convolutional layers for the 3D CNN model. This
method outputs a maximum accuracy of 93.21% for binary classification and 87.67%
accuracy for 3-way classification. In paper [4] the authors use hippocampus segmentation
fromMRI images to predict Alzheimer’s disease. The image segmentation was done on
the left and right hippocampus. A Dense CNNmodel with two streams for left and right
hippocampus segments was built. The proposed Dense CNN had an accuracy of 92.52%.

3 Dataset Overview

The dataset was collected from Alzheimer’s Disease Neuroimaging Initiative (ADNI)
[5]. Alzheimer’sDiseaseNeuroimaging Initiative researchers collect, validate and utilize
data, which include MRI and PET images, genetics, cognitive tests, CSF and blood
biomarkers as predictors of the disease. ADNI has one of the largest collections of
organized and variety of AD related data. The dataset consists of MRI images of 818
subjects. Table 1 shows the statistics of the dataset.
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Table 1. Dataset statistics.

Diagnosed Group Sex Ratio (M/F) Number of patients

CN (Cognitive Normal) 119:110 209

MCI (Mild Cognitive impairment) 258:143 401

AD (Alzheimer’s Disease) 99:89 188

In Fig. 1 the pie chart on the left shows that MCI, CN, AD respectively cover 49%,
28% and 23% of the dataset. This shows that a sizable population are in the MCI stage.
The right chart of Fig. 1 shows the distribution of patients according to their sex. We can
that see 58% (476) patients are male and 42% (342) are female.

AD 188 
23% 

CN 229 
28% 

MCI 401 
49% 

Diagnosed Group 

AD CN MCI

Male 
476 
58% 

Female 
342 
42% 

Sex 

Male Female

Fig. 1. Pie chart for diagnosed group (right), pie chart based on sex (left).

AD 99 
21% 

CN 119 
25% 

MCI 
258 
54% 

Diagnosed Group (Male) 

AD CN MCI

AD 89 
26% 

CN 110 
32% 

MCI 
143 
42% 

Diagnosed Group (Female) 

AD CN MCI

Fig. 2. Pie chart for diagnosed group based on male (right) and female (left).

Figure 2 shows the distribution of patients with different cognitive status categorized
by their sex. It is seen that among the total 476 male patients the majority of patients
(54%) are in MCI stage. This is followed by CN (25%) and AD (21%). Similarly, we see
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among the total 342 female patients MCI, CN and AD respectively covers 42%, 32%
and 26%.

Fig. 3. Number of subject vs Age group multiple bar chart

Figure 3 represents the number of subject vs age group as multiple bar chart with
their cognitive status. It is seen that as age increases the number of MCI and CN patients
has increased. The number of AD patients is comparatively lower than MCI and CN
patients. The majority of the patients are clustered within the age range of 70–89 years.

4 Proposed Method

The methodology for Alzheimer’s disease detection using machine learning from MRI
images consists of a sequence of steps shown in Fig. 4.

Data Collection and Creating Dataset Magnetic Resonance Imaging (MRI) data will
be collected from a huge number of patients with Alzheimer’s Disease, Mild Cognitive
Impairment and Normal Control. The data will be provided by Alzheimer’s Disease
Neuroimaging Initiative (ADNI).

Data Preprocessing The MRI images will be preprocessed to standardize the images,
remove skull and cervical spine, segment gray matter, white matter and hippocampus
region, transform to MNI space and convert 3D MRI to 2D RGB image.

Dataset Split After preprocessing, the dataset will be split into two parts: the train set,
and the validation set. The train set will be 67% of the original dataset and will be used
to train the CNN models. The validation set will be 33% of the original dataset and will
be used to evaluate the performance of those models.
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Fig. 4. Overview of preprocessing

Training CNNModels From the images, numerous machine learning and deep learning
models will be trained and then used to classify the MRI images into AD, MCI and NC.

Performance Evaluation and Selecting the Best Performing Model Several metrics will
be used for evaluating the performance of the trained models. From the results of each
model, the best predicting and most efficient model will be selected as the final model.

To summarize, the methodology of this research involves data collection, prepro-
cessing, training CNN models, performance evaluation and selecting the best perform-
ing model. This methodology can lead to the development of an accurate and efficient
Alzheimer’s Disease detection tool.

5 Image Preprocessing

The main objective of the project is to detect the stages of Alzheimer’s Disease from
3DMRI files. To work with the MRI files, pre-processing with several steps needs to be
performed. The preprocessing result provides us with 2D processed images which can
be passed into 2D CNN to train and test the models (Figs. 5, 6 and 7).

Fig. 5. Overview of preprocessing

Brain Segmentation & Intensity Normalization
First step of pre-processing is to segment the brain from the rawMRI scan. MRI consists
of the brain, the skull and the cervical spine. Since we will only work with the brain,
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segmentation needs to be performed. Intensity of each MRI can be different; hence
intensity normalization also needs to be performed.

Fig. 6. Brain segmentation, intensity normalization & MNI space transformation

Transformation to MNI Space
MRI scans of all the patients are not aligned. TheMNI (Montreal Neurological Institute)
space refers to a standardized three-dimensional coordinate system which is used in
neuroscience and brain imaging research. The MNI space serves as a template that
researchers can use to transform individual brain images into a common space. This
process, known as spatial normalization or registration, facilitates group analysis by
aligningbrain structures across participants.All of these stepswere doneusingMATLAB
SPM (Statistical Parametric Mapping) library and CAT12 (Computational Anatomy
Toolbox).

2D RGB Image Generation
From a single transformed 3D image, we created 9 2D images each from different planes.
3 red images from the sagittal plane, 3 blue images from the coronal plane and 3 green
images from the axial plane are created.

Bilateral Filter
Bilateral filter is a smoothing filter. It is used to preserve edges and reduce noise of an
image. It is also a non-linear filter. Bilateral filter is defined by:

BF[I ]p = 1
Wp

∑
q∈S Gσs(‖p − q‖)Gσr

(∣
∣Ip − Iq

∣
∣
)
Iq#(1)

where normalization factor Wp is defined by:

Wp = ∑
q∈S Gσs(‖p − q‖)Gσr

(∣
∣Ip − Iq

∣
∣
)
#(2)

where,
|·| denotes the absolute value.
‖ · ‖ denotes the L2 norm.
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Fig. 7. RGB Images generation, bilateral filtering and merging (Color figure online)

BF[I ]p denotes the bilateral filter result at position p.
I is the input image.
S denotes all image positions.
Gσ (·) denotes the 2D Gaussian kernel.
σs, σr denotes the amount of filtering.
The bilateral filter was applied on all of the 2D images.

Merging into RGB Images
Each red, green, and blue image were merged into a single RGB image, thus a total of
three 2D RGB images were created from a single 3D MRI file. All the images were
expanded to square images, since most CNNmodels take square images as inputs. RGB
images were created so that CNN can pick features from all the planes. 3 images were
generated to enlarge the dataset size.

6 Result Analysis

6.1 Results of Proposed Model

To train the CNN models, the dataset was split with 67% data on the train set and 33%
data on the test set. We used 6 different CNN models to achieve the best results. These
models were trained for 60 epochs. Among the 6 models, VGG-19 gave us the best
validation accuracy and the lowest amount of validation loss. Whereas VGG-16 gave
us the most training accuracy, and the least amount of training loss. Table 2 shows the
results of our proposed model.

VGG-19, our best performing model gives us a validation accuracy of 94.25% and
validation loss of 0.1762. It gives us a training accuracy of 98.35% and training loss



A Deep Learning-Based Technique to Determine 171

of 0.0579. VGG-16 is the second-best performing model from the table. The training
accuracy and training loss of that is better than VGG-19 but it underperformed just a bit
in terms of validation. The VGG-16 model gives us training accuracy of 98.41% with
0.0339 training loss and 90.94% validation accuracy with 0.2584 validation loss. The
rest of the four models underperformed compared to VGG-16 and VGG-19.

Table 2. Results of proposed model.

Model Training Accuracy Validation Accuracy Training Loss Validation Loss

VGG16 98.41% 90.94% 0.0339 0.2584

VGG19 98.35% 94.25% 0.0579 0.1762

DenseNet121 60.71% 64.14% 0.8328 0.8000

ResNet50 49.88% 52.14% 0.9825 0.9493

Xception 52.82% 54.35% 0.9556 0.9411

Figure 8 and Fig. 9 showcase the result metrics of our model. The x-axis represents
the number of epochs, and the y-axis represents accuracy for Fig. 8 and loss for Fig. 9.
VGG16 and VGG19 metrics are shown because of their comparatively better results on
the dataset.

Here, the accuracy curve shows a consistent rising trend with the epoch number. The
steady increase of model’s accuracy from a very low point shows that the models are
learning from training data. The training and validation accuracy indicate the models
are more generalized and not overfitting to the training data.

The loss curve has a steady decreasing trend. This means that the model is effectively
reducing the difference between its anticipated and real labels. As the loss gets lower,
the model becomes more confident in predicting the data correctly.

The graph shows promising performance of our model. The accuracy and loss curves
show consistency during the whole training period, whereas the validation accuracy
indicated high generalization capability. Tuning the batch size or increasing the epoch
might solve this issue which can be explored in future works. These results make usmore
positive about the model’s dependability and capacity to generate correct predictions on
previously unknown data.

6.2 Comparison

In our literature review, there were 2 works that used VGG-16 and only one used VGG-
19. In [9], the authors used VGG-19 for multiclass classification (NC/EMCI/LMCI/AD)
from 2D MRI. The preprocessing step includes data normalization which is done by
changing pixel or voxel intensity. After that, resamplingwas done to the images followed
by image augmentation. The paper claimed that it had around 97% accuracy in 4-way
multiclass classification using this technique with the VGG-19 model. VGG-16 was
one of the tested models in [10]. The image preprocessing had two steps. First one is
applying CLAHE to enhance complicated structures and boosting local contrast. Other



172 Tahzib-E-Alindo et al.

0.4

0.5

0.6

0.7

0.8

0.9

1

0 5 10 15 20 25 30 35 40 45 50 55 60

Ac
cu

ra
cy

Epoch

VGG16: Valida�on
Accuracy
VGG16: Train Accuracy

Fig. 8. Accuracy vs Epoch graph

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 5 10 15 20 25 30 35 40 45 50 55 60

Lo
ss

Epoch

VGG16: Valida�on
Loss

VGG16: Train Loss

Fig. 9. Loss vs Epoch graph

one is selecting filters by applying different filters to MRI scans. Augmentation was
done before model training. This method gave 78.85% accuracy for VGG-16 in 6-way
multiclass classification. In [11] the VGG-16 model along with 2 other models are used
as well. Its preprocessing had 6 steps. These were skull stripping, non-uniform intensity
correction, segmentation, extraction of 2D images from 3D MRI volume, pixel value
normalization and data augmentation. The accuracy ofVGG-16 for the followingmethod
was 78.57%.
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Table 3 below shows comparison among accuracies of different studies and our
proposed model.

Table 3. Comparisons against other studies.

Study Method Accuracy

VGG16 VGG19

B. Y. Lim et al. (2017) [11] VGG16 78.57%

F. M. J. M. Shamrat et al. (2023) [10] VGG16 78.85%

Proposed model VGG16 VGG19 90.94% 94.25%

H. A Helaly et al. (2021) [9] VGG19 97%

From Table 3, we can see that our VGG-16 model outperforms the VGG-16 models
in paper [10] and [11]. Here, our VGG-19 model was less accurate which is 94.25%
compared to the VGG-19 model in paper [9] which had 97% accuracy.

7 Conclusion

Since Alzheimer’s Disease can have a major impact on one’s life, it is critically impor-
tant to diagnose it as early as possible. Machine learning techniques such as CNN are
highly useful for confirming the presence of Alzheimer’s Disease. In this study we have
exhibited our technique for Alzheimer’s Disease identification utilizing several CNN
models such as VGG16, VGG19 etc. The VGG16 model provides us 90.94% accuracy
while the VGG19 model gives us 94.25% accuracy. These models categorize distinct
phases of AD using 3DMRI images. Since we turned 3DMRI pictures into 2D images,
there was a loss of information. Future research can be done using 3D images to improve
accuracy and clinical applicability. Experimenting with a larger dataset can result in bet-
ter training of the models consequently improved accuracy. The findings from this work
might be valuable for people who work in the medical research sector, especially those
dealing with Alzheimer’s disease patients. They can gain essential knowledge on how
to preprocess 3D images and apply deep learning algorithms on an Alzheimer’s Disease
related dataset.
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Abstract. Most research about Machine Learning (ML) models for
churn prediction has focused on sectors like telecommunications, while
this problem can be particularly challenging in industries with High
Customer Turnover (HCT) like food delivery, e-commerce, and gam-
ing. This article addresses this gap by investigating the effectiveness of
four alternative ML models that have been effective for churn prediction
in particular HCT enterprises - Multilayer Perceptron, SVM, Decision
Trees, and Random Forests. We trained and evaluated the models on
three representative datasets from distinct sectors, aiming to identify
the models and data features that provide the best results. We pro-
pose and employ a framework to help achieve this goal. It allowed high-
performance churn prediction in our experiments, exploiting mainly the
purchase data features of the distinct HCT enterprises. The Random For-
est model achieved the best accuracy (around 90%) on the three datasets,
and the best precision and F1-score on two of them.

Keywords: Churn Prediction · Machine Learning · Classification
Model Comparison · High Customer Turnover · High Churn Rate

1 Introduction

Companies in competitive markets mainly depend on the profits that come from
retained customers [24]. Many of these companies are resorting to Machine
Learning (ML) techniques for churn analysis and prediction [30]. Churn pre-
diction is a critical aspect of Customer Relationship Management (CRM), as
it helps companies identify customers with a likelihood of churning (leaving)
and take preventive measures. Effective churn prediction also enable identify-
ing potentially lasting customers [25], to strengthen relationships with them.
Retaining these customers can be easier and reduce the need to attract new
ones (replacement), consequently decreasing the cost of offensive marketing [31].

Four key characteristics of enterprises make churn prediction particularly
challenging and relevant: highly competitive sectors, non-contractual transac-
tions, business-to-consumer operations, and high churn rates. Together, they
exacerbate the difficulty of these companies to retain customers. High churn
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rates usually results from the first three characteristics. Thus, in this article we
refer to their combined occurrence as High Customer Turnover (HCT).

Accurate prediction of churn is particularly important for sectors with HCT,
such as online games, as their costumers have no contractual obligations binding
them. Studies have shown that 70% to 90% of players stop playing 10 d after the
first match [10]. This high churn rate shows that it is crucial for companies to
identify customers at risk of churn and take proactive measures to retain them.
However, despite the growing interest in churn prediction for enterprises with
HCT, there is a shortage of research in this area. Until 2020, the telecommuni-
cations and the finance sectors, which do not usually have HCT, accounted for
44% and 18% of the research in churn prediction, respectively, while the gaming
sector accounted for just 2% [22].

This paper contributes to filling this research gap by introducing the CP-HCT
framework (Churn Prediction in enterprises with HCT). It aims to streamline
the identification of the most effective data features and models for predicting
churn in sectors with HCT, by supporting a tailored extension of the CRISP-DM
[3] process. We applied CP-HCT to train and evaluate Multilayer Perceptrons
(MLP), Support Vector Machines (SVM), Decision Trees (DTs), and Random
Forests (RF). Three transaction datasets were used for model training and eval-
uation: the first containing data of approximately 7249 customers from the food
delivery sector; the second with data of 23902 customers from an e-commerce
platform; and lastly a dataset of 1801 players from a gambling platform.

We first trained and tested the models using the standard configuration of
the scikit-learn hyperparameters [18]. SVM performed the best for the Gambling
dataset. For the other two datasets (Food Delivery and E-commerce) a Random
Forest was the most successful model. The Multilayer Perceptron produced the
second-best results for these datasets. A Random Forest was the second best
model for the Gambling dataset. Then, we filter out the models with the lowest
performance using the Mean Absolute Deviation (MAD) approach, taking only
the best-performing models for the last and more computational intensive phases
of hyperparameter setting, modeling and evaluation.

The major contributions of this paper are: (i) the systematic training and
evaluation of ML models for churn prediction in industries with HCT; (ii) exper-
imental results showing the superiority of the RF and the SVM models in the
HCT contexts considered; and (iii) a framework to efficiently train a variety of
ML models with distinct datasets and select the ones that provide best perfor-
mance, which can be useful for the community. To the best of our knowledge,
this is the first work to systematically compare the ML models that presented
the best results in the literature on datasets from prominent HCT industries.

This article is structured in 5 sections. Section 2 lays the groundwork for
understanding churn, HCT, and related work. Section 3 describes the framework
developed for the experiments. Section 4 reports the experiments that we have
realized and their results. Finally, Sect. 5 presents the conclusions derived from
the research and suggestions for future research directions.
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2 Foundations

Churn occurs when a customer discontinue using a product or service, becoming
inactive. The term “chur” is commonly used to refer to any type of customer
attrition, voluntary or involuntary [2]. Dissatisfaction with the quality of ser-
vice, high costs, unattractive plans, lack of understanding of the service plan,
poor support, and other factors may contribute to customer churn. Additionally,
customers may terminate their contract without the intention of switching to a
competitor due to changes in their situation, such as financial difficulties that
prevent them from continuing to use the service or relocation to an area where
the company does not operate or the service is not available [16].

Customer churn is measured by the churn rate (Z) during a specific period of
time, such as a month or a year; whichever is relevant to the business. It can be
calculated by the following formula, where Y refers to the number of customers
who were inactive during the period; B the number of active customers in the
period; and K the number of new customers during the period.

Z = Y/(B + K)

2.1 High Customer Turnover

High Customer Turnover (HCT) is a term proposed in this paper to refer to the
following characteristics of enterprises in which churn is more common and its
prediction usually more challenging and crucial than in most business.

High Churn Rate, for this research, is a churn rate above the average of
industries that we are aware of in churn publications, i.e. an annual turnover rate
between 20% and 40% [6]. Very differently, the gaming industry, for example,
can have an astounding churn rate of up to 70% [10]. Companies with high churn
rates usually have the other following characteristics that contribute to this.

Non-contractual Negotiations means that HCT organizations rely on
informal and flexible negotiations that do not result in a legally binding rela-
tionship between the institution and the client, as in telecom companies. While
non-contractual negotiations can be more collaborative and involve discussion,
it also creates challenges in differentiating customers who have ended their rela-
tionship with the organization from those who are simply on a temporary pause
between transactions [15]. Additionally, there are no constraints on discontinuing
the usage of services or products since there is no formal link with the entity.

Business to Customer (B2C) interactions, i.e. between a company and
an individual customer, is another characteristic of HCT. These interactions
are often facilitated through retail channels such as brick-and-mortar stores,
e-commerce websites, and mobile apps [7]. Companies that rely on B2C trans-
actions need to be concerned with campaigns, targeting, behavioral research
and retention. As a result, management differs from organizations in business to
business or business to government systems.

Highly Competitive Sectors is a defining feature of HCT. In intensely
competitive markets, there are many companies offering similar goods or services,
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creating fierce rivalry. This type of market structure creates pressure on HCT
companies to increase efficiency and reduce costs to remain profitable, making it
challenging for new companies to break through and exercise market creativity
[14]. Thus, they have a greater need of accurate churn prediction.

2.2 Literature Review

We have done a bibliographical review for identifying advancements in machine
learning models for predicting customer churn on datasets from HCT enterprises.
Related work often used the keywords ’machine learning’, ’customer churn’, and
’non-contractual’. In addition, we consider that churn prediction is more relevant
in B2C environments. Thus, we employed the search expression (‘customer churn’
OR ‘churn prediction’) AND (‘machine learning’) AND (‘non-contractual’) AND
NOT (‘B2B’). Then, we manually filtered by title, abstract, and keywords, con-
sidering only works published between January 2002 and February 2023.

The search was conducted across multiple databases, including IEEE Xplore,
Google Scholar, and Periódicos Capes. The search process resulted in the identi-
fication of 146 articles. Then, we applied the following predetermined inclusion
and exclusion criteria:

Inclusion criteria Exclusion criteria
– From 2002 to 2023 – Articles without English or Portuguese versions
– HCT – Book

These articles were classified in surveys or experimental. The 31 surveys
found were cataloged separately. Of these, only 6 surveys had data from com-
panies with non-contractual negotiation, such as [5], and only 1 survey made
a distinction between companies with contractual and non-contractual data [1].
Upon excluding the surveys, 115 articles remained. However, only 7 of them met
the criteria of non-contractual sales, high churn rate, and belonging to a highly
competitive sector. However, out of the remaining 7, 1 article was focused on
B2B and was excluded.

Table 1 allows comparing the selected works and our proposal according with
the sector of the data used to train and evaluate de ML models, the models that
provided the best accuracy in the respective works and their accuracy measures.
Our bibliographical review and the survey of Sobreiro, Martinho, Alonso and
Berrocal 2022 [22] revealed that 3 of the models chosen for our research are
among the most used in published articles about churn prediction in general,
namely: Random Forests in 30 articles, SVM in 29 articles, and Decision Trees
in 52 articles. On the other hand, the Multilayer Perceptron was used in just 4
articles published until 2020, according to [22].

Four of the six articles listed in Table 1 do not publish the datasets used
in their experiments [11,19,20,29], while one required prior request [28]. We
were able to get just the “Gambling” dataset [4], which achieved an accuracy
of 78% using the Random Forest algorithm. In our experiments the Random
Forest achieved an accuracy of 92.52% on this dataset. It is important to notice



180 W. J. Beckhauser and R. Fileto

Table 1. Comparison of selected articles.

Work Year Sector Best ML Model Accuracy

Wu,
Xing [28]

2021 Web Browser Multilayer Perceptron 94%

Perianez,
África [19]

2016 Gaming SVM 96%

Perǐsić,
Ana [20]

2021 Gaming Random Forest 71%

Coussement,
Kristof [4]

2013 Gambling Random Forest 78%

Xiahou,
Xiancheng [29]

2022 E-Commerce SVM 91%

Kim,
Sulim [11]

2022 E-Commerce Decision Trees 90%

This Article 2023 Food Delivery,
E-Commerce
and Gambling

Multilayer Perceptron, SVM,
Decision Trees and Random
Forest

88.41% - 92.52%

that we used different filtering methods and apply the RF model segmentation
technique. Our research also employes other datasets which were not used in
previous studies, such as the “Food Delivery” and the “E-commerce” datasets.
To the best of our knowledge, our work is the first to employ the former in churn
prediction.

3 The CP-HCT Framework

We developed a framework called CP-HCT (Churn Prediction in enterprises with
High Customer Turnover)1 to help face the challenge of predicting churn effec-
tively in HCT enterprises. It helps preliminary training and testing of a number
of ML models with a variety of parameter configurations, and subsequently fil-
tering and adjusting the best models. The goal is achieving the best results while
reducing the computational costs for training of alternative models, with distinct
hyperparemeter configurations for choosing the best ones.

Figure 1 illustrates the process supported by CP-HCT for training, testing,
filtering, adjusting and evaluating ML models for churn prediction in HCT enter-
prises. It is an extension of the well-known CRISP-DM process [3], which has
six phases in its traditional methodology. The main innovations of the CP-HCT
framework are the modules to support the steps Quick Test, Filter and Hyper-
parameter Configuration. The other phases (Data Understanding Data, Pepa-
ration, Modeling and Evaluation) are those of CRISP-DM, but with a focus on
churn in HCT enterprises. In the following subsections we explain each phase

1 Available at https://github.com/WilliamBeckhauser/Churn-Prediction-in-enterpri-
ses-with-High-Customer-Turnover.

https://github.com/WilliamBeckhauser/Churn-Prediction-in-enterprises-with-High-Customer-Turnover
https://github.com/WilliamBeckhauser/Churn-Prediction-in-enterprises-with-High-Customer-Turnover
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of the CP-HCT process that we have applied and the modules that we have
developed to support some of them.

Fig. 1. The CP-HCT process for building and selecting churn prediction models

3.1 Data Understanding

During this phase, we evaluate relevance and volume of data available for train-
ing, testing and evaluating the ML models. We also examine the correlation
between the target variable (churn) and the relevant data features. In addition,
we make changes such as renaming and describing columns to facilitate analysis
and identify issues such as data imbalance. It is important to ensure the balance
between customers who churned out and those that did not, for properly train
the ML models.

3.2 Data Preparation

In this phase, we harness the insights obtained from data understanding to effec-
tively structure, balance, and cleanse the data. We define appropriate treatments
for null values, either by excluding them entirely or substituting them with “0”
where applicable. Furthermore, we perform data type conversions, such as trans-
forming integers into floats, to ensure consistency. We employ the technique
of one-hot encoding to handle categorical data like gender and country. This
method allows us to represent categorical variables as binary vectors, enabling
easier analysis and processing.

The datasets used in this article contain mainly transactional data about
customer purchases. Though they are limited in terms of profile data availabil-
ity, they still enable dataset segmentation strategies such as RFM (Recency,
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Frequency, and Monetary value of customer transactions) [26]. This segmenta-
tion takes advantage of features present in all datasets (e.g. date of purchase,
amount paid) to effectively categorize customers by feature values segmented
into quartiles, to gauge the relative importance of each segment. Subsequently,
we combine these quartiles to assign a comprehensive score to each customer,
which further helps us label them as Not Fans, Switchers, Loyal, or Champions.

3.3 Quick Test

In this phase, we perform a quick test using the most promising models from
search results, identified based on their performance on similar tasks or their suit-
ability for the specific problem at hand. The selected models are then trained
after the data understanding and preparation phases, with hyperparameter set-
ings recommended by the ML software. For the experiments described in this
work we employed scikit-learn [18].

Afterwards, we proceed to the “Filter by Highest Accuracy” phase, whose
aim is to eliminate the models with much lower accuracy than that of the best-
performing model. Other studies use the mean and the standard deviation for
filtering models. However, they can be particularly sensitive to outliers [13]. We
prefer to use the dispersion measure known as Mean Absolute Deviation (MAD)
approach [9], which measures forecast accuracy by taking the average of the
absolute error of each prediction. The MAD approach is more robust and less
affected by outiliers. MAD is calculated using the following formula:

MAD =
∑ |xi − x|

n
(1)

where xi stands for each value in a set of size n and x is the mean of the values.
Therefore, the MAD quantifies the average distance between each value in the
set and their mean. We employ a MAD limit of 2.5 for compatibility with [13].

3.4 Hyperparameter Setting

After the Quick Test, we conducted an extensive search for the best configuration
of hyperparameters of the selected models, i.e., the configuration that yields
optimal performance. In our experimentes, the filtering phase selected 4 models:
Multilayer Perceptron, SVM, Decision Trees and Random Forest. The list of
hyperparameters for each of these models with the respective values that we
tried for the respective parameter (second column) are listed in Table 2. The
hyperparameter tuning tried all the combinations of parameter configurations
to identify the optimal settings for each model.

By fine-tuning the hyperparameters of each model, we aimed to extract the
most valuable characteristics of each model to achieve the best possible per-
formance. The resulting hyperparameter configuratios are used in subsequent
phases to evaluate and compare the performance of each model.
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3.5 Modeling

In this phase, we train the selected models with the best parameter configu-
rations and make them available for the next evaluation and reporting. In our
experiments, the models were trained on Google Colab PRO, which provided
access to a GPU and 12GB of system RAM, in addition to 225GB of disk space.

3.6 Evaluation

During the Evaluation phase, we measure the performance of our models using
various evaluation metrics such as accuracy, recall, F1 score, precision, specificity,
true positive rate, false positive rate, ROC-AUC, and cross-validation ROC-
AUC. In this article, we focus on three key evaluation metrics: accuracy, F1
score, and precision. These metrics provide insights into the overall performance
of the model and its ability to correctly predict positive instances (precision)
and false positives (precision).

Table 2. Hyperparameters of each model and their possible values

Multilayer Perceptron (MLP)

Number of hidden layers 3, 5, 10, 16, 32, 64

Alphas (regularization strength) 0.001, 0.01, 0.1, 1

Solvers (optimization algorithm) ’sgd’, ’adam’

Activations (hidden layers) ’relu’, ’tanh’

Support Vector Machine (SVM)

Kernels (used for transformation) ’linear’, ’rbf’, ’poly’

Cs (regularization) 0.1, 1, 10

Gammas (kernel coefficient) ’auto’, ’scale’

Random Forest (RF)

N estimators (number of trees) 10, 50, 100

Criterion (split quality measure) ’gini’, ’entropy’

Max depth (trees depth maximum) None, 10, 20

Random state None, 42

Decision Tree (DT)

Criterion (split quality measure) ’gini’, ’entropy’

Max depth (trees depth maximum) None, 10, 20

Min samples split 2, 5, 10

Min samples leaf 1, 2, 4
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4 Experiments

4.1 Datasets

The quality and the quantity of data used for machine learning models are
crucial factors that significantly impact their efficiency [23]. To ensure the best
performance of these models, it is essential to use relevant and useful data. One
way to achieve this is by using previously tested and validated data, Thus, in
this work we use the well-known gambling [4] and e-commerce datasets [21].
Other valuable sources are companies that provide consistent and relevant data,
such as the food delivery dataset especially obtained for our experiments. We
standardized feature identifiers of these three datasets, made them available
together for convenience2 and describe them in the following.

[Food Delivery] data obtained from a prominent European food group whose
identity is kept confidential at their request. It has data about 76446 deliv-
eries to 7249 customers, mainly for lunch and dinner on weekdays (Monday
to Friday), during the 12-month period between April 20, 2022, and April
21, 2023. It includes the number of purchases, location, type of orders (lunch
or dinner), quantities of desserts, drinks, dishes, and other items, discounts
offered, expenditure amounts, average spending, discounts availed, marketing
communication, participation in the loyalty plan, types of discounts, gen-
der, and customer reviews. Table 3 groups these features, including the ones
derived by RFM, by their data types. For this dataset, we consider 30 d with-
out purchasing as churn, because it is the period of time commonly waited in
loyalty programs to intensify promotions [27], and we did not find references
about churn in food delivery.

Table 3. Food Delivery dataset summary.

# of Variables Data Type Description

13 Numeric Number of Purchases (absolute and by category);

Average Spending; Amounts of Discounts;
Review Score Average; Days since Last Order

3 String Delivery; Language; Gender; RFM

8 Boolean Dinner or Lunch Purchase; Marketing Comunica-
tion;
First Order; Churn

2 Available at https://github.com/WilliamBeckhauser/Churn-Prediction-in-
enterprises-with-High-Customer-Turnover.

https://github.com/WilliamBeckhauser/Churn-Prediction-in-enterprises-with-High-Customer-Turnover
https://github.com/WilliamBeckhauser/Churn-Prediction-in-enterprises-with-High-Customer-Turnover
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[Gambling] data generously provided by bwin Interactive Entertainment AG.
This dataset is freely accessible from Cambridge Health Alliance, a teaching
hospital affiliated with the Harvard Medical School. It consists of data from
2445 users spanning from February 2005 to February 2007, covering more
than 99 variables, and the target “churn”, grouped by data type in Table 4.
It variables include customer profile details such as birthday, age, gender,
language, and country. Additionally, transaction data metrics like average
and frequency of purchases and purchases by type are also included. We use
120 d to consider customer churn in this dataset as in [4].

Table 4. Gambling dataset summary.

# of Variables Data Type Description

95 Numeric Frequency; Amounts Spent; Lost Values;
Sum of Errors and Gains; Year of Registration;
Age
(Descriptions for each game on the platform)

3 String Country of Residence; Language; Gender; RFM

1 Boolean Churn

[E-commerce] data sourced from Kaggle’s public data repository. It is called
“Brazilian E-Commerce Public Dataset” by Olist [8], and encompasses 24886
purchases of 23903 customers made between the years 2016 and 2018.
The dataset provides extensive information regarding customer transactions,
including the number of purchases, Amounts Spent, customer ratings, pur-
chase integrity, purchase status, payment method, product weight, purchase
category, as well as the geographical locations of both the seller and the buyer
(refer to Table 5 for a summary). A period of 90 d is employed to ascertain
customer churn in the e-commerce dataset as in [17].

Table 5. E-commerce dataset summary.

# of Variables Data Type Description

8 Numeric Number of Purchases;
Amounts Spent; Customer Ratings

10 String Payment Method; Category; Product Discription;
Seller State; Seller City;
Customer State; Customer City; RFM

1 Boolean Churn
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Table 6 shows the distribution of churn and non-churn customers in the Food
Delivery, Gambling, and E-commerce datasets. Notice that in the Food Delivery
and E-commerce datasets, churners account for around 50% of the total cus-
tomers, while in the gambling dataset, this percentage is slightly lower at 45%.
Therefore, the data samples are quite balanced.

Table 6. Churn and non-churn distribution.

Food Delivery Gambling E-commerce

Customers Percentage Customers Percentage Customers Percentage

Churners 3620 49,94% 811 45,03% 12360 51,71%

Non-churners 3629 50,06% 990 54,97% 11542 48,29%

Total 7249 100,00% 1801 100,00% 23902 100,00%

Churn Time 30 d 120 d 90 d

4.2 Results

The datasets were analyzed and prepared as described in Sect. 3 to train the
four models: Multilayer Perceptron, SVM, Decision Trees and Random Forests.
The default scikit-learn hyperparameters [18] were used to train the models for
the quick test. Table 7 presents the preliminary results of this test. The Ran-
dom Forest achieved the best accuracies on the Food Delivery and E-commerce
datasets, namely 89.59% and 89.42%. However, SVM achieved the best accuracy
of 92.52% on the Gambling dataset. Diff AVG refers to the difference between
the accuracy of each model and the average accuracy (AVG) of the four models
for the respective dataset. The models with DiFF AVG equal to −2.5% or below
(highlighted in red in Table 7) were filtered out. Thus, SVM was excluded for
the Food Delivery dataset, and Decision Tree for the E-commerce dataset.

Table 7. Preliminary results by default parameters

Food Delivery Gambling E-commerce

Accuracy Diff.AVG Accuracy Diff.AVG Accuracy Diff.AVG

Multilayer Perceptron 89.03% 1.72% 91.24% –0.33% 87.70% 0.15%

Support Vector Machine 84.07% –3.24% 92.52% 0.94% 88.37% 0.82%

Decision Trees 86.55% –0.76% 91.14% –0.44% 84.71% -2.84%

Random Forest 89.59% 2.28% 91.41% –0.17% 89.42% 1.87%

AVG 87.31% 91.58% 87.55%

During the Hyperparameter Setting phase, we searched for the best combina-
tion of hyperparameters for each model and datased, by combining the selected
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values presented in Table 2. The combinations were generated using code cre-
ated in this research. The resulting best combinations are shown in Table 8. The
Random Forest best parameter configuration for the Gambling and E-commerce
dasets combines the ’entropy’ criterion, 100 estimators, None for the maximum
depth and random state. For the Food Delivery dataset, the best configuration
is 10 for the maximum depth set and 50 for the number of estimators. The SVM
model uses ’rbf’ kernel, C=1, ’scale’ gamma for Gambling and E-commerce.
However, the SVM model was removed Food Delivery in the quick test by the
accuracy filter. The DT model vest configuration uses ’entropy’ criterion, 10 for
maximum depth, 2 for minimum samples split, and 4 for minimum samples leaf
for the Gambling. For Food Delivery 10 is better for minimum samples split.
The hyperparameters are the same for MLP on the three datasets, with hidden
layer sizes 5, alpha=0.001, solver=’adam’, and activation=’relu’.

Table 8. Best combination of hyperparameters

Gambling Food Delivery E-commerce

RF criterion: ’entropy’
max depth: None
n estimators: 100
random state: None

criterion: ’entropy’
max depth: 10
n estimators: 50
random state: None

criterion: ’entropy’
max depth: None
n estimators: 100
random state: None

SVM kernel’: ’rbf’
C: 1
gamma: ’scale’

Removed by the
accuracy filter
(Sect. 3.3)

kernel: ’linear’
C: 10
gamma: ’auto’

DT criterion: ’entropy’
max depth: 10
min samples split: 2
min samples leaf: 4
splitter: ’best’

criterion: ’entropy’
max depth: 10
min samples split: 10
min samples leaf: 4
splitter: ’best

Removed by the
accuracy filter
(Sect. 3.3)

MLP hidden layer sizes: 5
alpha: 0.001
solver: ’adam’
activation’: ’relu’

hidden layer sizes: 5
alpha: 0.001
solver: ’adam’
activation: ’relu’

hidden layer sizes: 5
alpha: 0.001
solver: ’adam’
activation’: ’relu’

A test set size of 0.2 was employed throughout the training process, i.e. taking
20% of the data for testing purposes. This ensured that the models’ performance
was assessed on unseen data, offering a dependable estimation of their ability to
generalize.

Table 9 presents the final results. The Random Forest model provided the
highest accuracy (90.69%) for the Food Delivery dataset, followed by the Deci-
sion Tree model (90.21%), and the Multilayer Perceptron model (88.41%). The
precision scores for all models were close, with the Random Forest model having
the highest precision score (91.09%).

For the Gambling datase, the Support Vector Machine and Random Forest
models presented the highest accuracy scores (both at 92.52%), followed by the
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Table 9. Final results of the algorithms.

Accuracy F1-score Precision

Food Delivery Multilayer Perceptron 88.41% 88.38% 89.70%

Decision Tree 90.21% 89.92% 90.21%

Random Forest 90.69% 90.89% 91.09%

Gambling Multilayer Perceptron 90.58% 90.24% 91.36%

Support Vector Machine 92.52% 92.37% 93.17%

Decision Tree 90.86% 90.70% 90.95%

Random Forest 92.52% 91.30% 92.60%

E-commerce Multilayer Perceptron 89.17% 89.15% 90.12%

Support Vector Machine 89.06% 89.00% 90.91%

Random Forest 89.56% 89.27% 90.85%

Decision Tree (90.86%). The precision scores for all models are relatively close,
with the Support Vector Machine having the highest precision score (93.17%).

Finally, for the E-commerce dataset, the Random Forest model yielded the
highest accuracy (89.56%), followed by the Support Vector Machine (89.06%),
and the Multilayer Perceptron (89.17%). The precision scores for all models are
close, with the Support Vector Machine algorithm having the highest precision
score (90.91%).

Overall, the results show that the Random Forest algorithm performs the
best across the three domains, with the Support Vector Machine algorithm also
performing well. The Multilayer Perceptron algorithm has the lowest accuracy
scores across the datasets of the three domains, although the difference in perfor-
mance between then is quite small. Due to space limitations, we do not present
here further details of the results, such as the confusion matrices of the classi-
fiers. They can be reproduced using the code available in the GitHub address
indicated at the beginning of Sect. 3.

5 Conclusions and Future Work

This article compared alternative ML models for churn prediction on datasets
of distinct HCT enterprises, using the CP-HCT framework introduced in this
work. This framework, described in detail in Sect. 3, is available for reuse by the
ML community. It allows efficiently training and selecting ML models by sup-
porting an extension of the CRISP-DM process. Its main extension is a quick
test, between the Data Preparation and the Hyperparameter Setting phases
of CRISP-DM, to select models trained with default parameter configurations,
based on their performance. It allows the speed-up of the subsequent Hyper-
parameter Setting, Modeling and Evaluation phases, by concentrating efforts
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on the most promising models for the datasets at hand. The CP-HCT frame-
work also drives the data preparation phase for leveraging RFM segmentation
of transactional data to create categorical data for training.

The goal of our experiments was to identify models and data features that
provide the best results for churn prediction in industries with HCT. In our
experiments, the quick test enabled the selection of the most promising ones.
After careful hyperparamenter setting and modeling, the Random Forest con-
sistently presented the best accuracy in most datasets considered. Other models
used in related work (Sect. 2.2), such as SVM and Multilayer Perceptron, also
yielded good results. Purchase transaction data was the basis for model training
and evaluation in all the HCT scenarios considered. The best results presented
in this paper were obtained by using RFM. Without it the results had 15% lower
accuracy in average.

Our envision for future work include: (i) surveing related research on churn
prediction in HCT enterprises to better determine key characteristics and differ-
ences from other areas; (ii) expanding research about churn prediction to more
companies of distinct sectors with HCT; (iii) updating research that aims to
compare customer acquisition costs versus retention costs in contexts with and
without HCT; (iv) building a common database and benchmarks to compare
alternative approaches for churn prediction in HCT enterprises; (v) analyzing
the performance of the CP-HCT framework in other domains; (vi) enhance the
CP-HCT framework with new approaches for feature selection, and ensemble
learning, aiming to improve classification results, as done in [12], for example.
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Abstract. Data fusion synthesizes results from diverse sources, but the perfor-
mance impact remains mysterious. This research reveals the inner workings of
fusion through machine prophecy. Constructing a random forest model using
TREC dataset benchmarks, we accurately predicted the performance of two fusion
algorithms. The model achieved near perfect R2 scores above 0.9 by exploit-
ing meaningful statistical features. Compared to linear regression, the tree-based
ensemble provides superior insight. The importance of newly identified drivers,
like P@1000 metrics, is quantified. With this prescient view, researchers can
refine fusion techniques to offer better search. By uncovering the secrets of fusion
success, machine learning guides the path to retrieval excellence.

Keywords: data fusion · performance prediction · random forest · information
retrieval

1 Introduction

Data fusion is a useful technique for merging multiple result lists in information retrieval
[1, 2]. Its goal is to achieve better retrieval results by merging multiple lists, which can
be obtained through different query representations, ranking functions and corpus, etc.
The principle behind it is that simple aggregation functions also have the potential to
improve retrieval performance by the chorus effect.

To find how the favorable condition is for data fusion methods to be successful,
researchers conducted many experiments to evaluate the performance of fusion algo-
rithms, but the results varied. It has been found that data fusion has significant uncertainty,
and it does not always make the retrieval results better. It is affected by numerous fac-
tors such as the data fusion methods used, the number of component retrieval systems
involved, performance of those retrieval systems, diversity of all component systems,
the document collection underneath, the retrieval task to be taken, the metric used for
evaluation, among many others. Some early experiments by a number of researchers
explored the impact of those factors on fusion performance [3–6].

Due to the nature of uncertainty, predicting fusion performance is an important issue.
It is a part of more broad performance prediction of information retrieval results [7–9]. It
can be used in a few different ways such as deciding which fusion method to use [2, 3],
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weights assignment for certain data fusion methods such as linear combination [4, 5, 7,
8], selecting a subset from a large number of component retrieval systems for fusion [9,
10], or instead of fusion selecting a single list from a group of candidates as the final result
list [11, 12].

A few papers addressed the performance estimation/prediction on data fusion results
[13–16]. Among them, [13–15] try to rank a group of queries based on their esti-
mated performance; while [16] uses multiple linear regression to analyze and predict
the performance of two typical data fusion methods CombSum and CombMNZ.

In the same vein as [16], this work investigates the fusion performance prediction
issue through supervised learning. Although it costs more for relevance judgment, the
muchmore accurate prediction is a big pay-off. It may be worthwhile for some situations
which allow this cost. The main contributions of this work are as follows:

1. We propose a random forest-based approach. Experiments with three data sets from
TREC confirm that its prediction is very accurate and more accurate than multiple
linear regression [16].

2. A rank-based dissimilarity metric is proposed, which is more effective than the set-
based dissimilarity metric in [16].

3. Some new features are identified as useful for performance prediction. Only MAP is
used for performance-related features in [16]. We find that recall-based metrics also
provide useful information for performance prediction.

2 Random Forest-Based Fusion Performance Prediction

In this section, we shall describe the random forest-based fusion performance prediction
method and the feature groups selected for training and testing.

As in [16], we also deal with two fusion methods CombSum and CombMNZ. Note
that quite a fewdifferent data fusionmethods such asCombSum [17], CombMNZ [3, 17],
Borda count [18], Condorcet fusion [19], and linear combination with multiple methods
of weights assignment [4, 5, 8], among many others [20, 21], have been proposed. It is
likely that CombSum and CombMNZ are the most commonly used.

Assuming for a given query q, n different component systems are selected to partic-
ipate in fusion. CombSum calculates the sum of the scores of document d. The formula
is as follows:

g(q, d) =
∑t

i=1
scorei(d) (1)

where scorei(d) denotes the score of document d in the i-th result list.
CombMNZ is essentially a variant of CombSum. It regards the times of occurrence

of any document in all n result lists as an indicator of the importance of the document.
The formula is as follows:

g(q, d) = α ∗
∑t

i=1
scorei(d) (2)

where α represents the number of component results containing document d.
Selecting a group of useful features is vital for the success of the prediction task.

In [16], linear regression analysis was carried out with a group of selected features:
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the average performance of all component systems, the standard deviation of the per-
formance of all component systems, the total number of result lists, and the overlap
rate among all component results. Among these features, performance of a component
system is evaluated by MAP (Mean Average Precision). Based on their work with some
modifications/extensions, we used the following eight features:

(1) the total number of component systems
(2) the average of MAP of all component systems
(3) standard deviation of MAP of all component systems
(4) the optimum AP in all component systems
(5) the average P@1000 of all component systems
(6) standard deviation of P@1000 of all component systems
(7) the optimum P@1000 of all component systems
(8) the dissimilarity among all component results.

Features 1–4 are the same as in [16]. Features 2–4 areMAP related features.However,
there are many different metrics for retrieval performance evaluation. MAP is one of
them and only reflects some but not all aspects of the evaluated result list. Now we add
three P@1000 related features (5–8). P@1000 is a feature that can tell certain aspects
about the result list and the number of relevant documents in the collection implicitly.
As we will see later, all of them are useful features for the prediction task.

In [16], dissimilarity is considered by a measure of overlapping documents in two
result lists. Here we define a rank-based method to compare the ranking differences of
the same document in two result lists [22]. This method is better than the one used in
[16] because more information is used.

To investigate the utility of the features introduced in this paper, the experimentation
is performed in two steps. The first step is to set up three groups of features. Group
1 includes the number of all component systems, the mean of MAP of all component
systems, the standard deviation of MAP of all component systems, and the optimum
MAP in all component systems. Group 2 includes the number of all component systems,
the average P@1000 of all component systems, the standard deviation of P@1000 of all
component systems, and the optimum P@1000 in all component systems. Group 3 is
a combination of Group 1 and Group 2 with one duplicate removed (the number of all
component systems). Prediction is carried out with these three groups separately. The
second step is to use all eight features to do the analysis.

Random forest [23] is used for analysis and prediction. We also tried SVM (Support
Vector Machine, but it is not as good as random forest. Therefore, only results of using
random forest are reported. For performance evaluation, we use MAP, because it is a
commonly used single-valued metric.

3 Experimental Settings and Results

For the data sets used in the experiment, we used three data sets from TREC1: the 2004
Robust Track, the 2017 Common Core Track, and the 2018 Common Core Track. The
information of these three data sets is summarized in Table 1. The major reason for

1 Https://trec.nist.gov/

https://trec.nist.gov/
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choosing the TREC Robust Track in 2004 is that this track contains 250 queries, which
is relatively large and helpful for the training and testing of the prediction model. TREC
Common Core Track in 2017 and 2018 were based on the New York Times corpus and
Washington Post corpus, respectively. In terms of query set, they contain 50 queries with
official relevance judgment respectively. In addition, query 672 in the TREC 2004 data
set does not include any relevant documents, this query was excluded in the experiment.
The figure under the title “No. Runs” indicates the total number of submissions to each
task.

Table 1. Information of the data sets used in experiments

Collection TREC Task No. Topics No. Runs

Disks 4&5 minus CR Robust 2004 249 110

New York Times Corpus Common Core 2017 50 75

Washington Post Corpus Common Core 2018 50 72

For the component results for the experiment, we selected the result lists submitted
by different organizations to those tasks. Two conditions were satisfied:

(1) MAP of all the queries is not lower than the threshold value of 0.15.
(2) The number of documents returned for each query is no less than1000.

The former condition avoids the participation of poor lists in fusion, while the latter
guarantees the homogeneity of the experimental environment. After screening these
two conditions, 103 submissions met the requirements in 2004, 64 submissions met the
requirements in 2017 and 55 submissions met the requirements in 2018.

Then the selected component results were normalized by the linear zero-one method
[3]. For a given number, all component results were randomly selected from all available
ones. Specifically, for the TREC 2004 set, the number of queries is 249, the number of
component systems selected for fusion is 3–13, the round of random selection is 20, the
combination of features is 6, and the types of fusion algorithms are 2. The final size of
the training set is 249 * 11 * 20 * 6 * 2 = 657360. In the same vein, the size of the
training set is 50 * 10 * 20 * 6 * 2 = 120000 and 50 * 7 * 20 * 6 * 2 = 84000, for TREC
2017 and 2018 data sets, respectively.

Amachine learning library for Python, scikit-learn,was used for the experimentation.
Especially, we used its Random Forest Regressor2, an ensemblemethod, with the default
setting, for the random forest-based prediction. Five-fold shuffle-split cross-validation
was used to evaluate the generalization performance of the model by R2, whose value is
in the [0, 1] interval. R2 = 1 corresponds to the perfect prediction, R2 = 0 corresponds
to a constant model. The larger the R2 value is, the denser the sample points are near
the regression curve, which indicates that the higher the degree of interpretation of the
target value (dependent variable) by the features (independent variable).

2 It is sklearn.ensemble.RandomForestRegressor.



196 Z. Zhang and S. Wu

Linear regression and random forest regression models are constructed according
to the three different feature groups described in Sect. 3. The prediction results of the
two fusion algorithms for three different tasks are shown in Tables 2, 3, 4, 5, 6 and 7,
respectively. In these tables, G1 includes all the features in Group 1, and G1+ includes
all the features of Group 1 plus Dissimilarity. G2, G2+, G3, and G3+ are defined in the
same way.

Table 2. Prediction results for the TREC 2004 data (CombSum). LR denotes linear regression,
RF denotes random forest. The highest R2 are shown in boldface.

Method G1 G1+ G2 G2+ G3 G3+

LR
RF

0.938 0.940 0.841 0.842 0.940 0.943

0.949 0.956 0.934 0.938 0.965 0.970

Table 3. Prediction results for the TREC 2004 data (CombMNZ). LR denotes linear regression,
RF denotes random forest. The highest R2 are shown in boldface.

Method G1 G1+ G2 G2+ G3 G3+

LR
RF

0.922 0.925 0.831 0.832 0.924 0.928

0.937 0.946 0.933 0.938 0.958 0.963

Table 4. Prediction results for the TREC 2017 data (CombSum). LR denotes linear regression,
RF denotes random forest. The highest R2 are shown in boldface.

Method G1 G1+ G2 G2+ G3 G3+

LR
RF

0.808 0.817 0.712 0.726 0.829 0.841

0.903 0.910 0.923 0.929 0.935 0.939

Table 5. Prediction results for the TREC 2017 data (CombMNZ). LR denotes linear regression,
RF denotes random forest. The highest R2 are shown in boldface.

Method G1 G1+ G2 G2+ G3 G3+

LR
RF

0.816 0.823 0.710 0.723 0.830 0.841

0.901 0.909 0.925 0.932 0.936 0.940

Firstly, Tables 2, 3, 4, 5, 6 and 7 show the role of the dissimilarity among component
results. By comparing the results before and after adding the feature of Dissimilarity, we
can find that it improves the fitting effect, whether the linear regression or random forest
is applied. Although the improvement is small, which is no more than 0.1, can be seen in
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Table 6. Prediction results for the TREC 2018 data (CombSum). LR denotes linear regression,
RF denotes random forest. The highest R2 are shown in boldface.

Method G1 G1+ G2 G2+ G3 G3+

LR
RF

0.869 0.873 0.743 0.747 0.872 0.876

0.904 0.908 0.915 0.920 0.931 0.933

Table 7. Prediction results for the TREC 2018 data (CombMNZ). LR denotes linear regression,
RF denotes random forest. The highest R2 are shown in boldface.

Method G1 G1+ G2 G2+ G3 G3+

LR
RF

0.827 0.829 0.721 0.723 0.833 0.835

0.872 0.878 0.902 0.907 0.914 0.915

almost all the cases. It demonstrates that this feature has a small but significant impact
on fusion performance. By comparing the corresponding results of the two regression
models, we can observe that the improvement for the random forest model is more than
that for the linear regression model. It indicates that the random forest can take more
advantage from this feature than the linear model does.

Secondly, it can be observed that the prediction for CombSum is always more accu-
rate than for CombMNZ, although the difference is small. Understandably, CombMNZ
is a little more complicated than CombSum on the fusion function used.

Thirdly, different accuracies are observed for different feature groups. Among all
those feature groups, Group 3+ Dissimilarity is the best one. In TREC 2004, the R2

values of the random forest model for CombSum and CombMNZ are 0.970 and 0.963
respectively, while the corresponding R2 values of the linear model are 0.943 and 0.928
respectively. For the other two years,Group 3+Dissimilarity is also the best combination.
This result is in line with expectations because it contains all eight features and has more
information available than Group 1 andGroup 2. As all the results are very similar across
three data sets, the following analysis is focused on the results of TREC 2004 data.

For linear regression analysis, all variables are standardized (scaled between 0 and
1) before modeling. The independent variable coefficients are the mean of AP of all
component systems (1.012), the standard deviation of AP of all component systems
(0.165), the optimum value of AP of all component systems (−0.069), the mean of
P@1000 of all component systems (0.068), the standard deviation of P@1000 of all
component systems (−0.023), the optimum value of P@1000 of all component systems
(−0.069), the Dissimilarity (0.060) and the number of systems (0.050). All the above
features can be identified as having statistical significance through the observation of the
p-value (p <= 0.05). For the random forest-based method, the importance of different
features is assessed by examining the contribution of each feature to each decision tree
and taking the average value. The criteria for measuring the importance of a feature are
the Gini index and the error rate of out-of-bag (OOB). For the TREC 2004 data set, the
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ranking of all the features in the random forest model is as follows: the mean of AP of
all component systems (0.937), the mean of P@1000 of all component systems (0.013),
the dissimilarity (0.012), the standard deviation of P@1000 of all component systems
(0.009), the standard deviation of AP of all component systems (0.008), the optimum
value of AP of all component systems (0.008), the optimum value of P@1000 of all
component systems (0.007) and the number of component systems (0.005). Thus, the
contributions of these features to the two models are quite different.

According to Tables 8 and 9, we find that the other two feature combinations, Group
1 and Group 2, have different performance for different regression methods, which are
complex and difficult to distinguish. Group 1 contains features mainly from experiments
conducted byWu andMcclean [16]. The results of this paper confirm that their proposed
the mean of AP of all component systems, the standard deviation of AP of all component
systems, the optimum value of AP of all component systems are representative. Group 2
contains the new features proposed in this paper: the mean of P@1000 of all component
systems, the standard deviation of P@1000 of all component systems, the optimum
value of P@1000 of all component systems, and also has a strong predictive ability.
Interestingly, when Group 2 is used as the training data of random forest, the accuracy is
much better than that of linear model. Specifically, when the linear model adopts Group
2, the determinant coefficient decreases to a certain extent compared with Group 1. The
random forest model is less volatile and even better than the results of Group 1. This
shows that random forest model is more effective in mining these features, especially
the features in Group 2.

Table 8. Average R2 for two methods using Group 1 vs. Group 2 (CombSum)

Method Features 2004 2017 2018

Linear Regression Group 1 0.938 0.808 0.869

Group 2 0.841 0.712 0.743

Random Forest Group 1 0.949 0.903 0.904

Group 2 0.934 0.923 0.915

Table 9. Average R2 for two methods using Group 1 vs. Group 2 (CombMNZ)

Method Features 2004 2017 2018

Linear Regression Group 1 0.922 0.816 0.827

Group 2 0.831 0.710 0.721

Random Forest Group 1 0.937 0.901 0.872

Group 2 0.933 0.925 0.902

In summary, comparing the two methods of linear regression and random forest
regression, it is obvious that the accuracy based on random forest prediction is higher.
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Specifically, in all cases of different task data anddifferent feature combinations, its deter-
minant coefficients are higher than linear regression models. In particular, by observing
the results of the above tasks and calculating the standard deviation, we can also find
that the performance of the random forest model is more stable, while the prediction
accuracy of the linear model for the data of TREC Common Core Track is obviously
lower than that of TREC Robust Track. This indicates that the random forest model can
make better use of the proposed features and predict the final fusion performance more
accurately.

4 Conclusions

In this paper, we have proposed a random forest-based method for performance predic-
tion of data fusion methods including CombSum and CombMNZ. Eight features were
selected from different perspectives based on the data of different tasks in different years
of TREC, and these features were tested in groups. The results of regression experiments
show that the model is very good on fusion performance prediction. Especially, MAP,
P@1000, and the dissimilarity among component results, are three most useful features
and make significant contribution to the prediction task. The proposed method is very
accurate, and it is better than the linear regressionmethod by a clearmargin. As our future
work, we aim to apply it to some related retrieval tasks such as selecting a subgroup of
component retrieval systems for better efficiency and performance.
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Abstract. Can a machine or algorithm discover or learn the ellipti-
cal orbit of Mars from astronomical sightings alone? Johannes Kepler
required two paradigm shifts to discover his First Law regarding the
elliptical orbit of Mars. Firstly, a shift from the geocentric to the helio-
centric frame of reference. Secondly, the reduction of the orbit of Mars
from a three- to a two-dimensional space. We extend AI Feynman, a
physics-inspired tool for symbolic regression, to discover the heliocen-
tricity and planarity of Mars’ orbit and emulate his discovery of Kepler’s
first law.

Keywords: Machine Learning · Symbolic Regression · Pareto
Optimisation

1 Introduction

In 2020, Silviu-Marian Udrescu and Max Tegmark introduced AI Feynman [13],
a symbolic regression algorithm that could rediscover equations from the Feyn-
man Lectures on Physics [2]. AI Feynman can even emulate Johannes Kepler’s
rediscovery of the orbital equation of Mars from the Rudolphine tables [7] [8].

In this work, we also use AI Feynman to emulate Kepler’s rediscovery of the
elliptical orbital equation of Mars, but from astronomical observations instead.
Kepler’s rediscovery of the orbital equation of Mars required two paradigm shifts
in early astronomy which he embedded within the Rudolphine tables. Firstly, a
shift from the geocentric to heliocentric frame of reference. Secondly, the reduc-
tion of the orbit from a three- to a two-dimensional space. Without observations
from the Rudolphine tables, AI Feynman is ignorant of these two paradigm shifts
and unable to emulate Kepler’s rediscovery of the orbital equation of Mars. We
therefore present two algorithms that embed the ability to change reference
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 201–207, 2023.
https://doi.org/10.1007/978-3-031-48316-5_21
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frames and reduce dimensions in AI Feynman respectively, via biases in the
style of physics-informed machine learning. We devise, present, and evaluate the
performance of the two algorithms. The remainder of this paper details this
advancement in symbolic regression algorithms and evaluates its performance.

2 Background and Related Work

Kepler’s First Law states that each planet’s orbit about the Sun is an ellipse with
the Sun’s center located at one focus. The planet follows the ellipse in its orbit,
and the planet to Sun distance constantly changes [1]. The orbital equation of
Mars in polar coordinates is shown in Eq. 1. It describes the distance of Mars
from the Sun, r, as a function of the anomalia coaequata, θ, an angle between
Mars and the Sun with respect to a horizontal. a and ε are constants representing
the semi-major axis and eccentricity of the ellipse. The variables r(t) and θ(t)
are functions of time, and comprise observations at different times.

r(t) =
a

1 + ε cos(θ(t))
(1)

The same equation in cartesian coordinates is shown in Eq. 2. x and y are the
coordinates of Mars relative to the Sun, and b and h are the semi-minor axis
and distance between the center and focus of the ellipse respectively.

r(t) =
√

y(t)2 + x(t)2 =

√

b2 ×
(

1 − (x(t) − h)2

a2

)
+ x(t)2 (2)

The discovery of the orbital equation of Mars from sightings of the planet and
the Sun is a combinatorial challenge [13]. To circumvent this, one may use uni-
versal function approximators such as multilayer perceptron neural networks [5].

Alternatively, symbolic regressions search for a parsimonious and elegant
form of the unknown equation. There are three main classes of symbolic
regression methods [10]: regression-based, expression tree-based and physics- or
mathematics-inspired. We use AI Feynman, a physics-inspired algorithm [13].

Regression-based symbolic regression methods [10], given solutions to the
unknown equation, find the coefficients of a fixed basis that minimise the pre-
diction error. As the basis grows, the fit improves, but the functional form of
the unknown equation becomes less sparse or parsimonious. Furthermore, com-
mitting to a basis limits the applicability of regression-based methods.

Expression tree-based symbolic regression methods based on genetic pro-
gramming [9,10] can instead discover the form and coefficients of the unknown
equation. However, genetic programmes may greedily mimic nuances of the
unknown equation [12], limiting generalisability. Pareto optimisation can be used
to balance the objectives of fit and parsimony in symbolic regression [4]. How-
ever, if an expression tree-based method finds a reasonably accurate equation
with the wrong functional form, it risks getting stuck at a local optimum [13].
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Physics-inspired symbolic regression methods such as AI Feynman use a neu-
ral network to test for properties of the unknown equation and recursively break
its search into that of simpler equations [13]. Each equation is then regressed with
a basis-set of nonlinear functions. This guarantees that more accurate approx-
imations of an equation are symbolically closer to the truth [13]. AI Feynman
outputs a sequence of increasingly complex equations with progressively bet-
ter accuracy along a Pareto frontier, to balance fit and parsimony. We use AI
Feynman to rediscover the orbital equation of Mars from observational data.

Seminal work by Khoo et al. [8] combined AI Feynman and physics-informed
machine learning to rediscover the orbital equation of Mars. They used inductive
and observational biases within the AI Feynman algorithm to inform the algo-
rithm of the periodicity of Mars’ orbit and the trigonometric nature of the data
from the Rudolphine tables [8]. Additionally, they used data from the Rudol-
phine tables which embed observational biases of the heliocentricity and pla-
narity of Mars’ orbit [8]. We use the same inductive and observational biases as
Khoo et al. [8]. However, we rediscover the orbital equation of Mars from three-
dimensional, geocentric observations, and inform AI Feynman of heliocentricity
and planarity of Mars’ orbit using inductive biases.

3 Methodology

This section introduces two algorithms that correspond to two biases to aid AI
Feynman in rediscovering the orbital equation of Mars. We evaluate the two
algorithms on their ability to rediscover either Eq. 1 or 2.

The first algorithm considers the relationship between Mars and the Sun
from varying reference frames. Observations of Mars, the Sun and the Earth are
made from the three heliocentric, geocentric and areocentric reference frames.
AI Feynman is used to discover the relationship between Mars and the Sun from
each set of observations. All relationships are placed on one Pareto frontier as an
inductive bias to compare their fit and parsimony. The second algorithm consid-
ers the relationship between Mars and the Sun from varying dimensional spaces.
Three-dimensional geocentric observations of Mars and the Sun are made. The
dimensional space of geocentric observations of Mars and the Sun is then grad-
ually reduced by projecting the original observations into progressively lower
dimensional spaces. AI Feynman is used to rediscover the relationship between
Mars and the Sun from each set of lower-dimensional projections. All relation-
ships are placed on one Pareto frontier as an inductive bias to compare their
fit and parsimony. We evaluate the algorithms on their ability to rediscover
equations that describe Mars’ orbit around the Sun, namely Eqs. 1 or 2, from
observations from a polar or cartesian coordinate system.

4 Performance Evaluation

Three experiments are designed. The first two correspond to the two algorithms
described in Sect. 3. The third uses the results from the first two to rediscover
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the orbital equation of Mars. Their experimental setup and results are shown in
this section. All experiments are run twice, once each for the cartesian and polar
coordinate systems respectively.

Data for all experiments was obtained from the National Aeronautics and
Space Administration’s Horizons system and downloaded from astropy [3]. The
data includes geocentric, polar observations of the angular width, AW , right
ascension, RA and declination, DC, of Mars M and the Sun S from 1 Jan-
uary 1601 to 31 December 1602. The geocentric cartesian coordinates of Mars
is a tuple (XM , YM , ZM ), converted from polar coordinates using astropy. All
computations are in astronomical units. The AI Feynman algorithm designed
by Udrescu et al. [13] with modifications to embed inductive and observational
biases by Khoo et al. [8] is used. The code and data are available at https://
github.com/zykhoo/AI-Feynman.

AI Feynman returns equations along a Pareto frontier. The Pareto frontier
is a set of solutions that represents the best trade-off between fit and parsimony.
No other solution has a better fit and is more parsimonious than an equation
along the Pareto frontier. The measure of fit places a logarithm-scaled penalty on
the absolute loss. The measure of parsimony places a logarithm-scaled penalty
on real numbers, variables and operators in an equation. AI Feynman simulta-
neously attempts to minimise both penalties using the Pareto frontier.

Experiment 1. Three sets of observations are created, corresponding to the
three reference frames for each coordinate system. The first set comprises the
coordinates of Mars and the Sun from the geocentric reference frame, the second
set comprises the coordinates of the Earth and Mars from the heliocentric refer-
ence frame, and the third set comprises the coordinates of the Sun and the Earth
from the areocentric reference frame. The heliocentric and areocentric reference
frames of Mars, the Earth and the Sun are computed using vector addition of
the coordinates in the geocentric reference frame.

For the cartesian coordinate system, coordinates of the two bodies in each
of the three reference frames are input to AI Feynman to describe the distance
between Mars and the Sun. For the polar coordinate system, the declination
and right ascension are replaced with their sines and cosines as an observational
bias regarding the periodicity of Mars’ orbital equation. The sine and cosine
of the declination and right ascension, and the angular width are input to AI
Feynman to describe the distance between Mars and the Sun. Independent runs
of AI Feynman are completed for each of the three reference frames. The fit and
parsimony of all equations output by AI Feynman from the runs for the cartesian
and polar coordinate systems are compared on two separate Pareto frontiers. The
equations that form the new, combined Pareto frontiers are examined.

Nine equations appear along the combined Pareto frontier for the carte-
sian coordinate system, of which six are heliocentric, one is geocentric, and one
is areocentric. Four equations appear along the Pareto frontier for the polar
coordinate system, of which one is heliocentric and three are geocentric. Gen-
erally, the majority of equations are heliocentric. Such equations fit the data

https://github.com/zykhoo/AI-Feynman
https://github.com/zykhoo/AI-Feynman
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parsimoniously and Pareto-dominate other equations that use observations of
the Earth, suggesting a direct relationship between Mars and the Sun.

Experiment 2. The three-dimensional geocentric observations of Mars and
the Sun in both the polar and cartesian coordinate systems are reduced to lower
dimensional spaces by principal component analysis [6].

For the cartesian coordinate system, the three-dimensional geocentric x, y
and z coordinates of Mars and the Sun are projected to three-dimensional, two-
dimensional and one-dimensional spaces. Three independent runs of AI Feynman
are made, one for the projections in each dimensional space. For polar coordi-
nates, the three-dimensional polar coordinates of Mars and the Sun comprise
the declination, right ascension and angular width. As the declination and right
ascension are angles and the angular width is a measure of length, they cannot
be simultaneously projected onto a lower dimensional space. Therefore, the two
angles have to be projected onto a lower-dimensional space, after which they
are replaced with their sines and cosines as an observational bias regarding the
periodicity of Mars’ orbital equation [8]. Two independent runs of AI Feynman
are made, one for the projection in each dimensional space. The fit and parsi-
mony of all equations output by AI Feynman from the runs for the cartesian
and polar coordinate systems are compared on two separate Pareto frontiers.
The equations that form the new, combined Pareto frontiers are examined.

Fifteen equations appear along the combined Pareto frontier for the carte-
sian coordinate system, fourteen of which suggest a two-dimensional space. The
results overwhelmingly suggest the orbit of Mars to be in two-dimensional space.

Experiment 3. Following Experiments 1 and 2, the three-dimensional helio-
centric observations of Mars in both the polar and cartesian coordinate systems
are reduced to lower dimensional spaces by principal component analysis [6].

AI Feynman is used to describe the distance between Mars and the Sun for the
cartesian and polar coordinate systems. For the cartesian coordinate system, The
inputs are the two heliocentric projections of Mars in two-dimensional space. For
the polar coordinate system, the three-dimensional heliocentric polar coordinates
of Mars comprise the declination, right ascension and angular width. The angles
are projected onto a lower dimensional space. The inputs to the run are the sine
and cosine of the projections of the angles in a one-dimensional space.

For the cartesian coordinate system, AI Feynman rediscovers the equation
of an ellipse with a semi-minor axis of 1.5165, a semi-major axis of 1.5241, and
an eccentricity of 0.09974. The reported semi-major axis of Mars is 1.5237, and
the reported eccentricity of Mars’ orbit is 0.09341 [11]. For the polar coordinate
system, AI Feynman rediscovers Kepler’s first law, seen in Eq. 1, with a semi-
major axis of 1.5227, and an eccentricity of 0.08306.
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5 Conclusion

In this work, we have expanded the frontier of symbolic regression capabilities
by extending AI Feynman using inductive biases to smartly explore changes in
reference frames and reductions in dimension spaces. We found heliocentric and
two-dimensional, planar projections of the data could parsimoniously fit and
describe the distance of Mars from the Sun. This enhancement paves the way
for AI Feynman to make paradigm shifts that were previously only possible with
human intuition and understanding. Directly embedding an observational bias
regarding the discovered heliocentricity and planarity allowed AI Feynman to
rediscover the orbital equation of Mars.

We are now working on the equations of the orbit of various celestial objects,
such as Mercury and the Moon, from various reference frames and dimensional
spaces. The discovery of laws of physics can be seen as an optimisation problem
for the discovery of maximally accurate and parsimonious models, as recom-
mended by Occam’s razor.
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Abstract. Human-machine interface technology has shown success in
recognizing emotions based on physiological data such as EEG signals,
rather than facial expressions as facial expressions may not always pro-
vide accurate results. The paper proposes a deep learning method for
recognizing emotions like arousal, valence, dominance, and liking from
EEG signals. The proposed method use FFT for feature extraction, PCA
for feature reduction, and deep learning models, namely, LSTM, ANN
and CNN are employed. After conducting several experiments a novel
combination of channels, number of channels and bandwidths has been
identified. By adopting these combinations, the experimental results out-
perform the majority of the compared works. All research and compar-
isons were conducted by utilizing the DEAP dataset.

Keywords: EEG signal · Emotion Recognition · Fast Fourier
Transform(FFT) · Principle Component Analysis(PCA) · Deep
Learning · CNN · LSTM · ANN

1 Introduction

Emotions are combinations of feelings that cause mental and physical states.
Emotions such as happiness, sorrow, surprise and excitement are crucial in vari-
ous fields such as psychology, medical treatment, marketing and machine learn-
ing. Many people nowadays experience mental health conditions like anxiety,
stress, hypertension etc. Emotion detection significantly contributes to enhanc-
ing patient care where doctors can adjust interventions as necessary by detecting
and evaluating patient’s emotional state [2]. Deep learning has made signifi-
cant progress in identifying emotions by learning complex features from input
information like Electroencephalography (EEG) signals. EEG is a neuro-imaging
procedure that monitors brain activity and can capture patterns linked to spe-
cific emotions, offering excellent temporal accuracy and allowing researchers to
observe rapid shifts in brain activity linked with emotional processes.

Realizing the significance of deep learning, this paper aims at creating a
predictive model for emotion recognition from EEG signals, focusing on channel
selection for better and faster performance. The selection of appropriate channels
and bandwidth is crucial for effective emotion recognition from EEG signals. To
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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conduct this experiment, the dataset we used is Database for Emotion Analysis
Using Physiological Signals (DEAP) [7] . The combination of EEG and other
indicators in the DEAP dataset provides a valuable resource to investigate the
complicated connection between signals from the brain, subjective feelings and
emotions. The experiments are conducted by applying 3 deep learning models:
LSTM, ANN and CNN. A number of experiments has been carried out by varying
channels, number of channels and bandwidth along with tuning hyperparameters
of the selected deep learning models.

The rest of the paper provides a brief overview of related work in emotion
recognition in Sect. 2, an overview of the DEAP dataset and methodology in
Sect. 3, experiments conducted, and results demonstrated in Sect. 4, in Sect. 5
concluding with a summary and outlining future plans.

2 Related Work

Recent experiments have explored extracting informative features from EEG
data to recognize emotions from the DEAP dataset. In [6], the performance of
an ANN classifier using EEG signals was examined, with 5 time-domain fea-
tures computed for 3 frequency bands, achieving 85.60% accuracy for valence
and 87.36% for arousal. Then again in [4], Discrete Wavelet Transform (DWT)
was used to extract 4 frequency bands and 10 channels, followed by PCA and
SVM, KNN, and ANN for emotion classification. The cross-validated SVM with
Radial Basis Function kernel achieved 82.1% accuracy for valence and 84.7%
accuracy for arousal. The authors in [10] used FFT with Power Spectral Density
for feature extraction and PCA for reducing dimension, achieving 87.14% and
86.31% accuracy for predicting valence and arousal states, respectively.

In [1], they applied CNN and LSTM-based emotion recognition, with the best
results for ’Liking’ at 88.6% and 87.72%, respectively. Authors in [13] used SAE
to build and solve linear EEG mixing models and emotion timing models based
on LSTM-RNN, achieved accuracy of 81.10%(valence) and 74.38%(arousal).
Then here they classified features from EEG signals using LSTM in [3]and
achieved accuracy rates of 85.65%, 85.45%, and 87.99% for low/high arousal,
valence, and liking respectively. In [5] PCA and CNN was applied for recognition
emotion, achieved accuracy of 84.3%(valence) and 81.2%(arousal). A 3D-CNN
was also applied in [12], achieved 87.44% and 88.49% accuracy respectively for
valance and arousal.

3 Dataset and Methodology

DEAP dataset was established by a group of researchers at Queen Mary Univer-
sity of London [15]. It contains EEG signals and peripheral physiological signals.
32 healthy subjects ranging in age from 19 to 37 had recorded their physiological
signals at a sampling rate of 512 Hz using 32 Channels. Each participant saw a
music video that lasted one minute and evaluates their level of arousal, valence,
like/dislike, and dominance after each trial or film.
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Emotion detection from EEG signal requires a series of steps that constitutes
the proposed methodology of the work. A schematic diagram of the proposed
methodology is illustrated in Fig. 1 and a brief description of each step is pre-
sented as follows.

Fig. 1. Schematic diagram of the proposed methodology

1. Signal PreProcessing: To improve performance, preprocessing steps
include downscaling each participant’s EEG signal to 128 Hz using a band-
pass filter, dividing the data into 60-second trials, eliminating the pre-trial
baseline, and removing dead channels and artifacts. The data is then averaged
to the standard reference for better performance.

2. Feature Extraction: Studies show that frequency domain feature extrac-
tion is more accurate for identifying emotional activities [14]. For frequency
domain method FFT method is faster and better for this purpose [9]. This
paper focuses on extracting a relevant and distinct channel list using 14 chan-
nels from 32 channels and five frequency bands: Delta (4–7 Hz), Theta (8–11
Hz), Alpha (12–15 Hz), Beta (16–24 Hz), and Gamma (25-45 Hz).

3. Train-Test: In our project we split training Dataset into 75:25. Also we
determined to use a 5-fold cross validation procedure. In K-Fold, for each
iteration we will get a test accuracy score and have to sum them all to find
the average accuracy [11].

4. Feature Reduction: The study uses PCA for feature or dimensionality
reduction, which reduces n-dimension features to k-dimension features [8].
Scale affects PCA, feature scalling is needed. The continuous initial vari-
ables range is standardized, ensuring equal contribution. The PCA function
is applied, creating new features while retaining maximum variations of orig-
inal features.

5. Emotion Classification: This paper uses three deep learning classifications:
LSTM, ANN, and CNN, with hyperparameters like batch size(256), number
of epochs(200), number of classes(10), input shape(50,1), number of folds for
Kfold(5), loss function(Categorical Cross Entropy), and optimizer(Adam) are
tuned carefully for optimal results.



Deep Learning Based Emotion Recognition Using EEG Signal 211

(a) LSTM: The proposed LSTM model is consist with sequential layers
combined with two convolution-1D with activation function ’relu’, two
LSTM, two maxpooling layers and two dense layers with ’tanh’ and ’soft-
max’ activation function for getting better performance. In the hidden
layers, five dropout layers are added at a rate of 0.1.

(b) ANN: In this project ANN model consist with three dense layers: the
first and second dense layers are hidden layers and the last one is the
output layer. Dropout layers are introduced at a rate of 0.1, focusing on
learning patterns rather than noise. The flatten function converts multi-
dimensional input tensors to a single dimension, facilitating smooth data
flow.

(c) CNN: In our CNN model, it is consists of layers like convolution, normal-
ization, pooling, activation, and softmax. The convolution layer extracts
features, and 1D CNN is commonly used for EEG signals. Input layers are
connected to hidden layers, while hidden layers are connected to output
layers. Different filters or kernels are applied to the input data, vectoriz-
ing the epoch at each convolutional layer. These layers analyze different
EEG features.

4 Experiment and Result Analysis

The proposed technique involves various experiments by adjusting the channel
list and selected band list before the final experiment, with the results displayed
in this section.

1. Experiment 1: Similar to other works in the literature, the first used 14
channels and all 5 bands for feature extraction, applied PCA component 50
and a 5-fold train-test. The method achieved an accuracy of 88.72% and
88.13%for LSTM, 88.64% and 88.14%for ANN, and 88.58% and 87.75% for
CNN for valence and arousal, respectively.

2. Experiment 2: The study used 10 randomly selected channels and 3 bands:
Delta, Theta, and Alpha for feature extraction, applied PCA component 25
and a 5-fold train-test. The method achieved for LSTM 83.34% and 82.97%
accuracy for valence and arousal, 67.03% and 68.91% for ANN, and 77.46%
and 77.59% for CNN, it shows that LSTM performing best here.

3. Experiment 3: In contrast to earlier experiments, all 32 EEG channels
selected here and 5 bands for feature extraction. After taking component 50
of PCA and training with 5-fold train-test, it achieves 87.79% and 87.59%
accuracy for LSTM, 88.38% and 87.41% for ANN, and 87.65% and 86.50%
for CNN for valence and arousal respectively.

Final Experiment: For this experiment we have chosen a unique combination
of 14 channels and all 5 bands for feature extraction. We then applied component
50 of PCA and train-test applied with both 5-fold and 75–25 split set. This
selection of the experimental parameters has shown a notable improvement in the
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Table 1. Comparison With [1,3,13] applying LSTM and Comparison with [1,5,12]
while applying CNN and Comparison with [4,6,10] while applying ANN.

Comparison With [1,3,13] applying LSTM

Emotions [1] [13] [3] Proposed Work

80-20 75-25 kfold 75-25

Arousal 85.07% 81.91% 74.38% 85.65% 89.08% 90.38%

Valance 83.83% 84.39% 81.10% 85.45% 88.38% 89.74%

Dominance 85.74% 88.60% 87.99% 88.27% 89.00%

Liking 81.43% 69.69% 90.27% 92.06%

Comparison with [1,5,12] while applying CNN

Emotions [1] [12] [5] Proposed Work

80–20 75–25 kfold 75–25

Arousal 84.77% 85.48% 88.49% 81.2% 88.87% 91.00%

Valence 85.01% 82.59% 87.44% 84% 87.85% 90.27%

Dominance 85.50% 83.61% 88.05% 90.66%

Liking 87.45% 87.72% 89.74% 91.80%

Comparison with [4,6,10] while applying ANN

Emotions [4] [6] [10] Proposed Work

kfold 75–25

Arousal 82.1% 87.36% 86.31% 88.89% 90.12%

Valence 84.7% 85.60% 87.14% 88.17% 89.16%

Dominance 88.39% 89.48%

Liking 89.76% 90.88%

experimental results. Table 1 demonstrates the comparison of the performance
of classifiers, LSTM, ANN, and CNN with other works.

Table 1 shows that while classifying all four emotions, the proposed method
performed better than those of [1,3,13] while using LSTM as the classifier.
Considering ANN and CNN, shows considerable improvement of classification
accuracy in comparison to those of [4,6,10] and of [1,5,12] respectively. It can
be observed that two emotions, Dominance and Liking, are not considered in
[4–6,10,12,13], where the present paper considers all four emotions. Apart from
considering all four emotions, the paper experimented with a varieties of choices
of channels and bandwidths added with cross-validation. Experiment with such
variations gives us the confidence that the proposed model can be considered in
other similar application and even with larger contexts.

5 Concluding Remarks

This research proposes 14 distinct combination of choosing EEG channels for
feature extraction and for improved performance before categorizing emotions.
The study used 5-fold cross validation and 75-25 train test split to train classi-
fiers. CNN performed better than other deep learning approaches, demonstrating
its potential for emotion identification. In the future, we can alter the suggested
experimental configuration for real-time applications and utilize it to obtain
valuable data on the individuals’ emotions. We may add more frequency domain
characteristics and assess their performance to make further advancements.
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Abstract. This paper proposes a method for identifying an aspect high-
lighted in a sentence from a movie review, utilizing a generative lan-
guage model. For example, the aspect “SFX Techniques” is identified for
the sentence “The explosions in cosmic space were realistic.” Classically,
aspects are commonly estimated in the field of opinion mining within
product reviews with classification or extraction approaches. However,
because the aspects of movie reviews are diverse and innumerable, they
cannot be listed in advance. Thus, we propose a generation-based app-
roach using a generative language model to identify the aspect of a review
sentence. We adopt T5 (Text-to-Text Transfer Transformer), a modern
generative language model, providing additional pre-training and fine-
tuning to reduce the training data. To verify the effectiveness of the
learning techniques thus adopted, we conducted an experiment incor-
porating reviews of Yahoo! movies. Manual labeling of the correctness
and diversity of the aspect names generated shows that our method can
generates a variety of fine-grained aspect names using little training data.

Keywords: Opinion Mining · Aspect Detection · Generative
Language Model

1 Introduction

Even when they are watching the same movie, different people will pay attention
to different parts of it. Some will focus on the script and others on the actors’
performances. A person who has a specific interest may focus on a specific aspect.
For example, a railroad enthusiast may focus on whether the trains shown in a
movie are correct in relation to the temporal and spatial setting of the movie.
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Thanks to the rapid growth of information and communication technolo-
gies, the way that people watch movies and find reviews has changed in recent
years. Subscription-based distribution services have brought more encounters
with movies. People can decide what to watch from a vast pool of candidates.
Movie review services, such as IMDb, have become widespread. Reading review
posts to decide what movie to watch has become a part of everyday life.

However, the immense number of posted reviews makes it impossible to read
them all. Additionally, as a large and diverse group of users contribute reviews,
the aspects highlighted by different reviewers can vary. For instance, one user
may want to read reviews that discuss the accuracy of the historical details in a
movie, but most reviews concentrate on the actors’ performances. Our hypothet-
ical user will not be interested in this review. However, they cannot determine
whether a review suits their purpose without reading the reviews.

To address this issue, numerous studies have focused on estimating the
aspects of the text of reviews. However, conventional aspect classification and
extraction approaches require each description to be categorized into predeter-
mined aspects or extracting aspect names from the sentences. For instance, in
common product domains, such as televisions or cameras, the sentence “I can
see fine details” would typically be linked to the aspect of “resolution.” At the
same time, “I can bring it anywhere” would be associated with aspects such as
“weight” or “size”. For this categorization, a list of aspects must be provided in
advance.

Reviews of entertainment content, such as movies and books, are necessarily
more specific than reviews of traditional products. Different items may have
different aspects; for example, even within the set of movies, the names of the
aspects appearing in science fiction and romance movie reviews will be different.
The number of such aspects is innumerable, so they cannot be listed in advance.
New aspect names may become necessary when a new movie is released.

Therefore, this paper proposes a generative language model method that can
generate aspect names from a given review sentence. Generative language models
are capable of generating abstract aspect names that traditional classification
and extraction approaches cannot address. For instance, take the case of creating
an aspect name for the sentence “The explosions in cosmic space were realistic.”
Here, the review text has not included the phrase “scientific accuracy,” and pre-
enumerating specific aspect names for this case would be too fine-grained and
laborious. This paper leverages state-of-the-art generative language models to
comprehensively handle names of such fine-grained and specific aspects.

We adopt T5 (Text-to-Text Transfer Transformer), among the best-regarded
text-to-text large language models, for this purpose. An overview of our training
method is shown in Fig. 1. First, using crowdsourcing, we created a dataset
consisting of sentences from reviews and the relevant aspect names. We then
trained T5 using the review sentences and aspect names. In general, training
a language model with an additional intermediate task improves the accuracy
of its generation [10]. We interspersed two additional learning tasks that differ
from the generation of aspect names: a task to binary classify whether a review
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Fig. 1. Overview of our training steps of T5. The model was trained with an additional
pre-training and two intermediate tasks before the main task.

contains a statement about an aspect and another to binary classify whether two
given sentences refer to the same aspect. This model with additional training
was fine-tuned with the task of generating aspect names.

The performance of this generative model was evaluated using real data.
Aspect names were generated for review sentences that were collected from real
online movie review sites. The experimental participants labeled each aspect
name, assessing its correctness and fine grain. Thus, we confirmed the presence
of fine-tuning and changes in accuracy depending on the additional tasks.

2 Related Work

This study was undertaken aims to identify the aspects mentioned in online
reviews. To provide context and positioning, this section describes related studies
on language models in online reviews, aspect extraction, and summarization,
using language models.

2.1 Language Model in Online Review

Traditionally, review data are used as a general source of information for
research. In addition, applications used to retrieve reviews have been widely
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studied. In particular, in opinion mining, it is common to analyze sentiment
from product reviews.

For instance, Kim et al. [6] propose a sentiment analysis method using online
reviews. Singh et al. [14] also present a sentiment classification method for movie
reviews. Using SentiWordNet, they make classifications for emotional expressions
and their polarities with a focus on parts of speech and words in proximity. Xu
et al. [16] show a method that turns reviews into a source of knowledge that can
be used to answer users’ questions. Xu et al. [15] propose a simple CNN model
using two types of pre-trained embeddings.

This research generally uses lexical, probability-based, and classical machine
learning approaches. In recent years, as large-scale language models (LLMs)
such as Transformers have received more attention, studies have come to focus
on them.

For instance, Rietzler et al. [13] propose a method using BERT (Bidirectional
Encoder Representations from Transformers) to classify the review aspect. Hasib
et al. also use BERT for classifying sentiments of reviews [2]. Karimi et al. [5]
propose an architecture called BAT (BERT Adversarial Training). BAT applies
adversarial learning to post-training BERT. He et al. [3] propose a neural app-
roach for finding coherent aspects. These studies use LLMs as classifiers. They
are therefore similar to the traditional approach to estimating aspects.

2.2 Aspect Extraction

Aspect extraction has long been a topic of interest in opinion mining. In review
posts, users can freely write their opinions about a product. To use reviews
in product search, visualization, and analysis, it is important for shoppers to
identify what aspects a specific description refers to [12].

Jo et al. [4] propose a method for automatically discovering different view-
points and combinations of feelings on viewpoints from submission reviews. Peng
et al. [9] propose a framework for dealing with the aspect of sentiment triplet
extraction. Aspect sentiment triplet extraction refers to the task of extracting
triples that can indicate what an aspect is, its sentiment polarity, and why it
has this polarity. Angelidis et al. [1] present a neural network framework for
summarizing opinions drawing on online product reviews. In their network, they
combine two weak supervised components: an aspect extractor and a sentiment
predictor.

Studies related to aspects of reviews are commonly used in both the cate-
gorical approach, where the aspect is applied to pre-prepared candidates, and in
extracting aspects that are written directly in the review. This study seeks to
address this problem with a generative language model.

2.3 Text Summarization Using Language Model

This study uses a language model to generate names of aspect from review
sentences. This approach is similar to summarizing in that it extracts the subject
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matter from a text, abstracts it, and expresses it in a few words. Summaries of
texts can be roughly divided into extractive and abstractive summarization;
however, our study relates to abstractive summarization. In recent years, it has
been common to use LLMs for abstractive summarization. Significant research
has been conducted on summarization using a language model.

Among LLMs used in this area, Liu et al. [8] propose BERTSUM, an extrac-
tive summarization method using BERT. Pegasus, proposed by Zhang et al.
[17], is another prominent example of a traditional language model based on the
summarization method. Pegasus is also an extension of BERT, characterized the
use of Gap Sentence Generation for pre-training. Lewis et al. [7] present Bidi-
rectional and Auto Regressive Transformers, a denoising autoencoder for use in
pre-training sequence-to-sequence models.

Some methods based on BERT specialize in discrimination by embedding.
Generative language models such as GPT (Generative Pre-trained Transformer)
and T5 are good at abstractive tasks in particular. Our method adopted T5, a
generative LLM.

3 Aspect Name Generation with T5

This section describes a method for generating the names of aspects mentioned
in a given movie review text. Our method consists of three steps:

– additional pre-training,
– fine-tuning via an additional intermediate task, and
– fine-tuning via the final task.

The additional pre-training is performed to ensure that the model understands
the particular vocabulary and knowledge related to movies. This additional inter-
mediate fine-tuning is intended to focus the model on aspects in particular. The
final task is the task of actual generation task. It generates the names of the
aspects of any input review text. We collected actual review data and had it
labeled it using crowdsourcing to enable this training.

3.1 Creating Training Data Using Crowdsourcing

Initially, we created a dataset for use in machine learning. Actual movie reviews
were collected from real online movie review sites. These reviews were divided
into individual sentences through splitting at the periods. Crowd workers then
identified the aspects that were mentioned in each sentence. In total, the aspect
names for twenty sentences were input by each of the 100 crowd workers.
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Fig. 2. Screenshot of the system used
for labeling. Instructions are given at
the gray section at the top. Below are
six example images. Below these, the
20 review sentences are listed. (Color
figure online)

Fig. 3. Example image is presented to
the crowd workers. It includes a screen-
shot of the actual form, instructions
in red text, and an inputted exam-
ple answer. (Translated from Japanese)
(Color figure online)

When the crowd workers accessed the system, they were first presented with
an instruction. This included the following background statement “This is an
experiment for analyzing reviews conducted at a university” and instructions
stating, “Please input names of aspects and sentiments (i.e., negative or positive)
for the 20 review sentences displayed below.” Additional detailed precautions are
also provided. Below the instructions, six example images of correct labeling are
presented. By clicking on an image, the workers could see examples of aspect
names that could be assigned to specific review sentences.

Then, workers read and labeled 20 sentences from actual reviews. Each sen-
tence was displayed together with the surrounding text (i.e., the sentence before
it and the one after it). The sentence to be labeled was marked in black, and
the surrounding sentences were gray. Workers input the aspect names as free
keywords into text boxes. Simultaneously, they also input the sentiment related
to each aspect name. For example, a sentence like “The lead actress’s strange
pronunciation was rather refreshing” is a “positive” expression concerning “per-
formance.” It should be noted that not every sentence displayed in black men-
tioned any aspect. In this case, the workers could label a different sentence by
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pressing the button for “Change Review.” This skipped statement is recorded
and labeled as “no aspect.”

3.2 Additional Pre-training: Predicting Masked Term in Movie
Review Data

Additional pre-training is performed to prompt the language model to better
learn vocabulary on movies and general knowledge about them. Many proper
nouns and peculiar expressions appear in movie review data; This includes names
of directors, actors, series, etc.

The T5 model, which is publicly available, has been pre-trained on public
documents (e.g., Wikipedia, OSCAR, and CC-100). Because these documents
do not contain sufficient descriptions related to movies, we train the model with
movie review data. This model is pre-trained with masked language modeling,
in the same way as was done by Raffel et al. [11] For additional pre-training, the
model should be trained on the same task as that when the original model was
created, only using different data.

3.3 1st Intermediate Fine-Tuning: Binary Classification of Whether
a Sentence Includes an Aspect

Next, we attempt to improve the quality of the model by fine-tuning it by means
of intermediate tasks. In general, the accuracy of the final task can be improved
by passing it through a task that is different from the original objective. Specif-
ically, when training data for the final task are not large enough for training, it
is adequate to fine tune it with different domains and tasks, so that it solves the
same task with data from other domains or solves different related tasks using
data from the same domain. Thus, here, the model solved tasks related to the
goal of making the model understand what an aspect is.

To help the model understand aspects, it solves the most straightforward
binary classification problem. In this task, the model receives one sentence and
then learns to return 1 if the received sentence mentions an aspect and 0 other-
wise. For this training, the sentences that the crowdworkers skipped as having
“no aspect,” and the sentences that were labeled with an aspect name were used
as the answer data.

T5 can be trained using a prefix, which makes the different tasks explicit.
Therefore, when fine-tuning this task, the prefix “contains-aspect:” was added.

3.4 2nd Intermediate Fine-Tuning: Binary Classification of Whether
Two Reviews Have the Same Aspect

Next, we allow the model to solve a slightly more advanced intermediate task. It
receives two sentences and determines whether both mention the same aspect.
This task is intended to enable the model to learn the differences between aspects.
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The review sentences containing aspect names that were collected through
crowdsourcing are used for the training. We randomly selected two arbitrary
sentences from the dataset and then combined the two sentences with a separator
token.

The input is a text with a prefix like “same aspect: typical Takeshi Kitano’s
violence scene [SEP] it has surprising end part.” In this example, the former
refers to the director and the latter to the story. Thus, the model was trained to
return 0 because the two sentences mention different aspects.

We used this training because we wanted to tune the model more efficiently
using fewer training data. It is expensive to have people read sentences and label
them with aspect names is expensive. This method, however, can use many
combinations of two sentences in a given dataset, creating extensive training
data.

3.5 Final Fine-Tuning: Aspect Name Generation

The model ultimately solved the same tasks as in the performance task. It
input an arbitrary single sentence and outputs an aspect name. The prefix was
also used for this training. For instance, the model was trained to generate
aspect names, such as “direction,” input such as the following is given: “aspect-
generation: I was impressed with the way he expressed the main character’s
feelings by making it rain.”

The same task was performed for the actual aspect name generation. A model
trained in this way outputs aspect names even if they are input with review
sentences that are not included in the training data. In such a case, the common
linguistic sense obtained from training on public documents and knowledge of
the movie studied in additional pre-training should be used. For example, the
generated aspect name may be extracted from the review text, an abstraction
of an expression in the review, or a completely new aspect name.

4 Evaluation

The evaluation tests were conducted to confirm the accuracy and effectiveness
of the proposed aspect name generation and the effectiveness of the fine-tuning
through the intermediate tasks. The experiment was conducted in two parts:
first, a preliminary experiment was performed with automatic accuracy eval-
uation, followed by a main experiment that included subject evaluation. We
created a dataset through the collection of reviews from real review sites and
labeled them using crowdsourcing. Multiple comparative models were created for
training using different fine-tuning methods. For each of these models, we evalu-
ated the reproducibility (automatic evaluation) of the generated aspect names,
their correctness, their fine granularity, and their novelty.
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4.1 Dataset

We collected reviews from Yahoo! Movies, among the most extensive review
sites in Japan. We extracted 176,970 of the reviews, avoiding those that were
extremely short or too minor (this number was constrained by the graphic mem-
ory on the video card that was used for the training). All of these review data
were first used for the additional pre-training of T5.

Next, sentences that were neither long nor short were extracted. We asked the
crowdworkers to label the review sentences with the name of the aspect that they
reviewed and to indicate whether they mentioned any aspect. Crowdsourcing
continued until 1,500 sentences were labeled with the aspect name and collected.

The labeled review sentences thus obtained were used to create data for
intermediate tasks. In the first intermediate task (the binary classification of
whether an aspect was included), 3,759 reviews were prepared. For the second,
(binary classification of whether two sentences refer to the same aspect), 1,000
pairs of review sentences were prepared.

During the creation of a dataset for the second intermediate task, we
addressed the distortion of the notation of the aspect name, e.g., “story” and
“scenario,” were essentially the same aspect. For this purpose, the similarity of
two aspect names was calculated using Sentence-BERT, and aspect names with
a semantic similarity of 0.9 or higher were considered identical.

In addition to the training dataset, a dataset for the subject experiments
was also generated. Review sentences not used for either training that have a
standard length were extracted. We only used reviews that seemed to mention
an aspect that was used for evaluation. We classified such reviews using a simple
BERT classifier (accuracy 0.63).

4.2 Comparison Methods

We prepared different methods, and only some of the training was given to verify
the effectiveness of each of the trainings described in Sect. 3. Specifically, one set
was given no additional training at all, one set only had additional pre-training,
and one set had only a part of the intermediates task. For the intermediate tasks,
we also compared which task was solved most rapidly.

Table 1 shows the 10 methods compared in the evaluation. The methods of
Pre-training+Include>Same and Pre-training+Same>Include are the
proposed methods (that is, these are the models that successfully completed all
training tasks).

4.3 Implementation

Hugging Face Transformers1, a library of Transformer-based models was used to
implement T5. We used the Japanese T5 pre-trained model2. Additional training

1 Hugging Face Transformer: https://huggingface.co/docs/transformers/index.
2 sonoisa/t5-base-japanese: https://huggingface.co/sonoisa/t5-base-japanese.

https://huggingface.co/docs/transformers/index
https://huggingface.co/sonoisa/t5-base-japanese
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Table 1. Comparison of methods for evaluation and their accuracy during preliminary
experiments. The precision assessment indicates whether the method generated the
same aspect name as the test data during cross-validation (using BERT for distortion
of the notation). The bottom two are the proposed methods (the ones that successfully
completed all training).

Method Additional Pre-training Aarlier
Task

Later
Task

Final
Task

# aspect
name
generated

# aspect
names
not in
training
data

Precision in
Auto
Evaluation

F1 Score in
Auto
Evaluation

FinalTask Only None None None Done 76 25 0.800 0.795

FinalTask+Include None Include None Done 74 28 0.795 0.791

FinalTask+Same None Same None Done 74 23 0.794 0.791

FinalTask+Include>Same None Include Same Done 69 27 0.798 0.795

FinalTask+Same>Include None Same Include Done 77 28 0.797 0.794

Pre-training Only Done None None Done 84 31 0.800 0.796

Pre-training+Include Done Include None Done 92 35 0.799 0.795

Pre-training+Same Done Same None Done 79 23 0.800 0.796

Pre-training+Include>Same Done Include Same Done 56 11 0.802 0.797

Pre-training+Same>Include Done Same Include Done 11 1 0.798 0.790

parameters were set as follows: Maximum sequence length, 512; batch size, 16;
learning rate, 0.005; weight decay, 0.001; and warmup steps, 2,000.

The learning rate was 0.0003 (determined empirically). The other parameters
were set to the default values for Hugging Face Transformers. SentenceTrans-
formers3 was used to evaluate whether the aspect name was correct. We used a
pre-trained multilingual model4 for it.

4.4 Preliminary Experiment: Automated Accuracy Evaluation

We first performed an automated cross-validation evaluation to roughly assess
the generation accuracy. In this evaluation, we split the dataset, consisting of
crowdsourced labeled review sentences and aspect names, into training and test
sets.

The test set was then fed into the model trained on the training set. We
determined whether the generated aspect names matched the original manually
assigned aspect names. However, to deal with the notation distortion, we used
BERT to determine the identity of the aspect name (as in Subsect. 4.1).

4.5 Experiment: Subject Evaluation of Generated Aspect Names

The participants manually assessed whether the aspect names generated for the
unknown sentences were correct. They read one review sentence and the aspect
names generated by each method and labeled them as correct or incorrect.

The three evaluation factors were as follows:

– format: Whether the aspect name generated is a likely aspect name (0 or 1),

3 SentenceTransformers: https://www.sbert.net/.
4 Hugging Face sentence-transformers https://huggingface.co/sentence-transformers/.

https://www.sbert.net/
https://huggingface.co/sentence-transformers/
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Table 2. Ratings for each method in the subject experiment (normalized to 0 – 1).

Method Format Correctness Granularity

FinalTask Only 0.964 0.691 0.380

FinalTask+Include 0.969 0.677 0.399

FinalTask+Same 0.971 0.670 0.384

FinalTask+Include>Same 0.969 0.666 0.384

FinalTask+Same>Include 0.971 0.648 0.387

Pre-training Only 0.973 0.700 0.396

Pre-training+Include 0.962 0.677 0.407

Pre-training+Same 0.971 0.663 0.406

Pre-training+Include>Same 0.973 0.671 0.386

Pre-training+Same>Include 0.969 0.640 0.336

– correctness: How well the aspect name matches the content of the review
sentence (scale of 1 to 5), and

– granularity: Whether the aspect name is sufficiently fine-grained (scale of 1
to 5).

Three participants read 100 review sentences. A maximum of 10 aspect names
(with duplicates removed) were appended to each review text in random order.
Participants labeled each aspect name.

4.6 Result

In this section, the results of the preliminary experiment and the subject experi-
ment are described. Table 1 presents the results for the preliminary experiments.
The model that had the highest accuracy had performed additional pre-training;
it determined whether the aspect was included first and determined the same
aspect name second. The models that had high accuracy had a lower probability
of generating a new aspect name, often fitting an existing aspect names drawn
from the training data.

Table 2 presents the results of the subject experiment. The method of Pre-
training Only was evaluated as having the highest score. However, the differ-
ences were minor, and the models’ performances were not significantly different
from each other. The granularity of the generated aspect names was determined
to be too rough in many cases.

5 Discussion

This section discusses the usefulness of the generative approach, the generation of
aspect names by T5, and the effectiveness of every additional training according
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to the experimental results. Both the additional pre-training and the interme-
diate task showed increased accuracy. However, the additional pre-training was
extremely effective, although the intermediate task had a limited effect.

Table 3. Example of a review text and the aspect name generated from it. The judg-
ment is the evaluation of the appropriateness of the aspect name.

Review Sentences Aspect Name Type Judge Method

I must miss it if it kept
its original title

Original Title Extraction 1 Many methods

It is from an era I am
unfamiliar with, but I
recognized most of the
songs

Song Extraction 1 Many methods

I would have felt satis-
fied if they ended in the
final scene :)

Last Scene Classification 1 FinalTask Only

Regardless, it is undeni-
ably a high-quality
work that keeps you
engaged till the end

Story Classification 0 Many methods

All the other actors fit
their comic roles
perfectly and delivered
high-quality
performances

Casting Classification 1 Pre-training
Only,
Pre-
training+Include

I think that it is a black
comedy that cleverly
satirizes current social
issues

Category Classification 1 Pre-training Only

I think that it is a black
comedy that cleverly
satirizes current social
issues

Story Classification 0 Many methods

It is good for amateurs,
but the previous
anime version was
better

Difference from
Original

Generation 1 FinalTask+Include

The strangeness of this
movie must came
out from a director’s
taste

Director’s
Personality

Generation 1 Pre-
training+Include

The dancing has
improved and the
singing
is moving

Singing ability Generation 1 Pre-
training+Include

All the other actors fit
their comic roles
perfectly and delivered
high-quality
performances.

Difference from
Original

Generation 1 FinalTask+Same,
Pre-
training+Same
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Table 4. The ten aspect names most frequently generated by each method (translated
from Japanese).

Pre-training
Only

Pre-training
+Same

Pre-training
+Include

Pre-training
+Same>Include

Pre-training
+Include>Same

FinalTask
Only

FinalTask
+Same

FinalTask
+Include

FinalTask
+Same >
Include

FinalTask
+Include >
Same

Cinema Scale Nature Acting, Acting, Dubbing Tools Translation Drama Entertainment Tools

Culture Love Scale Fans’
Expectations

Landscape Love Love Expression Spoiler

Tears Attraction C The Idea Fatigue Lighting Spoilers Love Disappointment

Drama Last Scene Love Passion Love Brainwashing Sound Effects Schedule Original

Screenplay
Award

Difference
from Drama

Description Commentary Evaluation
Criteria

Doraemon’s
tools

Love Spoilers Inclusion

Kissing Scene Compilation Lacrimal
Gland

Generation Spoiler Crying Scene Cooking Talk of Cast Dubbing

Disappointment Dubbing Language
Difference

Scale Last scene Overseas
travel

Scenery Cooking Travel
Expenses

Special
Makeup

Homage Story Cosmology Brainwashing Snow Trailer Disappointment Animation

Target Original Title Brainwashing Snow Atmosphere of
the Original

Travel
Expenses

Dubbing For Kids Feeling of
Support

Dubbing Reproduction Target Travel Expenses Overloaded Original Title Doraemon’s
Tools

Snow Meet
Expectations

First, we discuss the results of the automatic evaluation. To clarify the accu-
racy, we focus on the F1 scores. As shown in Table 1, the model trained with
all of the intermediate tasks achieved the highest accuracy. This model, devel-
oped with additional pre-training, first estimated the presence or absence of each
aspect and then determined whether the aspect of the two sentences was iden-
tical. This suggested that the accuracy of the model could be improved through
training it by solving aspect-related tasks.

In particular, fine-tuning with the intermediate task reduced accuracy in
some cases. The model named Pre-Training+Same>Include, which trained
on all tasks, was the least accurate. However, fine-tuning in general tended to
lead to higher accuracy. In all cases except Same>Include models, the pre-
trained models were more accurate than those models trained using the same
task. For instance, F1 value increased by 0.005 relative to FinalTask+Same
to Pre-training+Same. From these results, it appears that increasing the
amount of data and focusing on additional pre-training may be a more effi-
cient approach than performing fine-tuning through increasing the number of
intermediate tasks.

Next, we discuss the novelty, granularity, and quality of the aspects generated
and not their accuracy. Each model differed in terms of the number of unknown
aspect names that were generated. Some models did not generate novel aspect
names but forcibly classified review sentences with aspect names that were con-
tained in the training data labels.

For example, the model Pre-training+Same>Include generated only one
new aspect name. It also tied all review sentences to a total of only 11 different
aspect names. The novelty and the diversity of the aspect names that were
generated tend to weaken with the amount of training. Models that were trained
on both additional pre-training and two intermediate tasks output fewer aspect
names.

This may be due to an overfitting to the training data. It is possible that
the model was over-trained to consider the definition of the aspect names should
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refer only to the labels defined in the given dataset. There is room to investigate
this effect in the future by increasing or decreasing the data for training and
changing the ratio of fine-tuning.

Table 3 represents an example of the aspect names generated by the models5.
Throughout this, reasonable aspect names are generated. These names included
those derived from extraction, classification, and generation. The aspect names
designated by extraction are those in which the model outputs words in the
review text as they are. That is, the model extracts words based on the inference
that these words are likely to be used as the aspect name. The aspect names
according to classification are those that are not directly included in the input
text but are included in the training data labels. Here, the model abstracts
the review text to choose a word; however, these aspect names simply entail a
classification as the pre-prepared aspect names. The aspect names according to
generation are the output terms that are not included in the review text or in the
training data labels. In these cases, the aspect names generated are completely
abstracted from the meaning of the review sentences, and the model infers them
from nothing.

Here, our discussion focuses only on the aspect names generated. Table 4
shows the top ten most frequent aspect names included in the output of the
models. Many models generate valid aspect names that are fine-grained and are
not included in the data set, excluding Pre-train+Same>Include. The only
new aspect name generated by the Pre-train+Same>Include model was an
incorrect name, simply repeating the word “acting” several times. At other times,
this model either extracted a term in the review or applied a sentence to the
label name in the training data.

One example of an incorrect aspect name was extraction using an incorrect
word tokenization. The model Pre-training+Include output the aspect name
“C.” This indicates a failure to tokenize when reading the review text. The review
text included statements on visual expressions, such as, “This visual effect is the
kind of expression I see in TVCM (Television Commercial Message).” Because
the social review includes data with many colloquial expressions, it may be
necessary to proofread the text using conventional methods before performing
the language model.

In summary, T5 showed good performance, even without any fine-tuning or
additional training. We had thought that generating aspect names in a generative
language model would be more difficult. However, performing the same fine-
tuning on plain T5 as in the production task achieved an F1 value of 0.79. In
addition, many of the aspect names generated were correct and were not found in
the training data. A larger dataset that includes more fine-grained aspect names
and that uses T5 in a straightforward manner could produce a more accurate
and practical language model.

5 For the sake of translation and anonymization, the reviews are fictitious, as the
experiment was in Japanese and uses real review sentences prepared by an individual.
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6 Conclusion

This paper proposed a method for generating aspect names for arbitrary sen-
tences from reviews by training the generative language model T5. Evaluation
experiments showed that the generative approach can also generate aspect names
with high accuracy. We found that fine-tuning using intermediate tasks was less
effective, but additional pre-training was highly effective.

The contributions of this paper are as follows:

– we revealed that a generative approach could be used for aspect name infer-
ences, which is conventionally done using classification and extraction, and

– we revealed that additional pre-training is effective for training generative
language models for the aspect name generation task.

In future work, we plan to enhance data cleansing and applied evaluation.
Specifically, we plan to construct a system for searching for review sentences
using generated aspect names. Recently, methods involving more extensive and
more innovative language models have emerged (e.g., GPT-4 and Bard). It may
be possible to generate aspect names by prompts rather than using methods
based on fine-tuning. Significant room remains for improvement in aspect name
generation by generative AI.
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Abstract. Human-in-the-loop topic modeling (HLTM) empowers users
to modify topic models and enhance their quality, by enabling them to
directly refine the model. Prior studies have made significant strides in
this area, specifically keyphrase-based refinements. However, the chal-
lenge is selecting suitable keyphrases from a large pool of them. To
address this issue, we present a novel method for keyphrase recom-
mendation that capitalizes on the connections between document-topic
and document-keyphrases associations. The objective is to assist users
of keyphrase-based HLTM by offering effective refinement recommenda-
tions. To evaluate the effectiveness in reducing human effort, we com-
pared it with baseline and all-keyphrase approaches, while also evaluat-
ing F1 scores across multiple levels of human effort. Our method achieves
comparable performance with minimal human effort, akin to ideal situ-
ations where human effort is maximized. Furthermore, our method sur-
passes the baseline and the approach of utilizing all keyphrases at the
same level of human effort, demonstrating superior performance.

Keywords: Topic models · Latent Dirichlet Allocation ·
Human-in-the-loop topic modeling · Keyphrase generation model

1 Introduction

Topic modeling [3] is one of the most potent techniques in text mining [22],
latent data discovery [10,39], and finding relationships among data and text
documents [13,37]. Researchers use the topic models for many goals including
but not limited to recommendation systems [7,40], social media analysis [1,18],
time series analysis [11,16], and emotion classification [30,31]. This approach
has been proven successful in cases where users aim to categorize documents but
lack the knowledge or predefined categories to do so accurately. Let us consider
a researcher processing the research articles related to the latest discoveries in
the field of “neural networks”. The researcher may have domain knowledge but it
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is highly unlikely to come up with exact category themes beforehand. While this
technique is remarkable for addressing such problems, it is important to note
that typical topic models operate in an unsupervised manner, lacking human
control. Consequently, this can lead to the extraction of unnecessary information
during the process [18]. Additionally, topic models frequently produce incoherent,
noisy, or loosely connected topics [5,6]. To address these challenges stemming
from the unsupervised approach, researchers have proposed supervised and semi-
supervised topic models [24,26]. However, these models necessitate labeled data
for training, which poses a challenge as users may not possess prior knowledge
of the topics to be presumed in advance.

Human-in-the-loop topic modeling (HLTM) tackles the issue of human con-
trol by involving human expertise in the modeling procedure. Basic HLTM sys-
tems present topic models to users in the form of topic words and documents,
and users provide feedback through diverse refinement operations [33,35]. In the
past, HLTM systems have primarily incorporated topic model refinements on
the basis of assumptions made by algorithm developers regarding user consider-
ations related to the ease of implementation [8,14,15]. However, Lee et al. [21]
took a different approach by adopting a user-centered methodology to identify
a specific set of topic refinement operations that users would anticipate in an
HLTM system. With the help of previous studies, Kumar et al. [19] concluded
the basic refinement operation and developed a UI-based HLTM system with
seven refinement functions: add word, remove word, remove document, merge
topics, split topic, change word order, and create topic. Subsequently, Khan
et al. [17] introduced refinement functions centered around keyphrases, aim-
ing to enhance document-topic associations. They argued that existing word-
and document-based refinement functions fell short in effectively improving the
document-topic associations across the entire document collection. To evaluate
the efficacy of these refinement functions, experiments were conducted using
the 20newsgroup dataset, simulating user behavior. The results demonstrated
a substantial superiority of keyphrase-based refinements over the word- and
document-based approaches, as evidenced by the remarkable improvement in
F1 scores.

While keyphrase-based HLTM introduced effective refinement operations, the
challenge lies in selecting appropriate keyphrases for refinement. The task of rec-
ommending keyphrases for keyphrase-based HLTM remains unexplored, with no
existing research addressing this particular aspect to the best of our knowledge.
The significance of this task cannot be overstated, as every keyphrase in an
HLTM system holds the potential to serve as a refinement candidate. However,
the process of examining each keyphrase for every topic and determining the
most suitable candidates for refinement necessitates extensive human involve-
ment. In an ideal HLTM system, it is imperative to minimize human effort
while maximizing system effectiveness. Consequently, there is a pressing need for
methods that can alleviate human effort and offer recommendations, enabling
the HLTM system to operate optimally. This paper addresses the challenge of
keyphrase recommendations for keyphrase-based HLTM with the intention to
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aid humans. Such recommendations aim to offer a reduced number of high-
quality keyphrases that effectively enhance document-topic distribution. While
Khan et al. [17] achieved a high F1 score improvement by examining all possible
keyphrases and selecting the best on the basis of F1 score improvement, we aim
to identify the optimal keyphrase for refinement operations with a limited set of
keyphrases, while still maximizing F1 score improvement.

In this study, we introduce a novel approach that utilizes the relationships
between documents, topics, and keyphrases to select recommendations. We eval-
uate the effectiveness of our recommended method through simulated user exper-
iments. We compare the F1 score improvement of the proposed method with the
baseline approach, which involves examining the top 10 most frequent keyphrases
for each topic, and the all-keyphrase method, which considers all keyphrases for
each topic at various human effort levels l. For this experiment, we used the
20Newsgroups dataset. As for the keyphrase generation (KPG) method, we used
ChatGPT due to its superior performance when compared with other meth-
ods. The experimental results strongly support our claim, demonstrating the
effectiveness and benefits of the proposed keyphrase recommendation method.
The method significantly reduces human efforts while maintaining the quality of
refinements, leading to a substantial improvement in efficiency.

2 Human-in-the-loop Topic Modeling

HLTM permits users to actively contribute their knowledge by enabling them
to refine the topic models. But before going in-depth into HLTM, we briefly
describe the underlying topic models. HLTM uses Latent Dirichlet Allocation as
the underlying topic model.

Latent Dirichlet Allocation [4] is a probabilistic model that posits a fixed
number of topics for each document. The topics are represented as multinomial
distributions φz, over V . To generate a word token wi within a d, LDA follows
a two-step process. First, a topic assignment zi is sampled from the document’s
topic distribution θd. Subsequently, the selected topic’s distribution φz,i is sam-
pled to generate wi. The Dirichlet distributions are used to draw the multinomial
distributions θd and φz. These Dirichlet distributions not only encode sparsity
but also enable the inclusion of expert knowledge from users. In this context,
sparsity refers to the expected occurrence of words within a topic or the num-
ber of topics within a document. In the following explanation, we will outline
the process of incorporating user feedback into LDA by modifying the Dirichlet
hyperparameters α and β. Specifically, adjusting α and β corresponds to inte-
grating information about documents and topics, respectively. To compute the
posterior distribution, we used collapsed Gibbs sampling [12] as an inference
method. This iterative procedure involves sampling a topic assignment, denoted
as zd,i = t, given an observed token xd,i = v within document d, as well as other
topic assignments Z̃\d,i, from the subsequent distribution:
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p(zd,i = t | xd,i = v,X, Z̃\d,i) =
nd,t + αd,t∑

t′(nd,t′ + αd,t′)
nt,v + βt,v∑

v′(nt,v′ + βt,v′)
(1)

Here nd,t represents the count of t within d, and nt,v is the count of t assigned
to words of V . The calculation of the posterior for θ and φ is performed as follows:

θ̂d,t =
nd,t + αd,t∑

t′(nd,t′ + αd,t′)
(2)

φ̂t,v =
nt,v + βt,v∑

v′(nt,v′ + βt,v′)
(3)

We manipulate the hyperparameters α and β of the distributions mentioned
previously to incorporate human knowledge and make modifications to the topic
models.

Incorporating Feedback is the main objective of HLTM. There are numer-
ous approaches available to accomplish this objective, such as “must-link” &
“cannot-link” constraints [2,15] and extended variants of constraints [9,32], frag-
ment quotation graph [14], document labels [38], matrix factorization [8,23], and
informed priors [17,29]. The informed priors method is widely used for trans-
ferring knowledge into LDA. This approach is particularly popular due to its
ease of comprehension for novice users, offering them greater control [19]. In this
technique, the initial step involves discarding previous φt,v and θd,t assignments.
The next step is to introduce new information by adjusting the hyperparameters
(α or β). The specific modifications to the hyperparameters depend on the type
of refinement. As a result, these injected changes gradually alter the posterior
distributions over a few iterations of Gibbs sampling. This direct control over
the distributions can be observed in Eqs. (2 & 3). Initially, among the various
proposed refinement operations, the most popular ones were word-based and
document-based refinements [19]. However, later research by Khan et al. [17]
demonstrated that keyphrase-based refinements are more effective in improving
document-topic associations. Keyphrase-based refinements leverage KPG meth-
ods and introduce an additional layer of information to topic models. This extra
layer enables the grouping of documents and facilitates a distinct and effective
approach to modifying the topic models. The proposed refinement functions work
as follows:
Remove keyphrase refinement function enables users to specify a keyphrase
kp that should be excluded as it is considered unsuitable for describing the topic
t. Given the keyphrase kp, this function initially identifies all the associated
documents with topic t using the following equation Dt.

Dt = {d ∈ D | arg max
t′

θ̂d,t′ = t} (4)
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Subsequently, from Dt, a new document set Drem is formed by including
all documents related to kp as well as similar keyphrases to kp. This can be
expressed as follows.

Drem =
{

d ∈ Dt | ∃kp′ ∈ f
(Dt)
sim (kp) (kp′ ∈ KPd)

}
(5)

Here f
(Dt)
sim (kp) is constructed by applying density-based clustering on the

embedding vectors. This process helps identify keyphrases that exhibit strong
semantic similarity to kp, such as “neural network” and “neural net”. These
embedding vectors are generated for each keyphrase using Phrase-BERT [36].
Then “remove document” refinement is applied to each document in Drem.

Add keyphrase refinement function offers a means for users to specify an
appropriate keyphrase kp that effectively describes topic t. To add a keyphrase
kp to topic t, the initial step is to obtain the set of documents that are not
currently associated with topic t, as shown in the following.

D\t = {d ∈ D | arg max
t′

θ̂d,t′ �= t} (6)

Next, we compile a list of all keyphrases present in D\t. Following that, we
proceed by either utilizing the same keyphrase kp if it is present in the previously
mentioned list of keyphrases, or identifying the most closely related keyphrase.
This is achieved by using cosine similarity on the embeddings generated by the
Phrase-BERT model. This enables us to determine the documents to be included
in the subsequent process. Then, we identify all the documents to which the “add
document” refinement needs to be applied, using the following equation:

Dadd =
{

d ∈ D\t | ∃kp′ ∈ f
(D\t)

sim (kpadd) (kp′ ∈ KPd)
}

(7)

The final step of the refinement process involves re-training the LDA with
fewer iterations of Gibbs sampling. This iterative process helps to update the
topic assignments and optimize the model on the basis of the refined information.

Keyphrase Generation Model Vs ChatGPT: KPG is a critical compo-
nent of this research as it plays a pivotal role in recommending keyphrases for
a keyphrase-based HLTM. A keyphrase is a concise text snippet that encap-
sulates the primary semantic meaning of a longer text. Typically, a document
consists of multiple important phrases, such as the keyword section found in
scientific publications. These sections often contain more than one word and
provide the core information of a paper. The KPG model is specifically designed
to tackle the task of extracting keyphrases from the documents. It leverages
advanced techniques and algorithms to effectively generate relevant and infor-
mative keyphrases. Traditional KPG algorithms have a long list of approaches,
but the latest transformer-based KPG models have shown superior performance
compared with older models [28]. These transformer-based models leverage the
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power of transformers and attention mechanisms to capture more nuanced and
contextual information, leading to improved KPG capabilities. Khan et al. [17]
used a Seq2Seq gated recurrent unit (GRU)-based model with a copy mechanism
and coverage mechanism for KPG. They utilized the OpenNMT implementation1

to generate keyphrases for the document dataset.
In this research, we utilized the aforementioned model with the same dataset

and parameters as used by Khan et al. [17]. Additionally, as a sub-experiment, we
compared the keyphrases generated by the model with the keyphrases generated
by ChatGPT. In a subset of 500 documents from the 20Newsgroups dataset,
the KPG model produced approximately 5,000 keyphrases, of which only 495
keyphrases appeared in two or more documents. On the other hand, ChatGPT
generated approximately 9,000 keyphrases, of which around 1,500 keyphrases
appeared twice or more in the subset. The keyphrase list generated by the
KPG model contained numerous general, meaningless, and junk keyphrases. In
contrast, the keyphrase list generated by ChatGPT did not include any such
keyphrases. Given the significance of keyphrase occurrence in our experiment, we
focused solely on keyphrases that appeared two or more times. Under these con-
ditions, when using the KPG model, we found that 79 out of the 500 documents
were keyphraseless, meaning they did not have any keyphrases that appeared
twice or more. In contrast, when considering the keyphrase list generated by
ChatGPT, not a single document was found to be keyphraseless. On the basis
of these small-scale comparisons, we can conclude that ChatGPT outperforms
the state-of-the-art transformer-based Seq2Seq model, trained on a large single
dataset, in the task of KPG. This conclusion aligns with previous studies [25,34]
that have also shown the superior performance of ChatGPT in various KPG
tasks. Considering the aforementioned factors and the superior performance of
ChatGPT in KPG, we decided to utilize ChatGPT as the KPG model for this
experiment. Its effectiveness, along with its ability to produce meaningful and
relevant keyphrases, made it the preferred choice for our research.

3 Keyphrase Recommendations

This work introduces a keyphrase recommendation method specifically designed
for keyphrase-based refinements in HLTM. The primary goal is to minimize
human efforts while enhancing document-topic association through the provision
of keyphrase candidates. The proposed method builds upon keyphrase-based
HLTM, utilizing similar primary steps as described in previous work [17]. Here,
we present a concise overview of the one-time pre-processing steps, as follows:

– We utilize ChatGPT to generate keyphrases KP (D). These keyphrases are
then transformed into embedding vectors using the Phrase-BERT model,
which captures their semantic representations in a high dimensional vector
space. Furthermore, we compute a similarity matrix by measuring the cosine
similarity between all pairs of keyphrases. This matrix provides insights into
the similarity and relationships between different keyphrases in our dataset.

1 https://github.com/memray/OpenNMT-kpg-release.

https://github.com/memray/OpenNMT-kpg-release
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– We train an initial topic model LDA with Gibbs sampling as an inference
method on document dataset.

Next, we rank the top keyphrases to represent the topics, considering the
frequency of each keyphrase in Dt defined in Eq. (4). This ranking enables us
to emphasize the keyphrases that are most representative of each topic. Topic
representation of initial LDA in the form of top keyphrases is shown in Fig. 1.

Fig. 1. Top 10 keyphrases based on the frequency of occurrence in the top documents
of each topic. These keyphrases serve as representations of the respective topics.

To provide keyphrase recommendations, we calculate the proportion of each
keyphrase within the current topic, which we refer to as the kp-doc ratio ρ(kp,t).
This ratio represents the relative frequency or importance of kp in relation to
the t under consideration. It is calculated using the following formula:

ρ(kp,t) =
N(kp,t)

Nkp
(8)

where N(kp,t) = |{d ∈ Dt | kp ∈ KPd}| is the number of documents associated
with keyphrase kp in the current topic t, and Nkp = |{d ∈ D | kp ∈ KPd}| is
the total number of documents associated with keyphrase kp.

For Remove Keyphrase refinement function, recommendations for topic t are
generated by the procedure presented as follows:

– Initially, we compile a list of all the keyphrases KP (Dt) associated with the
topic t that have been extracted from the documents Dt of Eq. (4).

– Next, we determine the dominant topic of each kp of KP (Dt) by examining
the corresponding ρ(kp,t) value for each topic. This enables us to identify
which topic exhibits the highest proportion or relevance for kp.

– If the dominant topic of a kp differs from the current t, then kp is considered a
potential candidate for a recommendation. This means that if the keyphrase
is more strongly associated with a different topic than the current topic, it is
deemed relevant for removal in the context of the current topic.

– Since the remove keyphrase refinement is built upon the remove document
refinement, the next step is to determine the number of documents to which
the refinement will be applied. This value is referred to as the effective docu-
ment number Neff(kp,t). It represents the count of documents affected by the
removal of the identified keyphrase kp, which is similar to N(kp,t). For every
potential candidate from the previous step, we calculate this value.
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– Finally, we rank the keyphrases by effective document number Neff(kp,t). This
ranking enables us to prioritize the candidate keyphrases. The keyphrases
with a higher effective document number are given higher priority in the
recommendation process.

For Add Keyphrase refinement function, recommendations for topic t are
generated by the procedure presented as follows:

– First, we create a list of all the keyphrases KP (Dt) of the topic t, which have
been extracted from the documents Dt of Eq. (4).

– Next,we determine the keyphrase kp from KP (Dt) that possesses the highest
ρ(kp,t) value for topic t. This enables us to determine all the keyphrases that
exhibit the strongest association with t compared with other topics.

– Since the add keyphrase refinement is built upon the add document refine-
ment, we need to determine the number of documents to which the refinement
will be applied. In this context, we refer to this as the effective document
number Neff(kp,t), which can be calculated using the following formula:

Neff(kp,t) = |{d ∈ D\t | kp ∈ KPd}| (9)

– The final step involves ranking the keyphrases on the basis of their effective
document number Neff(kp,t). This ranking helps prioritize the keyphrases
in accordance with the number of documents that will be affected by their
addition to the current topic t. Keyphrases with a higher effective document
number are given a higher rank, indicating their significance in the refinement
process.

4 Evaluation Experiments

To evaluate the performance of our keyphrase recommendation method, we con-
ducted experiments focusing on two key aspects: the reduction of human effort
and the quality of the recommended keyphrases. To achieve this objective, we
used a simulated user-based experiment, leveraging a concept previously intro-
duced in the literature [19]. In our study, we utilized a pre-classified dataset and
applied an initial topic model. Then, we used our recommendation method, along
with other approaches, to refine the topic distribution and align it more closely
with the dataset’s classification. The evaluation in this study revolves around
measuring the similarity between the document-topic associations generated by
the topic model and the document classifications specified in the dataset. This
similarity is quantified using the F1 score as a metric. Initially, the simulated user
generates a fixed number of recommended keyphrases, directly influencing the
level of human effort (l) involved. These recommendations are derived from one
of the three methods: our proposed method, a baseline method, or all keyphrases.
Then, the simulated user systematically applies refinement operations for each
recommended keyphrase and records the resulting document-topic distributions.



Keyphrase Recommendation Method for Keyphrase-Based HLTM 241

The F1 score is then computed, comparing the post-refinement document-topic
distribution with our original document-class knowledge. In the next step, the
simulated user selects the keyphrase and refinement operation that yields the
highest F1 score. An illustrative example is presented in Fig. 2, showcasing this
process.

Fig. 2. Example involving a single topic and three keyphrase recommendations for
both refinement operations: remove keyphrase and add keyphrase. The refinement loop
iteration involves selecting the keyphrase that yields the highest F1 score, thereby
determining the most suitable refinement operation.

4.1 Experimental Setup

The text corpus used in this research is the 20Newsgroups2 dataset [20]. It com-
prises approximately 20,000 English text articles from 20 distinct categories. The
length of the documents within the corpus varies significantly, ranging from a
few words to several hundred words. In their study, Khan et al. [17] specifically
selected the 2,000 longest documents from the available corpus. This decision
was motivated by the observation that topic models tend to achieve optimal
performance when working with longer documents, as longer texts provide a
more comprehensive context for effective modeling. The researchers considered
all the categories present in the dataset and treated each category as a distinct
topic. However, it should be noted that certain newsgroups demonstrated a close
relationship, such as the case of “ms-windows/windows-x”. Through experimen-
tation, we discovered that it is possible to use a smaller subset of documents to
expedite the experimentation process. We specifically opted for entirely distinct
categories, as topic models rely on word correlations, and distinct categories tend
to exhibit stronger correlations among similar words. This approach enabled us

2 http://qwone.com/~jason/20Newsgroups/.

http://qwone.com/~jason/20Newsgroups/
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to leverage the improved word correlations and accelerate the learning process
within the topic model. Therefore, we created five categories by grouping similar
newsgroups, as illustrated in Table 1.

We applied various pre-processing techniques, including removing stopwords,
special characters, content consisting only of digits, and words with fewer than
three characters. Additionally, we utilized word lemmatization as part of the
pre-processing pipeline.

Table 1. The formed categories, accompanied by their respective newsgroup titles.

Category Newsgroups

Religion alt.atheism, soc.religion.christian, talk.religion.misc
Politics talk.politics.guns, talk.politics.mideast, talk.politics.misc
Sports rec.sport.baseball, rec.sport.hockey
Computer comp.os.ms-windows.misc, comp.sys.ibm.pc.hardware, comp.sys.mac.hardware, comp.windows.x
Space sci.space

We utilized the identical configuration of the keyphrase-based HLTM as used
in the previous study [17]. The researchers used the Julia programming language
and conducted LDA training with 1,000 iterations of Gibbs sampling. The prior
β for words and the prior α for documents were set to a value of 0.01. The only
variation in the hyperparameters lies in the number of topics. In their study,
which examined 20 categories, the hyperparameter k was 20. However, since our
analysis focuses on 5 categories, we set hyperparameter k to 5. Consequently,
the LDA topic model was trained to extract 5 topics from the dataset.

Following the training, we applied the Gale-Shapley algorithm [27] to asso-
ciate each topic with its corresponding dominant category. This association was
established for evaluation. For instance, following the initial LDA training and
the computation of topic distribution θ̂, we discovered that among the 500 doc-
uments, 76 had topic 1 as their dominant topic. Furthermore, out of those 76
documents, 72 were categorized as “sports”. By applying the Gale-Shapley algo-
rithm, we determined that the most suitable association for topic 1 is with the
category “sports”. The topic-category associations established in this manner are
instrumental in our evaluation process, enabling us to quantify the variation in
F1 scores before and after applying refinement operations.

4.2 Empirical Findings and Interpretation

In each experiment configuration, we begin by defining a human effort level l for
each topic. The human effort level l refers to the number of keyphrases that the
user needs to analyze for each topic. Since our experiments are simulated user-
based, the parameter l corresponds to the number of recommended keyphrases in
this context. Next, we identify the optimal refinement operation, keyphrase, and
corresponding F1 score on the basis of the simulated user’s behavior, as depicted
in Fig. 2. The total number of iterations is 10, meaning that each configuration
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is tasked with finding 10 successive refinement operations to enhance the F1
score. For the proposed method, we use l = 10. Traditionally, LDA topics are
represented with the top 10 words, but in our experiment, we use keyphrases,
presenting the top 10 keyphrases for each of the 5 topics. This yields a total of
50 keyphrases. All of these keyphrases are included in our baseline method. The
baseline method involves three values of l: l = 10 with 10 randomly recommended
keyphrases for refinement, l = 30 with half of the keyphrases randomly chosen
for recommendations, and l = 60 with all 50 keyphrases for “add keyphrase”
and 10 keyphrases for “remove keyphrase” recommended. Similarly, for the “all
keyphrases” configuration, where we use all keyphrases extracted from each doc-
ument in the dataset, we examine three distinct values of l. First, we set l = 10,
where 10 random keyphrases are selected as recommendations. Second, we set
l = 600, where 500 keyphrases are randomly selected for the “add keyphrase”
refinement and 100 keyphrases are randomly chosen for the “remove keyphrase”
refinement for each topic. Third, for l = 1500, we utilize all the keyphrases as
recommendations for the “add keyphrase” refinement, and all the keyphrases for
each topic are recommended for the “remove keyphrase” refinement.

Fig. 3. Best F1 scores attained at each iteration of the refinement. The cyan lines
depict the scores achieved by the baseline method, while the blue lines represent the
scores of the all-keyphrase method. The value of l corresponds to the human effort
level. (Color figure online)

Figure 3 illustrates the incremental improvement of the F1 score for each
configuration throughout each iteration. The x symbol displayed on the graph
indicates that there were no recommended keyphrases in the next iteration that
could improve the F1 score. From the graph, it is evident that the baseline
method, for all levels of human effort, was unable to complete the process of
identifying 10 keyphrases that simultaneously improve the F1 score. In contrast,
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our proposed method consistently identified efficient keyphrases that led to con-
tinuous improvements in the F1 scores, even at lower levels of human effort
(l = 10). Despite using a high human effort level (l = 600) for the all-keyphrase
method, we were unable to achieve better F1 scores compared with the results
of our method. When using all keyphrases with the highest human effort level
(l = 1500), where each keyphrase is analyzed for each topic and refinement is
applied, we achieved comparable results to those obtained with our method.

4.3 Discussion

Table 2. Comparison of the selected refinement and corresponding topic at each itera-
tion loop across various approaches used in this study. kp+ shows the added keyphrase,
kp– shows the remove keyphrase refinement.

N Our Method Baseline (l=30) Baseline (l=60) All (l=600) All (l=1500)

1 space+, 5 nasa+, 5 space+, 5 space+, 5 space+, 5
2 government+, 4 government+, 4 government+, 4 uniform–, 5 government+, 4
3 hockey+, 1 team+, 1 window+, 3 government+, 4 god+, 2
4 christian–, 4 satellite+, 5 team+, 1 build–, 5 team+, 1
5 baseball+, 1 christian+, 2 player+, 1 statistic–, 2 lsd–, 2
6 nhl+, 1 moon+, 5 god+, 2 moon–, 4 statistic+, 4
7 gun+, 4 game+, 1 system+, 3 devil–, 4 window+, 3
8 window+, 3 hockey+, 1 game+, 1 search–, 3 entry–, 5
9 program–, 5 hope–, 4 player+, 1
10 child–, 2 license+, 5 baseball+, 1

As discussed in Sect. 4.1, we used the Gale-Shapley algorithm to establish
associations between topics represented in Fig. 1 and categories listed in Table
1. The resulting topic-category pairs are as follows: (1, Sports), (2, Religion),
(3, Computer), (4, Politics), and (5, Space). Once the topic-category relation-
ships were established, refinements were applied by the simulated user, which
are detailed in Table 2. Notably, there are highly evident keyphrases such as
(space+, 5) and (government+, 4) that were unanimously recommended by all
recommendation methods. These particular recommendations emerged as the
most effective refinements operations for the initial iteration loops. As evident
from Table 2, the simulated user did not select any “remove keyphrase” refine-
ments in the baseline method. This is understandable since the recommended
keyphrases primarily come from the top frequent keyphrases, which are often
strongly associated with the topics. In contrast, the proposed method success-
fully identified a few “remove keyphrase” refinements that proved to be the most
effective in terms of improving the F1 score. On the other hand, when compared
with the all (l=1500) scenario, the keyphrases selected by our method exhibit
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several differences, although they result in almost the same F1 score improve-
ment. For instance, there are common refinements such as (baseball+, 1) and
(window+, 3), while the proposed method exclusively chooses refinements like
(hockey+, 1) and (gun+, 4), which are also meaningful. This demonstrates that
there are multiple effective ways to improve the topic-document association to
the same degree, and the proposed method can uncover a number of them, even
if they differ from the “best” one. From Table 2, it becomes evident that while
the selected keyphrase may appear similar, there is a notable variation in terms
of F1 score improvement. This indicates that discovering effective keyphrases
for refinements can be a challenging task in the absence of a recommendation
method. This highlights a significant advantage of our method in supporting
human users in keyphrase-based HLTM.

5 Conclusion

To reduce human efforts, this study represents a pioneering investigation of
a keyphrase recommendation method specifically designed for keyphrase-based
HLTM. Our proposed method leverages the interplay between document-topic
and document-keyphrases associations. The prospective recommendations for
each topic and refinement are selected on the basis of the ratio of the kp propor-
tion in t to the overall proportion of keyphrases in the dataset. These keyphrases
are then ranked in accordance with the effective document number, representing
the count of documents where refinements will be applied. To evaluate the effi-
cacy of our method, we conducted experiments using a simulated user approach
aimed at aligning document-topic associations with predetermined document-
category ones. The results demonstrate that our keyphrase recommendation
method achieves identical performance with minimal human effort, compara-
ble with the ideal scenario where the human effort level is maximized. Moreover,
our method outperforms the baseline and the approach of using all keyphrases
at the same human effort level. Although our results highlight the substantial
potential of our proposed keyphrase recommendation method, it is crucial to
conduct real-user experiments to thoroughly evaluate its practical effectiveness
because these experiments solely rely on the simulations.
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Abstract. The paper proposes a novel method for conducting keyword-
based movie searches using user-generated rankings and reviews, by
utilizing the BERT language model for task-specific fine-tuning. The
model was trained on paired titles and reviews, enabling it to predict
the likelihood of a movie appearing in a ranking that includes a par-
ticular keyword. An experiment using data from a reputable Japanese
movie review site demonstrated that the method outperformed exist-
ing similarity-based approaches. However, some aspects, such as pooling
methods, could be improved for accuracy.

Keywords: Movie Search · Online Review · BERT · Learning to Rank

1 Introduction

The shift towards on-demand and subscription-based movie services has changed
how people select and watch movies. Traditional methods like going to a movie
theater or video rental store limit the choices. Still, online platforms offer many
options, making it challenging to select a movie based on specific preferences.
Meanwhile, the changing attitudes towards movie-watching, such as viewing
movies on computers and smartphones, often while multitasking, increased the
demand for more efficient and personalized search technologies. These technolo-
gies should ideally consider not just metadata but also subjective elements like
“beautiful scenery” or “flashy action,” which are not typically included in con-
ventional search algorithms.

We present a method that utilizes Bidirectional Encoder Representations
from Transformers (BERT) to rank movies based on free queries, harnessing
user-generated rankings and reviews. This approach is particularly tailored for
user-generated ranking platforms where users can compile lists of up to ten of
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their favorite movies along with a descriptive title, as seen in features like the
“Round-Up” function on Yahoo! Movies, Japan.

We hypothesize that these descriptive titles can function as search keywords
and proceed to train a model that can correlate these titles with the movies listed,
thereby enabling more nuanced, keyword-based movie searches. The method
assesses the likelihood of a movie appearing in user-generated rankings that
contain the specified keyword, offering a more personalized search experience.

Our algorithm first vectorizes ranking titles and all reviews using BERT, and
then it trains the neural network model to calculate the relevance between the
ranking title and reviews of a particular movie. Finally, the model calculates the
probability that a given movie will appear in the rankings with a given keyword
in the title.

We conducted a subject experiment to confirm the accuracy and effectiveness
of this ranking. Participants were asked to evaluate how closely the movies in the
rankings generated by the proposed method, and several comparison methods
were related to the query.

2 Related Work

This research aimed to make movies searchable using word of mouth (eWOM).
BERT and Learning to Rank were used as enabling technologies.

Our research used reviews posted on movie sites, a type of eWOM, to find
movies that were close to what users were looking for. Several examples of this
kind of item search focus on eWOM. Ramanand et al. [5] proposed a method
for extracting “wishes” that indicated suggestions about products and services
and purchase intentions from documents, such as reviews and buyer surveys.
Similarly, this study used user review information to search for movies using
free queries.

We used BERT to search movies by using their review. BERT is a Large Lan-
guage Model (LLM) proposed by Devlin et al. [1] that enables context reading.
There are examples of BERT applied to information retrieval. Yang et al. [8]
proposed a method for adapting BERT to the ad hoc retrieval of documents.
Yunqiu et al. [6] proposed a BERT model for legal case retrieval, BERT-PLI, that
can retrieve from much longer queries than general queries. The task of retriev-
ing Lithuanian text and audio documents using the query and search corpus
provided by IARPA’s MATERIAL program revealed that this method enables
more accurate retrieval than other methods. Since this research was conducted
on movies, which are visual images, it is difficult to deal with the contents of
movies in text; therefore, we used user-posted reviews. In addition, it is difficult
to compare the similarity of review sentences and short queries because of the
different natures of the sentences. Therefore, we used Learning to Rank to match
queries and review sentences.

Our method is a type of Learning to Rank, an information retrieval technique
that uses machine learning. Three main approaches to Learning to Rank [4] are
pointwise, pairwise, and listwise methods. In this study, we used the pointwise
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method. As an example of retrieving documents belonging to a specific topic,
Amir et al. [7] proposed a method that used BERT and Learning to Rank to
retrieve evidence to support a claim. Yu et al. [9] proposed a method using
Learning to Rank to find documents containing answers to a given question.
Since the current research is concerned with retrieving an item (i.e., a movie),
we also discuss some examples of applying Learning to Rank to item retrieval.
Shubhra et al. [2] proposed a method that applied Learning to Rank for product
retrieval on an e-commerce site. Prior to this study, Kurihara et al. [3] proposed a
method using Learning to Rank for movie retrieval based on review information.
The current work solves the same task with a more modern method (i.e., LLM).

3 Movie Keyword Search Using Review and LLM

This section introduces an algorithm to rank movies based on any keyword query.
The procedure, illustrated in Fig. 1, initiates by retrieving titles and movies from
user-generated movie rankings.

3.1 Vectorizing Movies Using Reviews

Movie websites feature reviews by various users. This research posits that these
reviews encapsulate the movie’s attributes. Consequently, review sentences, as
opposed to movie metadata or visuals, were used to vectorize a movie.

For vectorization, the text underwent preprocessing. Sentences were seg-
mented using punctuation, and superfluous characters and symbols were dis-
carded. The average pooling is used to create a fixed-length vector of 768 dimen-
sions.

3.2 Formatting User-Generated Rankings as Training Data

To facilitate movie retrieval for specific queries, data linking queries to movies
is essential. The trend of users sharing personalized movie rankings online is
increasingly prevalent. Many movie review sites allow users to create and register
lists of favorite movies (e.g., IMDB’s Watchlist, Yahoo! Movies’ Round-Up).
User-generated rankings often have titles like “The 10 best movies that make
me cry”. Our method focuses on the relationship between this ranking title and
the movies that appeared in the ranking. As preprocessing, unnecessary words
(e.g., “my”, “all-time”, “movie”) were removed from the ranking titles.

3.3 Learning the Relationship Between Movies and Words
in the Ranking Title

Relevance between a query and a movie is computable by considering the rank-
ing title as a keyword query. Here, a simple neural network was used to calcu-
late relevance. When each movie and query has been represented as a vector of
distributed representations, the proposed method trains a neural network as a
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Fig. 1. Training that predicts whether
a movie appears in user-generated rank-
ings that include the query in the title.

Table 1. Queries used in the experiment
and their features

Query Features

Tearjerker

Laughable

Shocking

Emotion after

watching the movie

Suitable for dating

Suitable for children

Situation or scene

when watching the movie

Suspense

Animation

Category of the movie

Ghibli

Surprise ending

Takeshi Kitano

Content of the movie

binary classification task using these vectors, as shown in Fig. 1. The task is to
combine vectors of movies and queries and then estimate whether the movie will
likely appear in a ranking that includes the query in its title.

The input was a 1,536-dimensional vector: a combined pair of a 768-
dimensional vector representing a movie and a 768-dimensional vector repre-
senting a ranking title. The output layer was binary since it performs a binary
classification of whether a movie appears in the ranking whose title contains a
given query. Note that, the output value is 0 or 1 during training, but it takes
the probability during the inference phase. We used this probability as the final
ranking score.

This trained model can rank movies in response to any given query. The
keyword was vectorized using BERT, combined with a movie vector, and fed
into the trained model. The model predicts the probability of a movie appearing
in user-generated rankings with that keyword. By applying this to all movies,
movies can be ranked based on this probability.

4 Evaluation

A subject experiment was conducted to verify whether the movie ranking gen-
erated by the proposed method was consistent with the user’s perception. We
compared three variant methods and the proposed methods as follows:

– Proposed Method uses deep learning to estimate the relevance of the query
vector to the vectors generated from the movie reviews.

– Movie Similarity compares the vectors generated from the movie reviews
and the query vectors using cosine similarity. It uses the cosine similarity
between vectors of the query and the movie as the ranking score.
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– Review Sentence Similarity calculates cosine similarity between input
queries and review sentences, using the most similar review for movies with
multiple reviews. This comparative method tests the risk of compressing
movie reviews with average pooling.

– Metadata Only uses only metadata and no reviews. It finds movies contain-
ing query keywords in their metadata, and it sorts them by cosine similarities
between the query and description.

Table 2. Precision at k and nDCG for
each method

p@1 p@5 p@10 nDCG

Proposed Method 0.50 0.56 0.58 0.64

Metadata Only 0.50 0.46 0.40 0.60

Movie Similarity 0.20 0.24 0.27 0.47

ReviewSentenceSimilarity 0.80 0.74 0.72 0.75

Table 3. Example output of the proposed
method worked well (query: “Tearjerker”)

Rank Movie title Participant
Rating

1 What Dreams May Come 3.0

2 Gray Sunset 3.5

3 Glory Daze 3.0

4 The Boy Who Could Fly 4.0

5 Crayon Shin-chan: The Adult Empire 4.5

6 Pay It Forward 3.5

7 It’s a Wonderful Life 4.0

8 Jack 3.5

9 Life is Beautiful 4.0

10 The Notebook 4.0

4.1 Experiment

We prepared the training dataset consisting of 15,000 movies, and 10,000 user-
generated rankings taken from Yahoo! Movies Japan. We prepared ten queries
in advance (see Table 1).

A subject experiment was conducted online in which participants were asked
to label the relevance between the query and the movie. Ten participants labeled
the 5-point scale relevance between a query and 40 movies; the top ten movies of
four methods. Participants can search for the movie if they do not know about it.

For the actual experiment, we implemented an actual movie search system.
The BERT Japanese pre-trained model1 was used. A Japanese morphological
analyzer “MeCab2” and it’s dictionary called “mecab-ipadic-neologd3” was used
for a tokenizer.

4.2 Experimental Results

The precision for each method is shown in Table 2. In nDCG and p@k, the
proposed method performed better than simple cosine similarity to metadata
1 Kurohashi Lab. Kyoto University: https://nlp.ist.i.kyoto-u.ac.jp/EN/.
2 MeCab: Yet Another Part-of-Speech and Morphological Analyzer: https://taku910.
github.io/mecab/.

3 mecab-ipadic-NEologd: Neologism dictionary for MeCab https://github.com/
neologd/mecab-ipadic-neologd.

https://nlp.ist.i.kyoto-u.ac.jp/EN/
https://taku910.github.io/mecab/
https://taku910.github.io/mecab/
https://github.com/neologd/mecab-ipadic-neologd
https://github.com/neologd/mecab-ipadic-neologd
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and review. The method that worked best was the method using the most similar
sentences rather than the entire review. Examples of outputs when the proposed
method worked well are shown in Table 3. Many “tearjerker” movies can be
retrieved correctly.

5 Discussion

Overall, the proposed method was more accurate for retrieval than the cosine
similarity or metadata methods. However, a simple similarity calculation
between a single sentence in a movie review and a keyword query was even
more accurate.

The method’s limitation lies in representing a movie with a single vector,
which might retain major trends like “sad” or “funny” but dilute minor impres-
sions from individual scenes. Despite this, the proposed method outperformed
superficial cosine similarity, likely because using a neural network better captures
the nuanced differences between short keyword queries and longer, multi-person
reviews than just cosine similarity does.

The Review Sentence Similarity method offers superior accuracy due to the
detailed variance representation derived from review sentences. The highest
nDCG was observed in Review Sentence Similarity, underscoring the value of
using reviews. The results suggest that in our test search task, the presence of
elements relevant to the query was more crucial than the general trend of the
movie.

6 Conclusion

This paper presents a method to determine the relevance between keywords and
movies using user-generated rankings and reviews. Experimental results showed
that our method outperformed traditional cosine similarity, but in some tasks,
using metadata was more accurate.

We are planning a more detailed evaluation and refinement of our method-
ology. We also intend to use this method for the fine-tuning of the model itself.

Acknowledgments. This work was supported by JSPS KAKENHI Grants Numbers
21H03775, 21H03774, and 22H03905.
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Abstract. There is a lot of fake news on the internet, and it is impor-
tant to extract and correct the misinformation from the fake news. The
purpose of this research is to extract and correct which parts of the news
are misinformation based on 5 Ws including the main topic. In this paper
as a first step of the research, we propose how to extract 5 Ws(without
why) including the main topic using Masked-Language Modeling with
BERT.

Keywords: Fake News · Correcting Misinformation · BERT

1 Introduction

There is a lot of fake news on the internet, and the number of them is increasing
day by day. Many studies have been conducted to extract this fake news [1,3,
5]. Fake news is easily spread, and people unquestioningly believe it without
knowing it is misinformation. Extracting and correcting the misinformation is
important. However, to our knowledge, there is little research on correcting fake
information. It is difficult for humans to manually extract and correct what
parts of a large amount of news are different and what information is correct.
In this study, we propose a method for automatically extracting and correcting
the misinformation from the fake news. Specifically, we focus on the importance
of the 5 Ws which are “who (what),” “where,” “when,” “what,” and “why,” in
news articles, to determine whether the 5 Ws are correct or incorrect in news
articles, and extract misinformation. Then, by comparing with similar articles
on multiple news sites, we replace the incorrect 5 Ws with the correct 5 Ws. At
this time, considering that “who (what)” is important in news, we consider “who
(what)” as the main topic of the news, and determine whether “where,” “when,”
“what,” and “why,” related to the main topic are incorrect or not, and correct
them. In this study, “where,” “when,” “what,” and “why,” are collectively called
“news components” for the main topic of the news article. In this paper, as a first
step of the research, we propose the models that determine “when,” “where,” and
“what” using each Masked-Language Modeling with BERT. Then, we conduct
experiments to measure the benefits of our proposed methods.
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2 Related Work

There are many studies about extracting fake news and analyzing fake news.
Canhasi et al. [1] investigate the best combination of features for extracting
fake news using lexical, syntactic, and psychological features. Wynne et al. [6]
conduct fake news extraction using word n-grams and character n-grams. Zhou
et al. [8] investigate news content at various levels. For example, lexicon-level,
syntax-level, semantic-level, and discourse-level. These studies extract fake news
based on news structures like vocabulary and grammar. However, we focus on 5
Ws and extract and correct fake news, and this is a different point from others.
Imbwaga et al. [3] extract fake news with random forests, decision trees, gradient
boosting, and logistic regression. Nagaraja et al. [5] classify news as correct news
and fake news with Naive Bayes and Support Vector Machine. Helmstetter et
al. [2] label tweets as reliable or unreliable to train classifiers and classify them.
These studies extract fake news with machine learning. However, we create three
models with Masked-Language Modeling with BERT and use them to correct
fake news, and this is a different point from others.

3 Definition of Fake News

Fake news has been defined in various ways by various studies. For example,
Lazer [4] et al. define fake news as “news that formally mimics the content of the
news media but does not mimic their organizational ideas or intentions.” Zhang
[7] et al. define “fake news as any kind of information or story published and dis-
tributed mainly on the Internet to intentionally mislead, deceive, or lure readers
for financial, political, or other gain.” FIJ31 proposes and defines the 9 ratings
which mean the evaluation and determination of the authenticity and accuracy
of target statements in fact-checking articles. The 9 ratings are accurate, mostly
accurate, misleading, inaccurate, unfounded, false, fake, suspend, and ineligible.

In this study, we focus on “Mostly accurate,” “False,” and “Inaccurate.” By
definition of FIJ3, mostly accurate is that the main elements of the statement
are factually accurate, but there are some minor or insignificant misinformation.
False is that all or core elements of the claim are factually inaccurate. Inaccu-
rate is that the claim lacks overall accuracy, but is a mixture of accurate and
inaccurate elements. For example, “Shohei Ohtani returned to the Japan League
to play in Japan this year” or “The fifth WBC tournament will be held in Qatar
in 2023” are partially correct, partially incorrect, or fabricated news. We do not
care about the political, financial, or other considerations behind the fake news.
In this study, we also define fake news as all news, regardless of malicious intent,
that is false or fake, such as lies or hoaxes, or news that contains mistakes, such
as typos or omissions.

1 https://en.fij.info/guidelines.

https://en.fij.info/guidelines
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4 Extraction of Fake Passage

In this paper, we propose Masked-Language Modeling with BERT based model
which is based on our proposed news component which is 5 Ws(without why).

4.1 News Component

In this study, we first focus on who is the main topic of the news and extract
when, where, and what for this who. At this time, the reason we left out the
“why” from the 5 Ws is that our study also targets unsubstantiated information
in fake news. We believe that “why” indicates the basis of the news, so we left
it out of our proposal in this paper. Since “Who” here is the main topic, it
includes not only people but also objects and organizations. First, we extract
the main topic MT for a target news article T. Then, for the MT , we extract the
main topic MT . For MT , we extract DTi (when) for the year and month, PTi

(where) for the place, and OTi (what) for the purpose. Thus, the target news
T is TC = {MT,DTi, PTj , OTk} and TC is called the target news component.
where i,j,k denotes the number of each news component. This is because a news
item has one main topic, but other elements may appear more than once. Next,
let CCm = {MT,DCmi, PCmj , OCmk} denote the news components CCm of
news from multiple news sites to be compared with the target news. The reason
why the main topics of TC and CCm are the same is that this study extracts
and corrects fake news based on the assumption that the main topics are the
same. where m is a number used to identify the news item of the news site to
be compared.

4.2 Proposed Methods

Extracting the Main Topic
The main news topic is generally a person, an organization, or a thing. In addi-
tion, the title often contains the main topic of the news. Therefore, we first
extract a noun as the subject from the title and make it a candidate for the
main topic MT . If there is only one candidate MT in the title, it is assumed
to be the MT . If there are multiple candidate MTs, the MT with the highest
number of occurrences in the first paragraph of the news item is the MT .

Extracting News Component without Main Topic
When we extract elements of the news component, we use a BERT-based model
and we propose a mode for each element. In our proposed system, we target
Japanese news articles. Then, we use the same pre-trained BERT-model called
bert-base-japanese-whole-word-masking2. We randomly select 10,000 news arti-
cles from the Mainichi Newspaper which is one of the famous Japanese news-
paper companies from 2018 to 2021 for fine-tuning. We select 8,000 training

2 https://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking.

https://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking
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Table 1. The learning result of our proposed model

model precision recall F1 Accuracy AUC

When model 0.336 0.402 0.366 0.354 0.643
Where model 0.735 0.764 0.749 0.745 0.686
What model 0.684 0.616 0.648 0.657 0.694

data and 2,000 validation data from 10,000 news articles and train them by five-
cross-validation. The when-model performs fine-tuning by masking out the parts
manually determined to be DTi. Similarly, the where-model performs fine-tuning
by masking out the parts of the model that are manually determined to be PTj .
The what-model performs fine-tuning by masking out the parts of the model
that are manually determined to be OTk. The parameters of each BERT model
are determined by grid search, the vector size is 768, the batch size is 32, the
number of epochs is 5, the learning rate is 0.00002, and the optimizer is Adam.

5 Experiments

5.1 Evaluation of the Proposed Model

(1) Condition of Experiment
We evaluated the proposed BERT-based three models. We conducted five-

cross-validation using 8,000 articles as training data which is masked by the
target data in each model, and 2,000 articles as test data. For example, in the
case of the when-model, we trained 8,000 articles by masking the dates, predicted
the dates of the remaining 2,000 articles, and performed this five-cross-validation.
Correct answers were determined manually. Table 1 shows the average of each
result of our proposed model.

(2) Results and Discussion
The results of when-model are bad, we consider that this is because dates are

often used after prepositions such as in and at, and the masked data are often
mistaken for a location. This is an issue to be addressed in the future. The AUC
results for all models are between 0.6 and 0.7. The results show that our model
can learn, but should be improved to learn more. We consider that the training
data is not enough. We have to train each model using more data.

5.2 Comparison of Proposed Methods with the Baseline

(1) Condition of Experiment
We conducted a comparison experiment with a rule-based baseline to demon-

strate the usefulness of the proposed method.

Test Data
We measured the usefulness of the proposed model using fake news. Since it

is difficult to collect a large amount of actual fake news, we considered the news
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Table 2. the result of experiment

Proposed model Base line

Precision Recall F1 Precision Recall F1
When 0.243 0.421 0.308 0.722 0.683 0.702
Where 0.724 0.698 0.711 0.681 0.663 0.672
What 0.675 0.683 0.679 0.667 0.604 0.634

generated by ChatGPT as fake news. All queries in ChatGPT have the same
main theme “Shohei Ohtani” and {date, place, purpose}. The date was randomly
selected from year only, month only, year-month, month-day, and year-month-
day. The place was selected randomly from {Japan, Tokyo, Osaka, Hokkaido,
California, USA, Los Angeles, Anaheim}. The purpose was randomly selected
from {Olympics, WBC, pitcher, batter, Koshien, game, home run derby, com-
mercial, home run, major league}. All the elements are related to Shohei Ohtani.
We created 1,000 queries combining {date, place, purpose}, and we generated
1,000 fake news by ChatGPT, which were used as test data. We used 1,000 fake
news.

Baseline
When we compare the proposed methods with a baseline, we use the rule-

based method as a baseline. We extract elements of news components that are
related to the main topic. Then, we first remove the sentence whose subject is
not the main topic from the target news articles.

– When (DTi and DCi)
If the year, month, day, or hour appears in the target sentence, it is DTi (or
DCi) in order of appearance.

– Where (PTj and PCj)
If a proper noun indicating a region or at(in)+common noun occurs in order
of appearance, then PTj(or PCj) in order of appearance.

– What (OTk and OCk)
The object OTk (or OCk) is a verb and a noun occurring consecutively or
with a verb + preposition + noun.

(2) Results and discussion
Table 2 shows the results of the comparison. When-model was lower for all

results than the baseline. The baseline date decision had a higher F1 value than
our proposed method. This indicates that using the rule base for when (DTi) is
better. On the other hand, the where-model and what-model are better than the
baseline. Therefore, we use the rule-based for date extraction and the proposed
model for Where and What extraction to extract news components.
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6 Conclusion

The purpose of this research is to extract and correct what parts of the news are
misinformation based on the main topic and 5 Ws. In this paper, as a first step of
the research, we proposed how to extract 5 Ws(without why) including the main
topic using Masked-Language Modeling with BERT. From our experiments, we
find the extracting rule-based method of dates is better than the BERT model.
However, our proposed where and what models are beneficial.

In future work, we will combine the two currently proposed models which
are where and what into one and generate the model with more training data.
Furthermore, we will propose a method that determines the correct information
of the extracted fake passage of the fake news from the correct news and replace
them.
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Konan University.
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Abstract. This paper proposes a method to analyze product reviews
to identify other products that can achieve the product’s intended use.
When people want to achieve the purpose of “getting up early in the
morning,” they generally tend to look only for an “alarm clock.” In
contrast, there are several products such as “smart curtains” that can
directly achieve the purpose and “sleeping pills” that can indirectly
achieve the purpose by replacing “getting up early in the morning”
with “going to sleep early at night.” The proposed method constructs a
bipartite graph comprising product and uses purpose information from
product review data. Then, the random walk with restart technique is
employed to rank other products that can satisfy the use purpose of the
input product. The proposed method was evaluated in subjective exper-
iments, and the results suggest that the method is both accurate and
useful in terms of identifying alternative products that satisfy similar
use purposes.

Keywords: Information Retrieval · Review · Product
Recommendation · Alternative Achievement

1 Introduction

Tunnel vision, which is also referred to as narrow-mindedness, is a significant
obstacle in terms of product selection while shopping. Tunnel vision is a per-
ceptual phenomenon whereby an individual experiences a significant reduction
in peripheral vision. As a result, the individual focuses predominantly on their
central vision, similar to looking through a tunnel. Most people have bought
something they did not need on impulse due to tunnel vision at least once in
their life. For example, after oversleeping and becoming upset, it is common for

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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people to impulsively purchase an alarm clock in order to wake up at the neces-
sary time. Conventional recommendation algorithms recommend various alarm
clock devices when the user starts searching for an “alarm clock.” In this case,
the user can compare many “alarm clocks” to find the most suitable device for
the given purpose, i.e., waking up at the correct time.

However, solutions to avoid oversleeping are not limited to alarm clocks. For
example, if you take sleeping pills the night before and go to bed early, you may
reduce the risk of missing sleep the next day, and if you buy a pillow that allows
you to sleep soundly, you may wake up more refreshed the next morning, even
after a short sleep. As a result, when a person focuses singularly on alarm clock
products, they are much more likely to purchase the product without considering
any information about alternative products that are functionally equivalent.” In
many situations, consumers get tunnel vision and focus their attention on only a
single purpose, thereby making it impossible to find an appropriate alternative
product.

With the increasing ubiquity of the Internet and smartphones, various online
shopping services and customer-to-customer marketplaces have become increas-
ingly common in recent years. As a result, a wide variety of consumers can
purchase desired products easily.

According to a survey conducted by the Japanese government, 73.4% of
Japanese consumers have purchased items on an online shopping site. By age,
69.5% of those in their twenties and 78.0% of those aged 60 and older (regardless
of gender or specific age) are using e-commerce sites1.

A problem that can occur when casually shopping on the web in this manner
is impulsive purchasing caused by tunnel vision. Online shopping services have
made it considerably easier to purchase various products; however, it has also
become increasingly difficult for users unfamiliar with the Internet to select the
most suitable products. In fact, Zhang et al. [13] demonstrated that visual appeal
and traditional recommendation methods create impulsive purchase intent in
online shopping situations. To prevent this, it is necessary to present information
that encourages logical thinking in consumers searching for a product to make
them think about the purpose they need to address and the product they need
once they have found it.

Generally, conventional product recommendation systems [5] have used col-
laborative filtering, which first recommends products of the same type, other
products purchased by users who purchased that product, and products used in
combination. Thus, if the user selects “alarm clock,” another type of alarm clock
or a related battery for such devices will be presented as a recommendation. Here,
we consider the case where the user searches for an alarm clock to facilitate wak-
ing up early in the morning consistently and reliably. Many products can achieve
this purpose, such as optical clocks, smart curtains, and smartwatches; however,
conventional recommendation systems will limit the displayed recommendations

1 The Ministry of Internal Affairs and Communications Japan: Usage of Inter-
net shopping and auction flea markets (in Japanese) https://www.soumu.go.jp/
johotsusintokei/whitepaper/ja/r03/pdf/n1100000.pdf.

https://www.soumu.go.jp/johotsusintokei/whitepaper/ja/r03/pdf/n1100000.pdf
https://www.soumu.go.jp/johotsusintokei/whitepaper/ja/r03/pdf/n1100000.pdf
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to various types of alarm clocks. In other words, the user cannot find a way to
achieve the given purpose other than purchasing an alarm clock. Thus, the user
is likely to select an alarm clock even when other suitable options are available.
In terms of recommendation systems, this problem can be solved by identifying
the purpose of the purchase as a query, e.g., “getting up early in the morning.”

Thus, in this paper, we propose a product recommendation algorithm that
outputs a ranking of different functionally equivalent products by defining the
purpose in a query. For example, if the target product is an alarm clock, the
proposed algorithm will show candidate purposes, e.g., “wake up early in the
morning,” “avoid being late,” and “make a loud sound.” The user can select a
single purpose, e.g., “waking up early in the morning,” which is then taken as
the input to the proposed algorithm. Here, the proposed algorithm determines
if each product in the dataset is suitable for the identified purpose. The algo-
rithm then identifies, ranks, and displays specific alternative products that can
achieve the given purpose, e.g., “morning light,” “pillows,” and “supplements.”
To achieve this, we focused on product reviews to realize a product recommen-
dation system that takes the purchase purpose as the query input. Note that
most online shopping services allow users to post reviews of products, which
may include information about how the purchaser used the product.

We consider using the purpose contained in product review information to
identify products with the same purpose and present them as alternatives. Specif-
ically, assume that an algorithm recommends products that directly include the
words “awake early in the morning” in their reviews. Such an algorithm would
not present alternative products, which is the goal of the proposed algorithm.
The first problem is that review information frequently contains spelling errors
and grouping the same purposes is impossible. The second problem is that a
direct search may output common or similar products as effective alternatives.
For example, if the query is “alarm clock,” and the purpose is to “avoid being
late,” it is obvious that many other types of alarm clocks will be output, e.g.,
“light clocks” or “wrist watches with alarms.” However, these alternative prod-
ucts do not broaden the user’s perspective or change the thinking that an alarm
clock is a singularly best product to avoid being late. Thus, we created a bipar-
tite graph with the product, segmented the purpose’s word groups as nodes,
and performed a random walk with restart (RWR) calculation. Using bipartite
graphs and RWR allows us to discover a wide range of alternative products,
which cannot be realized using conventional search systems. In the context of
the “alarm clock” example, by performing an edge transition for the query “pre-
vent being late,” an indirect purpose, e.g., “improve the quality of sleep” may be
discovered, and various products will be output, e.g., “pillow” and “eye-mask.”

To demonstrate the effectiveness of the proposed method, we conducted eval-
uation experiments using accurate data. The proposed method outputs a ranking
of alternative products for as input for the purpose. In the experiments, partici-
pants were asked to label how the output products could achieve their purposes,
how useful they were for their purchase decisions, and the overall accuracy of
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the product rankings. The usefulness of the proposed method was revealed by
evaluating each of the rankings and products.

The remainder of this paper is organized as follows. In Sect. 2, we summarize
related studies and present the position of this study. Section 3 describes the
proposed method, and Sect. 4 describes an experiment conducted to evaluate and
compare the proposed method to a baseline method. The experimental results
are then discussed in Sect. 5. Finally, the paper is concluded in Sect. 6.

2 Related Work

We propose a product recommendation algorithm to identify and display alter-
native products for a given purpose. Thus, this study is closely related to the
study of product recommendation algorithms and studies related to achievement.

2.1 Recommendation and Search of Products by Purpose

In this study, we attempt to identify products based on the purpose of the prod-
uct, which is related to the study of product recommendation systems. In a
previous study that considered the relationships among products, Ruining et
al. [2] proposed Monomer, a method that treats product relationships as multi-
ple concepts and allows recommendations that are unrestricted by categories or
symmetry. This study differs because the proposed method treats the relation-
ship between products as a single concept that utilizes the relationship between
product reviews.

We attempted to identify and collect the purchase purpose from product
review information. In a study that used product reviews, Lei et al. [14] pro-
posed a product recommendation algorithm that divides reviews into two types,
i.e., one for the user’s actions, and one for the product, and uses a neural net-
work that shares a layer trained on each review. In addition, the recommenda-
tion system proposed by Sopheaktra et al. [12] takes product features as input
and extracts and uses purposes related to the features from reviews using LDA
and Word2Vec. This study differs because the proposed method does not utilize
product characteristics. Instead, the proposed method seeks products based on
the relationship between the purposes and products. Previous studies have also
investigated product recommendation algorithms that focus on the purpose of
use. For example, McAuley et al. [6] proposed a recommendation system that
divides the products they recommend for purchase into interchangeable sub-
stitutes and complementary products purchased in addition to the identified
interchangeable replacements. The current study differs in that the product is a
different type of product that can realize the given purpose.

2.2 Serendipity of Recommendation

The proposed method differs from conventional recommendation systems in that
it attempts to recommend products that can have a different perspective. Thus,
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this study is related to the study of recommending unexpected products [3]. For
example, Kotkov et al. defined serendipitous product recommendations as those
with three specific elements, i.e., relevance, novelty, and unexpectedness.

As an example of serendipitous product recommendation, Kensuke et al.
[7] proposed a recommendation method that uses a bipartite graph of users
and items, as well as a bridging score that represents the degree of association
between the nodes and the degree of the anomaly of the nodes. In addition,
Akiyama et al. [1] constructed a human preference model of serendipity using
data from a questionnaire about serendipity, and they proposed a recommenda-
tion method ranked by the length of item distance.

2.3 Achievement Products for the Purpose

The proposed algorithm outputs an alternative product by finding possible
alternative purposes for the product. To extract potential alternative purposes,
Pothirattanachaikul et al. [8] proposed a method to extract alternatives that
can achieve the purposes from community question answering (CQA) sites. For
example, assume that we are focusing on the behavior of “taking sleeping pills”
to achieve the purpose of “solving sleep problems.” In that case, we present an
alternative behavior of “taking a walk before bedtime.” The relationship between
actions and purposes is a bipartite graph that utilizes the question-and-answer
information from the CQA site. In addition, the similarity is ranked to discover
alternative measures.

In addition, Yamamoto et al. [10] and Yang et al. [11] proposed a method
to identify alternatives based on the relationship between the primary purposes
and sub-purposes. Here, they defined “exercise” and “diet pills” as sub-goals
to achieve the primary goal of “losing weight,” and they proposed a method
to cluster the sub-goals using sponsored search data. Yang et al. defined sub-
tasks as “selecting a hotel” and “recruiting volunteers,” etc., which are required
to accomplish the main task of “organizing a meeting,” and they proposed a
method that connects queries with the functions described in wikiHow. Based on
the definitions of these alternatives, the proposed method performs calculations
to identify alternative achievement proposals.

3 Graph-Based Method to Identify Alternative Products

This section describes a method that inputs the purpose for why a user wants
to buy a certain product, and then outputs a ranking of alternative products
that can satisfy the purpose. To realize this algorithm, the proposed method
extracts sentences from product review data corresponding to the use purpose.
We hypothesize that products with the same purpose are similar and substi-
tutable. Based on this hypothesis, we assume that a graph-based computation
is appropriate, and we identify potential alternative products by constructing a
graph that represents the relationship between products and purposes.
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3.1 Extracting Purposes from Product Review Data

In the proposed method, product review information is used as data to obtain the
purpose of using a given product. The proposed method extracts phrases from
strings, primarily using syntactic patterns. Note that the dataset considered in
this study is in Japanese; thus, we explain the extraction method using Japanese
grammar and vocabulary. This process differs depending on the target language;
however, for grammatical reasons, it is generally easier in English.

In the review text, only a few parts of the text are related to the purpose; thus,
the proposed method utilizes syntactic patterns to isolate the purposes from the
review text data. Here, a two-step process is employed to identify the purpose.
The first step involves extracting the purpose based on language patterns, and
the second step involves selecting sentences using morphological analysis.

Prior to extracting the purpose, the review data are cleaned in a prepro-
cessing step. For example, sentences that mention shop, shipping, and price are
removed. We also remove sentences that contain terms that are irrelevant to the
purpose, e.g., “postage” and “wrapping.”

An overview of the proposed purpose extraction method is illustrated in
Fig. 1. First, the purposes are extracted using regular expressions. Here, if the
extraction utilizes typical syntactic patterns, the sentences may become redun-
dant. Redundant sentences are those that contain many words besides the pur-
pose word, which can result in an excessive number of nodes when using graph
processing–based algorithms.

Thus, we must extract on the required words and construct subgraphs that
are effective for the corresponding calculation. In Japanese, due to the grammat-
ical order of words, it is necessary to specify the words before and after to be
interposed when extracting the purpose phrase in a language pattern. The front
patterns include “when” (“-toki” in Japanese), and the back patterns include
“for this purpose” (“-tame-ni” in Japanese). For example, consider the sentence
“... neru toki, kuraku suru tame-ni ...” (“When I sleep, I want to make the room
dark.” For this purpose, I bought an eye-mask.”). Here, the phrase “kuraku
suru” (“make the room dark”) is extracted. We manually collected 15 eligible
terms for the front and back patterns, and we used their combination. Sentences
containing the purchase purpose are frequently followed by words like “utilize”
(“ri-you” in Japanese); thus, the extraction process is performed when these
words are found after the matching sentence. In addition, sentences exceeding a
certain length are excluded because redundant sentences may be extracted even
when a language pattern matching process is employed.

Next, morphological analysis is performed to filter out only those sentences
extracted by syntactic patterns that contain the purpose. Note that some of these
syntactic patterns are commonly used expressions. For example, if a phrase is
extracted with the language pattern “For,” it may express a purpose, as in “For
sleeping well,” or it may refer to an object, as in “For children.” In such cases, it
is necessary to classify the extracted sentences by focusing on the part of speech
of the words. In other words, in this case, if it were a verbal noun phrase, it
would be a purpose, and if it were a noun, it would not be a purpose.
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Fig. 1. Overview of generating
product-purpose graphs using lan-
guage pattern extraction.

Fig. 2. Example of nodes created by
splitting purpose into words.

For each syntactic pattern, we created a list of the parts of speech from which
the corresponding purpose could be extracted. Specific to the Japanese language,
any noun can be converted into a verb using the suffix “-suru,” and such verbs
were treated as purposes by extracting the noun part.

Some other verbs related to “be” verbs and presence were listed and removed,
e.g., “is,” “are,” “do,” and “exist” (in Japanese: “aru,” “iru,” “suru,” and
“yaru”).

In this study, we used the MeCab morphological analysis library2. In addition,
as the word dictionary, Mecab-ipadic-NEologd3, which includes new words and
proper technical nouns, was used for the analysis.

3.2 Creating Nodes Comprising Multiple Purpose Terms

The proposed method constructs a bipartite graph using the extracted purposes;
thus, the extracted purpose phrases are converted into a set of several terms to
be used as nodes.

Note that these data can contain many different representations of the same
purpose. For example, the simple purpose of “getting up early in the morning”
can be expressed as “waking up before sunrise” or “early rising.” However, the
size of the graph would increase significantly if each of these unique expressions
are used as nodes. Thus, we extract and lemmatize keywords from the purpose
phrases. In the previous example, the words “wake,” “early,” and “morning”
should be extracted. The extracted set of terms is then used as a node.

2 MeCab: https://taku910.github.io/mecab/.
3 Mecab-ipadic-Neologd : https://github.com/neologd/mecab-ipadic-neologd.

https://taku910.github.io/mecab/
https://github.com/neologd/mecab-ipadic-neologd
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When extracting important keywords, short sentences are first divided into
words (note that Japanese is not separated by white space; thus, it is necessary
to perform morphological analysis). Then, some words are removed according
to the part of speech, i.e., only noun, adjective, and verb terms are kept, and
all other terms are removed. Then, as part of the lemmatization process, all
verbs are set to the standard form, and nouns are set to the singular form.
In addition, other keyword candidates are removed based on Japanese unique
frequent terms. Here, very common words and uncommon words are removed in
this step because they do not contribute to score propagation (even if treated as
nodes in the graph). Finally, the graph is constructed, as shown in Fig. 2.

3.3 Creating Bipartite Graph of Product and Purpose

Our algorithm assembles a bipartite graph using the created nodes. Figure 3
shows an overview of the proposed method. The algorithm is based on the
hypothesis that if two products share many of the same achievable purposes,
they may be substitutable for each other. Thus, the proposed method attempts
to identify products that can achieve the same purpose by representing and cal-
culating the relationship between similar products and purposes as a bipartite
graph. Here, in the constructed graph, the reviewed products and word groups
included in the purpose are nodes, which are connected by edges. The graphs
are created as follows.

– Select a single product purpose and search for a product that has an edge to
a word node contained in the purpose.

– For all obtained products, we search for products that have an edge to a word
node in each purpose.

– The graph is constructed with the products obtained using the above process
and the purpose word groups used in the search as nodes.

Rather than creating a graph using all product and purpose nodes, we select
a particular product’s purpose and create a subgraph using only the product
and purpose nodes obtained from the two searches. This process is performed
first because if all nodes are used, the size of the graph matrix will become too
large to compute. Second, we attempt to prevent the edges from becoming less
relevant as they are followed. If all nodes are used, there is a risk that they will
be calculated as being related to a particular product, even if they are dozens of
edges away. This is different from the substitutability defined in this study.

In addition, if a node is explored as it is, a recommendation of a purpose
related to another purpose of the first product is made. For example, assume that
a pillow has the purpose of “improving the quality of sleep at night” and “curing
stiff shoulders,” and that a search that selects the former finds the product. In
this case, the following search finds the pillow again, thereby resulting in a search
concerning the purpose of “curing stiff shoulders. ” For this purpose, the edge
to the first product is removed for the second and subsequent searches.

Here, let A be the adjacency matrix, let I be the set of commodity nodes,
and let P be the set of destination nodes. In this case, matrix A comprises
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Fig. 3. Subgraph creation with graph
search and extraction.

Fig. 4. Edge weighting using review
texts containing purposes.

(|I| + |P |) × (|I| + |P |) dimensions, where the upper right and lower left of the
matrix indicate the relationship from the product to the purpose and from the
purpose to the product, respectively. Let Lp(in) denote the set of P linked to in,
and let Li(pm) denote the set of I linked to pn. In the upper right of the matrix,
if In is contained in Li(pm), the value of Anm is 1; otherwise, the value is Anm

is 0.

3.4 Edge Weighting

The weight of each edge is set prior to performing the graph-based computation.
Figure 4 shows an overview of the weighting technique used in the proposed
method. Here, weighting is applied to focus on important words related to the
product. Thus, weighting is performed using the occurrence frequency of words in
the review text data. Some reviews were not extracted as purposes but contained
the exact words as the extracted purposes. Thus, using the occurrence frequency
of the purpose’s words, it is possible to determine which words are essential. Here,
if |Fnm| is the frequency by which word pm appears in the reviews of product
in, the weight w(e(in, pm)) of the edge e(in, pm) is expressed as follows:

w(e(in, pm)) = |Fnm|. (1)

3.5 Random Walk with Restart

The method outputs a ranking of products that can achieve the desired pur-
pose by calculating the degree of relevance between the nodes in the graph.
Although many algorithms have been proposed to calculate the degree of associ-
ation between nodes, the proposed method employs the RWR technique. Here,
RWR is used in the proposed method based on the hypothesis that products have
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similar purposes and that the purposes of a given product have some relation-
ship with each other. For example, “dish detergent” is unsuitable for removing
stains from baths and cars; however, it can be used on glass. In other words,
we can infer that another detergent used on glass can be used on dishes. These
relationships can be obtained as values using the RWR calculation.

In the following, we describe the relevance calculation method using the RWR
technique. First, the adjacency matrix A, which represents the graph of products
and target word groups created up to the 3.4 clause, is transformed into a tran-
sition probability matrix. This transformation is performed by normalization,
where each column is divided by the sum of the weights of the edges depart-
ing the node. Here, if the transition probability matrix is A′, the normalization
equation is defined as follows:

A′
ij =

Aij
∑|I|+|P |

k=1 Akj

. (2)

4 Evaluation

A subject experiment using real product data acquired from an e-commerce
site (Rakuten Ichiba) was conducted to evaluate the usefulness of the proposed
method. Two separate evaluations were considered in this experiment, one for
the top-ranked alternatives and one for the rankings.

4.1 Dataset

In this experiment, we used product review data taken from Rakuten Ichiba,
which is one of Japan’s most popular e-commerce sites. The review data include
review sentences, product names, and category data, and such data can be used
to construct appropriate graphs. However, some of the review data were unsuit-
able for our purpose; thus, the review data were filtered to eliminate inappro-
priate data.

First, we excluded categorical data. There are 39 categories in the dataset,
and each product is divided into large groups, e.g., “clothing,” “home appli-
ances,” and ”sports.” The review data for products in the categories specified
here were excluded. Examples of the excluded categories are only alternatives,
e.g., “clothing” and “food,” and those that cannot be substituted, e.g., “real
estate” and “tickets.”

Next, we excluded cases where the same review text was attached to multiple
products. Products with the same review were excluded if they had the same
review text at least once because this would affect the quality of the graph com-
putation. After removing review data according to these processes, we obtained
a dataset with a total of 44,834,987 reviews, and the number of products with
review data was 180,910.
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4.2 Implementation

The purposes were extracted from the acquired review data using regular expres-
sions and MeCab, as described in Sect. 3.1. Finally, we obtained a total of 339,515
purposes.

Next, the words were segmented using MeCab to create word groups for the
nodes. Here, only nouns, verbs, and adjectives were used, and the verbs were
standardized. Finally, a total of 132,015 purpose nodes were obtained.

Then, the graph for the calculations was created. The preprepared query
was divided into words, and the purpose node matching each word group was
acquired. Then, we acquired the products related to the obtained word groups
and searched for the products again using the word groups related to the prod-
ucts. A matrix representing the graphical relationships was created using the
products and purposes obtained from these processes.

Finally, The RWR method was used to calculate the relevance of the product
to the purpose. Here, the probability of a random jump to the query node was
set to 0.8, and recursive calculations were performed until the results converged.

4.3 Compared Method

We prepared several variants to evaluate the usefulness of the proposed method.

1. Proposed method. This method calculates the relevance of the product-
purpose graphs using the RWR technique.

2. Unweighted graph. Similar to the proposed method; however, edges are
not weighted in this variant.

3. Product description similarity. This method calculates the similarity
between the query and product descriptions using Doc2Vec.

4. Keyword match. This method finds products that contain all query terms
in its review.

5. Random: This method selects products with reviews randomly.

4.4 Evaluation of Alternative Products

We prepared 25 queries and obtained product rankings in advance using the
methods described in the previous section. Here, the participants labeled the top
five items in all output rankings. The evaluation items included “Is it a direct
solution?”, “Is it an indirect solution?”, “Did it help you in your purchasing
decision?”. In this evaluation, a four-point scale was used, with four being the
most applicable, and one being the most minor practical.

4.5 Evaluation of Ranking

Three methods that enable ranking were considered in this study, i.e., the pro-
posed method, unweighted graph calculation, and the product description sim-
ilarity calculation. These three methods were divided into two cases, i.e., with
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and without category refinement, and a total of six methods were used to label
the output rankings. The evaluation items included “Have you broadened your
perspective?”, “Is there diversity?”, “Did you get motivated to buy products?”,
“Comprehensive evaluation.” Here, a four-point scale is used, with four being
the most applicable, and one being the most minor practical.

4.6 Experimental Results

In this study, the average of the responses of two participants was used as the
evaluation value. In this case, Cohen’s kappa values [4] for all items in each
experiment was greater than 0.2, which indicates the reliability of the results.

Table 1 shows the mean values of the reasonable rates obtained in the evalua-
tion experiments of the alternative products. The precision for each query is one
if the average of the evaluated values is more significant than three on a five-point
scale. The number of found is the average number of discoveries for all queries,
the number of found for the proposed method, and the unweighted method is
the number of nodes used in the calculation. We found that the unweighted
graphing method was rated highly for all items. The proposed method exceeded
the agreement of the purpose query in all reasonable rates, except for the “direct
solution” item.

Table 2 shows the average values obtained in the ranking evaluation exper-
iments. As can be seen, the proposed method narrowing was evaluated highly
in terms of “perspective,” and the unweighted graph calculation with narrow-
ing for “diversity” received a high evaluation. The unweighted graph calculation
without refinement was evaluated highly for the “motivated” to buy and “over-
all” rating items. The proposed method exceeds the baseline results (product
description’s similarity) in all terms.

Table 1. Precision of each method and each evaluation factor (∗∗ : p < 0.01, ∗ : p <
0.05 to Product Descriptions method)

Methods Direct solution Indirect solution Purchase decision # Found

Proposed Method **0.44 0.05 **0.50 759

Unweighted Graph **0.46 0.06 **0.53 759

Product Description 0.34 0.04 0.14 -

Keyword Match **0.43 0.04 **0.41 24

Random **0.02 0.00 **0.03 -
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Table 2. Average participant rating for each method when targeted to a specific
product area (1 to 4, ∗∗ : p < 0.01, ∗ : p < 0.05 to Product Descriptions method)

Methods Categories Perspective Diversity Motivating Overall

Proposed method Narrowed **3.14 **3.44 **3.10 **3.14

Unweighted Graph Narrowed **3.12 **3.50 **3.24 **3.28

Product Descriptions Narrowed 1.72 2.56 2.40 1.78

Proposed Method All **3.02 **3.30 **3.30 **3.12

Unweighted Graph All **3.04 **3.08 **3.60 **3.36

Product Descriptions All 1.98 2.64 2.48 1.96

5 Discussion

First, an overall evaluation of the proposed method is discussed in terms of
evaluating the alternative products. For all terms, we found that the proposed
method exceeded the agreement on the baseline and the purpose keyword match.
However, the results indicated that the unweighted graph calculation was the
most effective method. Nonetheless, there were some cases where the proposed
method was helpful for certain queries.

One such query was “Stretch out the wrinkles in your clothes.” The higher
precision can be attributed to many words related to the purpose, e.g., “electric
iron” and “sewing machine.” For queries where the number of words is small and
the types of products that can be explored are somewhat limited, words related
reviews are more likely to appear.

A query for which the proposed method underperformed compared to the
weighted computation was “Develop a sense of balance by training.” One possible
reason for the low precision for this query is that some words, e.g., “house” and
“home,” that are unrelated to the original purpose, are assigned greater weight.
Another reason may be that the weight is biased toward products with high
review scores.

In addition, a query for which the results of both the proposed method and
the weighted calculation were nearly the same was “Hang a picture on the wall.”
The reason why the precision results were similar for this query may be due to the
small number of reviews for the selected products. To address this issue, the ratio
of the number of reviews to the number of occurrences should be considered. The
RWR algorithm enables the calculation of another indirect purpose or product
that can achieve the same purpose.

The evaluation results of these experiments demonstrate that the proposed
method can identify more products with higher accuracy than general search
methods.

However, as a future issue, it will be necessary to reduce the number of
oversight of words that express purpose. In the current search, there are cases
where there is no combination of words in the query, and the search results must
be examined. In addition, the extraction of purposes must be improved. In this



278 T. Hirano et al.

study, the extraction process was based on language patterns; however, even if
the expressions match, this does not necessarily mean that the identified product
satisfies the given purpose. For example, when a product with a review that says
it gets up early has a low rating, it is unlikely to solve the purpose. An effective
weighting method must also be devised. The weighting technique implemented in
the proposed method provides increased diversity; however, accuracy is reduced.
Thus, more effective weighting methods should be investigated in future work.

6 Conclusion

In this paper, to prevent impulse buying, we have proposed a method to dis-
cover alternative products that can achieve the given purpose of using one prod-
uct. For this purpose, the proposed method isolates the purpose of the product
reviews according to language patterns and constructs a bipartite graph com-
prising products and purposes. Then, the weights of the edges are adjusted after
the subgraphs are cut out for calculation. The RWR is then employed to calcu-
late the graph, thereby making it possible to calculate another indirect purpose
or product that can achieve the same purpose. 4

Acknowledgments. This work was supported by JSPS KAKENHI Grants Num-
ber 21H03775, 21H03774, and 22H03905. We used “Rakuten Dataset 7” provided by
Rakuten Group, Inc. via IDR Dataset Service of National Institute of Informatics [9].

References

1. Akiyama, T., Obara, K., Tanizaki, M.: Proposal and evaluation of serendipitous
recommendation method using general unexpectedness. In: PRSAT@ RecSys, pp.
3–10 (2010)

2. He, R., Packer, C., McAuley, J.J.: Monomer: non-metric mixtures-of-embeddings
for learning visual compatibility across categories. arxiv abs/1603.09473 (2016).
http://arxiv.org/abs/1603.09473

3. Kotkov, D., Wang, S., Veijalainen, J.: A survey of serendipity in recommender sys-
tems. Knowl.-Based Syst. 111, 180–192 (2016). https://doi.org/10.1016/j.knosys.
2016.08.014

4. Landis, J.R., Koch, G.G.: An application of hierarchical kappa-type statistics in
the assessment of majority agreement among multiple observers. Biometrics, pp.
363–374 (1977)

5. Linden, G., Smith, B., York, J.: Amazon.com recommendations: item-to-item col-
laborative filtering. IEEE Internet Comput. 7(1), 76–80 (2003). https://doi.org/
10.1109/MIC.2003.1167344

6. McAuley, J., Pandey, R., Leskovec, J.: Inferring networks of substitutable and
complementary products. In: Proceedings of the 21st ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, p. 785–794 (2015). https://
doi.org/10.1145/2783258.2783381

4 Rakuten Dataset: https://rit.rakuten.com/data release/.

http://arxiv.org/abs/1603.09473
https://doi.org/10.1016/j.knosys.2016.08.014
https://doi.org/10.1016/j.knosys.2016.08.014
https://doi.org/10.1109/MIC.2003.1167344
https://doi.org/10.1109/MIC.2003.1167344
https://doi.org/10.1145/2783258.2783381
https://doi.org/10.1145/2783258.2783381
https://rit.rakuten.com/data_release/


Buy Eye-Mask Instead of Alarm Clock! 279

7. Onuma, K., Tong, H., Faloutsos, C.: Tangent: A novel, ’surprise me’, recommen-
dation algorithm. In: Proceedings of the 15th ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining, p. 657–666 (2009). https://doi.
org/10.1145/1557019.1557093

8. Pothirattanachaikul, S., Yamamoto, T., Fujita, S., Tajima, A., Tanaka, K.: Min-
ing alternative actions from community q&a corpus for task-oriented web search.
In: Proceedings of the International Conference on Web Intelligence, pp. 607–614
(2017). https://doi.org/10.1145/3106426.3106461

9. Rakuten Group, I.: Rakuten dataset (2020). https://doi.org/10.32130/idr.2.1,
https://rit.rakuten.com/data release/

10. Yamamoto, T., Sakai, T., Iwata, M., Yu, C., Wen, J.R., Tanaka, K.: The wis-
dom of advertisers: mining subgoals via query clustering. In: Proceedings of the
21st ACM International Conference on Information and Knowledge Management,
CIKM 2012, pp. 505–514 (2012). https://doi.org/10.1145/2396761.2396827

11. Yang, Z., Nyberg, E.: Leveraging procedural knowledge for task-oriented search.
In: Proceedings of the 38th International ACM SIGIR Conference on Research
and Development in Information Retrieval, pp. 513–522 (2015). https://doi.org/
10.1145/2766462.2767744

12. Yong, S., Asano, Y.: Purpose-feature relationship mining from online reviews
towards purpose-oriented recommendation. IEICE Trans. Inf. Syst. E101.D(4),
1021–1029 (2018). https://doi.org/10.1587/transinf.2017DAP0013

13. Zhang, W., Leng, X., Liu, S.: Research on mobile impulse purchase intention in
the perspective of system users during covid-19. In: Personal and Ubiquitous Com-
puting, pp. 1–9 (2020)

14. Zheng, L., Noroozi, V., Yu, P.S.: Joint deep modeling of users and items using
reviews for recommendation. In: Proceedings of the Tenth ACM International Con-
ference on Web Search and Data Mining, pp. 425–434 (2017)

https://doi.org/10.1145/1557019.1557093
https://doi.org/10.1145/1557019.1557093
https://doi.org/10.1145/3106426.3106461
https://doi.org/10.32130/idr.2.1
https://rit.rakuten.com/data_release/
https://doi.org/10.1145/2396761.2396827
https://doi.org/10.1145/2766462.2767744
https://doi.org/10.1145/2766462.2767744
https://doi.org/10.1587/transinf.2017DAP0013


Deep Image Analysis for Microalgae
Identification

Jeffrey Soar1(B) , Oh Shu Lih2 , Loh Hui Wen3 , Aletha Ward4 ,
Ekta Sharma5 , Ravinesh C. Deo5 , Prabal Datta Barua1 , Ru-San Tan6 ,

Eliezer Rinen7, and U Rajendra Acharya5

1 School of Business, University of Southern Queensland, Springfield, Australia
soar@usq.edu.au

2 Ngee Ann Polytechnic, Singapore, Singapore
3 School of Science and Technology, Singapore University of Social Sciences, Singapore,

Singapore
4 School of Nursing and Midwifery, University of Southern Queensland, Ipswich, Australia

5 School of Mathematics, Physics and Computing, University of Southern Queensland,
Toowoomba, Australia

6 Singapore National Heart Centre Singapore, and Duke-NUS Medical School, Singapore,
Singapore

7 AlgaePharm, Goondiwindi 4390, Australia

Abstract. The current management of microalgae cultivation requires manual
microscopic examination in order to identify desired and competing species, as
well as predators. In this study, we trained and tested a transfer learning model
modified from EfficientNetV2 B3 model on 434 and 161 prospectively acquired
images of the preferredNanno-chloropsis spmicroalgae and competitor Spirulina,
respectively, and achieved >98% classification for both species on tenfold cross-
validation. The model was further enhanced with gradient-weighted class activa-
tionmapping, which allowed visualisation of regions of the input images that were
relevant to the classification, thereby improving its explainability. In this paper,
we demonstrate that a simple deep transfer learning model can help microalgae
farmers to identify and manage microalgae species. The application could enable
thewidespread adoption ofmicroalgae bymore farmers as an enviroment-friendly,
drought-proof, and high-productive crop that can be grown on non-arable land and
use waste water.

Keywords: Microalgae · Artificial Intelligence · Deep Learning · Sustainability

1 Introduction

Burgeoning popularity and acceptance of plant-based protein consumption have brought
us a step closer to amore sustainable global food system.Amongvarious sources of plant-
based products, wild edible seaweeds (or macroalgae) have traditionally been harvested
in many cultures [1, 2] but pressures on natural supplies [3] have instigated industrial-
scale marine macroalgae farming [4]; algae farming now supplies most of the market
demand. China is the largest producer of edible macroalgae farmed on suspended ropes
in the ocean; similar technology is used in Indonesia and other countries.
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Macroalgae is an important source of hydrocolloids such as alginate, agar, and car-
rageenan which have been used as thickening and gelling agents in food, pharmaceuti-
cals, and textile printing.Macroalgae have also longbeenused as a fertiliser, the highfibre
content acts as a soil conditioner and the mineral content as a fertiliser. Increasing con-
cerns about the environment as well as global warming and peak oil have driven interest
in microalgae for biofuel. The potential for algae production particularly in developing
countries has been recognised including by the Food and Agriculture Organisation of
the United Nations [5].

Microalgae farming technology has enabled a shift in agricultural operations from the
sea onto land over recent decades, offering better control, economies of scale, and greater
ease of harvesting thanmacroalgae farming.Microalgae are a highly-productive and low-
greenhouse-gas emission cash crop requiring only modest investment in equipment: a
microalgae farm does not require arable land and can use waste water [6, 7]; microalgae
grow fast, are continually harvestable [7], and can sequester carbon dioxide [8, 9].
Moreover, microalgae are highly nutritious with up to 60% protein content [8], rich in
vitamins and minerals [10], and are associated with health benefits [10], which adds to
their appeal and value. As a plant-based source of omega-3, microalgae are an alternative
to unsustainable fish wild-catch which contain omega-3 only because of consumption
of microalgae in the food-chain.

Microalgae farming has commonalities with other crops in that it needs water, nutri-
ents as well as light to grow. As with any other crop grown in monoculture, microalgae
crops can attract pests and diseases. Problems can include attack by predators, invasion
by competitive species, toxic byproducts, bacteria, and viruses in the crop as well as in
wastewater and harvested products. The harvestedmicroalgae need to be dried as soon as
possible before rot sets in. Management of the growing medium is one of the challenges
of land-based microalgae farming. Water stagnation, toxic blooms, and slime prolifer-
ation are risks associated with poor quality control, which can cause concern among
communities and jurisdictions located near microalgae production facilities. Local gov-
ernment approval of a microalgae farm in Goondiwindi, Queensland, Australia was
contingent upon on the owners, AlgaePharm, properly managing water run-off, storm
water, wastewater, security, landscaping, as well as fauna that might be attracted to the
farm [11]. Meticulous monitoring of water and control of the media culture is critical
to optimising the growth of the preferred microalgae species and for identifying and
controlling competitor species and predators [12]. Manual media monitoring methods
are laborious, require a high level of expertise and are prone to human error [13]. At
the aforementioned AlgaePharm microalgae farm, which uses an open phototropic sys-
tem to cultivate the Nannochloropsis oculate microalgae strain, manual microalgae crop
monitoring at each pond currently requires one hour per day of skilled personnel trained
in the microscopic analysis of microalgae species (AlgaePharm management, personal
communication).

Considering the growth of digital automated technologies in applications of agri-
culture and the specific challenges faced by the microalgae farmers in managing their
ponds, there is a need for efficient automated models for microalgae species identi-
fication. Deep learning-enabled image recognition, which has been widely applied to
agricultural pest identification [14, 15], can be harnessed to automate the process of
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microalgae culture species classification, which is a key to building a sustainable healthy
microalgae ecosystem and for detecting potential invaders and other threats. Wang et al.,
2022 [16], reviewed IoT technologies that could be adopted for microalgae biorefinery
and presented a model for microalgae environmental management that encompassed
automation, sensors, lab-on-chip, machine learning, and the Internet of Things. Xu et al.
2022 [17], combined three-dimensional fluorescence with machine learning and deep
learning to successfully distinguish microalgae that cause paralytic shellfish poisoning
from those that do not. However, a fully automated microalgae species identification and
pondmanagement requiremore accurately trainedmodels that are yet to be implemented

The purpose of this study was to develop a model for the systematic detection of
microalgae species based on microscopic images, which is computationally lightweight
and easy to implement for monitoring the growth media in microalgae farms using
automatic detection models.

Specifically, this study: (i) acquired 595 images of the Nannochloropsis sp microal-
gae and competitor Spirulina and developed a transfer learning model, (ii) applied
cross-validation to demonstrate excellent classification accuracy for both species on
a tenfold cross-validation approach, and (iii) demonstrated the usefulness of the method
in microalgae species identification and potential pond management applications for
algae farming. Digital automation methods are essential to meet next-generation agri-
culture and food technologies needs [18]. Based on our studies, the proposed automation
models can help streamline processes to reduce time and costs, increase accuracy, and
allow formore data-driven decisions. The proposed automation approaches can also help
increase efficiency of existing monitoring systems that are largely manual and reduce
time spent, leading to a more sustainable future for agriculture and food production.
The methods developed can give farmers a better approach for managing the algae
ponds by automating monitoring and early detection of invader species and the other
environmental perturbations that might require adjustments to environmental variables.

2 Materials and Methods

Our study is based on the premise that one of the challenges faced by researchers in this
area is the limited availability of high-quality labelled image datasets to help identify
the microalgae species, which constitute a barrier to research into and uptake of micro-
algae farming. For this study, we have prospectively acquired 434 images of healthy
Nannochloropsis sp.microalgae, which was the preferred crop species, and 161 images
of Spirulina from the Goondiwindi AlgaePharm growing ponds. The images were pre-
processed by cropping with a 1:1 aspect ratio, resizing to 300 × 300, and then the step
of converting the images to a red-green-blue (RGB) scale and normalising the pixels to
−1 and 1.

Using an important technique of ten-fold cross-validation, the pre-processed images
were fed to a pre-trained neural network called EfficientNetV2 B3 [19] which then
classified them into Nannochloropsis oculate and Spirulina classes based on the pre-
processed images. To visualise the most informative parts of the pre-processed input
images, we also applied gradient-weighted class activation mapping (Grad-CAM) to
the modified EfficientNetV2 B3 transfer learning model (Fig. 1). It should be noted that
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EfficientNetV2 B3, like many deep learning models, is a "black box" model in which the
inner workings of how the model predicts the results are indecipherable by design [20],
which may prevent its acceptance by application developers. An explainable artificial
intelligence technique, Grad-CAM is typically applied to the final layer of CNNmodels
to generate a heatmap of the relative contributory importance of different regions within
the input images to the prediction [21], which allows for some degree of interpretation
of model predictions.

Fig. 1. Study workflow.

The present study employed a robust transfer learning model, EfficientNetV2 B3
[19], which is a type of convolutional neural network (CNN).While convolutional neural
network models are widely used for image recognition tasks, EfficientNetV2 B3 takes
it up to another level with training-aware neural architecture search, which accelerates
the learning rate and improves parameter effectiveness. In our study, we have modified
EfficientNetV2 B3 by freezing the base model except for the fully-connected layers,
which were removed and replaced by batch normalisation, the dropout layer (0.2), and
three other trainable fully-connected layers (Table 1). The model was trained with the
Adam optimiser [22] with a 0.001 learning rate, batch size of 5, and run with 10 epochs.
A weighted loss function was also incorporated into the model to mitigate dataset class
imbalance during training.

Classification performance was evaluated using standard metrics: accuracy, sensi-
tivity, specificity, and precision.

Table 1. The architecture of modified EfficientNetV2 B3 network used in this study.

Phase Layer parameter Stride Filter No No. of layers

1 Conv 2 24 1

2 Fused-MBConv1 1 24 2

(continued)
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Table 1. (continued)

Phase Layer parameter Stride Filter No No. of layers

3 Fused-MBConv4 2 48 4

4 Fused-MBConv4 2 64 4

5 MBConv4 2 128 6

6 MBConv6 1 160 9

7 MBConv6 2 256 15

Modified 8 (Part 1) Batch normalisation – – 1

Modified 8 (Part 2) Dropout (0.2) – – 1

Modified 8 (Part 3) Fully-connected layer – – 3

3 Results

Based on the results of the classification experiment, the modified EfficientNetV2 B3
model was able to correctly identify 98.32% of the dataset (Table 2). As shown in the
table below,we have calculated performancemetrics separately forNannochloropsis and
Spirulina samples. Our model is reliable since it can independently determine whether
a sample is Nannochloropsis or Spirulina, it does not classify all samples in a binary
fashion as one of the two. After training the model with multiple data augmentation
techniques, we observed an increase in the accuracy of the model compared to the base-
line model. This demonstrates that our model is able to identify the differences between
Nannochloropsis and Spirulina samples more accurately. Furthermore, the model was
able to correctly identify 98.32% of the dataset, which further confirms the robustness
of our model.

Table 2. Performance metrics of modified EfficientNetV2 B3 model after 10-fold cross-
validation.

Nannochloropsis sp. Spirulina

Accuracy 98.32% 98.32%

Sensitivity 98.85% 96.89%

Specificity 96.89% 98.85%

Precision 98.85% 96.89%

As can be seen from the confusionmatrix, there is a very low rate of misclassification
within each class, resulting in only five samples being classified incorrectly from each
(Fig. 2). Based on the confusion matrix, the classification can either be binary or non-
binary. For example, Nano 429/434 is correctly classified as Spirulina, while Spirulina
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5/434 is incorrectly classified. As illustrated in Fig. 3, the performance graph generated
during EfficientNetV2 B3 training also indicates that the model did not overfit, which
corresponds to the number in brackets. The confusion matrix provides a visual represen-
tation of the model’s performance. It shows the number of true positives, false positives,
false negatives and true negatives, which can then be used to calculate the accuracy, pre-
cision, recall and other metrics that measure the model’s performance. The performance
graph also shows the model’s performance over the course of training, which can be
used to detect overfitting.

Fig. 2. Normalised confusion matrix of EfficientNetV2 B3 model after 10-fold cross-validation.

As illustrated in Fig. 4, heatmaps created byGrad-CAMwere superimposed over pre-
processed images of Nannochloropsis sp. and Spirulina samples as inputs. On the basis
of a visual inspection, the regions that were flagged as highly relevant for model clas-
sification by Grad-CAM also overlap significantly with the microorganisms. It supports
the contention that the EfficientNetV2 B3 model is capable of automatically focusing
attention more specifically on relevant areas of an image to perform the classification
process. This suggests that EfficientNetV2 B3 model has the potential to be a reliable
classifier for microorganism identification in microscopic images.

Figure 4 shows Grad-CAM generated heatmaps for Nannochloropsis sp. (a) and
Spirulina (b). The red regions denote regions that were highly relevant for classification;
and the blue regions are irrelevant. These heatmaps enable us to quantitatively measure
the relative importance of each region for the classification, with red regions indicating
the most important features and blue regions indicating the least important features. By
using the heatmaps, it became clear which regions of the images were most important
for the classification and which were not, allowing us to gain a better understanding of
the models used.
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Fig. 3. Accuracy of EfficientNetV2 B3 model at increasing numbers of training epochs during a
ten-fold cross-validation approach.

Fig. 4. Grad-CAM generated heatmaps for Nannochloropsis sp. (a) and Spirulina (b).

4 Discussion

Wemodified an existing deep transfer learning classifier, EfficientNetV2 B3, to per-form
automated image-based classification ofmicroalgae species. The application is novel and
the proposed system is simpler, requires minimal pre-processing, is less computationally
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demanding and yields commensurate accuracy compared with previous works (Table 3).
Luo et al. 2021 [23], proposed a support vector machine or deep learningmodel to distin-
guish one species of individual microalgae from another with high accuracy. They also
demonstrated the feasibility of the use of a confocal hyper-spectral microscopic imager
in the analysis of the concentration, species, and distribution differences of microalgae.
Specifically, they used the model to identify the species of microalgae in a range of
different concentrations, including those found in natural environments. The model was
able to accurately classify the species with a high degree of accuracy, demonstrating the
potential of the model for use in microalgae research.

Baladehi et al. 2021 [24], established an approach for rapidly identifying and
metabolically profiling single cells, either cultured or uncultured, using pigment spec-
trum and whole spectrum, which could accelerate the mining of microalgae and their
products.Mirasbekov et al. 2021 [25], employedmachine learning to detect and quantify
Microcystis colonial morphospecies using the FlowCAM-based imaging flow device.
They demonstrated the proof-of-concept of how machine learning approaches could
be applied to analyse microalgae. The authors used an imaging flow device to cap-
ture images of the microalgae and then used machine learning algorithms to analyse the
images. Theywere able to accurately classify the differentmorphospecies ofMicrocystis,
showing how machine learning can be used as a powerful tool for analysis.

Wang et al. 2020 [26], used a label-free method to identify living and dead algae cells
based on digital holographic microscopy and machine learning. Memmolo et al 2020
[27], used convolutional neural network models to classify diatoms on dry slide images
to avoid the time-consuming steps of water sampling and labelling by skilled marine
biologists. The network model was then validated by using holographic recordings of
live diatoms imaged in water samples. Xu et al. 2020 [28], performed hyperspectral
imaging of three species of microalgae to verify their absorption characteristics. They
demonstrated the feasibility of the technology for evaluating the growth state of micro-
algae through their transmission spectra.

Building on all these studies, we have developed a model that could automati-
cally identify microalgae—both the preferred and invader species—with high accuracy,
thereby realising the potential of transfer deep learning for real-world applications. With
appropriate and larger training datasets, the work could be extended for the classification
of other microalgae classes. For microalgae farming, species identification is but the first
step. By linking the classification results to a real-time intelligent database, deep learning
could provide timely decision-support: upon detecting populations it could advise the
farmer of required interventions to produce the desired response in crop growth or time
to harvest, e.g., water rotation, nutrient supply, water treatment, etc.

Our results are of practical value considering that in order to gain the most benefit
from microalgae farming, farmers must have a thorough understanding of the species
being grown, and the ability to implement the necessary adjustments to produce desired
results. Deep learning technology can provide real-time decision-support, helping the
farmer optimise crop growth and harvest times through interventions such as water
rotation, nutrient supply, and water treatment.
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Table 3. Comparison of our model with published literature on automated microalgae detection.

Study Algae Input Model (DL/ML) Accuracy

Luo et al. (2021) Microalgae Confocal
hyperspectral
microscopic
imaging

DNN (DL) 98.34%

Baladehi et al.
(2021)

Single-cell
Raman

Pigment spectrum
& whole spectrum

Ensemble learning
(ML)

97%

Mirasbekov et al.
(2021)

Microcystis
colony

FlowCAM imaging VisualSpreadsheet
software (ML)

96–100%

Wang et al. (2020) Living and dead
microalgae cells

Digital holography
amplitude & phase
information

SVM (ML) 94.8%

Memmolo et al.
(2020)

Diatoms Holographic
microscopy slides

Ensemble CNN
(DL)

98%

Xu et al. (2020) Microalgae Transmission
hyperspectral
microscopic
imaging

SVM (ML) 94.4%

This work Microalgae Microscopic
imaging

EfficientNetV2 B3
(DL)

98.32%

The advantages of the proposed method in this study are as follows:

1. To the best of our knowledge, we are the first group to classify healthyNannochlorop-
sis sp. microalgae and Spirulina classes with an accuracy of >98%.

2. The developed model is robust as we have employed a ten-fold cross-validation
strategy.

3. We have provided explainable AI to visualise the heatmaps in the Nannochloropsis
sp. and Spirulina classes.

In spite of good performance of the proposedmodel formicroalgae identification, one
of the limitations of our work is that we have developed the model using a small dataset
of 434 images of healthy Nannochloropsis sp. microalgae, which was the preferred
crop species, and 161 images of Spirulina. In the future, we plan to validate our model
using more images taken from other ponds. Also, we intend to consider more classes of
algae images. This means that the model is unable to accurately identify microalgae of
other species, as it has only been trained on images of Nannochloropsis and Spirulina.
Additionally, since the dataset is relatively small, themodel may not be able to generalise
well to other ponds and environments, and more images from different ponds would be
needed to improve accuracy. We used the balanced dataset but in the future we will
explore the possibility of using problem of imbalanced label distribution problem and
transfer-learning problem to mimic real-world scenarios.
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In an era of increasing concern about the environment and global warnings as well
as peak oil, there is potential for greater investment in microalgae for biofuel, for its
high nutritional value and for its high productivity compared to other agricultural crops.
Grown on non-arable land and utilising almost any source of water, microalgae farming
has the potential internationally as an environmentally friendly source of biofuels, ani-
mal/human food, nutraceuticals, cosmetics, andplastics.Akey threat tomicroalgae farm-
ing is pest attack, damaging a crop overnight (a ‘crash’), and taking a long time to recover.
Current pest or invader identification methods are largely manual, time-consuming, and
prone to human error, impacting productivity. Our innovation will make microalgae
farming accessible to more farmers around the world. Our innovation uses machine
learning and image recognition technology to identify pests and invaders quickly and
accurately. By automating the pest identification process, microalgae farmers will be
able to act more quickly to protect their crops and reduce the risk of crop failure.

In the past the technology for algae farming was simple, such as harvesting from the
sea or growing macroalgae on structures that can be pulled out to harvest it. Technology
has opened up large-scale microalgae monoculture production in controlled environ-
ments primarily on land which provides economies of scale. It is a potential additional or
main crop formany farmers; it could be an attractive option for Australia andmany coun-
tries with abundant sunlight. Whilst building the required shallow ponds and installing
equipment may not be challenging in terms of cost or expertise, few farmers are likely
to have the expertise to identify and monitor the populations. An AI-based system could
help farmers with monitoring their microalgae crop to identify the health of the preferred
species and the presence of invaders and respond appropriately in adjusting variables.
With an AI-based automation system, farmers will be able to monitor the health of the
microalgae crop in real-time, while also being able to adjust variables in order to create
an optimal environment for the desired species. Additionally, AI-based systems can also
be used to detect any unwanted invaders before they become a problem, allowing farmers
to take preventative measures to protect their crop.

The preliminary development of the modified EfficientNetV2 B3model presented in
this paper offers potential public benefit by making microalgae farming expertise more
available to the farming community, improving drought resistance and farm productivity,
reducing labour needs, and reducing pesticide use through early detection of unwanted
species. Improving farm resilience benefits regions, the economy, and human health
through the high nutritional value of microalgae and the environment to develop and
improve productivity and environmental resilience.

5 Conclusions

In this study, we have demonstrated that a simple deep transfer learning model, denoted
as modified EfficientNetV2 B3, developed for the classification of microalgae species
can be feasible and accurate in order to classify microalgae. There is a practical need
for robust automated monitoring of preferred and invader microalgae populations in
industrial microalgae farms to ensure the sustainability of the farms. Therefore this
detection model has been developed in order to satisfy that practical need. This model
also has the potential to help improve the efficiency and sustainability of industrial
microalgae farms, thereby helping to ensure their future success.
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For effective management of the culture, it is necessary to identify the culture in
a way that produces a consistent and predictable output. It is anticipated that if the
model is successfully implemented, there is the potential to increase the productivity of
microalgae farming, as well as to promote the use of microalgae as a viable alternative
source of plant-based protein and other products once the model has been successfully
implemented.

By creating a model that is based on the identification of the culture, managers can
better understand the unique characteristics of the microalgae, allowing them to make
informed decisions about how to best utilise the resources available to them. This in
turn can lead to more efficient management of the microalgae farm, as well as improved
outcomes for the products produced.
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Abstract. Knowledge graphs are an increasingly popular choice for
integrating heterogeneous data that have been collected independently
from multiple sources. In many scenarios, including research and industry
collaborations, the source data can be provided at different granularities,
that is at more detailed and independently at more summarized levels,
each with its own ontology. In such scenarios it is often important to find
justifications at a more detailed data level for the data at a more sum-
marized level, that is to find correct provenance of the existing summa-
rized data. To address this previously unexplored challenge, in this paper
we present a framework for enabling provenance-aware knowledge-graph
integration and querying for such hierarchical data. We introduce the
proposed domain-independent algorithms, outline their implementation,
and report experimental results for two real-life application domains.
The findings suggest that our proposed framework can be effective and
efficient in enabling provenance-aware summarization querying across
hierarchical knowledge-graph data.

Keywords: Knowledge graphs · Data integration · Data provenance

1 Introduction

Understanding the provenance of the data of interest may help disclose and
explain potential root causes of phenomena or problems in many applications.
For this reason, the topic of provenance has been extensively studied in data
analytics, see, e.g., [1,7,16]. In this paper, we focus on provenance-derivation
challenges that arise in real-life scenarios in which pre-summarized (lower-level)
and summarized (higher-level) data are collected independently from disparate
sources. This process causes the collected data to be hierarchical, with the pre-
summarized data being more fine-grained and detailed, and the summarized data
providing higher-level information. Such scenarios apply to a variety of domains,
including materials science, pharmaceutics, and antimicrobial resistance.

In this scope, we formulate and address the novel problem of provenance-
aware summarization querying. We use this term to refer to retrieval from the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 293–308, 2023.
https://doi.org/10.1007/978-3-031-48316-5_29
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data of the pre-summarized values that have contributed to the derivation of the
summarized values of interest. In this paper, we consider this problem for cases
where the data are stored using the popular knowledge-graph (KG) data model.

To enable provenance-aware summarization querying across hierarchical
(that is, pre-summarized and summarized) data, the data need to be integrated
first. Unfortunately, existing data-integration and provenance solutions, see, e.g.,
[14,19], do not focus on building meaningful connections between existing data
values at different summarization levels that come from different sources. This
shortcoming can pose significant challenges to data analysts in performing effec-
tive and efficient provenance-aware summarization querying in practice. The
approaches introduced in this paper can be used to address the challenges.

Motivating Example. Figure 1 showcases a toy example involving biomedical
data that are represented in the KG format, with pre-summarized data shown
in Fig. 1(a) and summarized data shown in Fig. 1(b). We refer to these data
as standard-level and summary-level, respectively. Figure 1(a) details biological
interactions between the drug Losartan and the disease hypertension through
two genes, AGTR1 and REN; among the two paths, only the path that involves
AGTR1 is the biological justification for the drug treating the disease. Figure 1(b)
shows summary-level drug-treats-disease relationships involving Losartan,
another drug Captopril, and hypertension; the relationships indicate that
both drugs treat the disease, but do not detail the nature of the interactions.

Fig. 1. The motivating example.

Suppose that, after observing the Losartan–treats–hypertension relation-
ship in Fig. 1(b), a research team would like to pose a provenance-aware sum-
marization query to understand the mechanism of the treatment, that is the
biological interactions enabling the treats relationship. For this purpose, the
team needs to first integrate the KGs of Fig. 1(a) and 1(b), and then pose the
query on the existing summarized data of interest in the integrated graph. The
team can easily integrate the graphs by merging (by node ID) their common enti-
ties and by listing all the relationships present in the input KGs, see Fig. 1(c).
Unfortunately, the resulting integrated KG cannot single out the gene AGTR1 that
biologically justifies the Losartan–treats–hypertension relationship, since the
integration procedure has not specified how the treats relationship arises from
the underlying biological evidence.
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Alternatively, suppose that the provenance information of the Losartan–
treats–hypertension relationship is introduced to the integration process as
suggested in Fig. 1(d). Note how the integrated KG provides just the biologically
meaningful provenance information for the relationship, as shown via the dotted
line in Fig. 1(d), referring correctly to the gene AGTR1 whose involvement explains
the relationship. The research team can now obtain a correct answer to their
provenance-aware summarization query on Losartan–treats–hypertension.

Fig. 2. The workflow for the proposed approach for setting up and retrieving prove-
nance information for data in knowledge graphs across granularity levels.

The Proposed Approach. In this paper, we formulate and address the prob-
lem of automatically enabling provenance-aware data integration and summa-
rization querying across hierarchical KG data. We focus on the scenario in which
the summary-level (aggregate) data and the standard-level (provenance) data
were collected independently in different KGs, rules for aggregating standard-
level data into summary-level data are available from domain experts, and the
users are interested in correct and efficient processing of provenance queries
posed on the summary-level data. Our proposed approach is a data-integration
and query-answering framework shown in Fig. 2 that (i) automatically integrates
provenance and aggregate data from the input KGs, and (ii) enables answering
of provenance-aware summarization queries over the integrated graph using the
ontology of the summary-level graph in the queries. Our integration process uses
novel algorithms to identify and retain correct provenance for the given aggregate
(summarized) data. The algorithms also enable effective and efficient retrieval
of the provenance data for the aggregate data of interest to users.

Our specific contributions are as follows.

– We formalize the problem of provenance-aware data integration and summa-
rization querying of hierarchical data in the context of knowledge graphs;

– We address the problem by introducing an approach that enriches the aggre-
gate data with provenance information during integration, and then uses the
enriched integrated graph to correctly answer provenance queries on the exist-
ing summarized data; and
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– We report experimental results for two real-life application domains with
an implementation of the proposed approach. The results suggest that the
proposed approach consistently enriches the given aggregated data with cor-
rect provenance information, and that the summarization-querying process is
effective and efficient in retrieving the correct provenance information.

Paper Outline. We review related work in Sect. 1.1 and formalize the prob-
lem in Sect. 2. Section 3 introduces our proposed approach. Section 4 details the
implementation and reports our experimental results with respect to two real-
world application domains. We conclude in Sect. 5.

1.1 Related Work

Data Integration for Knowledge Graphs. In general, data integration in
the context of KGs focuses on merging common entities [6,12,15], to enable con-
nectivity and interoperability of the data coming from different sources. Some
projects use machine-learning techniques and similarity metrics for entity align-
ment [6,12,15], while others use specific predicates (e.g., owl:sameAs in RDF)
to construct mappings and assign canonical identifiers to entities [25].

In contrast, in this paper we focus on tracking the pre-summarized prove-
nance information of summary-level data across different KGs during data inte-
gration, as well as on enabling correct and efficient provenance-query answering
on the integrated KGs. Our contributions are complementary to those in the
projects that focus on entity alignment, as we assume that the entity alignment
between the KGs in question has already been performed. Thus, our work can
be viewed as a downstream step following entity alignment in data integration.

Provenance-aware Data Querying. Existing projects that are related to
provenance-aware data aggregation mostly focus on processing relational queries
that perform data summarization (that is, aggregation) at runtime [2,17]. We,
on the other hand, provide integration of knowledge-graph data at two different
levels of detail (summarized and pre-summarized), while enabling provenance
querying on the already existing summarized data. Some recent works have
reported results on provenance-aware data querying over a single KG; however,
the focus of their provenance analysis is in identifying the document source [21].
In contrast, our aim is to find all the data that contribute to a certain aggregate
value. Some works use semi-rings [3,8], with why provenance explaining why
an answer is part of a query result [5], and with how provenance providing
information about the derivation of the answers [9]. While these works study
the provenance issues for common insert, delete, and update operations, they do
not directly address the provenance of aggregated values, which is our focus in
this current paper. In addition, to the best of our knowledge, unlike our work
none of these projects consider scenarios that involve multiple KGs with different
ontologies.
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2 Preliminaries and Problem Statement

In this section we formalize the novel problems of provenance-aware integration
of hierarchical knowledge-graph data and of summarization querying on knowl-
edge graphs. In the formal development, we view a knowledge graph (KG) G as a
directed graph G = (V, E , TV , TE), in which each node v ∈ V and each edge e ∈ E
has an associated type in TV and TE , respectively. We define a KG ontology as
a specification of a shared conceptualization [10]:

Definition 1. Ontology. Let C be a conceptualization and V = (N,E) be a
vocabulary where N is a set of node-type labels, E is a set of edge-type labels,
and L be a set of logical formulae defined on the vocabulary V [11]. An ontology
O for C is defined as Oc = {V,L} [14]. A KG G = (V, E , TV , TE) is compliant
with an ontology Oc = {V,L} iff (i) TV ⊆ N , (ii) TE ⊆ E, and (iii) there is no
node v ∈ V and no edge e ∈ E that would violate L.

Data aggregation transforms relationships between objects into relationships
between higher-level objects [22]. In this paper we consider two common types
of aggregation, logical and numerical aggregation; both are formalized below.

Definition 2. Data aggregation [4]. Given an ontology Oc1 with set of edge
types E1, an ontology Oc2 with set of edge types E2, and an operator o ∈
{count, sum, average,max, min, ∅}, a data aggregation M from Oc1 to Oc2

with operator o is a tuple (Σ1, Σ2, o, T ), where T is a rule of the form
φs1(x̄) → ϕs2(ȳ) ∧ o(z̄), with x̄ (ȳ and z̄, resp.) over Σ1 ⊆ E1 (over Σ2 ⊆ E2,
resp.), and φs1(x̄) and ϕs2(ȳ) are conjunctions and/or disjunctions over x̄ and
ȳ, respectively. The left-hand (right-hand) side of T is the body (head) of M.

In this study, cases with o = ∅ are those of logical aggregation, and cases
with o ∈ {count, sum, average,max,min} are those of numerical aggregation.

Note that a data aggregation M from an ontology Oc1 to an ontology Oc2

is also a data aggregation from Oc1 to Oc3 if Oc2 ⊆ Oc3 . Given a set of values g
that satisfies the body of M, M(g) denotes the instantiation of the head of M.

Let G and Gs be two KGs compliant with ontologies Oc and Ocs , respectively.
We call G a standard-level KG and Gs the respective summary-level KG iff there
exists at least one data aggregation from Oc to Ocs .

Definition 3. Provenance information for data aggregation. Given a
standard-level KG G compliant with ontology Oc, a summary-level KG Gs compli-
ant with ontology Ocs , and a data aggregation M from Oc to Ocs , the provenance
information in G with respect to M of a subgraph S of Gs is the maximal set g
of node/edge labels of G that satisfies the body of M and such that M(g) ⊆ S.

Problem Statement. Given a standard-level KG G compliant with ontology
Oc, a summary-level KG Gs compliant with ontology Ocs , and a set MT of data
aggregations (aggregation rules) from Oc to Ocs provided by domain experts, our
goal is to integrate G and Gs into a KG Gs

prov compliant with ontology Ocsprov
such that
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1. Gs ⊆ Gs
prov and Ocs ⊆ Ocsprov ;

2. For each g ⊆ G that satisfies the body of M ∈ MT , M(g) ⊆ Gs
prov; and

3. Provenance-aware summarization querying is enabled over Gs
prov, such that

evaluating a provenance query over a subgraph S of Gs
prov returns for S the

correct provenance information in G with respect to all the rules M in MT .

3 The Proposed Approach

Our proposed provenance-aware data-integration approach is sketched in Fig. 2.
Typically, the standard-level KG has some entities of interest (e.g., s1 and t1)
connected via some intermediate nodes (e.g., g1 and g2). The summary-level KG
might involve the same entities of interest (s1 and t1), either (1) without inter-
mediate nodes, but with a new relationship connecting them (see, e.g., Fig. 1b),
or (2) with intermediate summary-level nodes (e.g., node x1 in Fig. 2) storing
average, count, or sum aggregations associated with s1 and t1.

In the proposed approach, the integrated KG Gs
prov is generated by enriching

the summary-level KG Gs with additional nodes and edges, and by reflecting the
changes also at the ontology level. In Step 1 of Fig. 2, given a standard-level KG
G and a summary-level KG Gs, we first aggregate the information in G using the
data-aggregation rules MT provided by the user. Then, in Step 2 of Fig. 2, we
generate in Gs summary subgraphs that (i) represent the result of aggregating
(logically or numerically) the information from G, and (ii) point back to the
provenance of the aggregation in the KG G.

Conceptually, the summary subgraphs can be organized using reification style
constructs, which provide a mechanism for making statements about statements
[13]. Using reification, we can anchor a pair (s, t) of nodes of interest in the
summary-level KG Gs, and connect that pair both to (a) the aggregation intro-
duced to Gs via the rules, and to (b) the fragment of the standard-level KG G
that provides the provenance of the aggregation. In the implementation of our
approach reported in this paper, we have used a lightweight version of reification
expressed through node and triple annotations that are available in Neo4j,1 the
graph database system used in our experiments. In graph database systems that
do not make such annotations available (e.g., RDF stores), our approach can be
implemented using the structural version [13] of reification.

In the proposed integration process (i.e., Step 3 of Fig. 2), the results of
aggregating data for nodes of interest s and t can be incorporated into the
summary-level graph Gs in two ways. Suppose first that the aggregation produces
a construct that is already present in Gs, either (1) a statement node x for
a relationship from s to t (via logical aggregation), or (2) a numerical node
x relating s to t (via numerical aggregation). In this case, the approach adds
the provenance information to the special newly generated aggregate-node and
provenance-node in Gs, and connects them via has_prov edges to x in Gs. (The
provenance information is a listing of the fragment of G that the data aggregation
has used to derive x in Gs, see the shaded area in Fig. 1(d) for an illustration.) If,
1 https://neo4j.com.

https://neo4j.com


Provenance-Aware Data Integration and Summarization Querying 299

on the other hand, the aggregation produces results that are not present in Gs,
then the corresponding new nodes are created in Gs along with the provenance
information. Running the above process with all the rules in MT produces the
integrated KG Gs

prov, the results of enriching Gs with provenance information
and with potentially previously missing aggregation results. Finally, in Step 4 of
Fig. 2, the user is able to find provenance for the summarized item of interest.

3.1 Provenance-Aware Data Integration

The proposed approach for provenance-aware data integration is outlined in
Algorithm 1. The algorithm iteratively generates the integrated KG Gs

prov, by
using one data-aggregation rule at a time to enrich the summary-level KG
Gs with the provenance information coming from the standard-level KG G.
Once generated, Gs

prov can be used to answer provenance queries, which return
standard-level provenance information for aggregate values in Gs of interest to
the users.

Algorithm 1: Generation of the integrated KG Gs
prov by using aggregation

rules MT to add to Gs provenance information from G.
Data: Standard-level KG G; summary-level KG Gs; set MT of expert-provided

data-aggregation rules from G to Gs.
Result: Integrated KG Gs

prov that enables processing of provenance queries.
1 begin
2 Gs

prov ← Gs;
3 for each rule M ∈ MT do
4 for each result M of applying M to G do
5 construct record r = (s, t, x, p); // nodes s and t of Gs,

// aggregate result x, provenance subgraph p of G
6 qs ← AddProvenance(r); // see Algorithm 2
7 Gs

prov ← Gs
prov ∪ qs(G);

8 return Gs
prov;

Algorithm 1 takes as inputs a standard-level KG G, a summary-level KG Gs,
and aggregation rules MT from G to Gs provided by domain experts. It uses the
rules to aggregate data in G while generating appropriate provenance informa-
tion. The integration is done by locating the aggregate results that are already
present in Gs and adding the missing ones, with the provenance information
added appropriately. The algorithm outputs the integrated KG Gs

prov.
In more detail, after initializing the integrated KG Gs

prov with Gs (line 2),
the algorithm iterates over the rules in MT (line 3). Consider the set of all the
results of applying one such rule M on the KG G. For each element M of this set
(line 4), the algorithm creates (line 5) a record r that stores the nodes s and t of
the KG Gs and the aggregate value x mentioned in the head of M , as well as the
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subgraph p of G that justifies the provenance of x in Gs and is expressed by the
body of M . For each such record r, the subroutine AddProvenance (Algorithm
2) generates a query qs (line 6) for transforming the elements of r into graph
nodes and edges. Merging the results of applying each such query qs to the KG
G contributes to enriching the KG Gs

prov (line 7); the latter KG is output by the
algorithm once all the rules and records have been processed.

Algorithm 2: Procedure AddProvenance.
Data: Record r = (s, t, x, p), where s and t are nodes in Gs, x is the aggregate

value for (s, t), and p is the provenance subgraph of G that justifies x.
Result: Merge-query qs that contributes to the integration of G and Gs.

1 begin
2 nx ← create an aggregate-node with value x;
3 np ← create a provenance-node with the provenance subgraph p of G;
4 qs ← create a merge-query for nodes s, t, nx, and np, with has_prov edges

added between s and np, between t and np, and between nx and np in Gs;
5 if a node m ∈ Gs has value x then
6 qs ← qs ∪ query adding a connection statement for nodes nx and m;
7 return qs;

We now discuss the procedure AddProvenance given in Algorithm 2. For a
rule M in MT , consider an aggregate record r whose components are nodes s
and t in Gs, node x with the aggregate result, and subgraph p of G that involves s
and t and satisfies the body of M. The goal of the AddProvenance subroutine is
to generate a query, qs, that contributes to the integration of G and Gs by intro-
ducing the information in r into the integrated graph Gs

prov being constructed.
The subroutine creates an aggregate-node nx that stores in its properties the
aggregate result x (line 2), as well as a provenance-node np that stores the infor-
mation of the provenance subgraph p of G (line 3). Then the subroutine creates
a query qs introducing has_prov edges between the provenance-node np and
the nodes s, t, and the aggregate-node nx (line 4). If a node m with value x
already exists in Gs, qs would be enhanced with a component that adds appro-
priate has_prov edges between m and nx to connect these nodes (lines 5–6).
The resulting query is returned to Algorithm 1.

We illustrate the work of the proposed approach with the following example.
Consider an aggregation rule M = (Σ1, Σ2, T ) with Σ1 = {activity_decreased
_by, correlated_with}, Σ2 = {treats}, and T = activity_decreased_by(x, y)∧
correlated_with(y, z) → treats(x, z). This rule expresses one of the known
mechanisms of action between drugs and diseases provided by biomedical
experts. Let treats(Losartan, hypertension) be the result of applying M
to the KG of Fig. 1(a), with the provenance information p being the path in
the KG between the nodes for Losartan and hypertension that goes through
the node AGTR1. The AddProvenance subroutine of Algorithm 1 will incorpo-
rate this information into the KG of Fig. 1(b) as suggested in Fig. 1(d). The
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resulting KG integrates into the KG of Fig. 1(b) provenance information for its
Losartan–treats–hypertension part, with the provenance arising from the
KG of Fig. 1(a) based on a real-life domain rule provided by biomedical experts.

3.2 Provenance-Aware Summarization Querying

In this section we discuss how the integrated KG Gs
prov generated by Algorithm

1 of Sect. 3.1 can be used to look up the provenance information for aggregate
values of interest in the KG Gs. Our proposed approach, outlined in pseudocode
in Algorithm 3, is as follows: For any given aggregate-node n in Gs

prov, the app-
roach returns all the subgraphs of the standard-level KG G that have contributed
to the aggregate value in n.

Algorithm 3 takes as inputs the integrated KG Gs
prov and a user-specified

aggregate-node n in Gs
prov. The algorithm first checks whether the target

aggregate-node n connects to a provenance-node, np, by a has_prov edge, which
stores the provenance information in G for the aggregate result in n (line 3). If
such a provenance-node np exists for n, the algorithm retrieves its provenance
subgraph RP stored in the provPaths property of np (line 4). The provenance
subgraph RP is returned by the algorithm.

Algorithm 3: Retrieving provenance information for aggregate results.
Data: Integrated summary-level KG with provenance Gs

prov; aggregate-node n
of interest to the user in Gs

prov.
Result: Set RP of provenance subgraphs of G that justify n in Gs

prov.
1 begin
2 RP ← ∅; // initialization
3 if n is connected to provenance-node np then
4 RP ← np.provPaths; // provenance information from np

5 return RP ;

In our implementation of the approach, the Cypher query-language version
of the provenance-query in lines 3–4 of Algorithm 3 that can be used to find the
provenance subgraph for the aggregate-node of the user’s interest is as follows.

MATCH(x : Aggregate{value :x}) − [: has_prov]− > (p : Provenance)
RETURN p.provPaths

4 Implementation and Experimental Results

In this section we report on the results of the experiments that we performed to
help us understand whether our proposed approach introduced in Sect. 3 can be
used to address the problem of provenance-aware query answering on hierarchical
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knowledge-graph (KG) data, see Sect. 2. In summary, the approach presents a
natural tradeoff, in which the time spent offline in integrating KGs with data at
different granularity levels pays off in terms of the effectiveness and efficiency of
processing provenance-aware queries on the integrated data.

4.1 The Data Sets

We performed the experiments on two real-world data sets from the biomedical
and antimicrobial-resistance (AMR) domains. From each data set we built a
standard-level and a summary-level KG; Table 1 provides details on the results.

Table 1. KG statistics for the ROBOKOP and AMR data sets.

Data set Standard-level KG Summary-level KG
Size Nodes Edges Size Nodes Edges

ROBOKOP 97.8KB 436 832 3.12MB 228 215
AMR 2.03MB 1,017 8,946 7.22MB 97 225

The ROBOKOP Data set. This biomedical data set contains a subset of
drug-to-disease paths extracted from the ROBOKOP KG [18]2 in August 2022.
The standard-level KG has 436 nodes (145 drugs, 43 diseases, and 248 genes) and
832 edges (497 drug-to-gene relationships and 335 gene-to-disease relationships).
There are ten different types of drug-to-gene relationships, e.g., correlated_with,
increases_secretion_of, and decreases_response_to, and three different types
of gene-to-disease relationships, including correlated_with, genetic_association,
and gene_associated_with_condition. The summary-level KG has 228 nodes (91
drugs and 137 diseases) and 215 drug-to-disease treats edges.

The AMR Data set. This data set contains antimicrobial-resistance data col-
lected from the College of Veterinary Medicine at NCSU in 2019. It includes
experimental results on the degrees of resistance of serotype3 samples to antimi-
crobial agents. The standard-level KG has 1,017 nodes (15 serotypes, 8 antimi-
crobial agents, and 994 samples) and 8,946 edges (994 serotype-to-sample bac-
teria_used relationships and 7,952 agent-to-sample tested_on relationships).
The summary-level KG has 97 nodes (5 serotypes, 15 antimicrobial agents, 75
measures, and 2 reports) and 225 edges (75 serotype-to-measure bacteria_used
relationships, 75 agent-to-measure tested_on relationships, and 75 measure-to-
report reported_in relationships).

4.2 The Implementation and Experimental Setup

We implemented the proposed approach as follows. For each data set, we used as
inputs to the approach (i) the standard-level KG G and the summary-level KG
2 http://robokopkg.renci.org/browser/.
3 A serotype is a distinct variation within a species of bacteria.

http://robokopkg.renci.org/browser/
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Fig. 3. Types of aggregation rules: one-hop aggregation denoted as T1 (a), two-hop
aggregation denoted as T2 (b), and Y-shape aggregation denoted as T3 (c).

Gs, both represented as labeled property graphs and stored in Neo4j [23,24], and
(ii) user-provided data aggregations written in the Cypher query language. The
graph values stored in Neo4j were processed with Java and Neo4j Java driver
v.4.4.2. Our experiments were conducted on a computer with an Intel i7-1165G7
CPU processor running at 2.8GHz with 16GB of RAM and Windows 11.

Our goal was to assess the effectiveness and efficiency of the proposed app-
roach. We measured effectiveness by the degree of correctness of the answers to
provenance-aware queries on the integrated KG Gs

prov generated by the approach,
compared to the answers obtained via the baseline approach described below.
We measured efficiency by the processing time of provenance-aware queries.

Baseline. The baseline approach poses provenance-aware queries on the result
of merging the standard-level and summary-level KGs on the common-node IDs.
Figure 1(c) shows the result of such integration of the KGs of Fig. 1(a)–(b).

To achieve generality in our results, we compared the effectiveness and effi-
ciency of the proposed approach to the baseline with respect to three types of
data aggregation: (i) one-hop aggregation, (ii) two-hop aggregation, and (iii)
Y -shape aggregation. We refer to the three aggregation types as T1, T2, and
T3, respectively. Fig. 3 provides examples of T1 through T3 in the biomedical
domain. We chose these types of data aggregation for the experiments due to
their being representative of aggregation rules in multiple application domains.
For instance, one-hop aggregations (T1) can be used to aggregate the number
of genes that are connected to a specified drug by a specified relationship; two-
hop aggregations (T2) can be used to aggregate the number of genes that are
connected to the specified drug and disease with the matched semantics; and
Y -shape aggregations (T3) can be used to aggregate the number of genes that
are connected to a specified drug and two specified diseases with the matched
semantics. Similar examples can be provided for the AMR and other domains.

For each aggregation type from among T1, T2, and T3, we tested in each
domain three specific aggregation rules Q1, Q2, Q3, varying the types of nodes
or the types of edges involved in the aggregation. For example, given one-hop
type queries T1, an example of a Cypher query for T1Q1 is shown in Fig. 4(a);
an example for T1Q2 is shown in Fig. 4(b); and an example for T1Q3 is shown in
Fig. 4(c). That is, all the T1Qi are one-hop type queries with different specifica-
tions. Similarly, a two-hop query T2Q1 is shown in Fig. 4(d), and a Y-shape type
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Fig. 4. Example queries that could be used in the biomedical domain for each aggre-
gation type T1(a)-(c), T2(d), and T3(e).

Fig. 5. Effectiveness results for our proposed approach versus the baseline, for the
ROBOKOP (left) and AMR (right) data sets. The x-axis shows the aggregation rules,
and the y-axis shows the average F1-scores.

query T3Q1 is shown in Fig. 4(e). Then, with respect to each specific data aggre-
gation, we evaluated three distinct provenance-aware queries. For example, for
the query T1Q1, we evaluated it for three different drugs by replacing the node
name. We then compared and reported the degrees of correctness of the query
answers over the integrated KGs produced by our approach and by the baseline,
measuring the results by the F1-scores of the query answers, see [20].

4.3 The Experimental Results

We now report the experimental results. As already mentioned, the proposed
approach presents a natural tradeoff, in which the time spent in integrating
pre-summarized and summarized KGs pays off in terms of the effectiveness and
efficiency of processing provenance-aware querying on the integrated data.

We first present the effectiveness results. Figure 5 shows the average F1-scores
of the query answers to the three provenance-aware queries for each specific data-
aggregation type, over the integrated KGs produced by the proposed approach
and by the baseline. We can see that the proposed approach returns correct
query answers for both data sets, i.e., F1-score = 1 in all cases. This is due to
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Fig. 6. Efficiency results for our proposed approach versus the baseline, for the
ROBOKOP (left) and AMR (right) data sets. The x-axis shows the aggregation rules,
and the y-axis shows the average runtimes in milliseconds.

the fact that our framework captures all paths in the subgraph that contribute
to the aggregate result and stores them into a provenance node when the user
executes the aggregation rule. That is, no information is lost during the query
execution, regardless of the aggregation rule used. In contrast, given the same
aggregation rule, the baseline cannot guarantee correctness of the results for
all the queries, i.e., F1-score < 1 in many cases. This is because the baseline
does not record any information when the user executes the aggregation rule,
causing the information to be lost when the user wants to query its provenance.
Specifically, if the data aggregation involves more detailed information, such as
specifying edge types or properties, the F1-score for the answer returned by the
baseline would be even lower.

For example, the data-aggregation rule that underlies Fig. 1(d) is

activity_decreased_by(drug,X) ∧ correlated_with(X, disease)→treats(drug, disease).

Since the baseline approach lacks information on which edge types in the
standard-level graph contribute to which edge types in the summary-level graph
during integration, the downstream data queries are unable to correctly deter-
mine which of the standard-level paths between Losartan and hypertension is
the correct provenance information for the summary-level edge between them.

We conclude that the results support the claim that the proposed approach
enables correct provenance-aware query answering over the integrated KG.

We report the efficiency results in Fig. 6, which compares the average runtime
(measured in milliseconds) of the execution of the provenance-aware queries over
the integrated KG Gs

prov using the proposed approach and the baseline approach.
We see that the proposed approach consistently outperforms the baseline, with
the runtimes of the proposed approach staying at or below 49 ms on both data
sets. This is not surprising, as the focus of the proposed data-integration frame-
work is on retaining with the integrated knowledge graph as much information
as possible about the provenance of its summarized data.

We conclude that the results support the claim that the proposed approach
enables efficient provenance-aware query answering over the integrated KG.

Finally, we discuss the aggregation-performance results reported in Fig. 7.
We can see that, while the runtimes for the proposed approach are greater than
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Fig. 7. Data-integration performance for our proposed approach and for the baseline,
for the ROBOKOP (left) and AMR (right) data sets. The x-axis shows the aggregate
rules, and the y-axis shows the average runtimes in seconds.

those for the baseline in almost all cases, the time differences are not significant.
As data integration can be done offline and as the proposed approach is superior
to the baseline in terms of the effectiveness and efficiency of provenance-aware
query answering, we conclude that this is an acceptable tradeoff.

5 Conclusion

Provenance-aware summarization querying, in which the expected answers
include the pre-summarized data that have contributed to the calculation of
the existing summarized data of interest, is an important part of data analysis
in many real-life scenarios in a range of application domains. As pre-summarized
and summarized data are in many cases collected independently, in such scenar-
ios they have to be integrated in ways that would enable correct processing of
provenance-aware summarizaton queries. In this paper we formalized the prob-
lems of provenance-aware data integration and summarization querying in this
context, and proposed a framework for addressing these problems on knowledge
graphs (KGs) that represent data at different levels of granularity, that is at the
standard (pre-summarized) and summary levels of detail.

The scenarios that we focused on in this paper are those of analysts and
domain scientists looking to find in the standard-level KGs those data that con-
tribute to the existing aggregate data of interest in the summary-level KGs. Our
proposed domain-independent approach enables integration of such different-
granularity knowledge graphs, while simultaneously enriching the integrated
KGs with provenance information that enables effective and efficient process-
ing of real-life provenance-aware summarization queries posed by users on the
existing aggregate data of interest. Our experimental results for two real-life
application domains provide supporting evidence for the effectiveness and effi-
ciency of the proposed approach. Based on these results, we believe that the
proposed approach can be used to help analysts and domain scientists accom-
plish their goals in research and industry collaborations in a range of application
domains, by enabling effective and efficient retrieval from knowledge graphs of
pre-summarized provenance information for the existing summarized data of
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interest. Future work includes developing user interfaces that would make it
easier for domain scientists to query and explore the integrated data with prove-
nance.
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Abstract. A knowledge base (KB) accumulates human knowledge in
resource description framework (RDF), which forms a knowledge graph
consisting of subject-predicate-object triples. Although RDF KBs are
essential information sources for various knowledge processing, many
non-RDF information sources exist. Therefore, integrating RDF KBs
and external sources will be beneficial in supporting various applications.
However, external sources have diverse access methods and input/output
formats. In addition, their integration with the KB involves identifying
correct entities which correspond to objects in the external sources, which
is challenging. In this paper, we present an architecture for an integrated
environment (named Knowledge Mediator) in which the user can query
the KB as if external sources were an integral part using the Magic Prop-
erties of SPARQL. We also propose novel query-driven on-demand entity
linking, to select correct entities in the KB for objects in the external
sources.

Keywords: Knowledge Graph · SPARQL · Data Integration · Entity
Linking · Query Processing

1 Introduction

As the amount of knowledge increases, it is imperative to devise techniques that
can process data from various sources. Recently, resource description framework
(RDF)-style knowledge bases (KBs) and a query language SPARQL have been
commonly used for knowledge management and processing. However, not all
knowledge is accumulated in RDF KBs. For example, information that requires
immediacy such as weather or traffic information is unsuitable for static accu-
mulation. Additionally, other sources provide specialized information for specific

The original version of this chapter was revised: A typo in the first author’s family
name has been corrected. The correction to this chapter is available at
https://doi.org/10.1007//978-3-031-48316-5 49

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023, corrected publication 2024

P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 309–324, 2023.

https://doi.org/10.1007/978-3-031-48316-5 30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48316-5_30&domain=pdf
http://orcid.org/0009-0007-1965-7298
http://orcid.org/0000-0002-2984-2258
http://orcid.org/0000-0003-0595-2230
http://orcid.org/0000-0002-7242-5126
https://doi.org/10.1007//978-3-031-48316-5_49
https://doi.org/10.1007/978-3-031-48316-5_30


310 Y. Ohmori et al.

domains. Thus, it is essential to use both RDF KBs and non-RDF external
information sources in a coordinated manner to effectively utilize information.

Because external sources often use their own access methods and formats for
queries and returned values, they need to be accessed according to their unique
methods, and information must be interpreted according to their unique formats.
Consequently, querying a KB integrating with external sources is an extremely
time-consuming process. Query processing requires matching the results of both
the KB and the external sources while dealing with diverse formats. However,
the correspondence between entities in the KB and external sources is often
unclear, making manual determination difficult. For example, when using a map
application as an external source to search for churches near a particular train
station and using information in a KB to narrow the search to churches of
a specific denomination, the correspondence between objects on the map and
entities in the KB must be examined one-by-one and aggregated.

This paper proposes an architecture for an integrated environment named
Knowledge Mediator. It accesses external sources and treats them as an inte-
gral part of an RDF KB (Fig. 1). Knowledge Mediator has two significant fea-
tures: (1) External sources are accessed using Magic Properties and incorporated
into the query results. Magic Properties are user-defined predicates, which allow
the application specific information processing to be implemented. (2) Query-
driven on-demand entity linking selects the correct entities in the KB for objects
obtained from the external sources in the query processing, using the interme-
diate query results as context.

A KB supported by Knowledge Mediator includes two types of predicates:
Knowledge Base Predicate (KBP) and External Source Predicate (ESP). KBPs
are ordinary predicates in the original KB. ESPs are defined as Magic Properties
and execute accesses to external sources by calling the user-defined functions.

For example, a query to find “the establishment date of San Francisco and
its neighboring cities” using an external source (i.e., a map application) can be
expressed in the following SPARQL query which includes
ESP udp:m:AdminDivNext.

SELECT DISTINCT * WHERE {
?x rdfs:label "San Francisco"@en . ?x rdf:type dbo:City .
?x dbp:establishedDate ?date . ?x <udp:m:AdminDivNext> ?y .}

In this query, finding entity ?y adjacent to ?x, namely entities that satisfy
〈?x, udp : m : AdminDivNext, ?y〉, is performed by udp:m:AdminDivNext, which
invokes access to the map application. The map application searches for and
returns objects (e.g., “Richmond”) whose locations are adjacent to the object
corresponding to the entity ?x. To compile the query result, we need to find
entities (e.g., dbr:Richmond, California) in the KB which correspond to the
returned objects. This is achieved by our query-driven on-demand entity linking,
and Knowledge Mediator finds the correct entities in the KB corresponding to ?y.

This paper makes the following contributions:
(1) We propose Knowledge Mediator architecture. It provides an extended knowl-
edge graph including ESPs via Magic Properties, which seamlessly integrate
accesses to external sources into the original knowledge graph.
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Fig. 1. Knowledge Mediator architecture for integrating KBs and non-RDF informa-
tion sources.

(2) We propose novel query-driven on-demand entity linking to address the prob-
lem of finding correct entities in the KB for objects obtained from external
sources, taking the query context into consideration.
(3) We implemented a prototype system of Knowledge Mediator and experi-
mentally proved the advantages of the proposed query-driven on-demand entity-
linking methods.

The rest of this paper is organized as follows. Section 2 describes related
works. Section 3 provides the preliminary knowledge. Section 4 overviews the
architecture of the proposed method. Section 5 details the query-driven on-
demand entity linking, and Sect. 6 explains our experimental evaluation, and
discusses the experimental results. Finally, Sect. 7 concludes this study. RDF
KBs are simply referred to as KBs in the remaining part.

2 Related Work

Integration of external sources with KBs has been studied by many researches for
a long time. They can be classified into three groups. The first approach trans-
forms the entire external sources into RDF using mapping rules and stores the
RDF datasets [20]. The derived RDF datasets can be accessed together with KBs
via SPARQL, with possible support by the federation techniques shown below.
Extract Transform Load (ETL) models are often used for the transformations,
and they include CSV2RDF1 (for CSV) and SPARQL Anything [2] (for various
file formats). This approach first transforms external sources into RDF. There-
fore, it is not easy to integrate dynamically changing external sources. The second
approach is to develop a wrapper which provides an RDF view on top of each
external source. The wrapper accesses the external source when queries are given
and returns query results based on pre-registered mapping rules [7]. Ontology-
Based Data Integration (OBDI) [5,7,11] is a wrapper/mediator approach in this
1 https://github.com/AtomGraph/CSV2RDF.

https://github.com/AtomGraph/CSV2RDF
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direction, and includes methods such as Obi-Wan [6]. The third approach is fed-
eration, which queries multiple SPARQL endpoints. Once SPARQL endpoints
are developed for external sources, the KB and the external sources can be
queried in an integrated manner. Different types of techniques are employed to
realize federation such as statistics [15], ASK queries [13,17], and combination
of multiple methods [16].

All these integration approaches may bring about duplicate entities. Dupli-
cate entities are different entities in RDF but actually correspond to the same
entities in the real world. To address this problem, a number of methods also
generate the owl:sameAS triples [8] and common IRIs [21] if some identifica-
tion information is available inside the external sources. In the case of the ETL
model, once the duplicate entities are identified after integration, they can be
removed [9,20] using GNN [22].

Duplicate entity identification has also been studied in non-SPARQL query
processing contexts. QuERy [1] discusses duplicate entities identification in the
context of relational database query. Duplicate entity identification is usually
an expensive operator. Therefore, they proposed to reduce the overall query
processing cost including de-duplication. The work in [3] proposed de-duplication
using hyper-edge structures over entities as well as attributes of entities.

Entity Linking (EL) has been studied in the context of natural language text
analysis. It assigns entities in the KB corresponding to mentions (words) that
refer to real world entities [19]. The EL process is divided into three stages: Men-
tion Detection, Candidate Selection (CS), and Linking Decision (LD). Mention
Detection identifies mentions that reference entities in sentences. CS chooses
candidate entities that may correspond to the mentions. LD narrows down and
decides the correct entities [18]. TAGME [12] uses the relevance of candidate enti-
ties for linking decisions. It calculates the relationship strength between entities
using the destination overlap of anchor links in Wikipedia. Yamada et al. [23]
proposed EL using BERT with simultaneous input of words and entities.

This study proposes to integrate external sources with KB by using Magic
Properties. To the best of our knowledge, no other work has proposed to use
Magic Properties for the integration purpose. In addition, we propose novel
query-driven on-demand entity linking to find the correct entities corresponding
to objects obtained from the external sources. It is inspired by the entity linking
for text, but it features the use of the query context, which makes the proposal fit
to the integration problem. Existing studies on integration of KBs and external
sources have not directly addressed this problem.

3 Preliminaries

RDF: RDF describes information as a collection of triples consisting of subject,
predicate, and object. It is also used to describe semantic information2 [14]. The
subject is an entity corresponding to a real object or concept and designated

2 https://www.w3.org/TR/rdf11-concepts/.

https://www.w3.org/TR/rdf11-concepts/
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Fig. 2. Example of a Magic Property to obtain the age from the date of birth stored
in the knowledge base.

by an IRI. The object can be an entity IRI or a literal such as a number or a
string. Finally, predicates have IRIs to represent the relationship between the
subject and the object. SPARQL is a query language commonly used to search
KBs. Queries perform pattern matching against a knowledge graph of the KB
and obtain desired information3. The query result of a SPARQL query is a set
of tuples consisting of variable assignments, namely a table, where each variable
and its assigned values are represented as a column. For example, let us consider
the following query:

SELECT DISTINCT * WHERE {?x rdfs:label "Jeffrey Ullman"@en . }
The WHERE clause defines the matching pattern against a knowledge graph.
The essential components of this pattern are the subject, object, and predicate.
The subject can be an IRI or a variable. The object can be an IRI, a literal, or
a variable. The predicate is an IRI or a variable. The subject-predicate-object
pattern is called a triple pattern. The set of triple patterns forms a graph called
a Basic Graph Pattern (BGP) and is the basic content of the WHERE clause.
Executing the above query will yield a table which only contains the IRI for the
entity of Jeffrey Ullman in the ?x variable column.

Magic Property: The SPARQL processor allows users to specify user-defined
predicates4,5. This feature is called Magic Property. It is intended to incorporate
application-specific computation procedures into SPARQL queries to meet the
application demands6. To define a user-defined predicate, the user needs to give a
function to calculate the object of the predicate from a subject or vice versa. For
example, Fig. 2 shows an example of a user-defined predicate udp:Age to obtain
the age from the date of birth value stored in the KB. In this example, the age
information is not directly stored in the KB, but can be calculated on demand
using the calculation function associated with udp:Age. When a SPARQL query
includes the predicate udp:Age, the SPARQL processor calls the function with
the argument dbr:Jeffrey Ullman to calculate the age. It retrieves the triple
〈dbr : Jeffrey Ullman, dbo : birthDate,1945-11-23〉, obtains the date of birth,
and calculates the current age, say 77. In this study, Magic Property is employed
to access external sources to integrate their information with the KB.
3 https://www.w3.org/TR/2013/REC-sparql11-query-20130321/.
4 https://www.w3.org/Submission/spin-modeling/#spin-magic.
5 https://jena.apache.org/documentation/query/writing propfuncs.html.
6 https://www.w3.org/2009/sparql/wiki/Feature:JavaScriptFunctions.

https://www.w3.org/TR/2013/REC-sparql11-query-20130321/
https://www.w3.org/Submission/spin-modeling/#spin-magic
https://jena.apache.org/documentation/query/writing_propfuncs.html
https://www.w3.org/2009/sparql/wiki/Feature:JavaScriptFunctions
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4 Knowledge Mediator

4.1 Extended Knowledge Graph

Knowledge in the KB can be represented in a knowledge graph. Predicates in
this original knowledge graph are called Knowledge Base Predicates (KBPs).
Knowledge Mediator extends the original knowledge graph with External Source
Predicates (ESPs). ESPs are defined as Magic Properties in SPARQL, and their
associated functions are used to derive object entities from a subject entity or
vice versa.

Figure 3 shows how ESP extends the knowledge graph. In the original KB,
entities and literals such as dbr:San Francisco and dbr:Richmond California
are represented as vertices and connected by edges representing KBPs. Although
dbr:San Francisco and dbr:Richmond California are geographically adjacent
with each other, this relationship is not expressed in the original knowledge graph.
If we use some map application such as Openstreetmap (OSM), we can aug-
ment the original knowledge graph with geographical information from the map
application. Actually, OSM contains information of geographical objects such as
coordinates, polygons, and relationships between objects. Therefore, OSM pro-
vides information that San Francisco and Richmond (California) are adjacent.
Knowledge Mediator allows users to define a new ESP udp:AdminDivNext to
express this geographical adjacency relationship. The function associated with
udp:AdminDivNext accesses OSM and finds geographically adjacent objects.
Then, dbr:San Francisco and dbr:Richmond California are connected with
each other by the ESP udp:AdminDivNext in the extended knowledge graph. The
user of Knowledge Mediator can issue SPARQL queries for the extended knowl-
edge graph, and query processing involving accesses to the underlying KB and
external source, query results compilation, and EL is performed all inside Knowl-
edge Mediator.

Fig. 3. Example of an extended BGP (Left) and the extended knowledge graph relevant
to this BGP (Right).
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4.2 Overall Architecture

Figure 1 overviews Knowledge Mediator architecture. As mentioned, it extends
the original knowledge graph with ESPs, and the user can issue SPARQL queries
for the extended knowledge graph. The SPARQL query example in Sect. 1
includes the ESP udp:m:AdminDivNext. The object entities of this ESP for the
given subject entity are obtained by accessing OSM. In this example, the estab-
lishment date of San Francisco can be obtained from the KB using the KBP
dbp:establishedDate. Neighboring municipalities are obtained using the ESP
udp:AdminDivNext. The evaluation of the ESP generates a triple
〈dbr : San Francisco, udp : m : AdminDivNext, dbr : Richmond California〉.

The following subsections show more details of Knowledge Mediator design.
Especially, we will elaborate the following three points:

Registration of ESPs: Although external sources to be integrated are diverse,
registering ESPs should be done in a unified manner.

Execution of Extended SPARQL Queries: We need to develop a query
processing algorithm for SPARQL queries against the extended KB including
ESPs.

Mapping of External Source Objects to Entities: To compile the query
results, objects obtained from external sources need to be mapped to correspond-
ing entities in the KB. For example, if the external source returns the string
“Richmond,” many entities with the same name exist in the United States (e.g.,
Richmond, Virginia). From here, dbr:Richmond California must be selected.
This EL is done inside Knowledge Mediator by the query-driven on-demand
entity linking.

For simplicity of our discussion in the following part, we assume that objects
of ESPs are entities, and ESPs are evaluated in the direction from the subject to
the object. (ESPs are used to derive object entities for a given subject entity.)
However, these restrictions can be easily relaxed.

4.3 Registration of ESPs

To evaluate an ESP, the system must (1) generate a key from a given subject
entity to access the external source, (2) access the external source using the
key, and (3) find entities in the KB corresponding to objects obtained from

Fig. 4. How each ESP occurrence is processed.
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the external source. Figure 4 schematically diagrams this process. To register an
ESP, the user needs to specify functions for (1) and (2). Therefore, the following
items need to be specified at the time of ESP registration:

a) IRI of ESP: The user should register IRI of ESP, for example,
udp:m:AdminDivNext. If this IRI appears in the query, the query processor calls
the external source access function shown in c) below.

b) Key generation function Key(): We model that an external source is
accessible via some kind of key. To generate a key from a given subject entity x,
the user needs to register a function (program code) that performs the process
described in (1) above. The subject entity’s name, coordinates, etc., are actually
used as keys depending to the type of the subject entity and external source. In
the above example, Key(x) = “San Francisco” could be derived for the subject
entity x = dbr : San Francisco since “San Francisco” is the object value for
rdfs:label in the registered Key() function.

c) External source access function Access(): The user should register a func-
tion (program code) which actually accesses the external source using Key(x)
defined in b) and obtains information about object entities. External objects
R = Access(Key(x)) are obtained from the external source. In the above exam-
ple, the Access() function will query OSM using for Key(x) = “San Francisco”,
and returns R = { “Richmond”, “Oakland”.... }, which is a set of adjacent
municipality names.

Once the above three items are registered, Knowledge Mediator allows ESPs
to be used in queries.

4.4 Mapping External Objects to KB Entities

For each subject entity x, we get the set of external objects R = Access(Key(x))
in the evaluation of the ESP. We need to find a correct entity in the KB for each
r ∈ R and return it as an object entity y = Entity(x, r). If an appropriate entity
does not exist in the KB for r, Entity(x, r) should return Null. The function
Entiy() is provided in Knowledge Mediator. Details of this part are described
in Sect. 5.

4.5 Execution of Extended SPARQL Query

The extended SPARQL query adds ESPs to the traditional SPARQL query.
A BGP representing the WHERE clause in the extended SPARQL query is a
directed labeled graph, which consists of vertices representing variables, entities,
and literals and edges representing KBPs and ESPs.

When we exclude ESP edges from the BGP, it is decomposed into a number
of connected subgraphs. Each remaining connected subgraph is called a segment.
Figure 5 shows how the BGP of an extended SPARQL query is partitioned into
segments by excluding ESPs. A segment contains variables, entities, and literals
as vertices and KBPs as edges. Segments are connected via ESPs. That is, each
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Fig. 5. Example of extended BGP and segments.

ESP has a segment (called subject segment) on the subject side and one (called
object segment) on the object side.

Since the BGP inside a segment is equivalent to an ordinary SPARQL query
(we call it a local query), it can directly query the KB. Then, we get a table
representing the query results for each segment. It should contain columns cor-
responding to the entities directly appearing in the query as well as columns
corresponding to variables.

Algorithm 1 describes the overall query processing procedure. Note that
R = Access(Key(x)) represents the access result of the external source for
ESP, Entity(x, r) for r ∈ R represents the object entity obtained by the EL,
and subjects(p) is the set of subject entities for ESP p. The followings are basic
points considered in the design of Algorithm 1.
(1) When executing Key() and Access() for ESP, the subject entity x should be
specified.
(2) Executing Access() and Entity() for ESP involves accesses to external source
and EL process. Since they are generally expensive, the number of their invoca-
tions should be minimized.
(3) After executing Key(), Access(), and Entity() for ESP, pairs of subject and
object entities instantiating the ESP are obtained, and they can be treated as
the ordinary query result table.

5 Entity Linking (EL)

Algorithm 2 shows a procedure Entity() to execute the EL for an external object
r ∈ Access(Key(x)). This study proposes novel query-driven on-demand entity
linking for this purpose. “On-demand” means that the entity linking is performed
triggered by processing queries including ESPs. “Query-driven” means that it
utilizes information of entities included in the current intermediate query results,
namely query context, to find out the correct entities which should be linked
to objects obtained from external sources. Therefore, the entity linking here is
designed to be best fit to this problem, and is quite different from existing entity
linking methods. For simplicity, we assume that objects obtained from external
sources are strings representing names of entities. Also, we assume DBpedia as
target KB. Relaxing these restrictions is our future research issues.
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Algorithm 1. Query processing
Input: extended BGP G
Output: query result for G
1: Find all segments in G
2: Evaluate local queries for all segments that contain triple patterns, and insert the

result into a set of intermediate result tables Iresult.
3: Let Pu be the set of unprocessed ESPs.
4: while count(Pu) �= ∅ do
5: pmin = arg minp∈Pu

count(subjects(p)) (If multiple ESPs give the same mini-
mum, choose one of them at random. )

6: X = subjects(pmin)
7: for x ∈ X do
8: R = Access(Key(x)) : Access the external source.
9: for r ∈ R do

10: y = Entity(x, r) : Assign an object entity (y can be Null).
11: end for
12: end for
13: Update Iresult by joining the evaluation result for ESP pmin with intermediate

result tables for its subject and object segments.
14: Pu = Pu − {pmin}
15: end while
16: Outputs the final result of the query from Iresult.

5.1 Candidate Selection (CS)

Entity linking first requires the process Candidate Selection (CS), which selects
the set of candidate entities for each target string. The most common way for CS
is string similarity matching combined with aliases [17]. We employ the following
two simple methods for CS.

LabelCS: Given a string r, word-by-word partial match to a word sequence in
rdfs:label of an entity is performed, and entities with similar word sequences
are extracted as candidates.

Algorithm 2. Entity linking: y = Entity(x, r)
Input: subject entity x, external object r
Output: object entity y
1: Candidate Selection: Select a set of candidate entities C for a given external

object r ∈ R.
2: if Iresult can be used to narrow down candidate entities in C. then
3: Do this filtering.
4: end if
5: Linking Decision: Based on the relation between the subject entity x and a

candidate entity c ∈ C, choose the most appropriate object entity y = LD(C, x)
for each external object (y can be Null).
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Algorithm 3. Linking Decision: y = LD(C, x)
Input: subject entity x, candidate entities C
Output: object entity y
1: Obtain QCtx(x), set of entities in the same rows as x in Iresult
2: for c ∈ C do
3: Obtain QCtx(c), set of entities in the same rows as c in Iresult
4: Calculating weighted averages: Conf(x, c)
5: end for
6: if maxc∈C Conf(x, c) ≥ th then
7: y = arg maxc∈C Conf(c)
8: else
9: y = Null

10: end if

DictCS: A dictionary of candidate entities for entry words can be prepared
in advance using article names and anchor link information collected from the
English version of Wikipedia [4,10,19]. Anchor links are links that jump from
words or phrases in a Wikipedia document to Wikipedia pages, providing the
correspondence between the word or phrase and the Wikipedia page. Converting
the string of the Wikipedia page to the DBpedia entity gives the IRI of DBpedia
entity. When searching the dictionary, entry words are matched with the given
string r and its suffixes.

Note that the candidates obtained by these methods are narrowed down if
there is an intermediate result table for the object segment in Algorithm 2.

5.2 Linking Decision (LD)

Linking Decision (LD) follows the CS and chooses the most appropriate entity
from the candidate entities. Algorithm 3 shows a procedure LD() to execute the
LD.

From a set of candidate entities C, it needs to select the most appropriate
object entity y = LD(C, x) for a given subject entity x. If there is no appropriate
entity in C, LD(C, x) returns Null. The appropriate entity y ∈ C is supposed
to have some semantic relationship with the subject entity x. Therefore, LD
evaluates the relationship degree between the subject entity x and each candidate
entity c ∈ C. Additionally, the proposed query-driven on-demand entity linking
considers relationships among entities in the query context of x and c (entities
appearing together with x or c in the intermediate query tables).

More concretely, the relationship degree between two entities a and b is mea-
sured by rel(a, b) = log(max(|Wa|,|Wb|))−log(|Wa∩Wb|)

log(|W |)−log(min(|Wa|,|Wb|)) , where Wi stands for the
set of pages reachable by following anchor links from the Wikipedia page wi

corresponding to entity i. This calculation is inspired by TAGME [12].
Then, we define the query context QCtx(x) for the subject entity x. Let

Ix ∈ Iresult be the intermediate result table for the subject segment. QCtx(x) is
defined as the set of entities which appear in the same rows as x in Ix. Also, we



320 Y. Ohmori et al.

define the query context QCtx(y) for the candidate entity c. If the intermediate
result table Iy ∈ Iresult exits for the object segment, QCtx(c) is defined as the
set of entities which appear in the same rows as c in Iy. If there is not Iy, then
QCtx(c) is empty.

We calculate the confidence of each candidate entity by the following formula
Conf(x, c).

rel(x, c) + α

⎛
⎝ ∑

a∈QCtx(x)

rel(a, c) +
∑

b∈QCtx(c)

rel(x, b) +
∑

a∈QCtx(x)

∑
b∈QCtx(c)

rel(a, b)

⎞
⎠

1 + α(|QCtx(x)| + |QCtx(c)| + |QCtx(x)||QCtx(c)|)

Then, LD(C, x) selects entity y = arg max
c

Conf(x, c) . If the maximum sum is

less than to the threshold (Θ) value, LD(C, x) decides there is no appropriate
object for x, and returns Null.

6 Experiment

6.1 Experimental Environment

Accuracy of extended SPARQL query results depend on the above mentioned
entity-linking process. We implemented a prototype of Knowledge Mediator,
registered ESPs, and verified how accurately the proposed algorithm executes
queries. We used the June 2020 snapshot of the English version of DBpedia as
a KB, and OSM as an external source.

The following three ESPs were implemented for this study. Their Access()
functions access OSM search services, Nominatim and Overpass, using English
names of OSM nodes as keys and retrieve OSM node names. EL is performed
for the returned OSM node names.
udp:m:AdminDivNext: Object entities are administrative districts adjacent
to the given subject entity on the map.
udp:m:Dist1km, udp:m:Dist5km: Object entities are within 1 km and 5 km
distance area from the given subject entity, respectively.

We used 25 extended SPARQL queries including these ESPs. The queries
were designed to have variations in BGP. The set of correct answers for the
25 queries was provided by the authors. The ranges of parameters are Θ =
{0.1, 0.3, 0.5, 0.7, 0.9} and α = {0.1, 0.5, 1.0}. We evaluated the result returned by
Knowledge Mediator and the correct answer set, and measured Recall, Precision,
and F1 by counting tuples.

There is no directly comparable method that provides an equivalent func-
tionality to the proposal. Hence, we employed the following two methods as a
baseline methods for Entity() for comparison.
WikipediaEL: Given a key (string), it returns entities corresponding to the search
results of the English version of Wikipedia. We used the Python “wikipedia”
package to implement this method.
ReturnCandidates: A method that returns all candidate entities as results.
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Table 1. Performance evaluation of EL methods. Average and Standard Deviation of
F1, Precision, and Recall for 25 queries. CS denotes Candidate Selection. Direction
denotes OUT and IN. For each combination, only the best Θ and α is listed. If all
entities are null, the value is 0.

Context Direction CS F1 Precision Recall Θ α

QCtx (Proposed) OUT (Proposed) LabelCS 0.841±0.198 0.853±0.211 0.840±0.203 0.5 0.1

DictCS 0.797±0.129 0.745±0.183 0.886±0.135 0.5 1.0

IN LabelCS 0.703±0.279 0.856±0.246 0.652±0.300 0.1 0.1

DictCS 0.702±0.191 0.688±0.211 0.797±0.228 0.1 0.5

NoCtx OUT LabelCS 0.831±0.221 0.838±0.247 0.840±0.203 0.5

DictCS 0.742±0.170 0.656±0.206 0.902±0.108 0.5

IN LabelCS 0.650±0.289 0.857±0.283 0.567±0.300 0.5

DictCS 0.597±0.269 0.686±0.296 0.589±0.298 0.5

NeighborCtx OUT LabelCS 0.000±0.000 0.000±0.000 0.000±0.000 all all

DictCS 0.000±0.000 0.000±0.000 0.000±0.000 all all

IN LabelCS 0.775±0.310 0.869±0.271 0.760±0.357 0.1 all

DictCS 0.571±0.271 0.629±0.326 0.610±0.316 0.1 0.1

ReturnCandidates LabelCS 0.674±0.384 0.640±0.411 0.853±0.208

ReturnCandidates DictCS 0.504±0.281 0.392±0.293 0.955±0.060

WikipediaEL 0.207±0.277 0.360±0.468 0.146±0.200

To evaluate the efficacy of the proposed use of the query context, we also
implemented the following two methods which differ in the use of context entities.
NoCtx : It uses no context entities.
NeighborCtx : It uses all the neighboring entities of the subject entity x and a
candidate entity c in the KB as the context. In the definition of rel(a, b), we use
Wi the set of pages reachable from wi. Some works use the set of pages which
can reach wi for Wi instead. In the experiment, we evaluate both cases. They
are denoted as OUT and IN, respectively.

6.2 Experimental Results

Table 1 shows the experimental results measuring the average and standard devi-
ation of F1, Precision, and Recall. The best F1 is achieved by the proposed
method (QCtx, OUT, LabelCS).

The methods (QCtx, OUT) outperform WikipediaEL and ReturnCandidates
in F1 and Precision. This proves that EL including LD is essential and simple
keyword-based search does not work well for the purpose.

In addition, OUT is superior in QCtx. In general, Wikipedia pages of well
known entities collect far more incoming links from other pages compared than
pages of ordinary entities. Therefore, in the case of IN, well known entities tend
to give much impact in the calculation of Conf(x, c). In the case of OUT, this
problem is alleviated. However, (NeighborCtx, OUT) fails because LD returns
Null in all queries.
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Comparing the proposed methods (QCtx, OUT) with the baselines (NoCtx,
OUT), F1 is improved in LabelCS and DictCS, and the standard deviations also
tend to be smaller. This is due to the improvement in Precision. One reason will
be that (QCtx, OUT) is superior in its ability to return Null when there is no
appropriate entity and more stable for various queries. Although F1 of (NoCtx,
OUT, LabelCS) is 0.831, the one-sided Wilcoxon signed rank test statistically
conforms advantages of (QCtx, OUT, LabelCS) over (NoCtx, OUT, LabelCS)
with p = 0.032 (p < 0.05).

Comparing the proposed method (QCtx, OUT, LabelCS) with the baseline
(NeighborCtx, IN, LabelCS), Precision is slightly lower, but a large increase in
Recall leads to the improved F1. Furthermore, (QCtx, OUT, DictCS) exceeds
(NeighborCtx, IN, DictCS). These results suggest that, restricting contexts to
the same row of the intermediate result table works well.

From the above, it has been shown that the proposed query-driven entity
linking method can obtain more accurate entities by considering the query con-
text.

7 Conclusion

RDF knowledge bases (KB) statically accumulates semantic information and can
be queried with SPARQL. In contrast, non-RDF external sources often have their
own access methods and formats for queries and return objects. In this study, we
proposed Knowledge Mediator to integrate KBs and non-RDF external sources.
It utilizes the Magic Properties in SPARQL to access external sources and extend
the predicates in the KB by incorporating information from external sources.
We also proposed novel query-driven on-demand entity linking to address the
problem of finding correct entities in the KB for objects obtained from external
sources, considering query context. Through the experiments, we confirmed that
extended SPARQL queries often return results at the reasonable level, and query-
driven on-demand entity linking improves the quality of the query results.

Future works include relaxing the restrictions mentioned in Sect. 5 and devel-
opment of more sophisticated entity linking schemes, which will allow user-
defined entity linking schemes. Extending a knowledge graph by including new
entities is also an interesting issue.
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Abstract. This paper aims to improve the identification of taxi hotspots
in spatio-temporal space. We propose an approach that combines
ensemble-weighted degree and node entropy measures within a dominat-
ing set to enhance the identification of taxi hotspots. First, we construct a
graph representation of the spatio-temporal space, where nodes represent
potential taxi hotspots. The weighted degree of each node is computed
by considering the weights of its adjacent edges, which correspond to
the distances between the two adjacent nodes on the road network. This
measure quantifies the importance and connectivity of a node. We cal-
culate node entropy to capture the level of uncertainty and randomness
associated with each node. The entropy measure provides insights into
the diversity of each potential hotspot, helping to distinguish between
highly active and less predictable areas. We then integrate the ensem-
ble weighted degree and node entropy measures into a dominating set
approach. By iteratively selecting the nodes with the highest combined
scores, we construct an optimal set of taxi hotspots that effectively cover
the spatio-temporal space while considering both connectivity and uncer-
tainty. The proposed approach enables a more comprehensive identifica-
tion of taxi hotspots, taking into account the connectivity and impor-
tance of potential locations and their level of uncertainty. To evaluate the
effectiveness of the proposed approach, we conducted experiments using
New York taxi trip data. The results demonstrate that the ensemble
weighted degree and node entropy measures enhance the identification
of taxi hot spots compared to traditional dominating set methods.

Keywords: Dominating Set · Entropy · Hotspots detection · taxi
Demand · Location based service

1 Introduction

This research focuses on enhancing the taxi allocation strategy in a city by incor-
porating edge weights into the dominating set problem. The dominating set prob-
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lem aims to ’identify a subset of nodes in a graph that “dominates” or covers all
other nodes of that graph. By considering edge weights, which represent varying
travel times between pick-up and drop-off locations, the allocation strategy can be
optimized to reduce passenger waiting times, increase revenue for taxi companies,
and mitigate traffic congestion and negative environmental impacts.

The research aims to address the limitations of traditional taxi allocation
approaches by introducing the concept of edge weights into the dominating set
problem. By incorporating actual travel times, the allocation algorithm can make
more informed decisions about taxi deployment, ensuring that taxis are assigned
optimally to minimize passenger wait times and maximize overall efficiency.

This work involves developing and implementing methods that integrate edge
weights into the dominating set problem. Edge weights representing travel time
are utilized to evaluate the effectiveness of the proposed approach. The research
outcomes are measured based on waiting times and revenue generation metrics.

The findings of this research can have practical implications for taxi compa-
nies, transportation authorities, and urban planners, ultimately improving the
quality of taxi services, optimizing resource utilization, and contributing to a
more sustainable and efficient transportation system.

1.1 Motivation and Contributions

Identifying taxi hotspots is essential for optimizing taxi services and improv-
ing transportation systems. Traditional methods often focus on factors such as
demand density or historical data, overlooking the dynamic nature and uncer-
tainty associated with taxi hot spots. Therefore, there is a need for a more com-
prehensive approach that considers both the connectivity of potential hotspots
and the level of uncertainty or randomness associated with them.

This research is an extension of our previous work [28], in which we pre-
dicted and recommended taxi hotspots using k -hop dominating set considering
the number of taxi request in a road network graph. In this work, we incor-
porate edge weights, which represent travel distances, and provide a realistic
representation of the conditions in a city’s road network. By considering histori-
cal travel time data, our approach captures the dynamic nature of requests from
each node pattern. It gives a more accurate estimation of the time required to
travel between pick-up and drop-off nodes. We used dominating set problem and
optimization techniques to minimize the taxis required for efficient allocation.
By identifying the minimum dominating set in the graph, the approach aims
to optimize resource utilization, ensuring that a minimal number of taxis can
cover the entire network effectively. It leads to improved operational efficiency
and increased revenue for taxi companies.

Further, we customized and adapted to specific city contexts and require-
ments. It allows incorporating additional factors or constraints, such as driver
preferences, providing flexibility in designing allocation strategies that align with
the city’s unique characteristics and the taxi service.

Focusing on these issues, the key contributions of this paper are as follows:
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1. The proposed method helps reduce the cruising time of the drivers and max-
imizes their revenues by determining the optimal number of taxis in a city.

2. And, maximizes the coverage of taxi services in a city with the optimum
resource allocation.

3. We propose an ensemble weighted degree measure, which considers the
weights of adjacent edges (trip distances) to quantify the importance and
connectivity of potential taxi hotspots.

4. We evaluate node entropy to quantify the level of uncertainty and randomness
associated with each potential hotspot.

5. The incorporation of uncertainty measures in our approach enhances the rec-
ommendations provided to taxi drivers regarding the pickup of the next cus-
tomer at the earliest. By considering both connectivity and uncertainty.

2 Literature Review

Identifying taxi hotspots is a relatively recent and upcoming field of research [3–
7]. Many researchers have been working on identifying taxi hotspots. Li et al. [1]
have proposed a simple Dijkstra-based algorithm for an approachable kNN query
on moving objects for the ride-hailing service, which considers the occupation
of objects. They improved its efficiency by applying a grid-based Destination-
Oriented index for occupied and non-occupied moving objects.

Chang et al. [2] mined historical data to predict the demand distributions
concerning different contexts of time, weather, and taxi location for predicting
the taxi demand hotspots. In many of the existing approaches, the researchers
have applied various clustering algorithms, like K-means [5], DBSCAN algorithm
[4,7–9], fuzzy clustering [11], or taxi-data mining algorithms, such as the density-
based hierarchical clustering method [6], to identify taxi pick-up locations. Those
clustering-based models mainly focused on spatial features of historical data
to understand the taxi requirements. To understand the taxi demands more
accurately, many researchers have explored the temporal properties [10,12]. Sumi
et al. [13] proposed a personal mobile-based expert system for guidance system
for exhibition tours.

Davis et al. [25] proposed a multi-level clustering technique for hotspot pre-
diction. They used time series decomposition and correlation between adjacent
geo hashes to reduce the Mean Absolute percentage error, improving the hotspot
forecasting accuracy. Tang et al. [26] proposed the Entropy Maximization theory
to model taxi trip distribution in a city using GPS trajectories. They partitioned
traffic zones using K-means clustering and calibrated the procedure of Entropy-
Maximizing. They compared Entropy-Maximizing with the Gravity model and
proved its superiority. Bucella et al. [27] proposed an ontology-driven system
(GeoMergeP) described for the semantic integration of geographic information
sources.

The recent development of deep learning techniques has led some researchers
to apply these techniques for traffic predictions, such as short-term traffic flow
[14,15], real-time traffic speed [16], and passenger-demand for real-time ride
service [17,18].
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Dominating sets are one of the most discussed topics in graph analysis. It
is used to find the most influential nodes in a graph for the communication
networks, social networks, and road networks [19,20]. Wang et al. [21] used the
dominating set problem to find the most influential nodes in a social network
graph. He et al. [22] used the dominating set problem for quality improvement
in the wireless sensor network. They proposed a neural network model to find
the minimum weakly connected dominating sets (WCDS) in a wireless sensor
network.

As discussed, most researchers have used different clustering and deep learn-
ing techniques for hotspot detection and analysis. In summary, the existing liter-
ature demonstrates the significance of taxi allocation strategies, the foundational
concepts of dominating set problems, and the integration of edge weights into
optimization problems. However, there is a research gap in exploring the specific
application of incorporating edge weights into dominating set problems for taxi
allocation in a city.

This research aims to bridge this gap and contribute to the field by proposing
a novel methodology that optimizes taxi allocation by considering edge weights
representing varying travel times between pick-up and drop-off locations. Most
approaches do not consider edge weights, which represent varying travel times
between pick-up and drop-off locations. Ignoring edge weights can result in sub-
optimal allocation decisions and longer travel times for passengers.

3 Preliminaries

Here, we define the necessary definitions and notations used.

1. Road Network Graph: A road network graph G(V,E) is a planar graph
in which each road segment corresponds to an edge (E) of the graph, and
road intersections are represented as vertices (V ) of the graph G. The road
network graph represents the connectivity of the road network, where vertices
represent intersections, and edges represent road segments.

2. Dominating Set: A dominating set in a road network graph G(V,E) is a
subset of vertices D ⊆ V such that every vertex in V is either in D or adjacent
to at least one vertex in D. In other words, every vertex in V is either part
of the dominating set or has a neighbor in the dominating set.

3. k-Hop-Dominating Set: A k -hop dominating set [28] in a road network
graph G(V,E) is a subset of vertices D ⊆ V such that every vertex in V is
either in D or within a distance of at most k -hops from a vertex in D. In
other words, for every vertex in V , there exists a path of at most k edges that
leads to a vertex in D.

4. Node Entropy: Node entropy measures uncertainty or randomness asso-
ciated with a node in a road network graph. It quantifies the diversity or
variability of traffic flow, connectivity, or other relevant characteristics at a
specific node. It can be used to calculate the uncertainty of a node based on
its probability distribution.
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5. Weighted Degree: The weighted degree of a vertex in a road network graph
is a measure that incorporates the weights assigned to the edges connected
to that vertex. Our weight represents the total travel distance. The weighted
degree of a vertex considers the number of edges incident to the vertex and
the associated weights of those edges.

6. Ensembled Node Entropy and Weighted Degree with k-hop Dom-
inating Set: The ensembled node entropy and weighted degree with k -hop
dominating set is a combined measure that incorporates both node entropy
and weighted degree, considering the k -hop dominating set. It aims to opti-
mize taxi placements or decision-making in the road network by balancing
the uncertainty or randomness (node entropy) and the vertices’ importance
or influence (weighted degree) within the k -hop dominating set. The ensem-
bled measure can be defined as the weighted sum of the node entropy and
weighted degree, considering the vertices within the k -hop dominating set,
with appropriate weights assigned to each measure.

4 Problem Definition

Given a road network graph G = (V,E), and node features(historical taxi dataset
and event dataset). The proposed method aims that predicts the hotspots for
the given road network graph G using ensemble node entropy and weighted
degree. The goal is to maximize overall revenue for the taxi drivers available in
the region(G) by recommending them to move to the nearest hotspot in case of
no pick-up request in the region they dropped a customer.

5 Proposed Approach

In this section, we define the proposed methods to address the problem of optimal
placement of taxis in a city to improve the availability of taxis for customers and
maximize revenue. Figure 1 shows the system diagram of the proposed model.
The road network of a city is a planar graph. Using the available taxi data set
and road network data sets, we can determine the demands for taxis arising at
each node per unit of time in a city.

To convert the road network graph to a weighted graph, first, we map taxi
pick-up requests to the nearest node of the road network graph. Further, we use
the total number of taxi pick-up requests per time slot as the node’s weights.
Therefore, we use “weight/weights” for the total number of requests generated
on each node in each time slot.

After creating the weighted graph, we calculated the node entropy of each
taxi pick-up and dropoff location to calculate the uncertainty on it, and then
with assigned trip distance as edge weight, we calculated the weighted degree
of the graph to increase our accuracy in finding the best possible locations the
greater the weighted degree, the higher the probability the taxi will go on that
direction.
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Fig. 1. Proposed Approach

This model uses historical data to predict the subsequent request-generating
nodes or the most prominent point for drivers to wait. For identifying the promi-
nent nodes, we have used k-hop domination set algorithm [28]. The dominating
nodes, node entropies, and weighted degrees are combined together to identify
the optimal taxi hotspots.

5.1 Dominating Set Example

Figure 2 represents a prototype of our proposed approach. We constructed a
graph G that has twelve nodes from node A to node K. The request generated
from different nodes is assigned as weights, and the trip distance between the
different nodes is as edge weights. Then, we applied the k -hop dominating set
algorithm [28]. The authors in [28] experimentally evaluated k value based upon
different matrices like number of drivers, and distance covered to pick-up next
customer.

The figure shows 12 node graph and it has resultant k -hop dominating set
nodes displayed in yellow color nodes. In this example, we got five nodes as
dominating set nodes. Now, we calculate the node entropy of all those dominating
set nodes considering the node and edge weights.

5.2 Node Entropy

Next, we calculated the node entropy; Eq. 1 represents the formula used to com-
pute the node entropy. It takes a list of probabilities as input and calculates the
entropy for each non-zero probability node. Here the prob refers to the proba-
bility of finding the customer at a particular node.
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Fig. 2. Dominating set with node entropy measure execution representation

N̈ode entropy = −
∑

(prob ∗ log2(prob) (1)

5.3 Weighted Degree

Next, we calculated the weighted degree for each node, Eq. 2 represents the
weighted degree calculated for each node in the graph. It iterates over each node
in the graph and computes the sum of the weights of its neighboring edges.

ẅeighted degree =
∑

(weight)NG
∀ neighbours of node NG (2)

5.4 Ensembled Node Entropy and Weighted Degree with k-Hop
Dominating Set

Next, we calculated the normalized measure function using node entropy and
weighted degree measures. The normalization is performed to bring the measures
to the range [0, 1], where the minimum value is subtracted from each measure
and then divided by the difference between the maximum and minimum values,
as shown in Eq. 3. The normalized measures are combined into an ensembled
measures by adding each node’s normalized node entropy and weighted degree.
The normalization done for ensembling node entropy and weighted degree is
given as:

n̈ormalized measure = (measure − min val)/(max val − min val)) (3)

Here the measure represents the original measure value, min val is the min-
imum measure value across all nodes, and max val is the maximum measure
value across all nodes.
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Once we get the “Ensemble Measure” for each node, we direct the idle taxi
driver to the node with the maximum ’Ensemble Measure’ among the k -hop
nodes away from his present location. In Sect. 6, we analyze the effect of the
proposed method on the performance of taxi drivers in a metropolitan city.

Algorithm 1: Task assignment to the drivers using Ensemble Measure
Input: : (a) Road Network Graph G(V,E) (b) Taxi request data (c) List of Drivers
Output: Recommendation to the drivers

1: calculate the dominating set D using k -hop dominating set algorithm [28] for
graph G(V,E)

2: for each node in D do
3: calculate node entropy using equation (1)

4: calculate the weighted degree using equation (2)

5: calculated the normalized ensembled measure function using equation (3)

6:
7: end for
8: if if driver is idle then

9: move driver to the node with maximum entropy

10: update the driver information

11: end if
12: return updated driver information

5.5 Recommendation Phase

Recommendation to taxi drivers in a spatial region is one of the most impor-
tant part in this research and assigning the right job(request) to the right per-
son(driver) is a complex problem. As shown in algorithm 1, line 2–4, we first
calculated the node entropy for each node of the road network graph using
Eq. 1. Then we calculated the weighted degree for each node using edge weights
as shown in Sect. 5.3, once we calculated the ensembled measure for each node,
we recommend the driver to the node with the maximum “Ensemble Measure”.

6 Experiments and Results

This section discusses the experimental setup and dataset used and analyzes the
results for the k -hop dominating set approach.

6.1 Experimental Setup

In our experiments, we have used NY city road network graph [23] and NY taxi
dataset [24]. The taxi data has 3.8 million taxi requests, and 99 percent of these
requests are extended from 40.5N to 41.0N latitude and −74.2E to −73.5E
longitude. We cleaned the road map data, and in the NY-city road map, we
had 20,700 nodes and 33,000 edges. The NY-city taxi dataset has attributes:
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date-time, pickup location, and drop-off location, and there are approximately
five to six thousand requests per day. Table 1 show the details of our datasets
and Table 2 shows an instance of cleaned NY taxi dataset.

We combine both datasets, which enables the exploration and analysis of
the relationships between taxi allocations, travel times, and the efficiency of the
dominating set problem. It provides a realistic representation of the taxi service
dynamics and allows for evaluating and validating the proposed approaches for
taxi allocation optimization.

Table 1. Datasets Used

#Nodes #Edges

NY road graph 20,700 33000

#Taxi Requests Latitudes & Longitudes

NY Taxi dataset 3.8M (40.5N, 41.0N), (−74.2E, −73.5E)

Table 2. Sample Dataset

Pickup datetime Dropoff datetime Pickup point Dropoff point Trip distance

2014-01-01 00:15:22 2014-01-01 00:17:57 188588 188592 0.03

2014-01-01 00:27:59 2014-01-01 00:28:44 197900 197899 0.01

We conducted a series of experiments to evaluate the effectiveness of our
approach for incorporating edge weights into the dominating set problem for
taxi allocation. The experiments were performed on a machine with a 12th Gen
Intel R©CoreTMi9-12900K × 24 processors, 64GB of RAM, and Ubuntu 20.04.

Performance Metrics: To evaluate the effectiveness of our approach and
ensure reliable and reproducible results, we used the following parameters and
configurations:

– Average waiting time for passengers: The average time a passenger had
to wait for a taxi.

– Revenue generated: The total revenue earned by taxi companies during
the simulation.

– Traffic congestion reduction: The decrease in overall traffic congestion in
the city, measured in terms of average travel times.

We conducted a series of experiments to evaluate the effectiveness of our
approach for incorporating edge weights into the dominating set problem for
taxi allocation. The experiments were performed on a dataset of 50 taxi trips in
New York City.
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Fig. 3. Comparison of waiting time Between k -hop dominating set algorithm and
ensembled k -hop dominating set algorithm

We first analyzed the comparison between the waiting times for a customer
to get a taxi after they request the k -hop dominating set algorithm [28] and
the ensembled k -hop dominating set algorithm, and we can see the graphical
representation of the results that we got in Fig. 3. Furthermore, in the results
obtained, we observed that our approach has approximately a five percent reduc-
tion in waiting time as compared to k -hop dominating set algorithm.

After this, we then analyzed the comparison between the revenue generated
by trips we got from the k -hop dominating set algorithm and the ensembled k -
hop dominating set algorithm, and we can see the graphical representation of the
results that we got in Fig. 4. Furthermore, in the output results, our proposed
method shows an increase of approximately 13 percent in revenue generation as
compared to the k -hop dominating set algorithm.

Then we analyzed the comparison between the number of drivers who got
more customers between the k -hop dominating set algorithm [28] and the ensem-
bled k -hop dominating set algorithm, and we can see the graphical representation
of the results we got in Fig. 5. Furthermore, in the output results, we observed
that our proposed method shows a decrease of approximately two percent in
number of drivers as compared to the k -hop dominating set algorithm.

Finally, we compared the average travel time to reach the k -hop dominating
set algorithm and the ensembled k -hop dominating set algorithm. We can see
the graphical representation of our results in Fig. 6. The output result shows
that the proposed method displays approximately a 10 percent reduction in the
average travel time as compared to the k -hop dominating set algorithm.
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Fig. 4. Comparison of revenue generated between k -hop dominating set algorithm and
ensembled k -hop dominating set algorithm

Fig. 5. Comparison of the number of drivers who got trips using k -hop dominating set
algorithm and ensembled k -hop dominating set algorithm
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Fig. 6. Comparison of average travel time for trips using k -hop dominating set algo-
rithm and ensembled k -hop dominating set algorithm

6.2 Result Analysis

In summary, our analysis of the results demonstrates the effectiveness of our
approach in reducing waiting times, increasing revenue, decreasing the number
of drivers, and decreasing average travel times. By incorporating edge weights
and node entropy into the dominating set problem for taxi allocation, we signif-
icantly decreased average waiting times by ten percent compared to the baseline
approach. This improvement enhances customer satisfaction and improves the
overall quality of taxi services. Additionally, our approach generates thirteen
percent higher revenue for taxi companies through reduced waiting times and
improved taxi utilization. Furthermore, our approach resulted in a five percent
reduction in average travel times. Our findings highlight the significance of incor-
porating edge weights into the dominating set problem, showcasing its potential
for more efficient, profitable, and sustainable urban transportation.

7 Conclusion and Future Scope

Our research on incorporating edge weights into the dominating set problem for
taxi allocation has yielded several significant outcomes. Our approach outper-
forms existing methods by optimizing taxi routes based on accurate travel time
estimates. The practical implications of our research include improved passen-
ger experience and enhanced revenue generation. These outcomes are relevant
and significant for addressing the research problem of optimizing taxi allocation
in urban areas and offering practical solutions to improve efficiency, customer
satisfaction, and overall transportation systems.

We modified the dominating set problem formulation to minimize the maxi-
mum weighted distance between any location and its nearest vertex in the domi-
nating set. Collect data on travel times between locations in the city. Investigated
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the impact of edge weights on the size and structure of the dominating set and
determined how this affects the overall taxi allocation strategy. It enhances the
dominating set algorithm by incorporating ensembling the weighted degree and
node entropy. We developed an ensemble method to efficiently solve the modi-
fied dominating set problem, with the minimum dominating set considering the
added complexity of the edge weights.

This work considers the entropy-based hotspot prediction. The work can be
further extended, and the entropy of each node can be improved by consider-
ing additional attributes like weather conditions, events happening in a spatial
region, etc. This will increase the certainty of finding a customer in a particular
spatial region.
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Abstract. Numerous fields employ correlation-based searches to pro-
vide insights about relationships in a database. Herein we propose a
correlated DNA subsequence search for DNA databases to extract DNA
subsequences that frequently co-occur with a query. Typical search meth-
ods must evaluate the entire database for potential candidates, which is
computationally expensive. To overcome this, we propose a threshold-
based algorithm to achieve efficient computation. The proposed algo-
rithm extracts all DNA subsequences whose correlation is more signifi-
cant than the threshold and excludes unlikely candidates. Experiments
involving real-world DNA databases show that the proposed method
achieves a faster search than baseline algorithms while maintaining a
high accuracy.

Keywords: DNA database · Similarity search · Correlation

1 Introduction

Biologically closer lifeforms tend to have similar DNA sequences, which are long
strings composed of four characters (“A”, “C”, “G”, and “T”). DNA functionalities,
which may be potential biomarkers for specific diseases, can be estimated by
analyzing the relationships of DNA subsequences in a database. For this reason,
a DNA similarity search is an essential building block for fundamental biological
research, medical diagnosis, and bioinformatics [7–9].

To achieve efficient and effective DNA searches, various algorithms have been
proposed [8,11]. String-based similarity search methods model a DNA database
as a set of character strings. Although string-based similarity search methods
are helpful for DNA analysis, they have two critical weaknesses. First, the edit
distance is computationally expensive. Second, the edit distance is highly biased
by the subsequence length. To overcome these limitations, we define a novel class
of the DNA search problem called correlated DNA subsequence (CDS) searches.
Unlike traditional similarity search methods, a CDS search evaluates the rele-
vance of a DNA subsequence to a query based on the co-occurrence in a database.
For a given query DNA sequence and a DNA database, a CDS search finds DNA
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subsequences in the database that frequently co-occur with the query in the
database. Since a CDS search explores subsequences based on the co-occurrences,
similar or related DNA subsequences can be identified regardless of length.

This study proposes an efficient algorithm for a CDS search that returns all
DNA subsequences with co-occurrences greater than a user-specified threshold.
In the CDS search, computing co-occurrences incurs an expensive cost. How-
ever, our proposed algorithm excludes unpromising DNA subsequences to avoid
expensive overhead. First, we convert DNA subsequences into the corresponding
graph representations. Then, we employ graph-based bounds of the correlation,
which can identify unpromising subsequences in the database. Finally, based on
the lower bound and the user-specified threshold, subsequence pruning rules are
designed. These rules are inspired by frequent subgraph mining methods [1,10].

2 Preliminary

Let s be a DNA sequence with a length of ms, where ms indicates the number of
characters in s. For simplification, m is used instead of ms if it is clear from the
context. Given two DNA sequences, si and sj , si ⊆ sj if an injective function
f : si → sj exists. If si ⊆ sj , then si is a subsequence of sj . Let B(s) be a set
of all subsequences of s. Then it is defined as B(s) = {si | si ⊆ s}. A DNA
database that consists of N DNA sequences is denoted as D = {s1, s2, . . . , sN}.
Given D, we denote Ds = {s′ ∈ D | s ⊆ s′} as a projected database of s.

Inspired by frequent subgraph mining [1,10], we define the correlation
between subsequences to measure the co-occurrence of subsequences. Let
supp(s;D) be the support of s in D defined as supp(s;D) = |Ds|

|D| . Unless other-
wise stated, supp(s) is used instead of supp(s;D). Given two subsequences, si

and sj , their joint support in D, which is denoted by supp(si, sj), is defined as

supp(si, sj) =
|Dsi

∩Dsj
|

|D| . If si ⊆ sj , then supp(sj) ≤ supp(si) holds. Additionally,
the joint support implies supp(si, sj) ≤ supp(si) and supp(si, sj) ≤ supp(sj).

By using the support, we define the correlation between subsequences based
on the Pearson coefficient [3] as follows:

Definition 1 (Correlation between subsequences). Given two subse-
quences, si and sj, their correlation is denoted by φ(si, sj) and is defined as

φ(si, sj) =
supp(si, sj) − supp(si)supp(sj)√

supp(si)supp(sj)(1 − supp(si))(1 − supp(sj))
. (1)

Note that φ(si, sj) = 0 if supp(si)supp(sj)(1 − supp(si))(1 − supp(sj)) = 0.

Finally, using Definition 1, a CDS search is defined as follows:

Problem 1 (CDS search). Given a DNA database D = {s1, s2, . . . , sN}, a
query DNA sequence q, and a threshold θ ∈ [−1, 1], a CDS search finds a set of
correlated subsequences Tθ(q), which is defined as
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Tθ(q) =

{

s ∈
⋃

s′∈D
B(s′)

∣∣∣∣∣
φ(q, s) ≥ θ

}

. (2)

Problem 1 indicates that a CDS search finds all subsequences induced from D
such that the subsequences yield a larger correlation than θ. Since each DNA
sequence includes O(m(m+1)

2 ) = O(m2) subsequences, a CDS search incurs
O(Nm2) times in a naïve way. Because practical DNA sequences have large
m, it is important to develop an efficient algorithm for a CDS search.

3 Proposed Method: Pruning-Based Algorithm

Our proposed algorithm finds the correlated subsequences from D within a short
computation time. For Problem 1, a naïve algorithm measures the correlation
for all subsequences induced from D, entailing O(Nm2) time. In contrast, our
proposed algorithm excludes unpromising subsequences that yield a correlation
smaller than θ without computing the correlation. Our algorithm improves the
efficiency of the CDS search by reducing the number of computed subsequences.

3.1 A DNA Graph

We begin by theoretically discussing the equivalence between a DNA sequence
and a graph. Let g = (V,E,L) be a labeled graph, where V , E, and L are the
sets of nodes, edges, and node-labels, respectively. We define a DNA graph as
follows:

Definition 2 (DNA graph). Let s = S1, S2, . . . , Sm be a DNA sequence of
length m, where Si is the i-th character of s. A DNA graph of s, denoted by
gs, is defined as gs = (V,E,L), where V = {1, 2, . . . ,m}, E = {(vi, vj) ∈ V 2 |
i + 1 = j}, and L = {S1, S2, . . . , Sm}.

Definition 2 indicates that a DNA sequence s is transformed into a path graph gs

whose edges represent adjacency of characters in s. That is, a DNA database D =
{s1, s2, . . . , sN} can be regarded as a graph database G = {gs1 , gs2 , . . . , gsN

}.
From Definition 1, the correlation between two DNA graphs is derived as follows:

Definition 3 (Correlation between DNA graphs). Let Ggi
be a set of

supergraphs of gi in G. Given two DNA graphs, gi and gj, their correlation is
defined as φ(gi, gj).

From Definitions 1, 2, and 3, we can derive the following lemma:

Lemma 1. Given two DNA subsequences, si, sj and their corresponding DNA
graphs, gi, gj, φ(si, sj) = φ(gi, gj) always holds.
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Proof. For DNA sequence sk and its corresponding DNA graph gsk
, if sk ⊆ si,

then gsk
is a subgraph of gsi

. As shown in Definition 2, a bijection mapping
exists between sk and gsk

. Thus, we always have |Dsi
| = |Ggsi

| for any pair of a
DNA sequence and its corresponding DNA graph. Hence, from Definitions 1, 2,
and 3, φ(si, sj) = φ(gi, gj) always holds. ��

Lemma 1 indicates that if a DNA graph yields a smaller correlation with the
query, then its corresponding subsequence is not correlated to the query.

3.2 Graph-Based Pruning Rules

A DNA subsequence and its corresponding DNA graph are equivalent in a
correlation-based search. Based on this property, graph-based pruning rules [1]
can be applied to a CDS search. Specifically, several graph-based pruning
approaches [1] are applicable to a CDS search by converting DNA subsequences
into DNA graphs.

Rule 1. Given a query graph gq and a threshold θ, a necessary condition that
satisfies φ(gq, g) ≥ θ for g ∈ G is

supp(g;Gq) ≥ 1
θ−2(1 − supp(q)) + supp(q)

. (3)

Rule 1 indicates that only DNA subsequences corresponding to g need to be
computed.

Additionally, the following heuristic pruning rules [1] are applicable to a CDS
search.

Rule 2. Given a query graph gq, a graph g ∈ G, and a threshold θ, if gq is a
subgraph of g, then φ(gq, g) ≥ θ.

Rule 3. For a given query graph gq, suppose a graph g and its subgraph g′ satisfy
supp(gq, g) = supp(gq, g

′). In this case, if φ(gq, g) < θ, then φ(gq, g
′) < θ holds.

Rule 4. For a given query graph gq, suppose a graph g and its subgraph g′ satisfy
supp(gq, g

′) < f(gq, g). In this case, if φ(gq, g) < θ, then φ(gq, g
′) < θ holds. Note

that f(gq, g) is defined as

f(gq, g) = θ
√
supp(gq)supp(g)(1 − supp(gq))(1 − supp(g))+supp(gq)supp(g). (4)

The proposed algorithm uses the above rules over DNA graphs converted by
Definition 2 to exclude unpromising DNA subsequences included in D.
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Algorithm 1. Threshold-based method
Input: D, q, and θ
Output: Tθ(q)
1: Convert D to G by Definition 2;
2: Obtain Gq, Tθ(q) = ∅;
3: Obtain C from Gq by on Rule 1;
4: for each g ∈ C do
5: if g contains gq then
6: Obtain a DNA subsequence s corresponding to g;
7: Add s to Tθ(q) by Rule 2;
8: else
9: Compute φ(gq, g);

10: if φ(gq, g) ≥ θ then
11: Obtain a DNA subsequence s corresponding to g;
12: Add s to Tθ(q);
13: else
14: Remove g′ ∈ C by Rule 3;
15: Remove g′ ∈ C by Rule 4;

return Tθ(q);

3.3 Algorithm

Algorithm 1 shows the pseudocode of our proposed method. Given a query q and
a DNA database D, the proposed method converts them into DNA graphs by
Definition 2. Then our algorithm applies the graph-based pruning rules to explore
correlated subsequences by dynamically excluding unpromising subsequences.
First, the projected database Gq (line 2) is obtained. By applying Rule 1 to Gq,
a set of DNA subgraphs C are generated (line 3). Second, a frequent subgraph
mining method [2] is employed to efficiently compute C. For each DNA subgraph
g ∈ C, graph-based pruning rules Rules 2, 3, and 4 are performed (lines 4–15).
In lines 5–7, Rule 2 is applied to g. If g satisfies the condition shown in Rule 2,
its corresponding DNA subsequence s is added to Tθ(q). Otherwise, φ(gq, g) is
computed, and if its value is greater than or equal to θ, s corresponding to
g is added to Tθ(q) (lines 9–12). Finally, Rules 3 and 4 are applied to prune
unpromising DNA subgraphs from C (lines 14–15).

4 Experiments

4.1 Experimental Setup

To validate the proposed method, we experimentally compared Algorithm 1 with
the baseline methods. The baseline methods consist of the following steps:

1. A set of subsequences, denoted by O, whose occurrence in Dq is greater than
μ̂ is extracted.
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Fig. 1. Query Processing Time of GEN20kS

Fig. 2. Query Processing Time of GEN20kM

Fig. 3. Query Processing Time of GEN20kL

2. The correlation φ(q, s) is computed for each s ∈ O.
3. s is added into Tθ(q) if φ(q, s) ≥ θ.

In our experimental analysis, μ̂ was varied as 300, 200, and 1. If μ̂ = 1, the
Baseline method needs to compute all subsequences included in D, which entails
O(Nm2) time as described in Sect. 2. In contrast, as μ̂ increases, not all subse-
quences need to be computed.

All algorithms were implemented by C++ and compiled with the -O3 option.
All experiments were conducted on a Linux server with an Intel Xeon 2.7GHz
CPU and 768 GiB RAM. We used three real-world DNA databases provided by
[11]. All databases included 20,000 DNA sequences with different average lengths
(Table 1).
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4.2 Efficiency

Four types of queries, q1, q2, q3 and q4 were set by varying their support val-
ues. The supports were set as supp(q1) ∈ (0.01, 0.05), supp(q2) ∈ (0.05, 0.10),
supp(q3) ∈ (0.10, 0.15), and supp(q4) ∈ (0.15, 0.20).

Figures 1, 2, and 3 show the query processing time for each dataset. If the
method did not finish with 24 h, the results were omitted. Our proposed algo-
rithm outperformed the other methods examined in this experiment. Of interest,
our proposed method was up to two orders of magnitude faster than the fastest
baseline method (i.e., Baseline method (μ̂ = 300)). In contrast, the baseline
methods often failed to finish the CDS search if the average DNA sequence was
large. In each figure, our proposed achieved a better running time as θ increased
because the pruning rules excluded many candidates for large θ values. For small
θ settings, our algorithm still required a long running time. However, setting θ
to a small value for the CDS search is unreasonable because the obtained results
are almost independent of the query. Therefore, our algorithm can drastically
reduce the running time in many use cases.

Table 1. Details of the datasets

Datasets N Avg. length Min. length Max. length

GEN20kS 20, 000 5, 000 4, 829 5, 109

GEN20kM 20, 000 10, 000 9, 843 10, 154

GEN20kL 20, 000 20, 000 19, 821 20, 109

Table 2. Recall on GEN20kS

Method q1 q2 q3 q4

Our proposed method 1.0 1.0 1.0 1.0

Baseline method (μ̂ = 300) 0.81 0.77 0.77 0.78

Baseline method (μ̂ = 100) 1.0 1.0 1.0 1.0

4.3 Accuracy

Next, we assessed the search accuracy of our proposed method. Since the baseline
method returned all correlated subsequences from D if μ̂ = 1, these results were
regarded as the ground truth.

Table 2 shows the Recall values of each method on GEN20kS. Our proposed
method reproduced the ground truth, while the other methods failed to find the
exact search results. To find exact subsequences, the baseline method needs to
tune μ̂, although this is computationally expensive as discussed in Sect. 4.2. In
contrast, as discussed in Sect. 3.1, we theoretically bridged the CDS search into a
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graph-based representation, leading to effective pruning rules inspired by graph-
based correlation analysis. In addition, as discussed in [1], the pruning rules
theoretically guarantee the exact search results. Hence, our algorithm achieves
the exact search results in all settings.

5 Conclusion

This study proposes a method to overcome the limitations of existing string-
based approaches for a class of the DNA search problem called the CDS search.
A CDS search is a problem in finding correlated subsequences to a user-specified
query sequence. Since a CDS search incurs O(Nm2) time in the worst case,
in this paper, we propose an efficient algorithm for a CDS search based on
graph-based pruning. Our method converts DNA databases into corresponding
graph databases and efficiently explores the correlated subsequences by excluding
unpromising ones. Our experimental analysis using real-world DNA databases
demonstrates that our proposed method is up to two orders of magnitude faster
than the others while keeping exact search results. As for future work, we plan
to adopt our algorithm to actual DNA screening tasks in collaboration with
medical science researchers. To this end, we will further experimentally discuss
the effectiveness of the CDS search in comparison with traditional string-based
searches based on the edit distance. In addition, the computational efficiency of
our proposed algorithm still looks limited if a threshold θ is small. Hence, we plan
to extend the pruning approaches further to enhance computational efficiency
by using data aggregation approaches [4–6].

Acknowledgements. This work is partly supported by JST PRESTO JPMJPR2033
and JSPS KAKENHI JP22K17894.
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Abstract. Maximum k -plex search (MPS) finds the largest dense sub-
graph in a graph. Although it is a fundamental task in many AI and DB
applications, MPS is computationally expensive. It searches a maximum
k -plex, which is a generalization model of a clique, by removing nodes not
included in the k -plex. However, handling massive graphs with numerous
nodes and edges is challenging because existing MPS algorithms repeat-
edly compute the entire graph to remove non-k -plex nodes. Herein we pro-
pose a fast algorithm, SBnB, which outputs an exact maximum k -plex in a
shorter computation time as it dynamically finds non-k -plex nodes with-
out exploring the entire graph. Additionally, we experimentally demon-
strate that SBnB outperforms state-of-the-art MPS algorithms in terms
of running time by up to two orders of magnitude.

Keywords: Dense subgraph search · Graph database · k-plex

1 Introduction

Finding the largest dense subgraph is a fundamental task to discover an insight-
ful community in many AI and DB applications [3,6,16]. The maximum k-plex
search (MPS) algorithm can identify such subgraphs. A k -plex is a subgraph
containing n nodes, where each node is adjacent to at least n − k nodes [1].
Since k -plex can effectively model complex communities observed in real-world
phenomena, MPS is suitable to find the largest dense subgraph for complex
real-world networks.

Although MPS is useful in many applications, it is NP-hard [2] because it must
repeatedly search for all nodes. If V is a set of nodes, the MPS algorithm requires
O(2|V ||V |) time. As dataset resources increase both in size and ubiquity, applica-
tions repeatedly handle massive graphs with at least 105 nodes [11]. Consequently,
current MPS algorithms require a large running time on massive graphs.

1.1 Existing Approaches and Challenges

Many studies have strived to overcome the expensive cost [5,20]. Traditional
MPS algorithms explore the maximum k -plex among O(2|V |) search spaces.
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However, searching only essential nodes, which may be included in k -plexes,
is more reasonable. Gao et al. recently proposed branch-and-bound (BnB) [8].
They found that a lower bound size of a k-plex can be estimated from the
nodes included in a specific search space, derived graph reduction techniques
to estimate the boundary, and eventually designed an MPS algorithm that can
return the maximum k-plex with a reasonable running time even if the graph
size exceeds 104 nodes.

Although BnB improves efficiency, it still requires high computational costs
to handle massive graphs [19]. In BnB, three graph reduction techniques explore
all nodes repeatedly, incurring O(|V |(|V | + |E|)) time [8], where |V | and |E| are
the number of nodes and edges in a graph, respectively. To find the maximum
k -plex, BnB incurs O(|V |) search trials. If each trial involves graph reduction
O(τ) time, then the total time complexity of BnB is O(τ |V |2(|V | + |E|)) time.
Hence, it is a challenging task to develop an efficient MPS algorithm to handle
massive graphs.

1.2 Our Approaches and Contributions

Our goal is to efficiently compute MPS on massive graphs. Here, we present a
fast algorithm called selective BnB (SBnB). SBnB removes redundant search
subspaces computed in the graph reduction algorithms. To identify which sub-
spaces to exclude, SBnB focuses on the bounding properties of graph reduction.
We theoretically clarify that finding structurally similar nodes can tightly bound
most search subspaces explored by the algorithms (Lemmas 1–4). Thus, exhaus-
tively searching all nodes is unnecessary.

Based on these properties, we employ two approaches to enhance efficiency.
First, we theoretically derive removable nodes, which provide SBnB with the
bounding properties for graph reduction (Sect. 3.2). Second, we introduce selective
graph reduction to efficiently skip redundant search spaces for removable nodes
(Sect. 3.3). Consequently, SBnB has the following attractive characteristics:

– Efficiency: SBnB achieves faster computations than state-of-the-art MPS
algorithms (Theorem 1 and Sect. 4.1).

– Exactness: SBnB always outputs the maximum k -plex in a graph, even
though it significantly reduces search spaces (Theorem 2).

– Easy to deploy: Unlike BnB, SBnB does not require additional parameters.

SBnB is the first solution that simultaneously achieves efficient MPS on massive
graphs and the exactness of the search results. It outperforms state-of-the-art
algorithms by up to two orders of magnitude in terms of running time. More-
over, SBnB should contribute to various applications due to its scalability. By
providing scalable approaches, SBnB should contribute to various applications.

2 Preliminaries

Here, we define the basic notations and briefly review BnB [8]. Let G = (V,E) be
an undirected graph, where V and E are a set of nodes and edges, respectively.
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Let dG represent the degree of a node u in G, and N(u) indicate a set of neighbor
nodes of node u (including u). Given S ⊆ V , G[S] represents an induced subgraph.
For convenience, N(S) represents a set of neighbor nodes of a subgraph S and
N2(u) = N(N(u)).

2.1 Maximum k-plex Search (MPS) Problem

MPS is a task to find the largest k -plex in a graph G, where k -plex is a dense
subgraph model proposed by [1]. Since k -plex relaxes the topological constraints
of a clique, several edges in a subgraph can be omitted. Formally, k -plex is
defined as:

Definition 1 (k-plex). Given a graph G = (V,E), and a positive integer k,
k-plex is an induced subgraph G[S] such that S ⊆ V and dG[S](v) ≥ |S| − k for
all v ∈ S.

That is, k -plex is subgraph S in which the degree of each node is at least |S|−k.
Based on Definition 1, the MPS problem is formally defined as:

Problem 1 (MPS Problem). Given a graph G, and a positive integer k, the
MPS problem is a task to find G[S] that maximizes |S| in G.

If k = 1, Problem 1 is equivalent to the maximum clique problem [4]. Hence, the
MPS problem is NP-hard [1,12,17].

2.2 Branch-and-Bound (BnB)

To efficiently compute MPS, Gao et al. recently proposed BnB [8]. First, BnB
selects a starting node u, and k -plex is initialized as S = {u}. Second, it selects
a node v ∈ V \{u} and applies binary branching rule. The rule states that either
(1) node v is merged into k -plex S (i.e., S = S ∪ {v}) or (2) it is discarded.
Thus, the search space is split into two subspaces: S = {u, v} or S = {u}. Third,
BnB invokes the bounding rule to estimate the lower k -plex bound size, which
can be extracted in each subspace. Then the process is repeated by selecting
another node from V \ S. Hence, BnB explores all subspaces until |S| is maxi-
mized. To speed up this process, BnB employs the graph reduction algorithms
shown in Definitions 2, 3, and 4 to prune unpromising nodes for each subspace.
Unpromising nodes are excluded because they are unlikely to be in any k -plexes
in the subspace. Specifically, these algorithms are defined as:

Definition 2 (k-reduction). Given G and k-plex nodes Su = S ∪ {u}, let
Su(w) = Su\N(w). k-reduction removes fk(V, Su) = f1

k (V, Su) ∪ f2
k (V, Su) from

G, where f1
k (V, Su) and f2

k (V, Su) are given as f1
k (V,Su)={w∈V \Su | |Su(w)|>

k−1} and f2
k (V,Su)=

⋃
w∈{w′∈Su||Su(w′)|=k−1} V \(N(w) ∪ Su).

Definition 3 (vertex-reduction). Given G and integer l, vertex-reduction
removes the following nodes from G: fx(V, l) = {u ∈ V | dG(u) + k ≤ l}.
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Definition 4 (v-reduction). Given G, k-plex nodes Su = S ∪ {u}, and an
integer l, v-reduction removes fv(S, u, l) = {v ∈ N(u)\S | cG,S(u, v) + |S| − 1 ≤
l} from G. Note that cG,S is defined as cG,S(u, v) = min{dG′(u) + rG,S(u) +
1, |N(v)\S|} + rG,S(v), where G′ = G[N(v)\S], and rG,S(u) = k − |S\N(u)|.
BnB removes nodes that cannot be included in any k -plexes larger than l using
a combination of the above definitions for each subspace. As the k -plex search
progresses, the subspace size is gradually reduced. As described in Sect. 1.2, BnB
requires O(τ |V |2(|V | + |E|)) time. Hence, MPS via BnB fails on massive graphs
due to the long running time of BnB for large graphs.

3 Selective Branch-and-Bound (SBnB)

Our proposal, SBnB, can efficiently compute MPS. Here, we describe the concept
of SBnB and then provide details. Proofs of lemmas are omitted due to space
limitations.

3.1 Ideas

Our goal is to efficiently find the maximum k -plex. SBnB explores only essential
nodes in each subspace using the following approaches. First, we derive removable
nodes. These nodes determine which nodes to prune in multiple search subspaces.
Second, we employ selective graph reduction to minimize redundant searches
based on removable nodes while maintaining the same results as BnB.

SBnB finds the maximum k -plex within a shorter running time. Our approach
successfully handles the power-law degree distribution [7]. Because SBnB can
effectively bound search spaces for selective graph reduction if most nodes have
a small degree, it can efficiently find the maximum k -plex.

3.2 Removable Nodes

We define removable nodes, which derive tightly bounded search spaces for graph
reduction algorithms as follows:

Definition 5 (Removable nodes). Given k-plex G[S] and node u ∈ V \S, a
set of removable nodes R(S, u) is defined as R(S, u) = {v ∈ V \S | N(u) ∩ S =
N(v) ∩ S}.

Definition 5 indicates that R(S, u) includes all non k -plex nodes that share
the same neighbor nodes in k -plex G[S] with node u. Definition 5 leads to the
following bounding properties, which are crucial for selective graph reduction
(Sect. 4.2):

Lemma 1. Given k-plex G[S], v ∈ R(S, u), Sv = S ∪ {v}, Su = S ∪ {u} and
V ′ = V \f1

k (V, Su), f1
k (V ′, Sv) ⊆ N(u) always holds.
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After k-reduction gives V ′, Lemma 1 indicates that the nodes removed by
f1

k (V ′, Sv) are always bounded. A similar bounding property for k-reduction
can be derived, as shown in Definition 2.

Lemma 2. Given k-plex G[S], node v ∈ R(S, u), and V ′ = V \f2
k (V, Su),

f2
k (V ′, Sv) ⊆ N(u) always holds.

From Definition 2 and Lemmas 1 and 2, we can theoretically derive that
fk(V ′, Sv) is bounded by N(u) for all v ∈ R(S, u) once V ′ is obtained. Conse-
quently, the entire graph does not need to be explored to identify which nodes
can be removed by k-reduction.

Analogously, we introduce similar properties for vertex-reduction and v-
reduction.

Lemma 3. Given k-plex G[S], v ∈ R(S, u), and V ′ = V \(fk(V, Su) ∪ fx(V, l)),
fx(V ′′, l) ⊆ N2(v) always holds, where V ′′ = V ′\fk(V ′, Sv).

If v ∈ R(S, u), Lemma 3 indicates that the search spaces explored by vertex-
reduction are bounded by N2(u).

Lemma 4. Given k-plex G[S], and u ∈ V \S, fv(S, u, l) ⊆ N(u) always holds.

From Lemma 4, v-reduction removes only nodes in N(u) regardless if u is the
removable node or not.

Finally, we theoretically assess the time complexity to obtain the removable
nodes.

Lemma 5. Given k-plex G[S] and u ∈ V \S, R(S, u) is obtained in O(d
2
) time,

where d is the average degree in G.

3.3 Selective Graph Reduction

We introduce selective graph reduction to remove unnecessary graph reduction
processes in BnB. If nodes are included in the removable nodes of node u,
the search spaces explored by the three graph reduction algorithms are tightly
bounded by N(u) or N2(u), as proved in Lemmas 1–4. Thus, nodes removed by
the graph reductions can be identified without exploring all nodes.

To leverage the above properties, SBnB replaces three graph reductions with
selective graph reduction, which is given as follows:

Definition 6 (Selective graph reduction). Given k-plex G[S] and u, v ∈
V \S, selective graph reduction removes nodes in f̂(Sv, l) for a node v, which is
defined as

f̂(Sv,l)=

{
fΔ(Sv, l)∪fv(S, v, l) (v∈R(S,u))
fk(V, Sv)∪fx(V, l)∪fv(S, v, l) (Otherwise)

,

where fΔ(Sv, l) = fk(N(u), Su) ∪ fx(N2(u), l).
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In Definition 6, SBnB explores which nodes to remove by graph reduction from
V \S by following Definitions 2–4 only if a node v is not included in the removable
nodes. Otherwise, it bounds the search spaces explored in the graph reduction
algorithms by N(u), N2(u), and N(v).

To discuss the theoretical aspects of Definition 6, we derive the following
property:

Lemma 6. Given k-plex G[S], u, v ∈ V \S, and V ′ = V \(fk(V, Su) ∪ fx(V, l)),
f̂(Sv, l) = fk(V ′,Sv)∪fx(V ′,l)∪fv(S, v,l) always holds.

Although SBnB and BnB differ, Lemma 6 indicates that SBnB can remove the
same nodes from search spaces as the three graph reduction methods in BnB.
This is because N(v), N2(v), and N(u) bound both search spaces.

3.4 Algorithm, Optimization, and Analysis

We overview an algorithm of SBnB. It iteratively performs MPS by varying the
starting node. Once node u is selected as a starting node, the MPS function is
invoked to explore the maximum k -plex from u. In the MPS function, SBnB ini-
tially selects node v from V \S. Then the search space is split based on whether
k -plex S includes v. If v is a k -plex node, SBnB invokes selective graph reduc-
tion based on Definition 6. If v ∈ R(S, u), f̂(Sv, l) is computed in O(d

2
) time by

Lemma 6. Otherwise, it requires O(|VG|) time, where VG represents the nodes in
G. These processes are recursively performed until SBnB finds the largest k -plex S
starting from u. Finally, the maximum k -plex is returned from all starting nodes.

Theoretical analysis: Finally, we theoretically assess the efficiency and
exactness. Here, let d, c, and τ be the average degree, the pairwise cluster-
ing coefficient [9], and the average number of graph reductions invoked by
MPSk(G,S, l, u), respectively.

Theorem 1 (Efficiency). Given a graph G and an integer k, SBnB incurs
O(τ |V |(cd2

+ (1 − c)|V |)) time.

Proof. SBnB repeats the MPSk search in O(|V |) time. In each search, SBnB
invokes Definition 6 in O(τ) time. Each search incurs O(d

2
+ d

2
) = O(d

2
) time

for removable nodes by Lemma 5, whereas the remaining nodes require O(|V |).
From [14], pairwise nodes share O((cd/2)/d) = O(c) fraction of neighbors on
average. Since SBnB incurs O(cd

2
+ (1 − c)|V |) time on average, SBnB requires

O(τ |V |(cd2
+ (1 − c)|V |)) time. �	

As shown in Sect. 2, BnB requires O(τ |V |2(|V | + |E|)) time. Consequently,
Theorem 1 indicates that SBnB is dramatically faster than BnB. In practice,
d should be a small constant since real-world graphs follow a power-law degree
distribution [7]. Thus, d

2
is negligible, and SBnB has O(τ |V |(cd2

+(1−c)|V |)) ≈
O(τ(1 − c)|V |2) time on real-world graphs.
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Theorem 2 (Exactness). SBnB always outputs the exact maximum k-plex.

Proof. As proved in Lemma 6, our selective graph reduction prunes the same
nodes as BnB even if the entire V isnot computed by Definition 6. Therefore,
SBnB always outputs the exact maximum k -plex same as the BnB. �	

Table 1. Running time in seconds.

Graphs |V | |E| d Type k = 5 k = 10 k = 15

SBnB BnB SBnB BnB SBnB BnB

soc-livejournal 4,033,137 27,933,062 6.93 Social 18.06 17.64 31.02 33.79 16.55 17.66

rt-retweet-crawl 1,112,702 2,278,852 2.05 Social 1.92 1.82 1.53 1.58 1.44 1.44

inf-roadNet-PA 1,087,562 1,541,514 1.42 Road – – 0.80 – 0.81 –

ca-hollywood-2009 1,069,126 56,306,653 52.67 Collaboration 31.99 32.40 31.93 31.79 32.09 32.02

soc-delicious 536,108 1,365,961 2.55 Social 0.33 0.79 1.29 0.96 1.06 1.15

ca-MathSciNet 332,689 820,644 2.47 Collaboration 0.61 0.45 – – 3.90 –

ca-dblp-2012 317,080 1,049,866 3.31 Collaboration 0.44 0.46 0.47 0.54 – –

ca-citeseer 227,320 814,134 3.58 Collaboration 0.33 0.30 0.31 0.35 0.33 0.37

ca-dblp-2010 226,413 716,460 3.16 Collaboration 0.25 0.25 0.26 0.34 – –

tech-RL-caida 190,914 607,610 3.18 Technological 0.68 0.68 0.54 0.60 0.42 0.48

sc-shipsec5 179,104 2,200,076 12.28 Scientific 2.12 – 4.58 – – –

web-arabic-2005 163,598 1,747,269 10.68 Web 0.61 0.62 0.64 0.68 0.63 0.69

soc-douban 154,908 327,162 2.11 Social 0.20 0.20 0.30 – 6.36 –

sc-shipsec1 140,385 1,707,759 12.16 Scientific 2.27 – 3.28 – – –

4 Experimental Evaluation

We experimentally evaluated the effectiveness of SBnB by comparing it with the
following algorithms for MPS.

– BS: As the state-of-the-art GB algorithm for MPS [18], BS recursively par-
titions and searches subspaces until the maximum k -plex is obtained.

– BnB: As the standard BnB algorithm [8], it estimates a lower bound size of
k -plex and prunes unpromising subspaces based on graph reduction.

– Maplex: As the state-of-the-art MPS algorithm to compute large-scale
graphs [19], Maplex provides a tighter lower bound than BnB based on the
graph coloring approach [15] and accelerates MPS using a tighter lower bound.

All experiments were conducted on a Linux server with Intel Xeon E5-2690
CPU 2.60 GHz and 128 GiB RAM. All algorithms were implemented in C/C++
using the “−O3” option as a single-threaded program. For BS, BnB, and Maplex,
we used C/C++ source codes, which were downloaded from the authors’ websites.

We used massive real-world graphs originally published by the Network Repos-
itory. Similar to [8], we selected the same 139 massive graphs shown in Table 1
from the repository. These graphs are the standard benchmarks for evaluating var-
ious graph mining algorithms on massive real-world graphs [10,13]. In the results
below, “–” indicates that the algorithm did not finish MPS within 100 s.
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4.1 Efficiency

We first discuss the running time efficiency of SBnB on massive real-world
graphs. Figure 1 shows the fraction of solved instances among the 139 real-world
graphs for k = 5, 10, and 15. Specifically, the number of MPS completed within
100 s is summed for each algorithm. SBnB completes MPS for more graphs than
the other methods examined in the experiments. These results imply that SBnB
is faster than the others on the massive real-world graphs.

We then assessed the impact of the k value. SBnB shows the best perfor-
mances even if k is large, whereas, the running times of the other methods
degrades significantly for large k settings in Fig. 1. The graph reductions prune
unpromising nodes from each search subspace using k -plex S and the k value.
However, if k is large, the removed nodes significantly decrease according to
Definitions 2 and 3 despite their exhaustive search costs. Because each requires
O(|V |(|V | + |E|)) time, the running time of BnB is not reduced for large k

settings. In contrast, SBnB performs selective graph reduction in O(d
2
) time

regardless of the size of k. Consequently, SBnB can mitigate the search costs on
massive graphs even if k is large.
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Fig. 1. Overall results.

Table 2. Number of computed nodes in
SBnB.

Graphs k = 10 k = 15

SBnB 3GR SBnB 3GR

soc-delicious 1.15 M 816K 970K 1.06 M

tech-RL-caida – – 220K 279 K

soc-slashdot 38.9M 43.3 M – –

socfb-OR 254K 328 K 241K 331 K

socfb-Penn94 490K 546 K 485K 655 K

tech-internet-as 195K 369 K 53K 94 K

socfb-Texas84 280K 8.12 M 15.1M 15.1M

socfb-UF – – 17.3K 17.8 K

ia-enron-large 1.12M 5.49 M – –

ia-email-EU 2.16M 3.95 M – –

socfb-Indiana 10.8M 13.3 M – –

soc-epinions 153K 189 K 11.3M 25.7 M

tech-as-caida2007 155M 183 K 65K 80 K

socfb-Wisconsin87 878 K 785K 218K 329 K

socfb-Berkeley13 38.8 M 23.3M – –

socfb-UConn 194K 266 K 186K 240 K

4.2 Effectiveness of Selective Graph Reduction

Our key contribution is reducing search costs by using the selective graph
reduction. Here, we experimentally compare the effectiveness of selective graph
reduction to the original BnB. Specifically, we verified whether SBnB effectively
reduces the number of computed nodes during MPS. Table 2 compares the num-
ber of computed nodes between SBnB and SBnB-3GR, which is a variant of
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SBnB without selective graph reduction. In Table 2, we selected 16 middle-sized
instances from Table 1 for a fair comparison since SBnB-3GR cannot return
k -plexes from large graphs. As shown in Table 2, SBnB effectively reduces the
number of computed nodes. For example, SBnB computes 3.25 times and 5.77
times fewer nodes than SBnB-3GR at k = 10 and 15, respectively.

Selective graph reduction enhances the efficiency even though it requires
O(d

2
) time (Theorem 1). Real-world graphs generally have small values of d due

to the power-law degree distribution. Thus, the time complexity O(d
2
) becomes

small in real-world graphs. Furthermore, as proved in Theorem 1, SBnB does
not exhaustively explore for graph reduction, which incurs O(|V |) time if the
clustering coefficient c is large. In general, real-world graphs have large values of
c [14]. Consequently, the running time of SBnB can be effectively reduced.

5 Conclusion

SBnB is an efficient algorithm to find the exact maximum k -plex because it has
a faster computation time compared to state-of-the-art methods. During a k -
plex search, SBnB finds removable nodes to exclude unnecessary search spaces.
In our experiments, SBnB offers improved efficiency on massive graphs. Conse-
quently, employing SBnB for massive graphs should enhance the effectiveness of
applications.
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Abstract. An understanding of the molecular basis of musculoskeletal
pain is necessary for the development of therapeutics, their manage-
ment, and possible personalization. One-in-three Americans use OTC
pain killers, and one tenth use prescription drugs to manage pain. The
CDC also estimates that about 20% Americans suffer from chronic pain.
As the experience of acute or chronic pain varies due to individual genet-
ics and physiology, it is imperative that researchers continue to find novel
therapeutics to treat or manage symptoms. In this paper, our goal is to
develop a seed knowledgebased computational platform, called BioNurs-
ery, that will allow biologists to computationally hypothesize, define and
test molecular mechanisms underlying pain. In our knowledge ecosystem,
we accumulate curated information from users about the relationships
among biological databases, analysis tools, and database contents to gen-
erate biological analyses modules, called π-graphs, or process graphs. We
propose a mapping function from a natural language description of a
hypothesized molecular model to a computational workflow for testing
in BioNursery. We use a crowd computing feedback and curation system,
called Explorer, to improve proposed computational models for molecular
mechanism discovery, and growing the knowledge ecosystem.

Keywords: Molecular Mechanism · Knowledge Ecosystem ·
Computational Models · Crowdsourcing · Biological Databases · Data
Integration

1 Introduction

Evidence driven biology is usually expensive as it demands laboratory experi-
ments to validate testable hypotheses. Much of the evidence sought today is also
available in the form of data [5] and knowledge [9] in databases toward hypoth-
esis generation and refinement prior to laboratory testing. While computational
tools and modeling [1] are being used by some researchers at great expense, there

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 358–364, 2023.
https://doi.org/10.1007/978-3-031-48316-5_34
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is a paucity of hypothesis testing tools that leverage the huge volume of comple-
mentary and redundant data, computational tools and models, and structured
knowledge to aid researchers in generating novel theses.

For example, consider the fact that Americans are most likely the largest
group of consumers of painkillers and opioids in the world. They spend more
than $18 billion on pain medications, and pain contributes to about $635 billion
in lost productivity [8]. While many medications generally manage pain, varia-
tions in genetics and physiology of individual patients often contribute to serious
side effects such as acute liver failure, spinal cord damage, opioid addiction, and
respiratory complications. Idiopathic pain is also difficult to treat and manage
due to multiple or unknown etiologies. It is therefore imperative that new ther-
apeutics are continuously developed to ease the incidence, prevalence and cost
of treating and managing pain.

These needs notwithstanding, to investigate the prevailing state of addiction
and pain, and develop novel interventions, an inquisitive biologist has no simple
way of posing the following query to a computational system for a satisfactory
scientific response,

Define the expression profiles of spinal cord pain gate interneurons in
superficial layers of the dorsal horn (SDH) that play major roles in process-
ing touch/thermal/pain signals from skin nociceptors. The interneurons
can be either excitatory or inhibitory. They receive sensory input from
dorsal root ganglia neurons and deliver these signals to projection neurons
that relay the mechanical/thermal pain signals to the brain.

which is sufficiently informative to allow one to formulate the hypothesis

“Novel cell type specific ion channels or G protein coupled receptors
expressed by SDH neurons may contribute to sensory information pro-
cessing and can be modulated pharmacologically to mitigate transmission
of pain signals to the sensory cortex in disease states.”

for laboratory testing. However, one of the ways this evidence can be gathered
would be to follow the steps outlined below by an informed biologist.

1. Harvest Data from the single cell database SeqSeek [10], and cluster expressed
genes of different cell types. Medlock et al. [6] describes a number of interneu-
ron cell types based on gene expression data. These genes may be sufficient
to complete the clustering and cell type identification, but if not, then other
gene marker sets need to be identified.

2. Ion channels and G coupled receptors are widely considered important phar-
macological targets for mitigating pain. Many of these protein complexes are
broadly expressed in most neurons; however, we are interested in those with
restricted expression profiles. To find them, the data from SeqSeek can be
correlated with spatial expression patterns of the genes in the Allen mouse
spinal cord atlas. Spatial protein expression databases may also be used to
identify the channels of interest.
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3. Cells that express restricted channels need to be identified using cell-type
specific gene marker groups published in the literature or other databases.

4. Where possible, the densities and electrophysiological properties of the chan-
nels should be determined so they can be modeled and inserted into compu-
tational pain gate models.

The question we address in this article is whether a generalized computa-
tional hypothesis testing tool can be developed that not only suggests the steps
above, but also computes the model and responds affirmatively. We discuss the
outline of a possible system that leverages available resources and a knowledge
ecosystem for biological research, in particular, the pain research outlined above.
We do so by presenting an interaction with a large language model (LLM), Chat-
GPT, about pain models and identifying its potentials as a hypothesis generator,
its limitations as a trusted platform and its current handicap as a computational
tool for hypothesis validation. Based on these observations, we propose a new
biological hypothesis generation and testing system architecture, called BioNurs-
ery, in which we aim to determine if a proposed computational strategy is a valid
model, and can be successfully tested over available digital resources. If valid, the
corresponding computational model will be added to the BioNursery ecosystem.
If not, we will submit the hypothesized model to the crowd (the community)
for curation and re-evaluation until it is sufficiently refined. BioNursery thus
serves as a knowledge ecosystem in which biological hypotheses are constantly
generated, tested and validated, refined and re-used in creating new knowledge
to advance science and its understanding.

2 Proposed Architecture of BioNursery

The interaction with ChatGPT1 sufficiently highlights two realities – LLMs such
as ChatGPT, or BardAI, may be more appropriately the BioMedLM2, have sig-
nificant potentials in hypothesis generation and testing using a simple natural
language prompt from a naive user, but also cannot be fully trusted3 because
it has the capacity to convincingly fake the truth. The question then becomes
whether it is possible to leverage the power of LLMs and shorten the distance
between hypotheses generation and testing by using LLMs to generate the mod-
els and then validate the generated models by inserting humans in the loop
as curators in the knowledge gathering ecosystem. The BioNursery architecture
aims to answer this question affirmatively.

Figure 1 shows the main components of the BioNursery system and their
functional relationships. In this system, user queries are processed by the user
interface module, which transmits the query either to the BioSmart query trans-
lator via the digital assistant (when a process description is not included in the

1 https://chat.openai.com/share/b8250057-780d-4bf0-94d3-a95349d91fc2.
2 https://crfm.stanford.edu/2022/12/15/biomedlm.html.
3 https://crfm.stanford.edu/report.html.

https://chat.openai.com/share/b8250057-780d-4bf0-94d3-a95349d91fc2
https://crfm.stanford.edu/2022/12/15/biomedlm.html
https://crfm.stanford.edu/report.html
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query, as in the infertility Gene-Disease Association example [2]) for the gener-
ation of a process description, or directly to the BioSmart query translator (as
in the pain example [3]), for onward processing.

The BioSmart system analyzes the natural language description of the sug-
gested computational procedure and maps it into a set of so called possible π-
graphs using the BioNursery knowledgebase. Recall that the BioNursery knowl-
edgebase includes all curated process descriptions in the form of conceptual
resource description (CRD), and node description of resources (NDR). If BioS-
mart fails to generate a π-graph, it initiates a crowd computing request by for-
warding the missing process description specifications to the community curator
database for help. Once a response is submitted by members of the community,
it enters the system and is checked for completeness. Once a complete π-graph
becomes available, it is then sent to the graph generator to generate a template
for a Needle [2] query sequence as an implementation of the workflow, more
specifically, a testable graph, or a testable hypothesis.

Fig. 1. BioNursery system architecture.

The testable graph is then converted to a VisFlow program [7], executed by
the VisFlow system, and the responses forwarded to the user for consideration.
If the generated response is accepted by the user as valid, it is forwarded to the
curation system for community curation. Once the procedure, or the π-graph,
surpasses a curation threshold, it is appended to the BioNursery knowledgebase
as a valid process. The π-graph remains searchable and usable at all times, but
starting with lower credibility until it reaches the credibility threshold and enters
the curated knowledge pool. However, inclusion in the knowledge pool does not
alter the attained credibility of the hypotheses.
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3 Crowd Computing as an Open Knowledge Ecosystem

As discussed earlier in Sect. 2, BioNursery system relies mainly on three compo-
nents – an LLM-based digital assistant, a process graph constructor and ranker,
and an executable workflow query generator. The latter two components rely
heavily on a fourth component, we call Open Knowledge Ecosystem (OKE),
created and curated by the community of researchers and users using a crowd
computing platform similar to CrowdCure [4], called the Crowd Curation System
(CCS). CCS has access to three databases – a community of curators, a testable
hypotheses repository (THR), and a biological resource description knowledge-
base (RDK). Combined, they serve as the OKE of BioNursery.

Both THR and RDK are in constant flux and therefore are constantly evolv-
ing. If a biological resource such as a database or a computational tool is missing
a description in OKE, a request for crowd help to describe it is received by CCS
from the user interface of BioNursery. CCS then communicates this task as a
broadcast to all relevant community users, who then respond to the request
within a defined time frame, and the resource description enters the RDK as
an accessible resource in the form of a textual declaration. A graph, more pre-
cisely a node, representation corresponding to the resource description is also
registered in the THR. A testable hypothesis in general is an abstract graph of
resource descriptions. The workflow generator uses these descriptions to generate
executable workflow queries.

These resource descriptions and the hypothesis graphs are constantly curated
to ensure relevance and accuracy. Since the resource descriptions are either con-
tributed by community users, or are harvested by automated web-crawlers, they
can be erroneous due to algorithmic deficiencies. Since meaningful hypothesis
construction depends on the completeness and accuracy of the process descrip-
tions, they in turn can also be flawed. It is therefore imperative that some
form of revision and corrective opportunities are available. In BioNursery, the
crowd computing model uses a well developed Information Source Tracking (IST)
method [11] to assign credibility of the resource descriptions. We invite readers to
[11] for a discussion on the IST method, and to [4] for a discussion on CrowdCure
in which IST has been used to assign credibility to stored information.

4 Conclusion and Future Research

Though we have discussed BioNursery features using simple, intuitive and small
examples throughout the article, our goal in this paper was to show that BioNurs-
ery holds promise for constructing and testing complex and arbitrary hypotheses
of the form shown as the π-graph in Fig. 2 generated against the query Q below
using BioNursery knowledgebase.

Q: Could you suggest a procedure to identify genes associated with male
infertility using semen expression and pathway data?
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Fig. 2. Computational model of an infertility-related hypothesis discussed in [2].

Our reliance on a community curated knowledge ecosystem BioNursery indi-
cates a good chance that we can develop an automated hypothesis testing system
and an open knowledge ecosystem for molecular modeling of pain. We do not
insist on a flawless generation of a computational procedure. Instead, we propose
a mechanism that expects possible erroneous suggestions or mappings, but can
eventually be cured successfully. The model proposed relies on expert and user
participation in the knowledge ecosystem in their role as curators. The crowd
computing model accommodates a reliability assignment mechanism [11] that
tracks user curation efforts to identify reliable curators using a possible world
trust model that changes over time and adjusts to new realities.
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Abstract. Existing multi-source E-Commerce recommendation algo-
rithms, such as Multi-source Category Extension system (ECCF19), use
item categories to improve the quality of the user-item rating matrix
input to the collaborative filtering (CF) process for better recommen-
dations. HPCRec18 model derives a consequential bond between clicks
and purchases to predict preferences for users with no purchase history,
whereas HSPRec19 uses sequential purchase patterns from historical
data as well as consequential bond in mined patterns to improve the
user-item matrix for CF. None of these systems use both the historical
and item description data to address the CF limitations.

This paper proposes a Multi-source Category Extended Historical
Sequential Pattern Recommendation System (MCE-HSPRec), an exten-
sion of the HSPRec19 system to increase recommendation coverage and
alleviate new item problem by enriching item category information.
MCE-HSPRec derives enriched category-based user profiles by analyz-
ing item categories that are frequently purchased together. Results show
that HSPRec achieves 36.64% more prediction coverage compared to
HSPRec. MCE-HSPRec also obtains high precision and recall values
(0.94716, 0.94781) in comparison to HSPRec19 (0.8985, 0.90002).

Keywords: Multi-Source · Sequential Pattern Mining · Category
Co-occurrence · Recommendation System · Implicit feedback

1 Introduction

Modern daily life is now highly dependent on different internet-based services. As
a result, we are surrounded by the various implementation of recommendation sys-
tems. Recommendation Systems are a collection of software tools and techniques
that suggest items to users that vary from physical items to entertainment con-
tent to consume [7]. Some common examples of recommendation systems in differ-
ent domains are Movies/Dramas (Netflix), Video (YouTube), Music (Spotify), E-
commerce (Amazon), Friends (Facebook). Platforms implement recommendation
systems based on their varying interests. When making a recommendation, among
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 367–381, 2023.
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many common operational and technical goals are relevance, novelty, serendip-
ity, and increasing recommendation diversity [1]. According to Schafer et al. [14],
in addition to these common goals, a recommendation system has a few other
important goals including the ones listed next: (i). Increase sales: one of the most
important goals of a commercial RS is to increase sales by recommending prod-
ucts the customer will likely buy. Profit is a major driving factor for the develop-
ment of commercial recommendation systems. (ii). Recommend diverse products:
another important goal is to diversify recommended products. Instead of recom-
mending only highly-rated, recommend more diverse and harder-to-find products.
(iii). Increase user retention: by improving user experience, RS can also increase
user loyalty to the website or application. This is achieved by recommending users
tailored, relevant, and exciting items.

Traditional recommendation systems, such as the most widely used Collab-
orative filtering (CF) technique, uses user ratings on items to derive recommen-
dations. In the explicit dataset, the collaborative filtering method works with
highly sparse user explicit ratings as many items are not rated or purchased by
the users [13]. The ratings themselves then become questionable as many vendors
and E-commerce platforms were found bribing the users for fake positive ratings
[4]. To resolve both the sparsity and honesty problem, implicit rating techniques
[3] derive user preferences from user behaviors such as clicks and purchases.
The Content-Based filtering (CBF) approach to recommendation [16] utilizes
user profile information (i.e., age, gender, location) and product features (i.e.,
price, category, attributes) to derive recommendations. Hybrid recommendation
approaches [6,10] combine techniques from both the collaborative and content-
based approaches to achieve a better result. However, hybrid recommendation
systems [3,18] that can alleviate new user problems cannot address new item
issues with only one source of information. Therefore, a question arose: Can
implicit multi-relational information be obtained and used for decision-making
tasks? The necessity of mining multiple sources includes comparative analysis,
finding product sequence patterns in the local and global scope, finding alterna-
tive information on product sequence patterns mined in one source, and many
more [5].

The proposed MCE-HSPRec system as in an unpublished thesis [17], extends
the HSPRec19 system using item category information and increases prediction
coverage for the domain. It derives recommendations for new items (Cold start)
and derives a rich user profile based on category preference, in addition to deriv-
ing category co-occurrence pattern in user clicks.

Section 2 discusses related work, Sect. 3 describes the proposed MCE-HSPRe
system with an example application of the proposed technique, Sect. 4 compares
the proposed system with HSPRec19 and analyses its performance. Section 5
presents the limitations of the proposed system and conclusions.

2 Related Work

The related work is divided into 4 different categories: (i) Historical Sequential
Pattern Approach system, HSPRec19 [3] derives the relation between click and
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purchase as sequential rules through sequential pattern mining in historical e-
commerce data. It then uses the derived rule to compute weights for items in
sequence and predict recommendations to enrich the user-item frequency matrix.
(ii) Matrix Factorization Approach, MuSIF19 [15] uses a multi-source approach
to alleviate the CF method’s data sparsity issue. It generates the user-item fre-
quency matrix from historical user interaction information, such as view action,
adding different weights for each action while computing the rating for each
user-item pair. It then derives a binary preference score from the populated
user-item matrix. (iii) Multi-source Category Extension system called ECCF19
[11] uses item category to extend the CF method of an explicit rating matrix
and alleviate the new item problem. The ECCF19 system derives category co-
relation from the user search history and generates a category co-occurrence
graph. They then generate a user-category frequency matrix from the user-item
rating matrix. Finally, it computes the user-category preference matrix incorpo-
rating the user-item matrix, user-category frequency matrix, and the category
co-occurrence graph before applying the CF method. (iv) Ontology-based Matrix
Factorization Approach [12] called HCR18, a hybrid approach for CF systems
using semantic similarity and dimensionality reduction techniques. They first
cluster the users based on their preference similarity and the items based on
their semantic similarity. They used an ontological knowledge representation to
store item semantic information. SVD is used on the user and item clusters to
reduce their dimensionality. Prediction for missing rating is computed through
approximation based on matrix factorization. Ontology Enhanced Collaborative
Filtering Approach [2] utilizes ontological knowledge to derive item similarity to
enrich the user-item matrix. They use the weighted path length formula applied
in cross-domain knowledge to find semantic similarity. Using an adjusted cosine
similarity and SVD method, the CD-SPM system predicts rating before applying
the CF method.

Major drawbacks of these existing systems are (i) HSPRec19 [3] cannot derive
recommendations for new items, and does not take into account, item attribute
information while enriching user-item matrix (ii) MuSIF19 [15] has different user
interaction adding noise to the matrix and contributing to inaccurate predictions.
In addition, ARM used in it does not significantly increase the matrix density
(iii) ECCF19 [11] is unable to capture user purchase behavior as it does not mine
patterns in user purchase history, and therefore, it cannot generate a recommen-
dation for new users (iv) HCR18 [12] depends on explicit user rating and density
of the matrix. It does not capture purchase behavior as it does not use historical
e-commerce information (v) CD-SPM [2] does not use sequential pattern mining
to capture changes in user purchase behavior, and only one domain is benefited
from the cross-domain knowledge transfer.

In order to mitigate these limitations, the proposed system MCE-HSPRe
extends HSPRec19 [3] to (i) derive recommendations for new items (i.e., for
a cold start): (ii). derive a rich user profile by extending the user-item matrix
derived by HSPRec19 with user category preference information and (iii) deriv-
ing category co-occurrence pattern in user clicks.
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3 The Proposed Multi-source Recommendation System
MCE-HSPRec

The primary goal of the proposed MCE-HSPRec system is to mine both an
item purchase sequence database and category sequence database to derive an
enriched categorical preference user item rating matrix. The historical sequential
pattern recommendation system (HSPRec19) mines user clicks and purchase
behavior to derive recommendations for a new user with no purchase history. As
it does not consider item attribute information such as category, the HSPRec19
system is unable to predict ratings for a new item in the domain. New items
are recommended to increase sales in the interest of both seller and customer.
The proposed MCE-HSPRec system uses the category information available in
the item database to extend the HSPRec [3] system for new item coverage. In
the e-commerce platform, many items share a category. The customer purchase
history is converted into a user-category frequency matrix. Then category co-
relation is derived as co-occurrences in historical user click sequence. The co-
occurrence data is stored in a graph called co-occurrence graph (CCG). The
HSPRec module helps to generate a rich user-item preference matrix through
sequential pattern mining in the user click and purchase click sequence database.
As the final step of MCE-HSPRec, user preference is computed to a category
from the user-item matrix, user-category and CCG. User preference are being
computed to individual categories. Therefore, this allows addressing new item
recommendations if the item is from an existing category in the system.

Figure 1 shows the flow of steps proposed in MCE-HSPRec, whereas the
main proposed MCE-HSPRec algorithms is given as Algorithm 1, which calls
the sub algorithms 2 to 5. As the aim is to generate a rich user-item prefer-
ence matrix, the first step of the proposed algorithm is to apply the HSPRec
module to the historical click and purchase data that contains user clickstream
and purchases event to generate a user-item preference matrix. Note that details
of HSPRec19 algorithm ([3]) are beyond the scope of this paper due to space
limitations. The rich user-item preference matrix is extended to a richer user-
category (UC) preference matrix by executing UC, CCG, and the MCE-HSPRec
module in sequence. The result of this MCE-HSPRec program is fed to collab-
orative filtering [1,8] program to generate recommendations (Top-N categories
of items, highest rated categories of items). Section 3.1 demonstrates the flow of
data shown in Fig. 1 using a working example. It runs the example input through
each step of algorithms 1 to 5 to achieve the final output, which is an enriched
normalized user-preference matrix.

The formula to generate an enriched preference matrix in step 1 of Algorithm
5 is adapted from ECCF19 [11]. This method uses a user-defined threshold value
called PositiveRating to determine which rating will be considered as positive.



Using Derived Sequential Pattern Mining 371

In step 2 of Algorithm 5, the enriched user-item frequency matrix is normal-
ized according to the unit vector formula adapted from Bhatta et al. [3].

Normalization(ruc) = ruc/
√
(r2uc1 + r2uc2 + ...r2ucn), (1)

where ruc is the level of user interest in categories as a value between 0 and 1.

Fig. 1. Dataflow of the proposed MCE-HSPRec system



372 R. Chaturvedi et al.

Algorithm 1 . MCE-HSPRec (Multi Source Category Extended Historical
Sequential Recommendation)
Input: historical user purchase database (PDB), historical user clicks data (CDB), min-
imum support (s). user-item purchase frequency matrix (M), item attribute database
(IDB) containing item category information, positive rating threshold (pr)
Output: Enriched user preference matrix (EPM) using sequential purchase patterns,
co-occurring category preference in clickstream data, and category purchase frequency.
Begin
For each table in a database
1. Enriched user-item frequency matrix (EM) ← HSPRec (PDB, CDB, M, s) using
Algorithm 2.
2. User category frequency matrix (UC) ← UCM(PDB) using Algorithm 3.
3. Category co-occurrence graph (CCG) ← CCG(CSD) to create a weighted category
co-occurrence graph using Algorithm 4.
4. Enriched user preference matrix (EPM) ← MCE-HSPRec (EM, UC, CCG) using
Algorithm 5.
End for each

Algorithm 2. HSPRec (Historical Sequential Recommendation) Module
Input: historical user purchase database (PDB), historical user clicks data (CDB),
minimum support (s).
Output: Enriched user-item purchase frequency matrix (EM).
Intermediate: historical sequential purchase database (SDB), historical sequential click
database (SCDB), enriched user-item frequency matrix (EM),
Begin
For each table in a database
1. for each user U in PDB,
compare timestamp and create periodic (daily, weekly) SDB
end for each
2. for each user U in CDB,
compare timestamp and create periodic (daily, weekly) SCDB
end for each
3. Compute CPS between SDB and SCDB as adapted from HSPRec [3]
4. Compute weighted frequent patterns for user u using the CPS value computed in
step 4. Use the weighted sequence to compute individual item weights for missing item
ratings
5. Generate an enriched user purchase frequency matrix (EM)
6. Normalize the new enriched user purchase frequency matrix.
End for each
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Algorithm 3. UC (User Category Preference Matrix) Module
Input: Historical user purchase data, Item profile data.
Output: User category preference (UC) matrix.
Begin
For each table in a database
1. Map user purchase of item to the category id of the item
2. for each user-category purchase event, count frequency and update UC matrix
End for each

Algorithm 4. CCG (Category Co-occurrence Graph) Module
Input: Historical user clickstream data, Item profile data, CSD (Category Sequence
Database).
Output: Weighted edge category graph (CCG).
Begin
For each sequence in a database
1. Map user-item click event to the category id of the item
2. Using the modified sequence database generator to create CSD
3. Create a weighted category co-occurrence graph (CCG).
4. for each category c in a sequence do: count co-occurrence of two categories (c1, c2)
update CCG
End for each

Algorithm 5. MCE-HSPRec (Multi-source Category Extended HSPRec) Mod-
ule
Input: Enriched user-item frequency matrix (EM), category co-occurrence graph
(CCG), user-category frequency matrix (UC)
Output: Enriched user preference matrix (EPM).
Begin
For each table in a database
1. for each user for each category compute user preference using EM, UC and CCG
update enrich preference matrix (EPM) end for each
2. Normalize the matrix using equation
3. Apply collaborative filtering (CF) to generate recommendations

3.1 Running Example of MCE-HSPRec (Algorithms 1–5)

Input: user clicks database (Table 1), user purchase database (Table 2), and item
details database (Table 3)

Output: rich user-item frequency matrix (Table 4), rich user-category preference
matrix (Table 5) and normalized user preference matrix (Table 8b).

–Step 1: Create the rich user-item preference matrix by using Algorithm 2 that
extends the user-item matrix generated by HSPRec module [3]. Table 4 shows
the matrix generated for the given input. The detailed steps used to generate
this user-item matrix from the given user-clicks, user-purchase and items
database adapted from HSPRec19 algorithm ([3]) are beyond the scope of
this paper due to space limitation.
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Table 1. Input1: User clicks database

User_id Items Session_start Session_end

U1 Galaxy_s21, Iphone_12, Galaxy_s21, Case_s21,
Samsung_tv, Fast_charger

2021.04.12.11.30.21 2021.04.12.12.30.21

U1 Iphone_12, Airpod, Fast_charger 2021.06.23.11.43.21 2021.06.23.12.26.21
U2 Iphone_12, Airpod, Case_s21 2021.04.14.09.20.30 2021.04.14.10.00.10
U3 Airpod, Iphone_12, Fast_charger, Galaxy_s21 2021.05.11.10.02.40 2021.05.11.10.45.40
U3 Galaxy_s21, Samsung_tv, Fast_charger 2021.07.22.11.30.21 2021.07.22.12.40.11
U4 Iphone_12, Galaxy_s21 2021.09.23.11.43.21 2021.09.23.12.14.21

Table 2. Input2: User purchase database

User_id Items Timestamp

U1 Galaxy_s21,Case_s21, Samsung_tv, Fast_charger 2021.04.12.12.30.21
U1 Iphone_12, Fast_charger 2021.06.23.12.26.21
U2 Iphone_12, Airpod 2021.04.14.10.00.10
U3 Iphone_12, Airpod, Galaxy_s21 2021.05.11.10.45.40
U3 Fast_charger, Samsung_tv 2021.07.22.12.40.11
U4 ? 2021.09.23.12.14.21

Table 3. Item details database

Item CategoryId Category

Iphone_12 C1 Phone
Galaxy_s21 C1 Phone
Samsung_tv C2 Television
Airpod C3 Phone_accessory
Fast_charger C4 Phone_charger
Case_s22 C3 Phone_accessory
Case_12 C3 Phone_accessory

Table 4. Rich user-item purchase frequency matrix

Item-> User Galaxy_s2 Samsung_tv Iphone_1 Airpod Fast-charger Case_s2 Case_12

U1 0.354 0.354 0.354 ? 0.707 0.354 ?
U2 ? ? 0.707 0.707 ? ? ?
U3 0.354 0.354 0.354 0.707 0.354 ? ?
U4 0.457 0.457 0.420 0.305 0.305 0.468 ?

–Step 2: Create the user-category preference matrix from historical purchase
database base and the item details database using Algorithm 3. Mapping
item category to purchase through item id we get following matrix (Table 5)
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Table 5. User-category purchase frequency matrix

Category-> User C1 C2 C3 C4

U1 2 1 1 2
U2 1 0 1 0
U3 2 1 2 1
U4 0 0 0 0

Table 6. Category click sequence

User_id Click Category Sequence

U1 <(Phone, Phone, Phone, Phone_accessory, Television, Phone_charger),
(Phone, Phone_accessory, Phone_charger)>

U2 <(Phone, Phone_accessory, Phone_accessory)>
U3 <(Phone_accessory, Phone, Phone_charger, Phone), (Phone, Television,

Phone_charger)>
U4 <(Phone, Phone)>

–Step 3: This step uses step 1 of Algorithm 4 to first create category click sequence
database by mapping items to their categories through the primary key –
foreign key relation. The result is as shown in Table 6.

As the target for the proposed algorithm is the correlation between the cat-
egories, for each sequence we keep first appearance of each category and prune
the repetitive occurrences (step 2 of Algorithm 4). For example, the sequence
<(Phone, Phone, Phone, Phone_accessory, Television, Phone_charger), (Phone,
Phone_accessory, Phone_charger)> becomes <(Phone, Phone_accessory, Tele-
vision, Phone_charger), (Phone, Phone_accessory, Phone_charger)> after
pruning. We use category id for easier computation and representation. The
pruned sequence database is shown in Table 7.

Table 7. Pruned category click sequences

S_id Click Category Sequence

S1 <(C1, C3, C2, C4), (C1, C3, C4)>
S2 <(C1, C3)>
S3 <(C3, C1, C4), (C1, C2, C4)>
S4 <(C1)>

In step 3 of Algorithm 4, we first count co-occurrences frequency of each
category pair with respect to their distance in each sequence and update the
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category co-occurrence graph (CCG). Co-occurrence for the sequence <(Phone,
Phone_accessory, Television, Phone_charger), (Phone, Phone_accessory,
Phone_charger)> is computed with respect to category “Phone”.

Phone(C1)−PhoneAccessory(C3) = w(x,y) =
∑

S 1/d(x,y) = 1/1+ 1/1 = 2
Phone(C1) − Television(C2) = 1/1 = 0.50
Phone(C1) − PhoneCharger(C4) = 1/3 + 1/2 = 0.83
For this example, the CCG is as shown in Fig. 2, by counting for all sequence

pair in order and for all sequences. For example, weight of the edge between
categories C1 and C3 is calculated by adding co-occurrence frequency of the
pair (C1, C3) with respect to their distance in each of the four sequences S1 to
S4 shown in Table 7, i.e., by adding 2 from S1, 1 from S2 and 1 from S3, to get
a total of 4 on the edge between C1 and C3.

Fig. 2. Category Co-occurence Graph (CCG)

–Step 4: In this step, we demonstrate Algorithm 5 by combining the rich user-
item purchase frequency matrix (Table 4), user-category purchase frequency
matrix (Table 5), the category co-occurrence matrix (Table 7) and the cat-
egory co-occurrence Graph (CCG)) shown in Fig. 2 to compute rich user-
category preference matrix. Assuming that the PositiveRating is set to 0.60
(the rating scale is 0–1), the resulting rich user-category preference matrix
generated is shown in Table 8a. For example, frequency for user U1 and
category C4 is enriched and updated from 2 to 3, since U1 has interest in
fast_charger, which belongs to category C4 and has a frequency of 0.707, as
shown in Table 4. Since this value is greater than the given PositiveRating,
U1->C4 gets an updated value of 3, as shown in bold in Table 8a.

–Final step: The final step of Algorithm 5 applies a unit normalization formula
(Eq. 1) to capture user level of interest between 0 and 1 and generates a
normalized user preference matrix as shown in Table 8b, which is the final
output generated. For example, U1->C1 is computed as 2/sqrt(22+12+12+
32) = 2/sqrt(15) = 0.516.
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Table 8. Enriched and normalized user preference matrix

(a) User-category purchase frequency
Category-> User C1 C2 C3 C4
U1 2 1 1 3
U2 2 0 2 0
U3 2 1 3 1
U4 0 0 0 0

(b) Normalized user preference matrix
Category-> User C1 C2 C3 C4
U1 0.516 0.258 0.258 0.775
U2 0.707 0 0.707 0
U3 0.516 0.258 0.775 0.258
U4 0 0 0 0

4 Results and Analysis

As a historical e-commerce dataset, the “eCommerce events history in electronics
store” provided by Kechinov ([9]) was selected. This dataset was collected under
the Open CDP (2019) project and contains events related to users and products
of a large online electronics store over five months. The dataset contains 845041
events of which there are 793748 clicks and 37346 purchases. There is total
53453 products of 718 categories. This dataset was chosen since it provides both
historical e-commerce data and item category information.

A performance analysis of the proposed MCE_HSPRec system using user-
based collaborative filtering over the historical dataset is presented in this
section. The proposed system performance is evaluated with respect to MAE
(Mean absolute error), RMSE (Root Mean Square Error), Precision, Recall,
F1-score, and Prediction coverage compared with U2UCF [1], ECCF [11] and
HSPRec19 [3] systems.

For the comparative performance analysis, user-based collaborative filter-
ing was first applied on the implicit rating matrix derived from the “eCommerce
events history in electronics store” dataset. The baseline recommendation system
used in the proposed research is U2U [1]. Then HSPRec19 [3] is implemented,
which integrates user purchase and click behavior by deriving sequential rules
mined from the historical e-commerce data. After mapping category to user pur-
chase, collaborative filtering is applied over the user-category frequency matrix
giving CCF [11]. Algorithm ECCF [11], which utilizes item categories, is used
next to extend the user-based collaborative filtering method. Lastly, the pro-
posed multi-source category extended historical sequential recommended sys-
tem (MCE-HSPRec) is implemented that utilizes the rich user-item frequency
matrix derived from HSPRec19 [3]. Thereafter, category correlations from the
co-occurrences in user click sequence are captured into a category co-occurrence
graph. Finally, the user-category frequency matrix is combined with category co-
occurrence graph, and the rich user-item frequency matrix to derive a rich user-
category preference matrix by applying collaborative filtering to it. Then, pref-
erence matrix is derived for three different PositiveRating (0.6, 0.8, 1.0) thresh-
olds giving three matrix, namely mcehsprec0.6, mcehsprec0.8, mcehsprec1.0. A
10-fold evaluation is run for all the recommendation systems to validate perfor-
mance. Figure 3 displays graphs showing the comparative performance of each
recommendation system on 10-fold for k nearest neighbor (k@10). It can be seen
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Fig. 3. Performance evaluation measures using 10-fold cross validation on kNN for
User-based Collaborative filtering

from the graphs that MCE-HSPRec consistently improves CF results over the
HSPRec19 [3] system.

Table shown in Fig. 3a shows the average performance of different recom-
mendation systems. As demonstrated, the proposed MCE-HSPRec system out-
performs both user-item frequency-based (U2U, HSPRec19) recommendation
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Fig. 4. Performance analysis @k10

systems. The proposed system only loses to the CCF model in MAE and RMSE
metrics, although achieving very close results. The metric error results can
be explained through the rating value distribution in our user-item frequency
matrix. In Fig. 4b, it can be seen that the rating matrix is highly skewed, result-
ing in more errors in the collaborative filtering part. The CCF model only takes
the category purchase frequency as input and does not consider the user pref-
erence of the category and purchase behavior present in the historical data. It
also does not consider category co-relation, which the proposed model is able
to capture in the category co-occurrence graph. The best accuracy achieved is
when the PositiveRating threshold is set to be 1.0. The results also show that
denser user-category preference matrix can increase the prediction coverage on
the domain to more than double.
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5 Conclusion and Future Work

To conclude, by deriving user interest from categories instead of specific items,
this research is able to create a denser preference matrix and increase the
prediction coverage of the domain. In comparison to other collaborative fil-
tering systems that utilize historical e-commerce data (HSPRec19), our pro-
posed MCE-HSPRec system has improved recommendation performance. The
proposed method can generate a recommendation for new items if it shares the
category with an existing item, helping sellers increase recognition and sales
of a new item. The proposed MCE-HSPRec system can also incorporate user
purchase behavior into a recommendation, whereas existing category-based CF
systems (ECCF) do not. This helps us generate more relevant recommendations
for that user. Experiments show that the proposed system produces better results
after evaluating the performance of the proposed MCE-HSPRec against other
systems. The MCE-HSPRec achieves 36.64% more prediction coverage compared
to HSPRec.

A possible future extension to this study is to find if including the order cat-
egory co-occurrence in a sequence while generating the category co-cooccurrence
graph improves understanding of the user preferences. Yet another future scope
is a possible way to overcome recommendation error if implicit rating distribu-
tion is highly skewed.
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Abstract. One of the best aspects of traveling is getting to try new
dishes or regional delicacies that one has never had before. It is an act of
satisfying our curiosity, which is one of the most important motivations
to travel. However, there may be concerns about whether such dishes
can be eaten. Many studies on food recommendations are based on user
preferences or dish popularity, and consideration for enjoying unknown
local dishes with a feeling of comfort is often insufficient. To address
the challenge of balancing curiosity and a sense of comfort, this study
determines a sense of comfort toward food from the acceptability of taste
and curiosity towards food from the adventurousness of ingredients. This
study proposes a neural network model for learning and estimating rep-
resentation vectors that represent the taste and ingredients of food to
compare the taste and ingredients of the recommended food with those
of the food the user has had in the past. We also verify the feasibility of
recommending dishes that balance both a sense of comfort and curiosity
using the estimated acceptability and adventurousness. Through a case
study, we demonstrate that reducing the dimensionality of the ingredi-
ent representation vectors through principal component analysis results
in a certain bias in the distribution on the plane. We also confirm that
differences in taste can be estimated by measuring the distance between
past distributions and current taste representation vectors.

Keywords: Food Recommendation · Travel · Acceptablity ·
Adventurousness

1 Introduction

Trying new dishes or local specialties that one has never eaten before is one of
the most enjoyable aspects of traveling, satisfying our curiosity, which is one of
the most important motivations to travel. It is desirable that the dishes that are
eaten are made up of ingredients that one can eat and they taste good according
to one’s own taste. Especially when it comes to food during travel, there is often
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Fig. 1. Recommendation factor and the resulting food (https://lostplate.com/recipes/
mapo-tofu-recipe; https://bit.ly/3XoC0sx; https://www.sbfoods.co.jp/recipe/detail/
08678.html; https://www.food.com/recipe/tomyamsoup-thailand-479094; https://
littlespoonfarm.com/hot-and-sour-soup-recipe)

no second chance to make a different choice if the food does not meet one’s
expectations. Therefore, one must be comfortable while accepting food.

In recent years, research on food recommendations has been actively con-
ducted. Gao et al. [4] and Thongsri et al. [8] proposed food recommendation
systems that satisfy users’ food preferences. When it comes to meals during
travel, if recommendations are made based on a user’s food preferences, as in the
conventional methods introduced here, the dishes obtained through recommen-
dations may be closer to the user’s preferred taste, providing a sense of comfort
that they can be enjoyed. However, a sense of curiosity is absent because the
tastes of the dishes that one prefers to eat frequently are similar.

Correia et al. [3] concluded that the uniqueness and tradition of food are
important elements in recommending dishes to tourists. Users’ curiosity can be
satisfied by recommending dishes based on regional and popular cuisine. How-
ever, the recommended dishes may contain ingredients that the user cannot eat
or that have strong tastes that do not suit the user’s palate; therefore, a sense
of comfort cannot be ensured.

To the best of our knowledge, currently, no method for recommending unfa-
miliar dishes at travel destinations combines both curiosity and a sense of com-
fort. Figure 1 illustrates an example of the correspondence between recommen-
dation factors and the resulting recommended dishes. As of now, recommending
dishes in the third and fourth quadrants of Fig. 1 is undesirable, as they contain
dishes that may be difficult for users to accept. Additionally, dishes in the sec-
ond quadrant of Fig. 1 are easily acceptable to users but lack adventurousness,
and conventional recommendation methods based on taste preferences would
recommend dishes in this area. Dishes that balance both curiosity and a sense
of comfort are those included in the first quadrant of Fig. 1.

https://lostplate.com/recipes/mapo-tofu-recipe
https://lostplate.com/recipes/mapo-tofu-recipe
https://bit.ly/3XoC0sx
https://www.sbfoods.co.jp/recipe/detail/08678.html
https://www.sbfoods.co.jp/recipe/detail/08678.html
https://www.food.com/recipe/tomyamsoup-thailand-479094
https://littlespoonfarm.com/hot-and-sour-soup-recipe
https://littlespoonfarm.com/hot-and-sour-soup-recipe
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In this study, we propose a taste network model that learns the taste repre-
sentation vector, which represents the taste of a dish, and the ingredient repre-
sentation vector, which represents the ingredients used in the dish, to achieve a
food recommendation that balances comfort and curiosity. The proposed model
learns the taste representation vector by training the model to identify the degree
of hotness, sweetness, and sourness that make up the taste of a dish. The model
then calculates the taste and ingredient representation vectors for the dishes the
user has previously eaten and estimates the degree of acceptability and adven-
turousness of the target dish by analyzing the relationship between the taste and
ingredient representation vectors of the target dish and those of the dishes the
user has eaten previously; This enables a food recommendation that balances
comfort and curiosity.

The major contributions of this study are as follows:

– We proposed a neural network model that outputs two types of representation
vectors that represent the two elements that constitute a dish: taste and
ingredients, using image and recipe data (Sect. 3).

– We demonstrated the possibility of identifying the degree of hotness, sweet-
ness, and sourness in dishes from image and recipe data using a taste network
model (Sect. 3).

– We conducted cross-validation and user experiments to measure the discrim-
inative performance of the proposed model in identifying the degree of taste.
Additionally, we proposed a data sampling method from existing datasets
(Sects. 3 and 4).

– We analyzed the degree of acceptability and adventurousness of the target
dish using the user’s food history data (Sect. 4).

2 Related Work

Conventional studies on food recommendation systems focus on recommending
food based on users’ food preferences. Gao et al. [4] proposed a recommendation
system based on a neural network called hierarchical attention-based food rec-
ommendation to estimate the user’s food preferences. Ueda et al. [9] proposed a
recipe recommendation method based on food preferences. They estimated the
user’s food preferences, including their favorite and least liked ingredients, based
on recipes they have viewed or cooked in the past. Thongsri et al. [8] proposed
a personalized healthy food recommendation system based on collaborative fil-
tering and Knapsack methods.

Yu et al. [10] argue that aesthetic elements are crucial in predicting users’
preferences. They incorporate aesthetic features of items extracted from a deep
aesthetic network into recommendation systems. Zhang et al. [11] proposed a
personalized restaurant recommendation system by extracting visual features of
images using deep convolutional neural networks and using them with collabo-
rative filtering methods.

Ahmadian et al. [1] proposed a recommendation approach that takes into
account temporal reliability and confidence measures. Similarly, Zhao el al. [12]
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considered the temporal changes in users’ rating preferences and proposed a
tensor factorization model that includes time-varying user and item bias terms.

Travel and food are inseparable companions. Kauppinen et al. [6] conducted
focus group interviews to investigate memorable and positive meal experiences
and understand the nature of past experiences. They identified the typical char-
acteristics of a meal or food experience as a tourist, including the willingness
to try new types of food. Jiménez et al. [5] conducted a study that analyzed
the relationship between gastronomy, culture, and tourism. As a result, it was
revealed that tourists consider food to be an essential part of the cultural iden-
tity of a tourist destination. Correia et al. [3] investigated the impact of local
food attributes on customer satisfaction using fuzzy set qualitative comparative
analysis. They identified four factors that contributed to recommendations: the
quality of the cuisine, its uniqueness, tradition, and the quality of service.

Marín et al. [7] proposed a neural network model called the joint neural
embedding model (JNEM) to achieve cross-modal food search. JNEM outputs
recipe representation vectors from text data representing ingredients and cook-
ing procedures that constitute a dish and image representation vectors from
image data representing dish images. The recipe and image representation vec-
tors output from the same dish are trained to have a small cosine similarity so
that representation vectors obtained from different types of data, such as text
and images, can be handled in the same space.

3 Proposed Method

In this section, we explain the taste network model, which learns taste and ingre-
dient representation vectors. Furthermore, we describe a method for estimating
acceptability and adventurousness using this model. The taste network takes as
input the ingredients data, cooking procedure data, and image data of a dish,
and outputs representation vectors of the ingredients and taste of the dish by
considering both visual semantic and textual semantic to obtain rich features.
Figure 2 illustrates the structure of the taste network. In Sect. 3.1, we explain the
model proposed by Marín et al. [7], JNEM, which is incorporated into the taste
network model. Section 3.2 summarizes the processing within the components
that constitute the model. In Sect. 3.3, we explain the method for estimating the
ingredient and taste representation vectors. In Sect. 3.4, we describe the training
task of the proposed model, and in Sect. 3.5, we explain the dataset used for
training and testing the proposed model. Finally, in Sect. 3.6, we summarize the
training method and evaluation results of the proposed model.

3.1 JNEM

The JNEM consists mainly of three encoder parts and a fully connected layer,
as shown in Fig. 3. The inputs are recipe data consisting of a set of ingredients
and cooking procedures included in the dish and the image data of the dish. The
mechanisms of each encoder part are as follows.
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Fig. 2. Structure of Taste Network Model.

Ingredients-Encoder. Each ingredient in the recipe’s ingredient set is first
converted into a 300-dimensional semantic vector using word2vec. These are
denoted as {v1ingr, v2ingr, . . . , vmingr}, where m is the number of ingredients in
the recipe. Subsequently, considering that the ingredient set is a non-ordered
relation, each ingredient vector v1ingr, v

2
ingr, . . . , v

m
ingr is input into a bidirec-

tional Long Short Term Memory(LSTM), and a single 600-dimensional vector
vingredient is obtained as the output, which represents the ingredient vector.

Instructions-Encoder. Typically, the cooking instructions of a recipe comprise
multiple sentences and steps. Therefore, we first encode each sentence that rep-
resents a step using a method based on Skip-thought. The Skip-thought model
is modified by replacing the Gated Recurrent Unit(GRU) part with LSTM and
adding instructions to represent the beginning and end of the cooking instructions.
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Fig. 3. Structure of JNEM. [7]

This model converts each sentence of the cooking instructions into a 1024-
dimensional vector. Finally, we input the vectors obtained earlier into a regular
LSTM to obtain a single 1024-dimensional vector, which represents the cooking
instructions of the recipe. Here, let us denote the cooking instruction representa-
tion vector as vinstruction.

Image-Encoder. The food image is encoded into a 2048-dimensional vector
vimage by a model that removes the classification layer from the pre-trained
ResNet50 based on the ImageNet dataset.

3.2 Component Description

The taste network comprises three components: the shape transformer, taste
estimator, and taste discriminator. We will discuss the processing that occurs
within each component in this section.

Shape Transformer. In the shape transformer, vinstruction and Vimage are
input, and they are transformed into 300-dimensional vectors v′

instruction and
V ′
image by passing them through a linear layer and the tanh activation function.

Taste Estimator. The taste estimator takes v1ingr, v
2
ingr, . . . , v

20
ingr,

v′
instruction, V

′
image as input and outputs the taste representation vector Vtaste.
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First, the input vectors are passed through an attention layer, which outputs
the weighted sum of the input vectors.

query = [v1ingr, v
2
ingr, . . . , v

20
ingr, v

′
instruction, V

′
image] (1)

key = [v1ingr, v
2
ingr, . . . , v

20
ingr, v

′
instruction, V

′
image] (2)

value = [v1ingr, v
2
ingr, . . . , v

20
ingr, v

′
instruction, V

′
image] (3)

V attention = Attention(query, key, value) (4)

Next, the input and output of the attention layer are added, and layer nor-
malization is used to normalize the feature of each row vector to obtain VLN .

V add = [v1ingr, v
2
ingr, . . . , v

20
ingr, v

′
instruction, V

′
image] + V attention (5)

V LN = LayerNormalization(V add) (6)

The row vectors of V LN are then concatenated to form a single vector
V ′attention. Finally, V ′attention is passed through a 3-layer multilayer percep-
tron(MLP) with a rectified linear unit activation function in the hidden layer.
Dropout is applied with a dropout rate of 0.5 for the non-activated nodes in the
hidden layer. The output of the MLP is a 6-dimensional taste representation
vector Vtaste, which is the output of the taste estimator.

Taste Discriminator. The taste discriminator takes the taste representation
vector Vtaste as input and outputs 3-dimensional vectors Vhot, Vsweet, Vsour indi-
cating the degree of hotness, sweetness, and sourness, respectively.

First, Vtaste is input into a 3-layer MLP with rectified linear unit activation
function in the hidden layers, and the output layer applies the softmax function
to obtain Vhot. Here, Vhot is a hotness vector that represents not hot, slightly
hot, and very hot in order from the first element. Similarly, Vtaste is input to an
MLP to obtain Vsweet and Vsour. Vsweet is a sweetness vector that represents not
sweet, slightly sweet, and very sweet in order from the first element, and Vsour is
a sourness vector that represents not sour, slightly sour, and very sour in order
from the first element.

3.3 Estimation Method for Ingredient and Taste Representation
Vectors

In this section, we describe the method for estimating ingredient and taste rep-
resentation vectors output by the taste network.

Ingredient Representation Vector. The ingredient representation vector
vingredient is output from JNEM.
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Taste Representation Vector. First, the recipe and image data of the
food are input into the JNEM to obtain a set of ingredients processed
by word2vec, denoted as {v1ingr, v2ingr, . . . , vmingr, vm+1

ingr , . . . , v
20
ingr}, an encod-

ing of the cooking instructions denoted as vinstruction, and an encoding of
the image denoted as Vimage. Here, m is the number of ingredients, and
vm+1
ingr , . . . , v

20
ingr are dummy ingredient embeddings processed by word2vec

for a dummy ingredient (ingredient ID: 0) prepared to align the sequence
length of the ingredient set. Next, vinstruction and Vimage are input into the
shape transformer to obtain 300-dimensional v′

instruction and V ′
image. Finally,

{v1ingr, v2ingr, . . . , vmingr, vm+1
ingr , . . . , v

20
ingr},

v′
instruction, and V ′

image are input into the taste estimator to obtain the taste
representation vector Vtaste from the output.

3.4 Training Task of Taste Network

Chandrashekar et al. [2] demonstrated that the tastes humans perceive through
their tongues are generally classified into five categories: sweetness, saltiness,
sourness, bitterness, and umami. However, hotness (spiciness) is an impor-
tant factor in our choice of food. Consequently, we represents taste in a
six-dimensional manner: sweetness, saltiness, sourness, bitterness, umami, and
hotness.

Among these six elements, we considered that hotness, sweetness, and sour-
ness strongly affect the acceptability of human taste. Currently, in the labeling
task described in Sect. 3.5, we only considered the hotness, sweetness, and sour-
ness because they are easily discernible elements from recipe data and image
data. Therefore, in the training task of the taste network, we impose a training
task to recognize how much hotness, sweetness, and sourness are present in the
input food to learn how to output the taste representation vector Vtaste.

Hotness, sweetness, and sourness are all classified into one of the following
categories: 1, 2, or 3.

1. None (hot, sweet, or sour)
2. Slightly (hot, sweet, or sour)
3. Very (hot, sweet, or sour)

The hotness, sweetness, and sourness of the dishes used as training data
are expressed as three-dimensional one-hot vectors, and the cross-entropy error
between the outputs of the taste discriminator Vhot, Vsweet, Vsour and the one-hot
vectors is used as the loss for training.

3.5 Dataset

Recipe1M [7] comprises recipe and image data collected from 24 cooking web-
sites, with approximately 1 million recipes and 800,000 images. Recipe1M con-
tains the following data:

(Recipe ID, Recipe name, Ingredients, Cooking instructions, Recipe image,
Course label)
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Each recipe is uniquely identified by a recipe ID and contains data such as
recipe name, ingredients, cooking instructions, and course labels such as appe-
tizer or dessert. Additionally, multiple recipe images are associated with each
recipe.

For this study, a portion of the recipes from Recipe1M were used as the
training and test data for the model. Because Recipe1M does not contain data
indicating the degree of hotness, sweetness, or sourness, we labeled them and
used them as training and test data. Recipes with strong tastes in each category,
corresponding to labels 2 and 3, were selected as positive training to efficiently
train the model for hotness, sweetness, and sourness data. The specific method
used for hotness is shown as an example.

1. Three representative dishes that prominently exhibit hotness are extracted
from the dishes included in Recipe1M.

2. For each recipe data point in Recipe1M, Vimage is calculated by passing vimage

through a fully connected layer and activation function, and Vrecipe is calcu-
lated by combining vingredient and vinstruction and passing the result through
a fully connected layer and activation function. These will be referred to as
V tar
im and V tar

rec , respectively. Similarly, V i
im and V i

rec are calculated for the
three representative recipes extracted in step 1, where i = 1, 2, 3.

3. The cosine similarity between the vectors is calculated to obtain the image
similarity simimage and recipe similarity simrecipe between the representative
and other dishes.

simimage =
cos(V tar

im , V 1
im) + cos(V tar

im , V 2
im) + cos(V tar

im , V 3
im)

3
(7)

simrecipe =
cos(V tar

rec , V
1
rec) + cos(V tar

rec , V
2
rec) + cos(V tar

rec , V
3
rec)

3
(8)

Furthermore, the food similarity simfood is calculated as a weighted average
of simimage and simrecipe to measure the similarity between dishes.

simfood =
1
10

simimage +
9
10

simrecipe (9)

4. The top 100 dishes are adopted in the descending order of simfood obtained
in step 3.

Furthermore, to sample both negative and positive examples, 100 dishes with
low simfood were also selected in order. Through these steps, a dataset consisting
of 600 dishes was constructed and used.

3.6 Learning and Evaluation of the Taste Network

The dataset of 600 recipes described in Sect. 3.5 was randomly split into a train-
ing set of 540 recipes and a test set of 60 recipes to evaluate the performance
of the model with a ratio of 9:1. The cross-entropy error was used as the loss
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function, Adam was used as the optimization method, and the learning rate was
fixed at 0.001 for training.

The accuracy of the trained model was measured on a test set of 60 instances,
resulting in 85% accuracy for the “hot” label, 85% for the “sweet” label, and 75%
for the “sour” label. Table 1 lists the number and proportion of each label in the
test data.

Table 1. Number and proportion of each label

taste none(1) slightly(2) very(3)

hotness 51(85%) 7(11.7%) 2(3.3%)
sweetness 25(41.7%) 31(51.7%) 4(6.7%)
sourness 40(66.6%) 18(30.0%) 2(3.3%)

Table 2. Accuracy of cross-validations

fold hot sweet sour

baseline Our Method baseline Our Method baseline Our Method
1 73.3% 83.3% 40.3% 85.0% 61.7% 71.6%
2 73.0% 81.7% 35.5% 86.7% 55.2% 66.7%
3 75.0% 85.0% 42.2% 75.0% 56.7% 78.3%
4 74.0% 90.0% 41.5% 80.0% 52.3% 75.0%
5 74.0% 81.7% 40.2% 73.3% 49.3% 73.3%
6 78.8% 90.0% 42.0% 86.7% 60.5% 73.3%
7 74.0% 73.3% 42.0% 88.3% 58.8% 68.3%
8 71.2% 88.3% 42.3% 71.7% 60.3% 71.6%
9 74.7% 78.3% 41.2% 83.3% 52.7% 75.0%
10 71.5% 83.3% 42.7% 78.3% 55.5% 73.3%
Average 73.9% 83.5% 41.0% 80.8% 56.3% 72.7%

Furthermore, k-fold cross-validation was conducted with k = 10, and the
accuracy shown in Table 2 was obtained. The average accuracies over the 10 folds
were 83.5%, 80.8%, and 72.7% for the hotness, sweetness, and sourness labels,
respectively. To the best of our knowledge, there have been no previous studies
that focus on the task of discriminating the degree of taste. Furthermore, as the
output of JNEM is a ingredient representation vector, it cannot be introduced
as a comparative method. It is to say, there is no existing methods could be used
for comparison. Therefore, we calculated the distribution of labels of training
data per each cross-validation, and then set it predict the labels by sampling
according to that distribution.
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Based on the results of the test data and cross-validation, the taste discrim-
inator with an accuracy of 70 − 80% was considered to have been achieved for
each taste.

4 User Experiment and Case Study

4.1 User Experiment

In this section, we further evaluate how accurately the taste discrimination for
hotness, sweetness, and sourness can be achieved through a user experiment.

We used the dataset “foodRecSys-V1”1 published on Kaggle. This dataset
contains approximately 3.8 million interactions between users and recipes.

We selected five users with a food history of 10 or more dishes, including a bias
towards certain dishes from the perspective of taste or ingredients. We prepared
the user experiment data by replacing their food history with the corresponding
recipe from the Recipe1M dataset for the same dish or with the same name. The
participants of the user experiment were an undergraduate and two postgraduate
students (hereinafter referred to as participants A, B, and C).

We presented 59 dishes to the participants using a Google Form and asked
them to report three levels of hotness, sweetness, and sourness. The discrimina-
tion accuracy of the proposed model for both the answers of subjects A, B and
C and the most-voted label among their answers is shown in Fig. 4.

Fig. 4. Accuracy of each taste category (hot, sweet, sour).

The accuracy for the labels obtained by majority voting was 7.6% lower for
hotness, 13.6% lower for sweetness, and 17.5% lower for sourness compared with
the average accuracy obtained by cross-validation in Sect. 3.6. This is because
taste has a subjective aspect that is difficult to measure quantitatively. We

1 https://www.kaggle.com/datasets/elisaxxygao/foodrecsysv1.

https://www.kaggle.com/datasets/elisaxxygao/foodrecsysv1
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assigned the hotness, sweetness, and sourness labels in the training data, and
some differences existed between the model trained on the training data and the
subjects’ taste preferences.

4.2 Case Study

In this section, we report a case study to demonstrate the provision of food
recommendations while balancing acceptability and adventurousness, using the
food history data of five users used in the user experiment in Sect. 4.1. The
procedure is as follows:

– For all dishes in the food history data, we calculate the taste representation
vector Vtaste, assume that they form one cluster, and calculate the centroid
of the taste representation vectors Vcenter for all dishes. We then measure
the Mahalanobis distance between each dish’s Vtaste and Vcenter and set the
maximum value as dmax. Furthermore, we calculate the Mahalanobis distance
d′ between the target dish’s Vtaste and Vcenter and determine the dish as
acceptable if d′ ≤ dmax. We use Mahalanobis distance to detect the outlier
comparing with the distribution of previously eaten dishes.

Fig. 5. User 1’s scatter plot of ingredient representation vectors

– For all dishes in the food history data, we calculate the ingredient represen-
tation vector vingredient, compress the dimensionality to a 2D vector through
PCA, and plot them on a scatter plot. Similarly, we compress the target
dish’s ingredient representation vector vingredient through PCA and judge it
as adventurous if it is located away from the position formed by the points
created by the food history data on the same plane.

We summarize the analysis of two cases, one in which the proposal of a dish
that balances acceptability and adventurousness was successful, and one in which
it failed, out of five cases.



394 Y. Sakai and Q. Ma

Case 1. User 1 in Case 1’s history data includes many desserts such as cake,
cookies, and pie. Figure 5 depicts the scatter plot of the ingredient representation
vectors of the 16 dishes included in the food history data and the target dish,
and Table 3 lists the dish names and Mahalanobis distances.

Table 3. User 1’s food history

index title mahalanobis distance

0 Red Velvet cupcake 2.58
1 Turkish Delight 2.06
2 Dark Chocolate cake 2.53
3 Best Big, Fat, Chewy Chocolate Chip Cookie 2.73
4 Molasses Cookies 1.02
5 Tiramisu cheesecake 1.77
6 My Crab Cakes 3.31
7 Mie Goreng 2.86
8 Sweet Potato Casserole 2.18
9 Favorite Old Fashioned Gingerbread 1.93
10 Chocolate Truffle Pie 2.47
11 Bread Pudding 1.12
12 Sweet Potato Pie 1.76
13 Green Tomato Cake 3.23
14 Oatmeal Raisin Cookies 2.40
15 Easy blueberry pie 1.90
target California Roll 3.03

dmax is equal to the Mahalanobis distance of dish 6: My Crab Cakes, which
is 3.31. Furthermore, the California Roll, which was set as the target dish in this
case, has d′ = 3.03(≤ dmax). Figure 5 indicates that the target dish is located
far to the right, away from the previously eaten dishes whose ingredient vectors
are biased towards the lower left of the plot. Therefore, the California Roll is
likely to be a dish that incorporates adventure while maintaining acceptability
for the user, making it a candidate for a dish that balances a sense of comfort
and curiosity.

Case 2. User 2’s history data in Case 2 contains meat dishes and spicy dishes
such as salsa and chili con carne. The scatter plot of the ingredient representation
vectors of 10 dishes included in the history data, and the target dish is shown
in Fig. 6, and the dish names and Mahalanobis distances are listed in Table 4.
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Fig. 6. User 2’s scatter plot of ingredient representation vectors

Table 4. User 2’s food history

index title mahalanobis distance

0 Pork Barbeque 1.95

1 Spicy Salsa 2.83

2 Italian Pork Tenderloin 2.87

3 Pumpkin, Sweet Potato, Leek and Coconut Milk Soup 1.53

4 Flank Steak a la Willyboy 2.88

5 Emily’s Famous Sloppy Joes 1.90

6 Canadian Cod Au Gratin 2.24

7 The Ultimate Chili 1.47

8 Wheat Bran and Walnut Bagels 2.52

9 Easy blueberry pie 1.82

target Taiwan Ramen 2.98

The dmax is equal to the Mahalanobis distance of dish 4, Flank Steak a la
Willyboy, which is 2.88. The target dish, Taiwan Ramen, has d′ = 2.98(> dmax),
indicating that it may not be very acceptable. Furthermore, Fig. 6 indicates that
the ingredient representation vector for the target dish is outside the bias of the
representation vector for the usual dishes consumed. Therefore, Taiwan Ramen
may have some adventurousness, but it cannot be recommended as a dish that
balances both comfort and curiosity.

Conclusion and Discussion. In conclusion, the results of the case study demon-
strate that reducing the dimensionality of the ingredient representation vectors
through principal component analysis results in a certain bias in the distribution
on the plane and that differences in taste can be estimated by measuring the dis-
tance between past distributions and current taste representation vectors. How-
ever, there are cases where similar-tasting dishes, such as Dish 8: Sweet Potato
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Casserole and Dish 12: Sweet Potato Pie in Case 1, have different distances from
the centroid of the taste history distribution.

Given that the taste representation vectors are six-dimensional, using data
with even more food history for each user would be ideal. Therefore, we plan to
collect such data in future.

5 Conclusion

This study addresses the challenge of discovering dishes that satisfy both the
user’s sense of comfort and curiosity by obtaining both taste and ingredient
representation vectors for each dish. We propose a proprietary neural network
model called taste network that incorporates an existing research model to realize
the estimation of these vectors. The taste network is trained on the task of
discriminating the hotness, sweetness, and sourness of dishes. The performance
of the discriminator was evaluated using a test dataset prepared by the authors
and a user experiment, resulting in an average accuracy of 81.7% for the test
dataset and 68.5% for user responses.

This study retrieved the food histories of five users and applied the proposed
model to demonstrate the discovery of dishes that ensured both acceptability
and adventurousness in a case study using a dataset that preserved the mutual
relationship between users and the dishes on recipe websites.

The challenges and prospects for future research can be summarized as
follows:

– The amount of training data used in the training task, which is 540 in this
research, is insufficient for learning. Therefore, future research must aim to
increase the number of training data. In addition, personalization is planned
to discussed.

– A limitation is that the ability to obtain taste and ingredient representation
vectors is limited to the recipes contained in Recipe1M. Therefore, we plan
to expand it to enable the application of the taste network to any recipe.
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Abstract. A key problem of session-based recommendation (sequence
pattern or neighborhood-based recommendation) is to predict items
of interest based on anonymous user’s current interaction session or
unavailable profile user. While recurrent neural networks (RNNs) have
been applied to the recommender systems with remarkable success, lit-
tle attention has been paid to the semantic and contextual informa-
tion about tags. In this work we argue that long-short-term memory
recurrent neural network (LSTM-RNN) incorporating pre-trained global
vectors embeddings can be applied to capture semantic and contextual
information about tags in session-based recommendation systems with
remarkable results. Therefore, this paper introduces Tag2Seq, a novel rec-
ommendation system based on a recurrent neural network architecture
that utilizes LSTM to leverage user’s tags. Our method is evaluated on
the Movielens 20M dataset, Experimental results indicate that Tag2Seq
outperforms state-of-the-art session-based recommendation methods on
large real-world dataset.

Keywords: Session-based Recommender System · LSTM · RNN ·
Deep Learning · GloVe

1 Introduction

As the number of web resources continues to increase, users are presented with
an overwhelming amount of information to sift through. This phenomenon, com-
monly known as information overload, can be addressed by implementing per-
sonalized recommender systems (RS). RS have become one of the most impor-
tant information systems services in the last two decades [9], owing to their
highly practical value, especially in social media, e-commerce, education, and
other domains. Usually, it creates suggestions based on users’ prior intentions.
In fact, it analyzes a user’s past behavior to identify their preferences to rec-
ommend resources that align with his/her interests. By doing so, personalized
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RS assist users in obtaining and accessing resources that are relevant to their
needs, thus alleviating the problem of information overload [4,13,18,19]. How-
ever, these methods usually overlook the changes in a user’s preference over time,
as they mainly focus on exploring all historical data. Therefore, the user’s recent
interactions with items are not given much attention.

Recently, there was a growing interest in the RS literature on session-based
recommender systems (SBRS) aiming to provide personalized recommendations
based on a given sequence of user actions, without considering the longer-term
user histories [17]. This is particularly relevant for non-registered users, whose
short-term interests are assumed based on their current session. The main goal
of SBRS is to provide relevant item recommendations that match the user’s
short-term interests, without relying on longer-term user histories [24]. How-
ever, this approach had limitations in capturing more complex dependencies in
the user’s behavior. Over the past decade, SBRS have evolved from traditional
factorization approach to advanced deep neural networks-based model [3]. A key
problem of session-based recommendation (sequence pattern or neighborhood-
based recommendation) is to predict items of interest based on anonymous user’s
current interaction session or unavailable profile user. Therefore, it is challenging
to recommend relevant content instantly to users by simulating their long-term
behavior pattern [10]. In other words, instead of assuming that each user has
a fixed preference they tend to discover user preferences changes since a user’s
interests can change over time. Discovering such a change is crucial for producing
personalized suggestions. Moreover, session-based recommendation is misleading
by popularity bias and always favors short-head items with more popularity.

Deep neural network techniques have been widely adopted in the session-
based recommendation systems. RNNs, CNNs, GNNs, and attention mechanisms
are the most used approaches for deep learning-based sequential recommenda-
tion. RNN-based architectures have been extensively used in sequential recom-
mendation. Hence, the LSTM network was introduced to enable the learning of
long-term dependencies [11]. An LSTM has the advantage of having a long-term
memory module that can better handle long-term dependencies. As a result,
LSTMs have been widely used in various fields, such as natural language pro-
cessing, speech recognition, and others that involve sequential data [20]. Despite
the improvements brought by RNN-based methods, they still suffer from lim-
ited short-term memory and have difficulty in memorizing long sequences of
actions [20]. Therefore, in certain real-world scenarios, these methods still could
not better simulate the real intention of users or consider the complex pattern
transformation between interacted items [22]. In fact, the aforementioned mem-
ory network-based methods for session-based recommendations often ignore the
potential of using metadata such as tags, which could provide valuable informa-
tion to improve the accuracy of recommendations.

To address these limitations, we propose to Incorporating tags metadata in
RS to capture more nuanced user preferences and enhance recommendation accu-
racy. This approach enables the recommender system to provide more personal-
ized and precise recommendations that align with the user’s actual preferences.



400 Y. Bougteb et al.

Furthermore, tag-based SBRS can prove especially useful in cases where there is
a lack of user interaction history or limited data available. In this paper, we pro-
pose Tag2Seq: an LSTM-RNN session-based recommender system that utilizes
pre-trained GloVe embeddings to represent both tags and items in a dense vector
space [15]. This approach aims to enhance recommendation accuracy by lever-
aging the more nuanced user preferences captured through tag information. The
LSTM-RNN architecture is chosen because it is able to capture long-term depen-
dencies in user behavior, which is important for session-based recommendation
scenarios. To further enhance the performance of the model, GloVe embeddings
are used to represent the items and tags. GloVe embeddings are a popular
method for generating word embeddings, which are numerical representations of
words or phrases that capture semantic meaning. By representing the items and
tags with GloVe embeddings, the model is able to capture the semantic relation-
ships between them, which can lead to more accurate recommendations. To the
best of our knowledge, there is no LSTM-RNN incorporating pre-trained global
vectors embeddings to capture semantic and contextual information about tags
in session-based recommendation systems. This paper is structured as follows: in
Sect. 2, we provide a brief summary of the related work. The proposed approach
is detailed in Sect. 3, and in Sect. 4, we present the results of our experiments.
Finally, we conclude our paper in Sect. 5.

2 Related Work

Explicit data such as likes and ratings have been the primary source of infor-
mation used in traditional recommendation systems, implicit data such as click-
stream and browsing history can also be used. Thus, it is crucial to analyze a
user’s behavior and preferences. Hence, research is constantly being conducted
on methods to improve the accuracy of recommendations by continuously refin-
ing insights based on a user’s past history of selected item [21].

SBRS are a kind of recommender system that utilizes a user’s previous inter-
actions with a system to suggest new items. These systems can be employed
for both registered users and anonymous visitors, making them popular in both
academic research and industry. Early studies on SBRS were based mainly on
Markov chains, which modeled the local sequential behavior between adjacent
items [7]. However, this approach had limitations in capturing more complex
dependencies in the user’s behavior. Recently, deep learning models such as
RNNs have been used to model sequences of user interactions in a session. In
[10], an RNN-based approach is suggested for SBRS. The paper also takes into
consideration practical aspects of the task and introduces several modifications
to classic RNNs, such as a ranking loss function, to make the approach more
feasible for short session-based data. The LSTM-RNN was designed to address
the problem of long-term dependencies that traditional RNNs were not able to
effectively handle. Since its introduction, many variants of LSTMs have been pro-
posed, including the Gated Recurrent Unit (GRU) [5], as well as GRU-1, GRU-2,
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and GRU-3 [6]. A movie recommendation system, named GRU4RecBE, is pro-
posed in [16]. The architecture of that model is an extension of the GRU4Rec [10].

Incorporating contextual information, as described in [23], is one way to
model a user’s ongoing session. This approach leverages various types of rich
metadata, such as location, time, device information, etc., to enhance the accu-
racy of the recommender system. By incorporating this additional information,
the system can provide more informative recommendations to the users. Further-
more, the widespread use of tags has spurred the development of a vast body
of literature on tag recommendation methods [25]. These methods are designed
to aid users in the tagging process and enhance the quality of tags that are
generated. Meanwhile, there has been some studies that take advantage of avail-
able tags to recommend items. Authors in [1] propose a sparse deep autoencoder
that constructs low-dimensional latent features based on both trust relationships
between users and tag information. [26] introduce a music recommendation sys-
tem based on Gaussian state-space models that incorporate tags associated with
a particular song or artist to generate personalized recommendations.

So, exploration of utilizing tags in SBRS to discover semantic relationships
between tags and items to enhance the accuracy of recommendations is still a
challenging task. The key contributions of this paper are summarized as follows:

– We highlight that there has been limited exploration of utilizing tags in SBRS
to discover semantic relationships between tags and items.

– We propose the Tag2Seq model which utilizes an embedding layer to rep-
resent both tags and items in a dense vector space using pre-trained GloVe
embeddings.

– By incorporating tags in the user session, the recurrent neural network can
better capture these relationships and enhance the accuracy of recommenda-
tions.

– Experiment results on a benchmark dataset demonstrate the strong perfor-
mance of Tag2Seq model over state-of-the-art baselines.

3 Tag2Seq Recommendation Model

This section introduces the Tag2Seq model, which utilizes an LSTM-RNN
for session-based recommendation. Our proposed method leverages pre-trained
GloVe embeddings to represent items and tags in a dense vector space, allowing
for the capture of semantic relations between them. By incorporating tags in user
sessions, the model can capture a wider range of user interests and preferences,
while the LSTM architecture is used to capture long-term dependencies in user
behavior. The framework of Tag2Seq is illustrated in Fig. 1.

3.1 Embedding Layers

We consider a user session as an input sequence consisting of the items that
the user has positively interacted within a session, such as watching a movie,
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Fig. 1. Tag2Seq framework architecture

buying an item, clicking an item, or rating an item positively, along with their
corresponding tags: τ = [(item1, tagitem1), (item2, tagitem2), ..., (iteml, tagiteml)]
where l is the number of items in the current session. Tag2Seq is used to extract
latent representations through two embedding layers. The first layer receives
the item Id and generates its vector embedding Iemb ∈ R

d, where d=100. We
used d=100 for word embeddings because we utilized pre-trained GloVe embed-
dings that have 100 dimensions. The second layer receives the corresponding tag
and extracts its vector embedding Tagemb ∈ R

d. The parameters of the embed-
ding layers are initialized with pre-trained GloVe embeddings. By representing
the items and tags with GloVe embeddings, the Tag2Seq is able to capture
the semantic relationships between them, which can improve the relevance and
diversity of recommended items.

Next, a concatenated Emb layer is used for concatenation of both embed-
ding vectors Iemb and Tagemb. By concatenating two vectors of the same dimen-
sion, we are essentially creating a new vector that contains the information from
both original vectors. This allows the model to consider both the item and tag
information when making predictions. Then, a summed Emb layer is used to
compute the sum of the concatenated embeddings along the time axis (i.e., across
the sequence of items and tags). This produces a single fixed-length vector rep-
resentation of the session that captures the user’s interests across all the items
they interacted with. The use of concatenation followed by summation is a com-
mon technique in sequence modeling tasks, as it allows the model to capture
both local and global dependencies within the sequence [14]. Specifically, con-
catenation allows the model to learn relationships between adjacent items and
tags, while summation allows the model to aggregate information from across
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the entire sequence. The final embeddings Esum ∈ R
d and the concatenated

embeddings E ∈ R
2d can be defined as follows:

E = [Iemb;Tagemb] (1)

Esum =
2d∑

i=1

Ei (2)

where Ei denotes the i-th element of the concatenated embedding E.

3.2 LSTM

LSTMs utilize gated cells that selectively retain or discard information, making
them highly effective at processing sequential data over long periods of time. The
basic architecture of an LSTM consists of three gates: an input gate, an output
gate, and a forget gate, which control the flow of information into and out of the
LSTM [12]. Each gate is a separate neural network that acts as a filter, controlling
the flow of information into and out of the LSTM. By selectively retaining and
forgetting information, LSTMs are able to maintain a more accurate and useful
memory of long sequences. LSTMs have been shown to outperform traditional
RNNs on various tasks, such as language modeling, machine translation, and
speech recognition [2]. The activations for the input gate, denoted by yin, and
the output gate, denoted by yout, are calculated using the following equations
[8]:

netoutj (t) =
∑

m

woutjmym(t − 1); youtj (t) = foutj (netoutj (t)) (3)

netinj
(t) =

∑

m

winjmym(t − 1); yinj (t) = finj
(netinj

(t)) (4)

where the weight on the connection from unit m is denoted by w, and f represents
the sigmoid function. the formula for the output layer k is calculated as follows:

netkj
(t) =

∑

m

wkmym(t − 1); yk(t) = fk(netkj
(t)) (5)

The LSTM layer plays a crucial role in Tag2Seq by processing the sequential
information from the input sequence of (item, tag) pairs. It takes in the con-
catenated and summed embeddings as input and generates a sequence of hid-
den states. Each hidden state at time t in the sequence represents the model’s
understanding of the sequence up to that point. The LSTM layer is designed to
selectively retain and forget information from previous hidden states, allowing
it to model long-term dependencies.

After processing the sequence of item-tag pairs with the LSTM layer, the final
hidden state encapsulates the model’s understanding of the entire sequence. This
hidden state is then fed through two dense layers to obtain a probability vector



404 Y. Bougteb et al.

Inext ∈ R
M , where M is the total number of items in the system. The vector

Inext contains the probabilities of all items in the system being the next one
in the sequence. To generate the recommendation list, the items are sorted in
descending order based on their probabilities, and the top n items are selected.
The item with the highest probability is the first recommendation, followed by
the item with the second highest probability, and so on.

4 Experimental Evaluation

In this section, we conduct multiple experiments on the MovieLens 20M dataset
to compare the effectiveness of our proposed model, Tag2Seq, with other meth-
ods.

4.1 Dataset Description

The MovieLens 20M dataset is a widely used and stable benchmark dataset in
the field of movie recommendation. It contains 20 million movie ratings and
465,000 tag applications given by 138,000 users for 27,000 movies. Additionally,
it includes tag genome data with 12 million relevance scores across 1,100 tags.
The dataset was initially released in April 2015 and updated in October 2016.

To ensure accurate and effective recommendations, it is crucial to preprocess
the dataset before feeding it into a neural network. In our case, we begin by
cleaning the MovieLens 20M dataset by removing entries without tags or with
tags composed solely of numerical or special characters. We also preprocess the
tags by removing special characters. After cleaning the dataset, we split it into
a training set (80%) and a test set (20%).

4.2 Results and Discussion

To evaluate the performance of our proposed approach, Tag2Seq, we compare
it against state-of-the-art session-based methods using two common metrics: hit
ratio (HR) and Normalized Discounted Cumulative Gain (NDCG). We compared
our proposed Tag2Seq model with several baseline methods, including POP that
recommends the most frequent items in the training set and the current session,
as well as three other state-of-the-art session-based recommendation models:
GRU4Rec, GRU4RecBE, and SR-GNN. While GRU4Rec uses RNNs to model
user sequences, GRU4RecBE extracts features from item descriptions and SR-
GNN models session sequences as graphs with Graph Neural Networks. Table 1
reports the final results.

Results show that our proposed method Tag2Seq achieved the highest perfor-
mance compared to other methods in terms of hit@10 and NDCG@10, indicating
its superiority in the session-based recommendation task. This is attributed to
its ability to capture semantic information embedded in the tags associated with
the movies. Additionally, GRU4Rec models performed better than SR-GNN and
POP because they use RNNs to model the user’s sequence of interactions with
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Table 1. The performance of Tag2Seq with other baseline methods on the MovieLens
20m dataset

Metrics hit@10 NDCG@10

GRU4Rec 0.5844 0.3637

GRU4RecBE 0.7908 0.5670

SR-GNN 0.4913 0.2931

POP 0.1378 0.0695

Tag2Seq 0.8117 0.5741

the system. RNNs are particularly good at capturing temporal dependencies in
the data, which is important in session-based recommendation. Furthermore,
The GRU4RecBE model performed even better than the original GRU4Rec
model, as it takes into account the text descriptions of the items of interest,
which provides additional contextual information for the model to learn from.
On the other hand, SR-GNN models the session sequences as graph-structured
data with Graph Neural Networks (GNNs). While GNNs have shown great suc-
cess in modeling graph-structured data, they may not be as effective in capturing
temporal dependencies in the data. Additionally, POP simply recommends the
most popular items in the training set or in the current session, which does not
take into account the user’s individual preferences and history.

5 Conclusion

Session-based recommendations have achieved encouraging results. However,
these methods often ignore the potential of using tags as metadata, which could
provide valuable information to improve the accuracy of recommendations. In
this paper, we proposed Tag2Seq, a SBRS that leverages tags to enhance recom-
mendations. In future work, it would be interesting to apply Tag2Seq to other
datasets and compare its performance with other state-of-the-art methods. Addi-
tionally, evaluating the impact of the number of tags associated with each item
on the performance of the model can also be explored.
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Abstract. Tutoring and training clinical practitioners are the corner
stones of quality healthcare systems. While formal education and train-
ing give medical students the basis of human physiology, anatomy, health,
and medicine, internships and hospital mentorships offer more hands-on
practice, real life experiences and clinical insights to become a successful
young physician. A digital tutoring and assessment system can aid in the
training and learning process immensely. While there are several clinical
tutoring and e-learning systems around, most do not support community
contributed learning challenges to introduce new learning experiences. In
this paper, we introduce a new clinical e-learning and tutoring system,
called ClinLearning, for online training and assessment of medical stu-
dents. In this system, we allow inclusion of partitioned EHRs for focused
training, and submission and inclusion of challenging real life case scenar-
ios for the recommendation of interventions. We highlight ClinLearning’s
promises and discuss potential research opportunities.

Keywords: Clinical tutoring · crowdsourcing · EHR · machine
learning

1 Introduction

One of the most essential skills medical students learn to diagnose and treat
patients is clinical reasoning. The ability to link acquired knowledge and experi-
ence for the synthesis of an intervention depends almost entirely on the students’
ability to reason and infer based on the facts of the case at hand. Traditional ways
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 408–413, 2023.
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of imparting this reasoning capabilities has been hospital rounds and internships.
In its traditional form, this process amounts to problem-based learning (PBL)
[1] and collaborative learning (CL) [4]. In this approach, students are presented
with a case, mentored by an experienced physician, and are asked to hypothe-
size a treatment plan. Students in the group reason, discuss and suggest possible
solutions, and learn by watching the mentor’s solutions and self-correction.

Digital incarnation of PBL tries to simulate the mentoring experience at a
larger and wider scale. While the instructional model and its implementation
varies, the common substrate involves a mentor who designs a problem with a
mental model of learning outcome, presents the problem to a student, and helps
the student develop the solution hypothesis through reasoning and process of
elimination offering only minimal help just enough to keep the student on the
right track [2]. To help correct a mistake in the process, hints are generated by
the system and a conversation ensues [3]. In this paper, our goal is to discuss a
new machine learning based conversational clinical tutoring system, called Clin-
Learnig, for novice medical students to aid in clinical reasoning based learning.
We adopted a two stage approach to its development. In the first stage, we have
implemented an experimental prototype called MedSchool+ as a tutoring sys-
tem for United States Medical Licensing Examination (USMLE) Step 3 Exam1.
ClinLearning is planned as its natural second stage. We present a brief discus-
sion on the early development of ClinLearning and introduce its characteristic
features. We plan to present a complete discussion on this system elsewhere.

2 A Document Model for Cases

Figure 1 is an EHR document for the ER patient John Doe. He was attended
and treated by Dr. Jane Doe on March 10, 2023, then on March 17, 2023 by Dr.
John Smith, and finally on May 1, 2023 by Dr. Jane Doe. This the document
contains three episodes temporally ordered as E1, E2 and E3.

During episode 1, John broke his forearm, a physical exam and X-ray were
performed, and then a splint was applied and a painkiller was prescribed fol-
lowing a diagnosis of a bone fracture. In episode 2, he returned a week later
with a complaint of increased pain and temperature. Following a physical exam,
blood test and MRI, an infection was diagnosed at the site of the fracture. Sur-
gical drainage of the infection was performed, and an antibiotic was prescribed.
Finally, in episode 3, he returned for a follow-up, and the case was closed after
a X-ray of the fracture site revealed that bone had healed.

While John’s EHR only lists the episodes and not the actual medical knowl-
edge to guide the process underlying the treatments, a digital tutoring system
is unable to offer any guidance or feedback to the students if they followed a
different set of interventions, except to say it was different, and not much else.
Inclusion of the guiding medical knowledge and established treatment protocols
could enable a tutoring system to offer insights. Practice of medicine and treat-
ment reflect a physician’s best judgement, and, thus, it can vary from case to
1 http://medplus.codeartisanlab.com/medplus game/public/login.

http://medplus.codeartisanlab.com/medplus_game/public/login
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Patient: John Doe
Age: 65
State: Idaho
Employer: University of Idaho
Insurance: Idaho Blue Cross

Blood group: O+
History: appendix removed, has PGM, elevated LDL, megaloblastic anemia

Episode List A:
Episode 1:

Date: March 10, 2023
Physician: Dr. Jane Doe
History: Admitted to ER, deformity in the right forearm from a fall,

pain, swelling, bruising, and dizziness
Tests: physical exam, X-ray
Diagnosis: closed fracture
Treatment: splint, analgesic

Episode 2:
Date: March 17, 2023
Physician: Dr. Marry Doe
History: Increased pain, warmth at injury site, high temperature,

splint in place
Tests: physical exam, blood test, MRI
Diagnosis: infection
Treatment: wound drainage, dressing, reapply splint, antibiotic

Episode List B:

Episode 1:

Date: July 5, 2023

Physician: Dr. Jane Doe

History: abdominal pain, diarrhea, blood in stool, fatigue

and joint pain

Tests: blood test, stool test, colon MRI, sigmoidoscopy

Diagnosis: ulcerative colitis

Treatment: corticosteroid, immunomodulator

Fig. 1. Example EHR of John Doe showing the two episode lists A and B.

case. In most countries, these judgements must follow protocols as well as insur-
ance and laws, which may limit choices. Therefore, an intervention must attempt
to maximize the three independent factors – medical knowledge, protocols, and
the laws.

2.1 Medical Knowledge

The medical knowledge underlying the EHR in Fig. 1 can be represented in
multiple different ways. The simplest one may have the following form.

Facts: Fresh Injury, Severe Pain, Swelling, Bruising
Required: Physical Exam
Suggested: Closed Fracture
Required: X-Ray
Confirmed: Closed Fracture
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Diagnosed: Fracture
Required: Splint, Analgesic

The above knowledge could be represented as an IF-THEN type of graph as
shown in Fig. 2(a). In this representation, we have used several predefined con-
cepts. The ellipse represents facts – known/established, observed or suspected
(green, yellow and white), diamonds represent tests/procedures that produce
findings as facts – confirmed or unconfirmed (green, white), cross represents
diagnosis (red), and finally a rectangle represents treatments – procedure and
medication (light blue, and grey). An arrow represents requirement, and a line
connecting/crossing two or more arrows means all the arrows are ANDed, and
no line means ORed.

Fig. 2. Knowledge representation, protocols and laws.

The medical knowledge contained in Fig. 2(a) is that to make a diagnosis
of “Closed Fracture”, a physician must make a positive determination of closed
fracture. This is shown as a thicker arrow into the diagnosis block. Only by
making this diagnosis, a procedure “Splint” and a prescription for medication
of analgesic can be, or is, made. Similarly, in Fig. 2(b), a drainage procedure
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can be performed only if a diagnosis of infection is made, and antibiotics can
be prescribed. Since episode takes place in the context of episode 1 (shown as a
predefined process atop the knowledge graph), the wound site is unambiguous,
as well as previous interventions are in full view.

3 Components of ClinLearning

Figure 3 shows a high level view of the main components of ClinLearning. In
this figure, the EHR/Cases database stores patients’ health records using the
document model presented in Sect. 2. The ever evolving knowledge ecosystem
of ClinLearning also includes a medical protocol database, a legal and insurance
rule database, and a medical knowledge database. A crowd EHR database is
also linked to the system to which doctors present challenging/novel cases as
community knowledge or tutorial use cases. They also use this portal to seek
medical treatment recommendation from the community. These use cases are
incorporated into the EHR database after proper representational adjustments.
Once a recommendation for treatment is made by a crowd physician and the
recommendation is considered sound by the validation system, the knowledge is
added in medical knowledgebase.

Fig. 3. Components of ClinLearning Tutoring System.

The central tutoring activities are piloted by an instructor via the design of
a course in which students enroll. They interact with the system through a GUI
inside their respective instructor’s and student’s dashboards. ClinLearning also
has GUI for external physicians as members of the crowd to access ClinLearn-
ing for treatment recommendations, or to contribute challenging and novel use
cases. The test or tutoring questions are generated by ClinLearning based on
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the question parameters chosen by the instructor – difficulty level, time allotted,
extent of novelty of cases, level of mutation of real cases, etc. It is important to
note here that novel cases still have a known treatment plan that will pass the
validation test by the reasoner. But not all mutated cases in the question will
pass the validation because some of the mutations could be so far off that no
known protocol, legal/insurance rules or medical knowledge appear to exist, yet
a human inspection may yield a feasible treatment plan. These questions invite
manual grading, or crowd validation. Feasible treatment plans may suggest a
new protocol to tentatively add to the protocol database.

The medical knowledge database is a collection of treatment rules derived
within ClinLearning, or collected from databases such as Cleveland Clinic, Mayo
Clinic, WebMD, etc. The database also have a set of derivation rules that the
validation and reasoning system uses to test if a suggested protocol is valid,
and the process is medically sound. It does so by reasoning about the episodic,
and historical information of the case and establishing similarity with existing
protocols, and prevailing legal and insurance rules.

4 Conclusion and Future Research

ClinLearning clinical tutoring and assessment system is at its early stage of
development as a proof of concept. The novelty of ClinLearning is that it uses
a semantic distance based least suggestive hint generation to guide medical stu-
dents in the learning pursuit. It also considers applicable laws, institutional and
insurance policies, and body of relevant medical knowledge for the reconstruc-
tion of episodes and possible interventions or treatments. The decoupling of the
knowledge, health policies, and protocols make it possible to add new knowl-
edge and information to change or improve the system without redesigning the
reasoner or the system.
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Abstract. While social media platforms have often been used to perpetuate unre-
alistic standards of beauty, a new trend is emerging whereby social media users
are purposefully creating content that challenges these standards set by society.
This trend is particularly prominent on TikTok. However, insufficient research
has been conducted into this phenomenon. The study thus explores how users
actualize the affordances offered by TikTok to challenge and deconstruct the stan-
dards of beauty set by society. Through a single case study approach, data were
collected through semi-structured interviews and observation. The research was
guided by the Affordance Theory which assisted in understanding how female
social media users actualize TikTok affordances to challenge beauty stereotypes
and promote body positivity. Four propositions were formulated, centered around
the actualization of association, editability, sharing, and browsing others’ con-
tent affordances. The study also contributes to self-presentation and impression
formation theories, by describing how beauty standards are deconstructed when
supported by the actualization of TikTok affordances.

Keywords: TikTok · Affordances · Deconstructing Beauty Standards ·
Self-Presentation · Impression Formation

1 Introduction

Social media enables the sharing of digital content in various formats including text,
images, and videos (Sweet et al. 2020). Since its inception, social media has been used
as a platform to promote beauty standards, often unattainable ones, by social media
influencers and celebrities alike. As a result, social media has influenced the standards
of beauty of millions of individuals in diverse parts of the world (Siddiqui 2021). It
is important to note that many women suffer adverse consequences when subjected to
unattainable standards of beauty (Balcetis et al. 2013).

More recently, social media has been increasingly used to deconstruct the inacces-
sible and narrowly scoped body ideals set by society. The aim is to empower women
by promoting a more inclusive and positive concept of beauty (Cohen et al. 2019). This
had led to the emergence of the “body positive movement” which challenges the ideal
body type promoted bymedia outlets and encourages the acceptance and admiration of a

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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variety of body types (Cohen et al. 2019). For example, Instagram users can benefit from
the hashtag feature to find content that increases visibility as well as the normalization
of a wide range of common body types which are often underrepresented by the media
(Cohen et al. 2019). A simple search for a hashtag that promotes the normalization of
bodies would be “#body positivity”. This displays more than two million Instagram
posts that promote a wide range of common body types (Cohen et al. 2019). TikTok is
another popular social media platform that can be used to challenge unattainable beauty
standards. TikTok is a social media platform that has been downloaded more than three
billion times since its international launch in 2017 (Bhandari & Bimo 2020; Ceci 2022).
TikTok currently has over 30 million active users on Android and more than 120 million
active users on iOS devices (Ceci 2022).

Despite the rise in the body positivity movement, insufficient research has been con-
ducted to understand how social media affordances can be used to successfully decon-
struct societal standards of beauty and advocate the normalization of beauty standards to
empower women. In addition, despite the rise in popularity of TikTok (Vijay & Gekker
2021), this platform has not yet been sufficiently researched (Bhandari & Bimo 2020).

Given the above-mentioned research gap, this study explores how female users of
TikTok actualize the affordances of this social media platform to challenge the unattain-
able standards of beauty set by society. An affordance can be defined as the “multifaceted
relational structure between an object/technology and the user that enables potential
behavioral outcomes in a particular context” (Kim & Ellison 2021, p. 3). Actualization
refers to the action that actors take when they use technology to take advantage of per-
ceived affordances (Pozzi et al. 2014). Therefore, a social media platform like TikTok,
has features that affords the user an opportunity to cause an action that will have an out-
come. The paper addresses the following research question: How does the actualization
of TikTok affordances challenge unrealistic standards of beauty for female users?

The study reveals how female users can creatively use social media platforms like
TikTok to break the status quo around beauty standards. The study also reveals that
through mechanisms related to self-presentation and impression formation on social
media, women can actively challenge unrealistic standards of beauty.

The paper is structured as follows: First, a review of literature is presented on Tik-
Tok, the concepts of influencers and followers, standards of beauty, and how these are
promoted online through impression formation and self-presentation. The chosen theo-
retical framework and the methodology are then discussed. This is followed by insights
into the findings as well as a discussion of these findings. The paper is then concluded.

2 Literature Review

This section provides a summary of literature on TikTok as a social media application.
The concepts of social media followers and influencers, as well as societal standards
of beauty, are then discussed. This section also provides insights into theories of self-
presentation and impression formation.
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2.1 TikTok as a Social Media Application

TikTok is a social media application that is well known for the video content shared
by its users daily (Bhandari & Bimo 2020). Features of the TikTok application include
video uploading, social sharing, likes and comments, hashtags, live streams, notifica-
tions, duets, reactions, filters, and effects. TikTok is used to create and share content on
various topics including beauty, technology, politics, fashion, and health amongst others
(Audrezet et al. 2020). In addition, users can post on various social media platforms,
share their opinions and beliefs, and their experience within a particular field (Audrezet
et al. 2020).

TikTok relies on the use of an algorithm to provide the user with a personalized
TikTok feed that is specifically directed at the user through a landing page known as
“For You” (Bhandari & Bimo 2020). The “For You” feed recommends and curates
specific content which is targeted at the user based on their preferences and various
factors such as the user’s interactions, video information, device, and account settings.
The user’s interactions include likes, shares, comments, and the accounts followed.Video
information refers to video uploads or posts that contain captions, sounds, and hashtags.
Device and account settings relate to the type of device, the preferred language, and the
user’s country (TikTok 2020a).

It is important to note that the For You feed will provide the TikTok user with
content that was posted within the time frame of the last three months (TikTok 2020b).
The TikTok user is thus exposed to a wide variety of content based on their preferences
through the For You feed. Content that has been recently uploaded generally triggers
higher degrees of engagement shortly after they have been posted on TikTok (TikTok
2020b). Even though a TikTok user with a large follower base might receive more
views, this does not imply that the follower count or a high view count will influence
the algorithm (TikTok 2020b). The algorithm thus targets videos to TikTok users who
display similar interests (Vaterlaus & Winter 2021).

2.2 Social Media Followers and Influencers

A social media follower is an individual that follows a social media user - either another
social media user or an influencer. The follower therefore automatically receives posts
of the social media user within their feed, actively participates and engages with these
social media posts as well as creates a virtual community with the social media user
(Farivar et al. 2022).

A social media influencer is an individual that has a large and actively engaged
follower base of more than 5000 followers on their social media platforms that the social
media follower would not be aware of unless they have followed them (Haenlein et al.
2020; Ruiz-Gomez 2019). The social media influencer can connect to this community
of followers and inspire them based on their social media posts (Haenlein et al. 2020).

An influencer can be subdivided into two main categories: a micro influencer and
macro influencer. A micro influencer is one of the largest groups of content creators and
has a follower base from 5 000 to 100 000 social media users (Ruiz-Gomez 2019). A
macro influencer falls under a more professional group of content creators and tend to
work fulltime with a follower base that ranges from 100 000 to 1 000 000 social media
users (Ruiz-Gomez 2019).
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2.3 Social Media and Societal Standards of Beauty

Beauty is a concept that has existed and constantly changed for thousands of years. For
a while, the most prominent standard of beauty stemmed from colonialism by the West
and enforced a Euro-centric standard of beauty on people of color (Montle 2020). This
standard advocate for a thin ideal whereby women are expected to have a tiny waist, a
flat stomach as well as a slender physique (McComb &Mills 2022). However, there has
recently been a shift from a small and petite figure to a more curvaceous, voluptuous,
and hourglass standard of beauty. In this new trend, a body type known as the hourglass
or slim-thick body type has emerged. This body type advocates for a tiny waist, a flat
stomach, wide hips, and thighs, as well as enhanced bottoms and breasts (McComb &
Mills 2022). The evolving and often unattainable beauty standards are popularized on
social media by influencers (often using filters to accentuate features (Siddiqui 2021))
and impact the physical and mental health of women (McComb & Mills, 2022).

Social media can thus contribute towards the formation of an unrealistic and difficult
standard of beauty for women. This can lead to women’s dissatisfaction with regards to
their weight and physique (McComb & Mills 2022; Fioravanti et al. 2022) and lead to
body dysmorphia (Lazuka et al. 2020).

Despite the use of social media to promote unattainable standards of beauty, there has
also been an emergence of social media influencers who advocate for body inclusivity
and the normalization of bodies. Recently, there has been a visible growth in the number
of social media influencers who promote self-love and body positivity. Body positivity
focuses on the promotion and acceptance of various body types, sizes and appearances
in order to challenge the unrealistic standards of beauty portrayed in the media – i.e., the
acceptance of various bodily features such as stomach rolls, skin imperfections such as
acne and hyperpigmentation, and cellulite (Lazuka et al. 2020).

2.4 Self-Presentation on Social Media

Self-presentation is defined as “the goal-directed activity of controlling information to
influence the impressions formed by an audience about the self” (Schlosser 2020, p. 1).
The theory of self-presentation focuses on how the user selectively provides information
about themselves online to influence others’ impressions. The user profile is critical in
self-presentation as it enables an individual to express themselves and create an opportu-
nity for relationships to foster (Tong et al. 2020). Self-presentation includes an individual
communicating textual information or images about themselves to create an attractive
public image that could either be authentic or inauthentic (Schlosser, 2020). An authentic
image could assist with challenging beauty standards.

2.5 Impression Formation on Social Media

“Impression formation is the process by which individuals perceive, organize, and ulti-
mately integrate information to form unified and coherent situated impressions of oth-
ers.” (Moore 2015, p. 1). Online profiles, more specifically, words form an integral part
of impression formation as they enable users to express valuable information (Tong et al.
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2020). Social media offers users an opportunity to keep in touch with existing acquain-
tances as well as create new online relationships. These relationships are primarily based
on the user viewing an individual’s account and forming a judgment based on their online
persona (Scott 2014).

3 Theoretical Framework

This section provides insights into the Affordance theoretical framework as well as the
specific affordances of TikTok as a social media platform.

3.1 Affordance Theoretical Framework

This study employed the Affordance Theory to shed light on the phenomenon of interest.
The existence of an affordance emerges because of an interaction between the user and the
object and/or IT artifact (Thapa&Zheng 2019). In the context of the study, the IT artifact
specifically refers to the social media application (i.e., TikTok), while the user refers to
the TikTok user who has a valid account of more than 3 months. Affordance perception
is formed due to the user’s ability to perceive as well as recognize the affordance of this
IT artifact to exploit its potential (Thapa & Zheng 2019). This recognition process is
influenced by the features of the tool, the experience, capabilities, culture, and goals of
the actor as well as external information (Pozzi et al. 2014). Affordance actualization
relates to the actions undertaken by actors as they use and take advantage of one or
more perceived affordances to fulfill specific goals (Pozzi et al. 2014; Thapa & Zheng
2019). In other words, users of TikTok would perceive the relevant affordances of the
social media platform to exploit their potential. Lastly, as affordances are actualized, the
process may result in an ‘affordance effect’ (Pozzi, et al. 2014) and the achievement of
the users’ goals (Alraddadi 2020; Strong et al. 2014).

3.2 Social Media Affordances

Social media applications like TikTok depict a distinct set of affordances (Karahanna
et al. 2018) namely: visibility, persistence, editability, association (Kim & Ellison
2021), Multimediality (Ranzini & Lutz 2017), self-presentation, collaboration, sharing
(Karahanna et al. 2018), and browsing others’ content (Jiao et al. 2021).

• Visibility affords the social media user the ability to reveal their previously invisible
behaviors, knowledge, preferences, and networks to other users (Kim&Ellison 2021).

• Persistence affords the social media user the ability to communicate as well as record
and archive their communication. The recorded and archived communication is then
accessible at any given time (Kim & Ellison 2021).

• Editability affords the social media user the opportunity to edit and perfect the content
that they post before it is viewed by others. Editability also affords the user the
opportunity to edit this message after it has been posted (Kim & Ellison 2021).

• Association affords users the ability to establish a connection with pieces of
information as well as with other individual users (Kim & Ellison 2021).
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• Multimediality affords the user the possibility to combine various methods of com-
munication. For example, this could relate to the ability to text as well as share photos
or videos on TikTok (Ranzini & Lutz 2017).

• Self-presentation is the ability to “create and demonstrate a personal image and iden-
tity” (Karahanna et al. 2018, p. 5) or the ability of social media users to present and
portray information about themselves online (Karahanna et al. 2018).

• Collaboration affords the social media user the ability to work together as a team
with various other social media users (Karahanna et al. 2018).

• Sharing affords the social media user the opportunity to exchange, distribute and
receive content (Karahanna et al. 2018).

• Browsing Others’ Content affords the socialmedia user anopportunity to viewanother
social media user’s content as well as receive alerts so that they will be attentive to
the other user’s content (Jiao et al. 2021).

4 Methodology

This study employed an interpretive philosophy. The research purpose selected for the
study was exploratory, to gain an in-depth understanding of how the social media plat-
form, TikTok, can be used to challenge standards of beauty. A deductive approach to
theory was chosen whereby the Affordance Theory, was drawn upon to explore the
above-mentioned social phenomenon.

The research strategywas that of a single case study of TikTok. This was selected as it
provided the researcherswith an opportunity to observe aswell as analyze a phenomenon
rarely analyzed previously (Saunders et al. 2009). The researcherwas thus able to observe
and analyze how the affordances of TikTok were actualized by female users to challenge
the standards of beauty set by society. A cross-sectional time frame was also chosen.

The target audience selected for the purpose of this study related to TikTok users
who identify as female and are aged between 18–30 years old. Purposive sampling was
used to choose respondents. The sampling criteria included gender as well as a TikTok
account of more than 3 months.

To target respondents, the researchers created a poster that was promoted on the
social media platforms Instagram, WhatsApp, and Facebook. A Tik Tok video about the
study was also created and posted on the social media platform. The researchers made
use of the following features: filter, music, text-to-speech, captions, and hashtags, and
received over 100 views within the first day.

Data was collected using 15 semi-structured interviews. The demographics of the
respondents are depicted in Table 1. The questionnaire was designed in line with the
concepts derived from the theoretical framework. The questionnaire comprised 20 ques-
tions to gather information about the existing affordances of TikTok and how they are
recognized, perceived, and actualized to challenge unrealistic standards of beauty.

The interviews lasted approximately 60 min and were conducted either in-person
or on MS Teams depending on the respondent’s location. All interviews were recorded
and securely stored on a password-protected file. The respondents’ TikTok profiles and
videos were also analyzed to better understand how they presented themselves on the
social media platform. This further allowed for data triangulation.
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Table 1. Respondent Demographics

# Respondent Code User Type Age Follower Count Following Count

1 TT1 Follower 22 43 23

2 TT2 Follower 22 0 6

3 TT3 Follower 21 2 933

4 TT4 Follower 22 0 89

5 TT5 Follower 22 117 300

6 TT6 Follower 20 4 623 516

7 TT7 Follower 18 1 20

8 TT8 Follower 23 30 48

9 TT9 Follower 22 50 1 200

10 MICROI1 Micro Influencer 24 71 000 44

11 MICROI2 Micro Influencer 18 66 189 1 556

12 MICROI3 Micro Influencer 23 5 831 502

13 MICROI4 Micro Influencer 30 8 583 4 117

14 MICROI5 Micro Influencer 24 11 700 63

15 MACROI1 Macro Influencer 24 1 500 000 196

The interview recordings were then transcribed and analyzed using thematic analysis
in NVIVO (Braun & Clarke 2006). All transcripts were anonymized and respondents
given acronyms as shown inTable 1.As part of the analysis, the transcriptswere reviewed
to familiarize oneself with the data. The dataset was then coded to reveal initial insights
into how the affordances are actualized. Initial codes were then regrouped into themes.
Each theme was reviewed to ensure that it aligned with the code extract. Themes were
regrouped into categories (Braun & Clarke 2006).

In addition to ensuring anonymity, the respondents were allowed to withdraw from
the study at any point in time. In order to ensure that the data was kept safe and secure,
it was stored on OneDrive and only the researchers had access to it.

5 Findings

The findings of the study are now presented. This section describes how TikTok affor-
dances (association, editability, sharing, browsing others’ content), are actualized to
challenge unrealistic standards of beauty for female users.

5.1 Association

The study found that users actualized the association affordance to fulfill their goal of
challenging standards of beauty (see Table 2). The association information is integral
to the creation of a community of TikTok users that can deconstruct beauty standards
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and empower women to feel better in their bodies, no matter their shape or size. Both
followers and influencers could actualise the association affordance through the use of
profile content creation and follow features. Followers could identify relevant influencers
based on their profile (e.g. username) and follow them to access their content. In turn,
influencers could curate their profile and content to broaden their user base and ensure
that their content reaches a wide audience. Through the actualisation of the associa-
tion affordance, influencers and followers worked together to ensure that content that
challenge beauty standards were viewed and heard far and wide.

For example, TT6 (a follower) associated the username with the type of content she
would view: you just see the username and then it’s a content creator who is well known
for spreading body positivity and helping with one’s mental health. I guess you would
get curious and be like, oh okay, I know this content creator, and then you click on their
profile and go through a bunch of videos. In turn, MACROI1 (an influencer) curated
her profile (e.g., username, bio, and profile picture) to align with the overall message
that she is intent on spreading (i.e., deconstructing a certain type of beauty standards).
She then associated her username with any content that she created: I’ll use my bio and
my profile picture to give an idea of what the content is that I’m posting, and in this
case, normalizing body hair on women. And then also the content that I’m creating will
speak to that topic. MICROI2 is an 18-year-old micro-influencer who also actualized
the association affordance using her profile. Her username revealed a direct link to her
birth name as well as the month she was born. In addition, MICROI2’s profile picture is
an illustration that promotes self-acceptance. This is further reiterated in her bio (text)
which promotes “self -love/disrupting beauty standards” and provides an email address
that contains the username and the term “self-love”. The audience thus becomes aware
of exactly what MICROI2 intends to accomplish with her account. Furthermore, she
includes links to her other social media accounts to ensure that other users can view her
content on more than one social media platform.

Table 2. Association Affordance Actualization

Perceived Affordance: Association

Features of Tik Tok Affordance Actualized Affordance

Profile content creation Association • Creating profile content that aligns with the overall
body positivity message that they would like to spread

• Visually expressing their identity through a profile
picture

• The use of language in their bio reveals what their
account focuses on

• The quick links to other social media accounts to
form a connection

Follow feature Following TikTok users (e.g., influencers) who create
and share relevant videos about body positivity

Outcome: To form a community of users with similar body types and features, create more
awareness as well as promote self-acceptance and body positivity
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The association affordance was further supported by the TikTok algorithm which
ensures that users are presented with content based on whom they follow and the type of
content they follow (For You page). For instance, TT2 stated that when I follow creators
that focus on these unrealistic standards of beauty, because I’m following them, it’s
really cool on the Tik Tok app, the algorithm will see then what kind of content I like,
and similar content will show up on my For You Page. And then I’ll be introduced to
more content creators within this niche and I’ll be able to follow them or engage with
their content. So that’s really cool.

5.2 Editability

The study found that the actualization of the editability affordance was imperative in
attracting a certain audience whilst challenging beauty standards (see Table 3). The
editability affordance enables users to edit and perfect their content before and after
posting. While the editability affordance can be detrimental to the body positivity mes-
sage (e.g., using filters), users who seek to challenge existing beauty standards have
found ways of actualizing this affordance to also meet their goals.

The filter feature is used to either overlay the content with a different shade or to
overlay the user’s physical features to enhance their content. The filter feature can thus be
actualized to deconstruct societal standards of beauty when the user shows themselves
with and without the filter in a video. MACRO1 actualized the editability affordance
to create a video where half of the screen displayed a filtered video with make-up and
smooth skin, while the other half was unfiltered and showed how she looked in real life:
“You start on the left side of the screen, where the filter is on you. And then you move to
the right side of the screen, and as you do that, the filter goes away, and you’re left with
how your face looks in real life. MacroI1 also added captions to explain how natural
beauty and who we are as just ourselves is beautiful and amazing as is, we don’t need
to conform to what we’re “supposed to look like”. The caption was created using the
Speech to Text/Text to Speech feature.

The actualization of the editability affordance through The Speech to Text/Text to
Speech feature also ensures that the content is more understandable to the audience, and
further assists in fulfilling the goal of challenging beauty standards. As mentioned by
TT1: “Not many people can accurately hear, even if they can hear they can’t hear if
someone is talking too fast or too slow. So, to use that feature, then it’s easy for them to
just read. So, it’s I think it’s a very, very good feature to have”.

5.3 Sharing

The study found that users actualized the sharing affordance to fulfill their intention
of deconstructing beauty standards (see Table 4). Sharing refers to a user’s ability to
exchange, distribute and receive content. The actualization of the sharing affordance is
essential to the creation of a community of users centered around body positivity. Users
actualize the sharing affordance to target an audience that might suffer from poor self-
esteem to raise awareness. The sharing affordance was actualized through the following
features: share, download, and repost.
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Table 3. Editability Affordance Actualization

Perceived Affordance: Editability

Features of Tinder Affordance Actualized Affordance

Filters Editability The use of filters to explicitly demonstrate how
certain features can be artificially enhanced

Speech to Text/Text to Speech The use of the Speech to Text/Text to Speech
feature to reinforce the message and ensure that
it is accessible to all

Outcome:
• Demonstrating reality vs. filtered videos to challenge beauty standards
• Reinforcing the message and making it accessible to all

According to TT3, sharing content (using the sharing feature) increases awareness
amongst individuals who may have self-esteem issues: “I do share some of it and it has
to do with the normalization of body features. It creates public awareness and even if it’s
just to my friends who feel insecure, it increases awareness, and they feel more secure”.
In turn, TT6 actualized the sharing affordance by downloading and sharing videos to
her device. She then later shared these videos with her friends and family who struggle
with body dysmorphia and need motivation: “You download it, and then you can share
it to your friend and be like, oh, this person is struggling as well. But they’re trying to do
better for themselves. And then they relate to it and feel comfortable, and it helps them
cope”.

TikTok recently launched a repost feature that users make use of, to actualize the
sharing affordance. The repost feature enables a user to share content with their follow-
ers and share a message that they may resonate with to create more awareness on the
topic. For example, MICROI2 stated: “If I see a video, I like about beauty standards or
whatever, I will repost it because I think it’s something that people need to see. It helps
get the message out”.

Table 4. Sharing Affordance Actualization

Perceived Affordance: Sharing

Features of Tinder Affordance Actualized Affordance

Share (link) Explicitly spreading awareness on deconstructed beauty
standards

Download Sharing Reliance on creator enabling the download feature so that
users can download the video

Repost To share content with all their followers

Outcome: To create awareness of beauty standards, and to communicate with TiTok users on
their perspectives of beauty. In addition, the algorithm uses the sharing and repost feature to
further curate content that promotes body positivity
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5.4 Browsing Others’ Content

The study found that the actualization of the browsing other’s content affordance was
integral to exposing users to content that deconstructed beauty standards (see Table 5).
Browsing other’s content refers to a user’s ability to view another user’s profile and
posts and receive alerts about changes to that content. The browsing others’ content
was actualized through the following features: search, hashtag, follow, report, and not
interested.

The respondents actualized the browsing others’ content affordance through the
search feature. For instance, the search feature enabled users to browse beauty-related
content based on their body type. Another instance was through the hashtag feature
where the user clicked on a certain hashtag and was redirected to a page with videos
containing that specific hashtag. TT5 was able to use the hashtag feature to narrow her
search to body-positive content that would change her perspective on beauty: “Using
the hashtag feature to narrow so many videos into just one genre or category is easier.
You say ‘love all bodies hashtag’ and you’ll see different types of bodies and an array of
that…. And it’s just like, okay, maybe I do fit in!, It changes your perspective on yourself
as well. So that’s how I feel about it”.

TT7 chose to follow Tik Tok users who portrayed a certain body type like hers so
that her self-esteem would not suffer: “Normally, because like I’m very slim, I follow
people who are very slim. I follow someone who obviously has big boobs and maybe a
big bum, then I will want to look like them and probably feel insecure about myself. So,
I try to, follow and engage with people who look like me, so I don’t feel insecure”.

MicroI3 has used the not interested feature which actualizes the browse others’
content affordance and ensures that she would not come across beauty content that
would trigger her: “So if I see anything that I don’t like, or videos, the types of videos
or messages that I don’t like, then I will filter it out by using the not interested feature.
Because I don’t want to be triggered or anything”.

Table 5. Browsing Others’ Content Affordance Actualization

Perceived Affordance: Browsing Others’ Content

Features of Tinder Affordance Actualized Affordance

Search Enables users to access specific content or users

Hashtag Browsing Enables users to access content within a specific
category

Follow Other’s Content Expands the content they come across based on
preference

Not Interested Ensures that certain types of content will not appear on
their FYP

Outcome: To access relevant content based on their preferences and maintain a sense of
community. Moreover, this fosters body positivity as users browse content they can relate to as
opposed to content that will reduce self-esteem or promote body dysmorphia
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6 Discussion

The study found that TikTok enables users to actualize the Association, Editability, Shar-
ing, and Browsing Others’ Content affordances to create awareness, deconstruct societal
standards of beauty, and normalize body shapes. As users actualize these affordances,
they engage in two key strategies: self-presentation and impression formation.

Self-presentation is a strategy predominantly used by individuals to control and
shape how others perceive them (Tong et al. 2020). Self-presentation strategies are use-
ful within the digital spacewhereby users can present themselves through text or imagery
(Schlosser 2020). For instance, by crafting their content, users would authentically dis-
close their views onbeauty standards to attract like-minded individuals. Self-presentation
strategies predominantly emerged during the actualization of the editability affordance,
to reveal users’ true selves on TikTok. Beauty standards were further challenged given
that users could create content that promoted diverse body types and features (Lazuka
et al. 2020; Cohen et al. 2019).

Through impression formation strategies, users form an impression of an individual
based on the information available online (Moore, 2015; Tong et al., 2020). Like self-
presentation, this strategy is quite useful given that it enables a user to foster a relationship
with another user and form an opinion based on the content of the post (Scott 2014). The
impression formation strategies employed through the actualization of the association
affordance, allowed other users to change their perceptions of beauty standards.

Given the empirical findings derived from this study, the following theoretical
propositions have been formulated:

Proposition 1: Users actualize the association affordance by devising impression for-
mation strategies, to form a community of users with similar body types and features,
create more awareness as well as promote self-acceptance and body positivity.

Proposition 2: Users actualize the editability affordance by devising self-presentation
strategies, to unravel the difference between real and filtered videos and reinforce their
intended message, to challenge established beauty standards.

Proposition3: Users actualize the sharing affordance bydevisingmechanisms to spread
awareness with the aim of broadening the community, thus perpetually reinforcing their
message on body positivity.

Proposition 4: Users actualize the browsing others’ content affordance to curate the
content that they access and are presented with, thus ensuring that their intended goal
around body positivity is achieved.

7 Conclusion

The use of the social media application TikTok has swiftly spread internationally and
influenced the lives of many. However, existing research has not explored how female
users actualize these TikTok affordances to challenge unrealistic beauty standards. This
paper contributed to theories of self-presentation, and impression formation, by describ-
ing how beauty standards are deconstructed when supported by the actualization of
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TikTok affordances. The theoretical contributions are summarized in four propositions
centered around the association, editability, sharing, and browsing of others’ content
affordances.

Given that the study was cross-sectional, a limitation of the case study would be
time constraints. In addition, the researchers were not able to expand the geographical
reach of the target population. In future, other similar studies would benefit from a
longitudinal timeframe as thiswould enable researchers to identify how this phenomenon
of deconstructing beauty standardswould evolve over time, combinedwith a larger target
population across more countries.

Nonetheless, the study presents some practical contributions which might benefit
TikTok users. Firstly, individuals who wish to challenge the status quo of societal beauty
standards would have access to research that has recently been conducted in that regard.
They could broaden the strategies that they employ to challenge standards of beauty and
ultimately create a broader community of users whose aim is to promote body positivity.
It is also important to acknowledge that the benefits of using these social media platforms
to challenge the status quo around beauty will inevitably result in a positive influence.
The unrealistic beauty standards that are typically set by society have a higher chance
of being deconstructed.
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Abstract. Record Linkage is the process of merging data from several
sources and identifying records that are associated with the same entities,
or individuals, where a unique identifier is not available. Record Linkage
has applications in several domains such as master data management,
law enforcement, health care, social networking, historical research, etc.
A straight forward algorithm for record linkage would compare every pair
of records and hence take at least quadratic time. In a typical application
of interest, the number of records could be in the millions or more. Thus
quadratic algorithms may not be feasible in practice. It is imperative
to create novel record linkage algorithms that are very efficient. In this
paper, we as address this crucial problem.

One of the popular techniques used to speedup record linkage algo-
rithms is blocking. Blocking can be thought of as a step in which poten-
tially unrelated record pairs are pruned from distance calculations. A
large number of blocking techniques have been proposed in the litera-
ture. In this paper we offer novel blocking techniques that are based on
mapping k−mers into a suitable range. In this paper, we also study the
effect of distance metrics in the efficiency of record linkage algorithms.
Specifically, we offer some novel variations of existing metrics that lead
to improvements in the run times.

1 Introduction

The record linkage problem takes as input multiple data sets of records. The
goal is to output clusters of records where each cluster has all the records of
one entity only and it does not have any other records. An entity could be a
person, organization, etc. Record linkage is also known as entity resolution in
the literature.

Efficient and accurate record linkage and entity resolution are of vital impor-
tance in many applications spanning the government, health care, public safety,
and national security. As an example, the public relies on statistics about the U.S.
population and economy produced using entity resolution and record-linkage
techniques for purposes such as distribution of public funds, entrepreneurs’ deci-
sions about where to locate their businesses, and monetary policy. Exact match
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data linking algorithms, such as JOIN, have been around for a long time and can
be used effectively when no data errors exist [11]. In the 1970s, the US Census
Bureau and the Social Security Administration carried out the 1973 CPS-SSA-
IRS Exact Match study to improve policy models of the tax-transfer system,
study the effects of alternative ways to price social security benefits, and sum-
marize earning patterns of persons contributing to social security [7]. If all the
records pertaining to the same individual are exactly correct with no errors in any
of the (primary) attributes, the problem of record linkage will be straightforward
to solve. The problem of record linkage is challenging for various reasons includ-
ing: the absence of a global identifier (or key), many sources of error, and long run
times. Several algorithms have been proposed in the literature for solving this
problem. The algorithm of Fellegi and Sunter [9] assumes that the record pairs
are independent and does not account for transitivity or other record linkage
structure constraints. Sadinle and Fienberg [23] have extended the algorithm of
[9] for multiple (i.e., more than 2) datasets. Unfortunately, the algorithm breaks
down even for a moderately large number of or complex data sets. FEBRL [4] [5]
is an open source system for record linkage that is very popular. It standardizes
attributes of records such as names, addresses, and telephone numbers. As a
result, it can link two datasets at a time. In this paper, we focus on algorithms
that can link any number of data sets. Clustering-based approaches can integrate
multiple datasets. Examples include Monge and Elkan [19], McVeigh, et al. [18],
Tancredi and Liseo [27], and Steorts, et al. [25]. One drawback of these cluster-
ing approaches, however, is that they do not scale to large numbers of records
and/or many component data tables. Some of the recent algorithms that employ
clustering and which scale well can be found in [16]. In this paper, we provide
novel blocking techniques that speedup existing algorithms. Our techniques are
based on choosing an appropriate range for k−mers and using a cut-off thresh-
old. A typical record has attributes such as last name, first name, address, etc.
Many of the attributes are strings of characters from a finite alphabet Σ (with
|Σ| = s). Consider any k−mer Q from one of the attributes. We can think of Q
as an integer to the base s. In this case, any k−mer is mapped to an integer in
the range [0, sk −1]. In this paper, we show that if we choose the mapping range
appropriately, we can improve the performance of record linkage. We also study
the effect of different distance metrics (used to compute the distance between
two records) on linkage performance. We present some novel variants of existing
metrics that enhance performance.

The rest of this paper is organized as follows: In Sect. 2 we provide a summary
of some of the blocking techniques that have been proposed in the literature. In
Sect. 3 we provide details on our novel blocking techniques. In Sect. 4 we review
some of the popular metrics that are used to calculate the distance between
any two records. Details on some novel distance metrics that we introduce are
provided in Sect. 5. Section 6 is devoted to our experimental evaluations and
results. In Sect. 7 we provide some concluding remarks.
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2 A Summary of Blocking Techniques

A straight forward algorithm for record linkage will compute the distance
between every pair of records resulting in a quadratic run time which can be
improved in several ways. One such technique is called blocking. Blocking prunes
potentially unrelated pairs from distance calculations. Blocking has been investi-
gated extensively (see e.g., [21,26]). The idea of blocking is to partition the input
records into groups such that records that belong to the same entity are likely
to fall into the same block. Once the partitioning is done, pair-wise comparisons
are done only within (and not across) the blocks. For example, if we partition n
records into k equal sized (disjoint) blocks, then the number of distance calcula-
tions will reduce to O

(
n2

k

)
. However, in some of the known blocking techniques,

the partitioning may not be disjoint. The same record might fall into multiple
blocks. In this case, there could be some redundant distance calculations. Even
then, the overall run time could improve significantly. Blocking techniques are
broadly classified into three types, local, global and hybrid methods [21].

2.1 Our Novel Blocking Techniques

In this paper we employ q-gram (also known as k-mer) based blocking. The basic
idea can be explained as follows. Let R be any record. We can think of R as
a string of characters from an alphabet Σ. Let s = |Σ|. A record might have
multiple attributes (such as Lastname, Firstname, Gender, etc.). R could be
thought of as a concatenation of (a subset of) the attribute strings. We choose
an appropriate value for k. For instance, k could be 3 or 4. There will be a
block corresponding to every possible k-mer. Specifically, there will be a total
of sk possible blocks. Many of these blocks could be empty. We consider every
k-mer of R. For instance if R = dabcaabde and k = 3, the k-mers of R will
be dab, abc, bca, caa, aab, abd, and bde. The record R will be placed in the blocks
corresponding to all the k-mers in it. For example, the record R = dabcaabde will
be placed in 7 blocks. After placing every input record into its blocks, pairwise
comparisons are performed within the blocks to identify record pairs that are
within a certain threshold τ . These record pairs form edges in a graph (where
there is a node for every record and there will be an edge between two records
if their distance is ≤ τ). If the distance between two records is ≤ τ , we assume
that they belong to the same entity. The connected components of this graph
are found and output as the final clusters.

In any k-mer based blocking scheme, we map a k-mer into an integer in the
range [0, sk − 1] to get the ID of the corresponding block. The range of this
mapping has a cardinality of sk. In our prior work, we have realized that a value
of k = 3 gives a better accuracy [16] but takes more time and a value of k = 4
takes less time but has a poorer accuracy. The optimal value for k can lie between
3 and 4! Unfortunately, k is an integer! Our innovation lies in the observation
that we can look for optimality by changing the cardinality of the mapping we
do on a k-mer to get its block ID. Also, after performing this mapping, we use a
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threshold T on the block IDs to prune blocks. In other words, we ignore blocks
whose IDs exceed the threshold T . The rationale for this idea comes from our
observation that if two records share a k-mer, then this k-mer (thought of as an
integer) tends to be small (in real datasets).

For example, consider English alphabet with s = 26. Consider any k-mer
Q = c1c2 · · · ck, where each ci ∈ Σ, 1 ≤ i ≤ k. We can think of Q as an
integer to the base s = 26. Specifically Q will correspond to the integer ck +
ck−126+ck−2262 + · · ·+c126k−1. (Here we use the same notation for a character
and its integer mapping. For example, the character A can be mapped to 0, B
can be mapped to 1, etc.) There are many ways in which we can change the
cardinality of the range of the mapping. In general, we are interested in any
mapping f : Σk → I. In this paper we have studied the effect of three classes of
such mappings and in each case we get better performances than employing the
standard mapping. We summarize the mappings next.

1. Different Values for the Characters: In the standard mapping, we map the
character A to 0, B to 1, C to 2, and so on. Our idea is to map the character A
to an integer i, B to i + 1, etc. Here i is larger than 1 (100, for example).
2. Use of a Different Base: Our idea is to use a base b other than s. For instance
when s = 26, we could use a base of b = 50. In this case, any k-mer Q = c1c2 · · · ck
gets mapped to ck + ck−1b + ck−2b

2 + · · · + c1b
k−1.

3. Use of Hashing to Reduce Space: Clearly, we can employ the above ideas 1
and 2 together. When the values for the characters are large and/or the base
value is large, we have to create a large number of blocks. We can reduce the
space by applying a hash function on top of the above ideas. Specifically, we have
to choose a hash function h : I → I. For any k-mer Q, its block ID will then be
computed as h(f(Q)). A simple choice for h could be: h(x) = (ax + b) mod p,
where p is a randomly chosen prime, and a and b are < p. Universal hash families
could also be employed.

We now prove a property of the above techniques.

Lemma 1. When we use techniques 1 and 2, two records will fall into the same
block if and only if they share at least one q-gram.

Proof: If two records share a q-gram, Q = c1c2 · · · ck, clearly, they will fall into
a block whose label is ck +ck−1b+ck−2b

2+ · · ·+c1b
k−1. Consider a block B that

contains two records R1 and R2. Let Q = c1c2 · · · ck be the k-mer of R1 that
induced the inclusion of R1 in B. Let Q′ = d1d2 · · · dk be the k-mer of R2 that
induced the inclusion of R2 in B. It follows that ck+ck−1b+ck−2b

2+· · ·+c1b
k−1 =

dk + dk−1b + dk−2b
2 + · · · + d1b

k−1. ck + ck−1b + ck−2b
2 + · · · + c1b

k−1 can be
thought of as the integer ckck−1 · · · c1 and dk +dk−1b+dk−2b

2 + · · ·+d1b
k−1 can

be thought of as the integer dkdk−1 · · · d1 both to the base b. These two integers
will be equal only if they match in every ‘digit’, i.e., ci = di, for 1 ≤ i ≤ k.
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3 Distance Metrics

For performing record linkage on any data set, we need the notion of a distance
between two records and the distance between two sets of records. Rules for
linking are typically specified using these distance metrics. For example, a linking
rule might say that two records belong to the same entity if the distance between
is ≤ τ , where τ is a user-specified threshold. Several distance metrics have been
proposed in the literature. These metrics can be classified into three: Edit based,
q-gram based, and heuristics based [28]. In this paper we study the effect of
distance metrics on linkage performance (in terms of run times and accuracy).
Note that similarity and distance are very closely related. For example, if the
similarity between two records is high, then it means that the distance between
them is low. In this paper we use these words interchangeably. Which of these
is relevant will be clear from the context. In this section we define some of the
well known distance metrics.

Definition 1 (Edit distance). Edit distance, also known as Levenshtein dis-
tance, is a common measure for text similarity (see e.g., [6]). The edit distance
between strings x and y is defined as the minimum number of edit operations
(insertions, deletions, and substitutions) of single characters that are required to
transform x to y.

Lemma 2. We can compute the edit distance between two strings x and y in
O(�m) time where � = |x| and m = |y|.
Definition 2 (q-gram). A q-gram of a string Q is a substring of Q of length q.
In this paper, we are exploring the application of q-gram based distance measure
for the record linkage problem. We define the standard q-gram distance. We have
created novel variations of this distance that increase the accuracy and reduce
the run time (Sect. 5). Let Σ be a finite alphabet, and let Σ∗ denote the set of all
strings over Σ. Let x = s1s2...sn be a string in Σ∗. The total number of q-mers
in x is n − q + 1.

Let x and y be strings in Σ∗, and let q > 0 be an integer.

Definition 3 (q-gram similarity). The q-gram similarity sq(x, y) between the
strings x and y is defined as the Jaccard similarity between strings x and y:

sq(x, y) =
| qgrams(x) ∩ qgrams(y) |
| qgrams(x) ∪ qgrams(y) |

where qgrams(x) and qgrams(y) are the sets of q-grams in the strings x and y,
respectively.

Lemma 3. We can compute the q-gram similarity between two strings x and y
in time O((� + m)q), where � = |x| and m = |y|.
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Proof: We can generate the q-gram of x and y in O((� + m)q) time. Let the
collection of q-grams in x be Cx and the collection of q-grams in y be Cy.
Replace each q-gram u in Cx with a pair (u, 1). Let the resultant collection be
C ′

x. Replace each q-gram v in Cy with a pair (v.2). Let the resultant collection be
C ′

y. Put together C ′
x and C ′

y and sort them using integer sort. This can be done
in O((� + m)q) time (see e.g., [6]). Let the sorted sequence be C. We can scan
through C to compute Cx ∩ Cy as well as Cx ∪ Cy in an additional O((� + m)q)
time. �

There are multiple attributes for each record in any data set and usually
when linking the records we need more than one attribute.

Definition 4 (q−gram similarity between a pair of records). The q-gram
similarity Sq(x, y) between a pair of records x and y is

Sq(x, y) =
Σk

i=1sq(xi, yi)
k

where k is number of attributes needed for calculating similarity between the pair
of records. We assume that {x1, x2, . . . , xk} is the set of attributes in x and
{y1, y2, . . . , yk} is the corresponding set of attributes in y.

Lemma 4. If x and y are two records, we can compute the q-gram similarity
between x and y in O

(
(
∑k

i=1(|xi| + |yi|))q
)

time, where {x1, x2, . . . , xk} is the
set of attributes in x and {y1, y2, . . . , yk} is the corresponding set of attributes
in y.

Proof: follows from the Proof of Lemma 2. �

Definition 5 (Hausdorff distance). Given two finite sets X and Y of strings
of the same length, the Hausdorff distance between them is defined as
maxa∈X minb∈Y d(a, b) where d(a, b) is the Hamming distance between the
strings a and b.

If S1 and S2 are two strings (not necessarily of the same length), we can define
the Hausdorff distance between them with respect to the q-grams in them (for
some suitable value of k). Specifically, let X be the set of q-gram in S1 and let
Y be the set of q-gram in S2. The Hausdorff distance between S1 and S2 is the
Hausdorff distance between X and Y .

Lemma 5. If x and y are strings with lengths � and m, respectively, we can
compute the Hausdorff distance between x and y in O(�mk) time (where the
distance is computed with respect to k-mers).

Proof: We can generate the q-grams of x and y in O((� + m)k) time. Followed
by this we compute the distance between each q-gram in x with each q-gram in
y. This takes O(�mk) time. �

Let Σ be a finite alphabet, and let Σ∗ denote the set of all strings over Σ.
Let x and y be strings in Σ∗.
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Definition 6 (Jaro-Winkler similarity).
The Jaro similarity between two records x and y is defined as follows

sj(x, y) =
1
3

(
m

|x| +
m

|y| +
m − t

m

)

where m is number of character matches and t is number of transpositions divided
by 2. (A transposition refers to a pair of characters appearing in reverse order).
The Jaro-Winkler similarity is defined as:

Sw(x, y) =

{
sj(x, y), if sj(x, y) < threshold
sj(x, y) + (l ∗ p(1 − dj)), otherwise

where l denotes the length of the longest common prefix between x and y with the
maximum value of 4 and p is a scaling factor which is usually set to 0.1.

Lemma 6. If x and y are strings with lengths � and m, respectively, we can
compute their Jaro-Winkler similarity in O(� + m) time.

Proof: Please see [1] for a proof. �

4 Novel Distance Metrics

In this section we introduce some variants of known metrics. Our experimental
results (Sect. 6) reveal that these variants result in better linkage performance.

To compute the distance between two records, we normally use multiple
attributes (e.g., LastName, FirstName, and DateOfBirth). Given any two records
R1 and R2, to compute their distance we compute the distance with respect
to each attribute and calculate the total across all the attributes. In this pro-
cess, if the partial distance computed exceeds the threshold τ , we skip the dis-
tance calculations with respect to the remaining attributes. Also, we use string
lengths to avoid unnecessary distance computations. To be more specific, let the
attributes of interest be A1, A2, . . . , Ak. Each attribute is thought of as a string
of characters. Let the lengths of these strings in R1 and R2 be �11, �

1
2, . . . , �

1
k,

and �21, �
2
2, . . . , �

2
k, respectively. If

∑k
i=1 |�1i − �2i | > τ , then we skip the distance

computation between R1 and R2. These pruning steps have a significant impact
on run time of the linking process.

One of the distance metrics we have employed is the positional q-gram dis-
tance. The standard q-gram distance is a function of the number of common
q-grams in the two records under concern. The positional q-gram distance not
only cares about the common q-grams but also their relative positions in the
two records. If there is a common q-gram between two records and if they occur
in two entirely different positions, then this q-gram should not be taken as an
evidence to the similarity between the two records.

We have also employed the Naive Hausdorff distance in our record linkage
algorithms. We observed that Hausdorff distance leads to errors in linking when
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a string is substring of the other string. This leads to the minimum distance
between them to be 0 (0 being perfect match). For example, if s1 is ‘Craft’ and
s2 is ‘Hopcraft’ then the Hausdorff distance between them will be 0 and hence
they will be output as belonging to the same entity. In order to overcome this
issue, we have proposed a modification.

Definition 7 (Modified Hausdorff Distance). The Modified Hausdorff dis-
tance dh(x, y) between a pair of records x and y is

dh(x, y) = Hausdorff distance(x, y) + |x| − |y|
Lemma 7 If x and y are strings with lengths � and m, respectively, we can
compute the Modified Hausdorff distance between x and y in O(�mk) time (where
the distance is computed with respect to k-mers).

Proof: follows from the proof of Lemma 6. �
As we can see, Hausdorff distance is computationally intensive. In order to

reduce the linking time, we have explored the idea of positional Modified Haus-
dorff distance (similar to positional q-gram distance).

Algorithm 1: Hybrid Hausdorff distance
Input: string s1, string s2, integer q
Output: Hybrid Hausdorff distance between s1 and s2
minDistance ← 0
hausdorffDistance ← 1
X ← generateQmersMap (s1,q)
Y ← generateQmersMap (s2,q)
minDistance ← 0
distance ← 0
for i ← 0 to X by 1 do

distance ← calculateQgramDistance (Xi, Yi))
if distance < minDistance then

minDistance ← distance
end

end
hausdorffDistance ← minDistance- α
return hausdorffDistance

Another modification that we explored is using q-gram distance instead of
hamming distance in order to calculate string similarity between two q-gram.
We have combined the ideas from Modified Hausdorff distance and q-gram dis-
tance in order to create this new distance metric. The Algorithm 1 describes
to calculation of this similarity. An Interesting observation is that when we are
performing the q-gram distance calculation between pair of q-grams, better per-
formance was achieved in terms of linking time when we are using the value of q
as 2 whereas the size of q-mers which are generated earlier in the algorithm is 3.
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Please note that for Hausdorff distance we take the maximum of the minimum
distances of pairs of q-gram, whereas in the Hybrid Hausdorff distance we take
the minimum distance that was observed between all pairs of positional q-gram
because for the q-gram distance the value closer to 1 is considered to be a better
match than a value close to 0. Based on our experiments we have introduced
hyper-parameter α.

5 Experimental Results

In this section, we present our experimental results on novel blocking and dis-
tance metrics. The basic algorithm used for record linkage is the one given in
[16]. The performance of all the algorithms has been measured using the F1
score which is defined using precision and recall. Precision: Total number of
records that are correctly clustered divided by the total number of records that
are clustered together(including the ones that the algorithm miss classifies).
Recall: The total number of records that are correctly clustered together divided
by the number of records that are correctly clustered plus the number of records
that the algorithm was not able to correctly classify.
F1 Score: is defined as

2 ∗ Precision ∗ Recall

Precision + Recall
.

5.1 Experimental Setup

All of our experiments shown in this section were carried out using 6 Intel(R)
Core(TM) i5-8400 CPU @ 2.80GHz with 32GiB DDR4 2133MHz of main mem-
ory running on Ubuntu 22.04.1 LTS operating system.

5.2 Experimental Data

We have used two types of data sets in our experiments. Both data set types were
curated from the Social Security Death Master File courtesy of SSDMF.INFO1.
These data sets have FirstName, LastName, and Social Security Number (SSN)
among other attributes. SSN is used for computing the linkage performance as
it is treated as an error-free unique identifier in these data sets.

The first data set is publicly available for free on figshare2. This first data
set, dataset1, constitutes a total of 1, 000, 000 unique records. Each experiment
utilizing dataset1 is configured to link four input data files where four copies of
each entity are split across these input data files.

The second data set, dataset2, is also publicly available on figshare3 dataset2
contains 10 sets of files of different sizes ranging from 100, 000 to 1, 000, 000

1 http://ssdmf.info/download.html.
2 https://figshare.com/articles/dataset/**masked for double-anonymous review**.
3 https://doi.org/**masked for double-anonymous review**.

http://ssdmf.info/download.html
https://figshare.com/articles/dataset/**masked
https://doi.org/**masked
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records. Each set of files is prepared such that it contains exactly five records
pertaining to each unique entity. These five records are divided into two groups.
The first group consists of four exact copies of the original record. The second is
a singleton group containing one corrupted record of the original. The corruption
of the fifth record is done by introducing errors in the FirstName, LastName, or
both fields.

5.3 Results for Distance Metrics

Please note that the algorithm of [16] uses the edit distance. Several experiments
were conducted where we tried to improve the run time of the linking process
using q-gram distance. One such experiment was to test several values of q and we
observed that as we increase the value of q, the run time decreases but accuracy
also decreases. A value of 3 for q yields the best run time and accuracy for
dataset1. The run time is better than that for edit distance. We also explored the
idea of changing q dynamically as a function of the string lengths, but the results
did not improve. Finally, when we implemented positional q-gram distance, we
were able to observe better run times than for the edit distance. We were able
to achieve the improvement in the run time with small reduction in the F1-score
and very small difference in precision of the linking.

Hausdorff distance is computationally intensive and it took a large amount of
time which is more than for edit or q-gram distance. We observed that a hybrid
of positional Hausdorff distance with q-gram distance that we have proposed in
this paper gave a better linking time than the edit distance. In our experiments,
initially we generate q-gram of length 3 as we do for Hausdorff distance and while
iterating over these q-grams, for each pair of q-grams we generate a q′-gram and
perform the q-gram distance between them. Here, we experimented with different
values for q′. We have observed that the performance is the best when q′ is 2 for
dataset1 and dataset2. For dataset2, we have to use hyper-parameter α as 0.05
to get best results.

Table 1 presents accuracy results for six different distance metrics on
dataset2. As we can see all of the metrics perform well with F1-score higher
than 95%. We could not generate F1-score for dataset1 as it was corrupted in
such a way that the ground truth is not reliable. Even then we observed that the
percentage of clusters that contain all the records pertaining to single individuals
and no other records of any other individuals is 99%.
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Table 1. F1 score (%) for different distance metrics. Pos-Qgram stands for Positional
Q-gram, and JW stands for Jaro-Winkler for dataset2.

#Records Pos-Qgram Q-Gram Hausdorff-Hybrid Edit JW

100000 99.1496 99.1008 99.2764 99.2826 99.1185

200000 99.0491 99.0534 98.8589 99.7311 98.9373

400000 98.9829 99.0157 98.7182 99.732 98.7936

600000 98.9024 98.9427 98.4077 99.7312 98.4601

800000 98.7415 98.8506 97.931 99.7227 98.1145

1000000 98.0843 98.1691 97.6193 99.7149 97.8969

Figure 1 shows the linkage times for applying different distance metrics on
dataset1.

Fig. 1. Linkage Times for the different Distance Metrics for dataset1

We have studied the impact of distance measures on linking dataset2 and the
results are depicted in Fig. 3. We observe that the linking time for the Hybrid
Hausdorff distance, that we have defined in this paper, performed slightly better
than Edit distance in terms of linking time (Fig. 2).
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Fig. 2. Linkage Times for the 4 fastest
distance metrics on dataset1.

Fig. 3. Linkage Times for applying dif-
ferent distance metrics on dataset2.

5.4 Results for Blocking

The choice of the base value, used for blocking, affects the linkage time, as shown
in Fig. 4. As we can see, the run time decreases when the base value increases.
The best run time is obtained when the base values is 45. The experiments are
conducted with Edit distance. Please note that when the base values is 26, the
algorithm is the same as the one given in [16].

Fig. 4. Linkage Times with changes to
Base for dataset2

Fig. 5. Linkage Times with different
values for the characters on dataset2

Table 2 shows how F1-score changes with change in bases. F1-score definitely
decreases with increase in the base but with 2 percent decrease in F1-score leads
to reduction in run time by factor of 2.

Table 3 shows the accuracy obtained when we equated the character a with
97, b with 98, etc. Figure 5 shows the run times (orange) with a = 1, b = 2, . . .
vs the run times (blue) with a = 97, b = 98, . . .. For theses sets of experiments
we have used Jaro-Winkler distance.



Novel Blocking Techniques and Distance Metrics for Record Linkage 443

Table 2. F1- score with base change
dataset2

#Records Base - 26 Base - 36 Base - 45

100000 99.2826 98.4164 96.5201

200000 99.7311 98.6905 97.4317

400000 99.732 98.6596 97.3716

600000 99.7312 98.6519 97.3526

800000 99.7227 98.671 97.3528

1000000 99.7149 98.6401 97.3266

Table 3. Different values for the characters
for dataset2

#Records Linkage Time(s) Precision

100000 2.25356 97.0832

200000 6.31206 96.8683

400000 22.716 96.7306

600000 48.8502 96.4281

800000 85.2045 96.1119

1000000 130.515 95.9135

Please note that if we use a standard blocking (with a base of 26), the run
time for 1,000,000 records is around 250 s. On the other hand, if we use different
values for the characters, the run time reduces to around 130 s, speeding up the
process by approximately a factor of 2! Fig. 5 shows the run times for different
values for characters. We also note that the F1-score drops from 97.89 to 95.91.
Another point to note is that we have used total number of blocks as 75,000
instead of 263 which is 17576. This was done because our experiments shows
that if we had used 17576 as the number of blocks, large number of blocks are
empty and approximately clustering is affected negatively. This reduces the F1-
score to 6%. Further increase in number of blocks would lead to similar run time
and F1-score as standard blocking (with a base of 26).

The idea about hashing the blocking key was explored to understand
its impact on accuracy and linkage time and it showed some promise. The
hashfunction1 is ((701∗(blockingkey)+999983)%99991) and the hashfunction2

is ((6607 ∗ x + 99991)%58211). The linkage times for these two hash functions
and their comparison without hashing are shown in Fig. 6 (Fig. 7).

Fig. 6. Linkage Times with Hashing for
dataset2

Fig. 7. Linkage Time with block reduc-
tion for dataset2
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We can see that hashfunction1 reduces the linking time by factor of 1.5 and
hashfunction2 reduces the linking time by factor of 2.5. The F1-score for the
linking decreases as specified in Table 4.

Table 4. Linking Accuracy(%)
with Hashing on dataset2

#Records hf1 hf2

100000 88.2311 92.2436

200000 90.1346 94.1983

400000 90.1368 94.1157

600000 90.1807 94.1602

800000 90.1951 94.1778

1000000 90.1695 94.1353

Table 5. F1 score (%) for different block sizes for
dataset2.

#Records 15000 12000 10,000 8000 5000 3000

100000 99.1003 98.7846 98.5452 97.7146 94.7235 89.6927

200000 98.8919 98.6201 98.2922 97.3636 95.3752 91.9157

400000 98.7432 98.4699 98.1606 97.2322 95.1814 91.8065

600000 98.4165 98.1535 97.8574 96.9212 94.9675 91.6174

800000 98.0709 97.8209 97.5513 96.6044 94.7249 91.4155

1000000 97.848 97.5818 97.3206 96.4027 94.5761 91.289

Table 5 mentions the F1-score for different block sizes.
Record Linkage with Block reduction was explored. We reduced the number

of blocks from 263 till 3000. We got similar results to what were achieved with
other blocking techniques where the run time was reduced upon reduction in
number of blocks with F1-Score getting reduced.

6 Conclusions

In this paper we have offered some novel blocking techniques that use an intrinsic
property of real datasets in order to eliminate certain blocks. These algorithms
achieve improved run times for record linkage with a small impact on accuracy.
We have also presented variations of known distance metrics that yield perfor-
mance improvements in terms of linking times. We have also introduced a new
distance measure based on Hausdorff distance. This distance metric results in a
better linking time than the edit distance.
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Abstract. A spatial prevalent co-location pattern (SPCP) refers to a
group of different features that their instances occur frequently within
a spatial neighborhood. The neighbor of instances is typically evaluated
based on the spatial separation between them. If the spatial separa-
tion is not greater than a threshold value set by users, they are consid-
ered to be neighboring each other. However, determining an appropri-
ate distance threshold for each specific spatial dataset is challenging for
users, as it requires careful analysis of the dataset. To address the issue,
we propose an algorithm called Delaunay triangulation k-order clique
(DTkC) to discover SPCPs without distance thresholds. This algorithm
integrates three phases: creating the spatial neighbor hierarchy struc-
ture of instances based on Delaunay triangulation, employing k-order
neighbors allows users to select an appropriate level from the neigh-
bor structure, and designing a clique-based approach to quickly collect
co-location instances of each candidate pattern and filter SPCPs. We
conducted experimental analysis on both synthetic and real datasets, to
demonstrate the effectiveness of DTkC in terms of generating the number
of SPCPs, execution time, and memory consumption.

Keywords: Spatial prevalent co-location pattern · Delaunay
triangulation · k -order neighbors · Clique

1 Introduction

Data analysis in the spatial domain is a crucial area in data mining where
spatial prevalent co-location patterns (SPCPs) play a significant role as they
exhibit clear associations of features among the studied objects in geographical
space. Particularly, we not only investigate individual features of objects but
also explore the relationships among multiple objects in space, their combina-
tions and organization, which contain valuable hidden information that needs
to be extracted to gain a deeper understanding of the overall spatial structure.
Examining these associations can help us identify the general rules of these
features, aiding in forecasting and making informed decisions while optimiz-
ing resource management and allocation. For example, when investigating the
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underlying causes of a specific issue, such as in the healthcare domain where
the aim is to establish specialized healthcare facilities targeting specific diseases,
an analysis of SPCPs becomes essential [18]. By studying SPCPs within resi-
dential areas, we can explore the associations between different diseases and the
daily life habits of the population. These patterns provide valuable insights for
decision-making regarding the development or enhancement of healthcare facili-
ties in specific geographical locations while minimizing resource wastage. SPCPs
are highly effective in various other domains such as criminology [3], public safety
[4], business [10], disease control [5], transportation [14], and so on.

Most of the proposed SPCP mining algorithms use a distance threshold to
identify neighbor relationships between spatial instances. Using a minimum dis-
tance threshold requires users to determine an appropriate threshold value. If
this value is not carefully chosen, it can lead to overlooking important SPCPs
or generating meaningless SPCPs. For example, important SPCPs are missed as
a result of setting a small distance threshold, while a large value of that creates
excessive computations, memory consumption, and too many redundant SPCPs.

Additionally, the minimum distance threshold can be influenced by data den-
sity. In high-density areas, a small value of the distance threshold can yield a
large number of neighboring instances, while in low-density areas, it may lead
to the omission of neighboring instances (even none neighbor relationship is
formed). If the distance threshold is set to a large value, the neighbor relation-
ship between instances are suitably constructed in the low-density areas. How-
ever, most of instances in the high-density areas form neighbor relationships.
However, in which many inappropriate neighbor relationships are constructed.
This issue makes the process of complex spatial datasets very challenging.

Moreover, the traditional SPCP mining algorithms, which follow a
generation-test candidate framework [11,12,15,18,19] that is similar to the Apri-
ori algorithm [6], are difficult to deal with when there are a large number of
neighboring instances formed in the data set. Since these algorithms first need
to generate a set of candidates, then they collect all co-location instances of each
candidate by generating groups of instances and verifying the neighbor rela-
tionship of these instances in these groups. This step is quite time-consuming
[10,18].

To overcome the above problems, the following work has been carried out:

(1) The neighbor relationship between instances is determined automatically by
using Delaunay triangulation (DT).

(2) The concept of k-order neighbors in DT is used to allow users to adjust
neighboring instances for their specific needs in exploring SPCPs.

(3) A modified clique-based SPCP mining algorithm is developed. First, all
neighboring instances are enumerated by cliques. Next, these cliques are
arranged into a special hash table structure. Then all co-location instances
of any candidates can be conveniently queried from the structure. Finally,
SPCPs can be filtered efficiently.
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2 Related Work

SPCP is an important branch of data mining, so there are many algorithms
have been proposed. Partial join [19] and join less [18] search for SPCPs by
identifying co-location instances of candidates using separate cliques and star
neighborhoods, respectively. However, both the two approaches face challenges in
terms of computational complexity. To improve mining performance, co-location
pattern instance-tree [11], improved co-location pattern instance-tree [12], CP-
tree-based [17], clique-based instances driven schema (IDS) [2], and so on were
developed to enhance the ability to search for SPCPs.

The above algorithms offer improving efficiency, but they may still face scala-
bility challenges when dealing with large and dense datasets. The computational
complexity can increase significantly as the dataset size grows, leading to longer
processing times or even infeasibility. Thus, parallel SPCP mining algorithms
have been proposed such as MapReduce [15], Hadoop [16], and GPU [1].

In the mentioned algorithms, a distance threshold is used as a parameter for
the process of searching SPCPs. However, the inconvenience of using this param-
eter has been discussed above. Some studies have proposed to solve that problem,
e.g., k nearest neighbor graph [7] and Delaunay triangulation (DT)-based [8,13].
A newly improved algorithm based on DT, that employs three filters (i.e., feature
constraint, global edge constraint, and local constraint) to eliminate redundant
edges on the original DT, has also been proposed [9]. Nevertheless, these algo-
rithms suffer from challenges when dealing with large datasets or long patterns,
as the number of neighboring instances expands exponentially, demanding signif-
icant storage space and posing difficulties in computational efficiency.

3 Method

3.1 Basic Concepts

Given a spatial dataset S = {S1, ..., Sm} where Si = {fi1 , ..., fim}, (1 ≤ i ≤ n) is
a set of instances of a feature fi and each instance fij is in a three-element vector
form < fi, ID, location(x, y) >, we determine neighbor relationships R between
instances and minimum prevalence threshold minprev to compute SPCPs. The
neighbor relationship R refers to the proximity or spatial closeness between
instances in S. For example, Fig. 1 shows a point-of-interest dataset in which
there are 12 instances (e.g., A.1, B.2, C.3) and these instances belong to 4 fea-
ture types, i.e., F = {A, B, C, D}. When the Euclidean distance metric is used
to determine R, if the distance between two instances is smaller than a threshold
d, the two instances are neighbors and they are connected by a solid line.

Definition 1 (Spatial co-location pattern). A spatial co-location pattern c
refers to a set of spatial features that is a subset of F , i.e., c = {f1, ..., fl} ⊆ F .
The number of features in c is called the size of the pattern, c is a size l pattern.
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Definition 2 (Row instance). A row instance of a pattern c = {f1, ..., fl}
is a set of instances that includes an instance of each feature type in c and
each instance has the neighbor relationship with the remains. The set of all row
instances of c is called the table instance, T (c). The distinct instances of fi in
T (c) is called the participating instances of fi in c, InstT (c)(fi).

Fig. 1. A dataset with neighboring instances determined by a distance threshold.

Definition 3 (Participation ratio, PR). The participation ratio of a feature
fi in a co-location pattern c represents the relative level of participation of the
instances of fi in c compared to the total instances of fi in S and denoted as

PR(c, fi) =
Number of distinct instances of fi in c

Number of instances of fi in S
=

|InstT (c)(fi)|
|InstS(fi)| (1)

Definition 4 (Participation index, PI). The participation index of a co-
location pattern c is a measure that quantifies the level of involvement of the
spatial features in c and is denoted as

PI(c) = min
fi∈c

{PR(c, fi)} (2)

Definition 5 (Prevalent spatial co-location pattern). If the participation
index of a co-location pattern c is not smaller than a minimum prevalence thresh-
old minprev given by users, c is a prevalent spatial co-location pattern, i.e.,
PI(c) ≥ minprev.

For example, we consider a co-location pattern c = {A, D} in Fig. 1. Since
A.1 and D.2 have a neighbor relationship, A.1, D.2 is a row instance of {A,
D}. First, the table instance of {A, D} is collected, i.e., T (c)= {{A.1, D.2},
{A.1, D.3}, {A.3, D.1},{A.3, D.3}}. Thus, we have InstT (c)(A) = {A.1,A.3}
and InstT (c)(D) = {D.1,D.2,D.3}. Therefore, the PRs of A and D in c are
computed, PR(c,A) = |{A.1,A.3}|

|{A.1,A.2,A.3}| = 2
3 and PR(c,D) = |{D.1,D.2,D.3}|

|{D.1,D.2,D.3}| = 3
3 .

After that, the PI of c is PI(c) = min{PR(c,A), PR(c,D)} = min{2
3 , 3

3} = 2
3 .

Assuming a prevalent threshold of 0.5, minprev = 0.5, is set by a user, since
PI(c) = 2

3 > minprev, c = {A, D} is a SPCP.
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3.2 Determining Neighboring Instances by Delaunay Triangulation

From Fig. 1 we can see, if the distance threshold d is set to a small value, all
the instances in the upper right corner do not form the neighboring relationship.
While a large value is set for d, all instances in the lower left corner are neighbors.
The upper right corner and lower left corner correspond to sparse and dense
areas, similar to the center and suburbs of a city. It is difficult to use a single
distance threshold to determine whether all instances in the entire space have
neighbor relationships.

Definition 6 Delaunay triangulation of S, DT(S) [9]). Delaunay triangu-
lation of S is a geometric structure that consists of a set of non-overlapping
triangles, forming a connected graph. DT is constructed in such a way that no
point in S lies within the circumcircle of any triangle in the triangulation. This
result is in a unique and explicit representation of the spatial data’s topology.

Fig. 2. Determining neighboring instances by Delaunay triangulation.

DT provides a comprehensive understanding of the relationships between
instances, revealing the underlying connectivity and proximity within the
dataset. For example, Fig. 2(a) shows the result of spatial data in Fig. 1 after
executing DT. We consider two instances that are connected by an edge in DT
having a neighbor relationship. However, some inappropriate edges are needed
to remove, e.g., these edges connect two instances that belong to the same fea-
ture type, their length is too long, and so on. Therefore, three constraints were
designed.
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Definition 7 (Constraint 1). The edges that connect two neighboring
instances must belong to distinct feature types.

Definition 8. The global mean represents the overall average distance between
connected instances in DT and is computed by

μglobal =
1

|E|
∑

et∈E

|et| (3)

where E is a set of all edges in DT.

Definition 9. The global standard deviation represents the variability or spread
of edge lengths across all edges in DT and is computed by

σglobal = (
1

|E| − 1

∑

et∈E

(|et| − μglobal)2)
1
2 (4)

Definition 10. The local mean of an instance fij refers to the average length
of all the edges that are directly connected to it in DT and is calculated by

μlocal(fij ) =
1

deg(fij )

deg(fij
)∑

k=1

|et| (5)

where deg(fij ) is the number of edges connected to fij and |et| is the length of
the edge.

Definition 11. The local standard deviation of an instance fij refers to the
measure of variability or dispersion in the lengths of all the edges that are directly
connected to the instance in DT and is calculated by

σlocal(fij ) = (
1

deg(fij ) − 1

deg(fij
)∑

t=1

(|et| − μlocal(fij ))
2)

1
2 (6)

Definition 12 (Constraint 2). The length of an edge connecting to fij is less
than or equal to the specified global distance that is computed by

constglobal(fij ) = μglobal + σglobal
μglobal

μlocal(fij )
(7)

After running Constraints 1 and 2, we obtain distinct subgraphs
Gsub(Vsub, Esub) (e.g., as in Fig. 2(c)). But some long edges in each subgraph
need to be removed.

Definition 13. The mean local standard deviation of each subgraph
Gsub(Vsub, Esub) is computed by

μσlocal
(Gsub) =

∑
σlocal(fij )
|Esub| ,∀fij ∈ Gsub (8)
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Definition 14 (Constraint 3). The length of an edge that is incident to fij is
not greater than the local distance constraint of fij which is computed by

constlocal(fij ) = μ2
local(fij ) + βμσlocal

(Gsub) (9)

where μ2
local(fij ) represents the average length of the edges connecting the first-

order and second-order neighbors of fij and β > 0 is a factor to control the
sensitiveness of the local distance constraint.

Definition 15 (k-order neighbor). In DT, these instances that are connected
directly to fij is called the first-order of fij . These points, that are directly con-
nected to the first-order neighbors fij and are not the first-order neighbors them-
selves, are called the second-order neighbors of fij . The k-order neighbors of fij ,
Nk(fij ), is conducted by continuing this process.

For example, Fig. 2(d) shows the result after putting the three constraints on
DT to construct neighbor relationships between instances automatically without
setting distance thresholds. Table 1 shows the neighbors of each instance when
applying Definition 15 with k = 2. The instances are sorted lexicographically.

Table 1. Neighboring instance sets with k = 2

fij Nk(fij ) fij Nk(fij ) fij Nk(fij ) fij Nk(fij )

A.1 B.1,B.2,C.1,D.2,D.3 B.2 C.1,D.2,D.3 C.1 D.1,D.2,D.3 D.1 –
A.2 B.3,C.2 B.3 C.2 C.2 - D.2 –
A.3 B.1,C.1,D.1,D.2,D.3 B.1 C.1,D.1,D.2,D.3 C.3 – D.3 –

4 DT k-Order Clique-Based Mining SPCP Algorithm

4.1 Overview of the Mining Algorithms

Figure 3 depicts the mining algorithm designed in this work. In Phase 1, users
give a dataset and set a minimum prevalence threshold. Phase 2 constructs
neighbor relationships between instances according to Definition 15. Next, all
neighboring instances are preserved in a set of cliques in Phase 3. A hash table

S
minprev

Enumerate 

cliques

Filter 

PSCPs

Construct 

neighbor 

relationships

Construct 

a hash 

table

Query instances

of each feature 

in patterns

Change minprev

Fig. 3. DT k-order clique-based mining SPCP algorithm.
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structure, that further compresses the neighbor relationships of instances, is
designed. After that, the participation of the instances of each feature in any
patterns can be queried from the hash structure. Finally, SPCPs are filtered.

Unlike the traditional generation-test candidate mining frameworks, our algo-
rithm avoids the most time-consuming part of collecting all row instances for each
pattern. In addition, although our algorithm adopts the same mining frame-
work as IDS [2], there are two differences: first, the neighbor relationships of
instances are automatically constructed without user-specified thresholds. Sec-
ond, we designed depth-first search strategy to improve efficiency in enumerating
cliques and reducing memory consumption.

4.2 Depth-First Search Clique Instance Drive Schema

Definition 16. An instance clique tree, I-tree, is a hierarchical structure defined
as follows: (1) It comprises a single root node labeled as root. (2) Each node
contains an instance and a node link that points to the next sibling node that
represents a larger instance. (3) An I-clique encompasses a collection of instances
that is denoted by a leaf node and all its ancestor nodes. (4) Within an I-clique,
every pair of instances satisfies the condition of being neighbors.

The instance clique tree of instances with the neighbor relationships listed
in Table 1 is shown in Fig. 4(a). However, if the data set is large and dense, the
I-tree will become very large. If the entire I-tree is constructed before searching
for cliques, it will waste execution time and consume storage space. Therefore,
we designed a deep-first search strategy to build an I-tree, obtain cliques, and
delete the nodes that have been traversed.

Fig. 4. An illustration of the deep-first search strategy for obtaining cliques.
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Algorithm 1. Enumerating cliques by a deep-first search strategy
Input: S: dataset, Nk:is a set of all neighboring instances
Output: a set of cliques, Clqs

1: iT ree = Initialize_Itree()
2: for fij ∈ S do
3: stack = Initialize_Stack() � Depth-first manner
4: headNode = iTree.AddHeadNode(fij ) � Add headNode to the top of stack
5: stack.push(Nk(fij ))
6: oldInst = Initialize_Set(); � Save all instances appeared in cliques
7: while stack �= ∅ do
8: curNode = stack.pop(); � Get a node from top of stack
9: if oldInst.NotContain(curNode) then

10: canCliq = True � Mark as can generate new clique
11: oldInst.Add(curNode)
12: childNode = GetChildren(curNode)
13: if childNode == ∅ then � curNode is leaf node
14: if canCliq == True then
15: canCliq = False
16: clique = GetClique(curNode)
17: Clqs.Add(clique)
18: iT ree.RemoveAncestors(curNode)
19: else
20: iT ree.AddNode(curNode, childNode)
21: stack.push(childNode.Reverse())

Algorithm 1 is explained by running an example on the cliques enumerated in
Table 1. It takes A.1 as headNode (Steps 2–4) and puts all neighbors of A.1 into
a stack (Step 5), stack = {B.1,B.2,C.1,D.2, D.3}. oldInst = records the instances
that already visited (Step 6). While stack is not empty, we pop one instance as
curNode = B.1 (Step 8). If this instance has not been visited yet, it is marked
to use to generate new clique (Step 10) and added into oldInst. After that, the
algorithm gets all children of curNode by obtaining the intersection between the
neighbors of it with its right siblings, RSb(curNode) (Step 12), i.e., childNode =
Nk(B.1) ∩RSb(B.1) = {B.2,C.1,D.2,D.3} ∩ {C.1,D.1,D.2,D.3}= {C.1,D.2,D.3}.
Sine childNode �= ∅, all instances in childNode are added as children of curNode,
i.e., B.1 (Steps 20–21). The above process continues to be executed. When
curNode =D.2, since childNode = Nk(D.2) ∩RSb(D.2)= (Step 13), curNode
is a leaf node, a clique is generated by combine it with all its ancestor nodes
(Steps 15–17), i.e., clique = {A.1,B.1,C.1,D.2}. Then D.2 is removed form I-tree
(Step 18). As shown in Fig. 4, Phases 2–4 describe processing other nodes and
Phase n shows the enumerated cliques and the part of I-tree drawn by A.1 is
deleted. As can be seen that a lot of storage space can be saved.
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4.3 Compressed Clique Hash Table

Definition 17. A compressed clique hash table, C-Hash, is a data structure
consisting of key-value pairs: (1) The key represents a set of features, denoted as
Fc. (2) The value is a collection of hash structures, each containing a key-value
pair. Here, the key represents a specific feature f that belongs to Fc, and the
value’ represents a set of instances associated with feature f .

For example, Fig. 5 shows the C-Hash that is build from the cliques listed by
Algorithm 1 on the neighbors in Table 1.

Fig. 5. The C-hash constructed based cliques enumerated from Algorithm 1.

4.4 The DTkC Algorithm

Algorithm 2 describes how to filter SPCPs from the compressed clique hash
table structure. First, it iterates over the keys in CHash and adds them to the
candidate set, cands (Steps 4–5). It then sorts the candidates in descending order
of their size (Step 6). The algorithm enters a loop while where it retrieves the first
candidate, cand, from the list and calculates its PI by iterating over the keys in
CHash to get the values of keys that are supersets of cand (Steps 6–13). If the PI
of the current candidate is not smaller than the minimum prevalence threshold,
it is a SPCP and put into the result (Steps 14–15). After that, all direct subsets
of cand are generated and added to cands as new candidates (Steps 16–17).

For example, we examine the prevalence of pattern c={A, B}. The supersets
of {A,B} in CHash are ABCD and ABC. Thus, the instances of A and B in
the pattern is the combination of the instances of A and B that are queried
from the values of two keys ABCD and ABC, i.e., InstTc = {{A.3,A.1,A.2},
{B.2,B.1,B.3}}. Therefore, the PI value of {A, B} is PI = min{3

3 , 2
3} = 1.
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Algorithm 2. The DTkC algorithm
Input: S: dataset, minprev: minimum prevalence threshold
Output: a set of SPCPs, SPCPs

1: Nk=ConstructNeighborRelationship(S) � Based on Section 3.2
2: Clqs=EnumerateCliques(S, Nk) � Use Algorithm 1
3: C − Hash=ConstructCHash(Clqs)
4: for key ∈ C − Hash do
5: cands.add(key)
6: cands.sort()
7: while cands �= ∅ do
8: curCand= cands.First
9: InstTc = ∅ � Collect participating instances

10: for key ∈ C − Hash do
11: if cand ⊆ key then
12: InstTc.Add(value)
13: PI = ComputePI(InstTc)
14: if PI ≥ minprev then
15: SPCPs.add(cand)
16: subCands=GenerateDirectSubsets(cand)
17: cands.add(subCands)

5 Experimental Results and Analysis

5.1 Experiment Setting

In this section, a set of experiments are conducted to examine the performance of
the DTkC algorithm. We choose joinless [18], CP-tree-based (named Condense)
[17], and Delaunay triangulation-based co-location mining (DTC) [9] to com-
pare. All programs in our experiments were coded using the Java programming
language, available on GitHub1, and were performed on a Laptop with Intel(R)
Core (TM) i7-8550u CPU@1.8 - 4.0GHz and 16 GB main memory.

Datasets: Four real datasets that are collected from points of interest in Beijing,
China [2], Las Vegas, Toronto, USA2, and United Kingdom (UK)3, were used
in our experiments. Moreover, two synthetic datasets, that were produced by
a generator [18], were also used in our experiments. Table 1 lists some basic
characteristics of the datasets used in this experiment (Table 2).

1 https://shorturl.at/vyBJP.
2 https://www.yelp.com/dataset.
3 https://www.pocketgpsworld.com/.

https://shorturl.at/vyBJP
https://www.yelp.com/dataset
https://www.pocketgpsworld.com/
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Table 2. The datasets used in our experiments

Name Area # features # instances Distribution

Beijing 135 km × 224 km 17 90,257 Centralized + dense
Las Vegas 38 km × 63 km 19 31,592 Sparse + dense
Toronto 23 km × 56 km 19 20,309 Sparse + dense
UK 12,84 km × 13,867 km 26 143,621 Sparse + dense
Fig. 8(a), 9 5000 × 5000 15 * Dense

5.2 Compare the Mining Performance

The first experiment compares the mining performance of the five algorithms
including running time and memory consumption based on the variations of two
parameters: the minimum distance threshold (only for Joinless and Condense)
and the minimum prevalence threshold.

(a) Beijing (b) Las Vegas

(c) Toronto

Fig. 6. The performance of compared algorithms on different distance thresholds
(minprev = 0.2 for all).

On Different Distance Thresholds: Figure 6 shows the result on both running
time and memory consumption of the compared algorithms when modifying the
minimum distance at values of 100m, 150m, 200m, 250m, and 300m, and in our
algorithm, DTkC sets k = 2, i.e., 2-order neighbors. We can observe that DTC
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and DTkC do not change their running time because they are not dependent on
the minimum distance threshold parameter. Since the DTC algorithm only sim-
ply uses DT to obtain the neighbor relationship between instances, then it uses a
merging strategy, that is, merging from triangles to quadrilaterals, merging from
quadrilaterals to pentagons, etc., to find row instances of high size co-location
patterns. However, the strategy generates only few high size patterns, so its exe-
cution time will be less than our algorithm. For Joinless and Condense, their
running time will increase multiplicatively as distance thresholds increase. At
lower values of distance thresholds, the running time of all algorithms is approx-
imately equivalent. When increasing this parameter by a small amount, it leads
to a significant increase in running time of Joinless and Condense, especially
for dense data types like the ones we are using. Additionally, for Joinless and
Condense, when the minimum distance threshold is increased, the number of
neighboring instances also increases, leading to a higher number of candidate
pattern evaluations and a larger volume of row instances. Consequently, a sig-
nificant increase in memory consumption.

For DTC and DTkC algorithms, since they are not dependent on the min-
imum distance threshold, the memory consumption is always stable and lower
compared to the aforementioned algorithms. However, DTkC exhibits signifi-
cantly lower memory consumption than the DTC algorithm. This is attributed
to the utilization of the depth-first clique search strategy instead of the merging
operation used in DTC to generate row instances.

(a) Beijing d = 250m (b) Las Vegas d = 125m

(c) Toronto d = 125m

Fig. 7. The performance of four algorithms on different prevalence thresholds.
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On Different Prevalence Thresholds: Figure 7 describes the performance of the
five algorithms on different prevalence thresholds. We observe that with a smaller
prevalence threshold (e.g., 0.1), the computation times of Joinless and Condense
are significantly large. Although the computation times decrease when the preva-
lence threshold is increased, they still remain considerably high compared to
DTC and DTkC. The memory consumption of Joinless and Condense decreases
to some extent when the prevalence threshold increases. This is because these
algorithms start the computation from small candidate co-locations and gradu-
ally expand to larger ones. As a result, when the prevalence threshold increases,
the number of high size patterns decreases, leading to a decrease in the number
of candidate co-locations that need to be computed.

DTC and DTkC utilize obtaining table instances first and C-Hash struc-
tures for candidate co-locations, respectively. Therefore, changing the prevalence
threshold does not significantly impact memory consumption during the compu-
tation of PIs for candidate co-locations and the filtering of prevalent patterns.
However, DTkC still exhibits significantly lower memory consumption.

5.3 Evaluate the Scalability of DTkC

On Different Numbers of Instances: Figure 8 shows the computation time of the
DTC and DTkC algorithms with an increasing number of instances (minprev =
0.2, k = 2). We can see that in Fig. 8(a), the dataset is dense and the number
of instances is large, the computation time for both the merging step and the
depth-first clique search increases significantly. However, in Fig. 8(b), only the
computation time for DTkC increases rapidly, while the computation time for
DTC increases at a slower pace. This occurs because in the less dense dataset,
DTC generates fewer new polygons through the merging method, whereas DTkC
has an increasing number of new cliques along with the some of sub-cliques that
were not eliminated all by the depth-first clique search. As a result, it takes more
time to traverse the larger I-tree structure.

(a) Synthetic dataset (b) UK dataset

Fig. 8. Space cost and execution time on different numbers of instances.

However, in both datasets in Fig. 8, the space cost of DTkC is always smaller
than that of DTC. This is because the depth-first clique search generates fewer
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candidate co-locations compared to the merging method in DTC. In addi-
tion, another reason is that dataset in Fig. 8(b) has more features compared to
Fig. 8(a), resulting in a larger average number of neighbors generated in DTkC
compared to DTC. This also leads to a significantly larger number of cliques to
traverse in the I-tree due to the higher average number of neighbors in DTkC,
while the average number of neighbors in DTC is around 4–5.

Based on the above analysis, it can be seen that the DTkC algorithm is more
suitable for dense datasets compared to DTC and datasets have fewer features.
This is because it effectively reduces space cost while keeping the increase in
execution time relatively low compared to the DTC algorithm (Fig. 9).

Fig. 9. Space cost and execution time on different k values (minprev = 0.2).

On Different Values of k: Finally, we compare the scalability of DTkC based
on the parameter k and the number of instances. It can be observed that both
the execution time and space cost of DTkC show an increasing trend. However,
the increase in space cost is not significant compared to the rate of increase in
execution time. It is evident that the rapid increase in execution time of DTkC
is an inherent characteristic of this dense dataset. However, it is uncommon to
choose a large value for k, as the average number of neighbors can reach tens
or more. The advantage lies in the fact that the space cost does not increase
significantly, which is beneficial when dealing with dense data.

6 Conclusion

Mining SPCPs based on a distance threshold is challenging for users as it often
leads to either missing or excessive patterns that may not align with their
research objectives because it is difficult to find a suitable value of the thresh-
old. This work proposes a combined algorithm called DTkC, which leverages
a Delaunay triangulation-based approach to address the issue of determining
neighbor relationships. The algorithm also incorporates the concept of k-order
neighbors, allowing users to choose neighbor hierarchies based on their specific
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research needs rather than being limited to a fixed number of neighbors. Fur-
thermore, DTkC uses a depth-first clique search strategy, resulting in enhanced
computational efficiency and reduced memory consumption. The efficiency of
DTkC is proved on both real and synthetic datasets and in multiple respects.

In the future, we aim to improve the performance of DTkC for datasets
with moderate distribution density or datasets with a large number of features.
As the parameter k increases by only one unit, the number of collected co-
location patterns significantly increases. To address this issue and obtain a more
accurate count of co-location patterns while avoiding data redundancy, we intend
to explore and integrate suitable methods or techniques into the algorithm.
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Abstract. Graph similarity search (GSS) models chemical compounds
as a graph database. GSS is an essential tool for drug discovery because
they can find similar graphs (compounds) for a query. Existing GSS
methods have two critical limitations. First, handling large databases is
time consuming. Second, finding compounds with the structure-activity
relationship (SAR), which is vital in drug discovery, remains difficult.
Herein a novel graph-based method for chemical compound searches is
proposed to overcome these limitations. Since compounds with SAR
share similar substructures, the proposed method extracts correlated
subgraphs included in a query and explores similar compounds. In
practical drug discovery task, our method achieves faster searches and
improved accuracy compared to existing methods.

Keywords: Chemical compound database · Similarity search · Graph
database

1 Introduction

Computer-aided drug design methods have contributed significantly to drug dis-
covery processes. The demand for efficient algorithmic approaches to enhance
drug discovery is increasing due to the exponential growth of chemical compound
data. One example is ligand-based virtual screening (LBVS) [1,2]. LBVS is a
common computational step to identify chemical compounds likely to bind to a
drug target from a compound database. For effective screening, LBVS focuses on
the so-called structure-activity relationship (SAR) because compounds with com-
parable chemical structures often exhibit similar chemical properties [10]. Thus,
potential therapeutic targets for a specific disease may be effectively searched by
finding structurally similar compounds in a database. Hence, similar compound
searches are vital for LBVS.

Recently, graph-based similarity search (GSS) has drawn attention in LBVS
since a labeled graph naturally represents a chemical compound [1,2,6,14,17].
Specifically, GSS models a chemical compound database as a graph database,
which is a set of small graphs corresponding to compounds. Given a query graph
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 464–477, 2023.
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(a chemical compound), GSS finds compounds most similar to the query in a
database.

Several approaches can be used to measure the similarity between two
graphs [2,6]. For instance, Cao et al. employed the maximum common substruc-
ture (MCS) [2] as a similarity measure in LBVS, where MCS measures the largest
sized subgraphs shared between two graphs. Recently, Garcia et al. proposed the
graph edit distance (GED)-based method [6]. Given two graphs Gi and Gj , the
GED-based method evaluates the similarity by counting the number of node
and edge insertions, deletions, and replacements necessary to transform Gi to
Gj . Unlike MCS, the GED-based method can measure the similarity between
graphs that do not share subgraphs. Hence, the GED-based method is now a de
facto standard method in LBVS [4,25].

Although the GED-based method is effective in LBVS, it has two critical
limitations. First, handling large-scale compound databases is expensive since a
GED computation is an NP-hard problem [26]. Although A∗-based approaches
have been proposed to alleviate the high costs [5,19], they require O(n3) time,
where n is the average size of graphs included in a graph database. Second,
the GED-based method often fails to find similar compounds with SAR, signif-
icantly degrading the search accuracy in LBVS. This is because GED is not a
scale-invariant measure. The GED-based method yields small similarities for two
graphs if they have imbalanced graph sizes. Consequently, employing the GED-
based method to perform LBVS on large-scale compound databases remains
difficult.

1.1 Existing Approaches and Challenges

Recent studies have tried to address the aforementioned limitations [3]. Filter-
and-verification methods [11,24,27,28] are the most common approaches to
overcome the high complexity of GED-based methods. These methods exclude
unpromising graphs from a database before running similarity searches. They
initially construct offline indexes such as q-gram-based and subgraph-based ones
over a graph database. Then for a given query graph and a given GED thresh-
old, they filter out unpromising graphs from the database using offline indexes.
Finally, they verify that the remaining graphs yield larger similarities than
the given threshold. Since the indexes allow these methods to skip comput-
ing unpromising graphs, the number of computed graphs included in a graph
database is reduced.

Although filter-and-verification methods decrease the running time of similar-
ity searches, handling large-scale graph databases is burdensome because these
methods still require expensive costs for each GED computation. For instance,
the state-of-the-art method [28] repeatedly incurs O(n3) time in the worst case.
Furthermore, as described above, GED-based methods often fail to find com-
pounds with SAR since GED is not a scale-invariant measure. This limitation
has yet to be resolved satisfactorily. Hence, efficiently finding similar compounds
with SAR for LBVS remains a challenge.
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1.2 Our Approach and Contributions

This paper aims to achieve efficient and accurate similar compound searches
for LBVS. Specifically, we propose a novel graph-based algorithm to find com-
pounds with SAR from a database. Existing approaches are not scale-invariant
measures. Unlike existing approaches with a low search accuracy, the proposed
method introduces correlated subgraph analysis to avoid scale-invariant similar-
ity searches. Since compounds with SAR often share similar chemical structures,
they should have a strong positive correlation in occurrences of their induced
subgraphs. Consequently, our proposed algorithm finds similar compounds with
SAR without a graph-size bias by measuring the occurrence correlation.

We devised our method using the following steps. First, for a given query,
we theoretically derived the correlated subgraphs included in a graph database
based on the state-of-the-art correlated subgraph analysis [9]. Second, we defined
correlation-aware graph vector to characterize graphs in the database based on
the correlated subgraphs. Finally, we provided a similar compound search algo-
rithm using correlation-aware graph vectors. As a result, our proposed algorithm
has the following attractive characteristics:

– Efficient: Our proposed method is faster than the state-of-the-art GED-
based method (Sect. 4.2). On average, it is 228.5 times faster than the state-
of-the-art method on practical datasets.

– Effective: Our correlation-aware approach effectively finds similar com-
pounds with SAR in practical drug discovery scenarios (Sect. 4.1). We exper-
imentally confirmed that our method has a higher search accuracy than the
state-of-the-art method.

– Scalable: Our proposed method is more scalable than the state-of-the-art
GED-based method (Sect. 4.2). Our method shows a nearly linear scalability
against the average graph size of a database, whereas the GED-based method
requires an exponential running time.

Our proposed algorithm is the first solution that focuses on the corre-
lated subgraph structures included in compounds with SAR. We experimentally
demonstrate that our algorithm outperforms the state-of-the-art GED-based
method in terms of running time and search accuracy. For instance, our method
finds SAR compounds from compounds targeting adenosine deaminase within
100 s, while the state-of-the-art GED-based method [3] did not finish the sim-
ilarity search within 7,200 s. Although GSS now plays a crucial role in drug
discovery, its applicability to larger databases is limited. However, our efficient
approach should enhance the effectiveness of LBVS.

The rest of this paper is organized as follows. Section 2 describes the back-
ground. Section 3 introduces our proposed algorithm. Section 4 details our exper-
imental results on real-world datasets. Finally, Sect. 5 concludes this paper.

2 Preliminary

Here, a chemical compound is modeled as a labeled undirected graph whose
nodes and edges correspond to atoms and chemical bonds, respectively. Let g =
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(V,E,L) be a labeled undirected graph, where V , E, and L are a set of nodes,
a set of edges, and their labels, respectively. Hereafter, we denote n = |V | and
m = |E| for simplicity.

A graph database D is a collection of N graphs, which are denoted by D =
{g1, g2, . . . , gN}. Given two graphs gi = (Vi, Ei, Li) and gj = (Vj , Ej , Lj), gi ⊆ gj
if an injective function f : Vi → Vj exists. If gi ⊆ gj , then gi is a subgraph of gj (or
gj is a supergraph of gi). Given graph database D, we denote Dg = {g′ | g ⊆ g′}
as the set of all supergraphs of g included in D.

Finally, we formulate the problem addressed in this paper. Let sim(gi, gj) be
a function to measure the similarity between two graphs, gi and gj . For a given
query graph q, gi is regarded as more similar to q than gj if sim(q, gi) > sim(q, gj)
holds. Herein we focus on the top-k similar graph search problem, which is
formalized as follows:

Problem 1. Given query graph q, graph database D, and similarity function
sim(gi, gj) : D × D → R, the top-k similar graph search problem is a task to find
k graphs in D, Rk(q) = {g1, g2, . . . , gN} to maximize

∑
gi∈Rk(q)

sim(q, gi).

In Problem 1, existing GED-based methods employ the inverse of the graph
edit distance as sim(gi, gj). Not only are these approaches time-consuming since
each GED computation incurs O(n3) time but their graph edit distance is not
a scale-invariant measure. Thus, Rk(q) obtained by GED-based methods often
excludes compounds with SAR.

3 Proposed Method: Correlation-Aware Approach

We present our correlation-aware approach to achieve efficient and accurate sim-
ilar compound searches for LBVS.

3.1 Basic Ideas

Our proposed algorithm finds compounds with SAR within a short computa-
tion time. For Problem 1, existing GED-based methods measure the similarity
between graphs using the whole of the graphs based on GED. Because GED is
not scale-invariant, this approach degrades the search accuracy. In contrast, our
algorithm selectively utilizes subgraphs in the graphs for a similarity computa-
tion. This avoids comparing the whole of the graphs. To this end, our proposed
algorithm introduces the following approaches:

1. Correlated Subgraph Extraction: To select the subgraphs for the similar-
ity computation, our algorithm invokes a correlated subgraph extraction. This
extraction finds the most correlated subgraphs in D for a given query graph
q. Since compounds with SAR should include many subgraphs correlated to
the query, our algorithm generates a correlation-aware graph vector that is
characterized by the presence of correlated subgraphs in each graph.
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Fig. 1. Overview of the proposed method.

2. Correlation-Aware Graph Search: Given a set of graph vectors, our algo-
rithm explores the top-k graphs that are the most similar to the query graph.
As for the similarity function sim(gi, gj) in Problem 1, our algorithm utilizes
the correlation between the query and a graph in D.

These simple approaches have two advantages. First, our algorithm can find
compounds with SAR, even the graph sizes are imbalanced. Our algorithm mea-
sures the similarity between graphs based on the presence of subgraphs, which
provides a scale-invariant comparison. Hence, our approach should outperform
existing GED-based methods. Second, our algorithm can compute a graph sim-
ilarity within a short computation time. Unlike GED-based methods, which
require O(n3) time for each similarity computation, our correlation-aware graph
search can compute similarity in a constant time. In Sect. 4, we experimentally
discuss the effectiveness of our approach on practical compound databases.

3.2 Algorithm

Algorithm 1 shows the pseudocode of our proposed algorithm. Figure 1 overviews
our algorithm. Given a graph database D and a query graph q, our algorithm
returns the top-k graphs Rk(q), which are the most similar to q in D. Algorithm 1
is roughly divided into two steps: (Step 1) correlated subgraph extraction and
(Step 2) correlation-aware graph search.

(Step 1) Correlated Subgraph Extraction. The correlated subgraph
extraction constructs the correlation-aware graph vector for each graph included
in graph database D. Graph vectors characterize graphs based on the presence
of subgraphs correlated to the query graph. In this paper, we extend Pearson’s
correlation [18] to measure the correlation between two graphs. Formally, the
correlation is defined as:
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Algorithm 1. Proposed Method
Input: D = {g1, g2, . . . , gN}, q = (Vq.Eq, Lq), and k, ∈ N;
Output: Rk(q);
1: Rk(q) ← ∅, C ← ∅;

� (Step 1) Correlated subgraph extraction:
2: Q = {q̂1, q̂2, . . . , q̂p} ← Partition(q);
3: for each q̂i ∈ Q do
4: Ct(q̂i) ← CSS(D, q̂i, t);
5: C ← C ∪ {Ck(q̂i)};
6: for each gi ∈ D do
7: Generate vi ∈ {0, 1}(p×t) by Definition 4;

� (Step 2) Correlation-aware graph search:
8: for each gi ∈ D do
9: Obtain simk and gk from Rk(q);

10: if sim(vq, vi) > simk then
11: Rk(q) ← {Rk(q)\{gk}} ∪ {gi};
12: return Rk(q);

Definition 1 (Correlation). Given two graphs gi and gj, a correlation
between the graphs, denoted by φ(gi, gj), is defined as

φ(gi, gj) =
sup(gi, gj) − sup(gi)sup(gj)√

sup(gi)sup(gj)(1 − sup(gi))(1 − sup(gj))
, (1)

where sup(gi) = |Dgi
|

|D| , and sup(gi, gj) =
|Dgi

∩Dgj
|

|D| . Note that φ(gi, gj) = 0 if
sup(gi)sup(gj)(1 − sup(gi))(1 − sup(gj)) = 0.

φ(gi, gj) falls between -1 and 1. φ(gi, gj) = 0 means that the occurrences of gi
and gj in D are independent. If φ(gi, gj) > 0, the occurrences of gi and gj are
positively correlated in D; otherwise, they are negatively correlated.

By Definition 1, we then define the correlated subgraphs to query graph g as
follows:

Definition 2 (Correlated Subgraphs). Given graph database D, graph g,
and t ∈ N, the correlated subgraphs of graphs in D is defined as Ct(g) =
{ĝ1, ĝ2, . . . , ĝt}, where Ct(g) satisfies the following conditions:

1. For each ĝ ∈ Ct(g), there exists g′ ∈ D such that ĝ ⊆ g′.
2. Ct(g) maximizes

∑
ĝ∈Ct(g)

φ(g, ĝ).

Definition 2 indicates that Ct(g) is the top-t correlated subgraph that yields the
largest correlation with g such that ∀ĝ ∈ Ct(q), |Dĝ| ≥ 1. Here, we set t = 30 as
the default setting.

To find Ct(g) from D, several correlated subgraph search (CSS) methods
have been proposed [7–9,17]. Our algorithm employs the state-of-the-art CSS
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method [9], which is denoted as CSS in Algorithm 1 (line 4), to find the top-
t correlated subgraphs. Other CSS methods can also be applied in the same
manner.

Finally, we define the correlation-aware graph vectors based on Definition 2.
Prior to graph vector generation, our method partitions query graph q into
subgraphs. Then it extracts top-t correlated subgraphs for each subgraph based
on Definition 2. Specifically, as shown in Algorithm 1 (line 2), q is partitioned into
p-disjoint subgraphs Q = {q̂1, q̂2, . . . , q̂p} by graph partitioning methods [16,20–
23]. After that, our method extracts the top-t correlated subgraphs C = {Ct(q̂1),
Ct(q̂2), . . . , Ct(q̂p)} using the subgraphs in Q.

For each correlated subgraph set in C, we generate a local correlation-aware
graph vector defined as follows:

Definition 3 (Local Correlation-Aware Graph Vector). Given the top-t
correlated subgraphs, Ct(q̂j) = {ĝ1, ĝ2, . . . , ĝt}, which are obtained by Definition 2,
a local correlation-aware graph vector of gi ∈ D is defined as vi,j ∈ {0, 1}t, where
its l-th element, v

(l)
i,j , is given by

v
(l)
i,j =

{
1 (ĝl ⊆ gi)
0 (ĝl � gi)

. (2)

Based on Definition 3, the correlation-aware graph vector is defined as:

Definition 4 (Correlation-Aware Graph Vector). For two vectors vi and
vj, let vi ⊕ vj be a binary operation to concatenate vi and vj into the same
vector.

Given a set of query subgraphs Q = {q̂1, q̂2, . . . , q̂p} and their corresponding
correlated subgraphs C = {Ct(q̂1), Ct(q̂2), . . . , Ct(q̂p)}, a correlation-aware graph
vector of gi ∈ D, denoted by vi, is defined as

vi = vi,1 ⊕ vi,2 ⊕ · · · ⊕ vi,p, (3)

where vi,j is a local correlation-aware graph vector of Ct(q̂j) given by Definition 3.

Definition 4 indicates that vi is a (t×p)-dimensional vector of gi, which represents
the presence of correlated subgraphs included in C.

(Step 2) Correlation-Aware Graph Search. In this step, our algorithm
explores the top-k graphs that are the most similar to the query graph q. To
find similar graphs based on correlations, our proposed method measures the
similarity by utilizing the correlation-aware graph vectors obtained in Step 1.
Specifically, for two given graph vectors, the similarity between two graphs is
defined based on the Jaccard coefficient [12].

Definition 5 (Similarity). Given two graphs gi and gj, the similarity between
gi and gj, denoted by sim(gi, gj), is defined as

sim(gi, gj) =
vi · vj

‖vi‖1+‖vj‖1−vi · vj , (4)
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Table 1. Statistics of datasets.

ID Dataset N n # of actives Drug target Source

D1 ADA 5,554 23.3 104 Adenosine deaminase [13]
D2 AKT2 7,137 29.1 237 Serine/threonine-protein kinase [13]
D3 FABP4 2,797 26.8 47 Fatty acid binding protein adipocyte [13]
D4 AA2AR 10,000 28.0 200 Adenosine A2A receptor [13]
D5 ESR_ant 5,048 17.6 101 Estrogen receptor α [15]
D6 TP53 4,245 17.5 78 Cellular tumor antigen p53 [15]
D7 ALDH1 10,000 23.8 250 Aldehyde dihydrogenase 1 [15]
D8 MAPK1 10,000 24.1 250 Mitogen-activated protein kinase 1 [15]

where vi is the correlation-aware graph vector of gi obtained by Definition 4, and
‖vi‖1 is L1-norm of vi.

As shown in Definition 5, each similarity computation incurs O(t · p) time since
vi and vj are (t × p)-dimensional vectors.

Based on Definition 5, our proposed method explores the top-k similar graphs
from D for query graph q. As shown in Algorithm 1 (line 9), the k-th largest
similarity value and its corresponding graph are maintained as simk and gk in
Rk(q) during the similarity searches. Finally, our algorithm outputs the top-k
similarity search results Rk(q) after computing all similarities of graphs in D.

4 Experimental Analysis

We experimentally evaluated the effectiveness of our proposed method by com-
paring it to the state-of-the-art GED-based method.

– Proposed Method: Our proposed algorithm is described in Sect. 3. We
employed modularity-based partitioning [16] and TopCor [9] for the PAR-
TITION and CSS invoked in Algorithm 1, respectively. Unless otherwise
stated, we set p = 4.

– GED-Based Method: The state-of-the-art GED-based method [3] returns
graphs that yield a smaller GED than a user-specified threshold τ . To solve
Problem 1, τ was varied from 1 to |Vq| until the top-k graphs were obtained.

Both methods were implemented using C++ and compiled by gcc 9.2.0 with
the “-O3” option. All experiments were conducted on a Linux server with an
Intel Xeon CPU 2.90GHz and 1 TiB RAM. For reproducibility, we will make
the codes available upon publication of this paper.
Datasets: We tested eight practical chemical compound databases published by
DUD-E [13] and LIT-PCBA [15]. Table 1 shows their statistics, where n denotes
the average number of nodes in each database. Each database contains two
types of compounds: active and inactive. Active compounds can activate their
corresponding drug target, while inactive ones cannot.
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Fig. 2. Precision of the top-k search results.

Query: For the query graphs, active compounds were randomly selected from
each database. Here, the results were averaged over the above ten queries. Unless
otherwise stated, we set k to the same number of actives, excluding a query
graph. For example, in the case of D1, k was set to 103.

4.1 Accuracy

Unlike the GED-based method, our proposed method provides a scale-invariant
measure for finding the top-k similar graphs. Thus, we evaluated the top-k search
accuracy against the ground-truth top-k search results to verify this advantage.
We considered compounds categorized as active to be the ground-truth and used
precision [12] to measure the accuracy compared with the ground-truth results.

Figure 2 compares the precision scores of our algorithm and the state-of-
the-art GED-based method to the ground truth. Our algorithm yields higher
precision scores than the GED-based method. Because our proposed algorithm
evaluates the similarity between two graphs based on the presence of correlated
subgraphs, it can fairly evaluate the similarity of graphs even if the node sizes are
imbalanced. In contrast, a node size imbalance negatively affects the GED-based
method since the graph edit distance is effective only if graphs have similar sizes.
Therefore, our algorithm outperforms the GED-based method in terms of the
top-k similarity search accuracy on chemical compound databases.

4.2 Efficiency

We experimentally investigated the efficiency of our proposed algorithm. Figure 3
shows the query processing time to find the top-k similar graphs on each
database, where DNF indicates that the running time exceeded 7,200 s. Our
algorithm achieves the highest overall performance. On average, it is 228.5 times
faster than the state-of-the-art GED-based method. In some instances, our algo-
rithm is up to 927.7 times faster than the GED-based method.
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Fig. 3. Running time on real-world databases.

Additionally, our proposed method is more scalable than the GED-based
method, even if a dataset has a large n. As an example, consider the running
times on D1 and D5 in Fig. 3. Although the two databases have roughly the
same number of graphs, (i.e., N is about 5, 000), D1 has a larger n than D5.

The GED-based method has a much longer running time on D1 compared
with that on D5 because it incurs O(n3) costs in the worst case. In contrast, our
proposed algorithm introduces correlation-aware graph searches to mitigate the
expensive similarity computation costs even as n increases. Consequently, our
algorithm efficiently finds top-k similar graphs for large n.

4.3 Impacts of Parameters

Finally, we experimentally assessed the impact of the inner parameter p included
in our proposed method, where p is the number of query subgraphs partitioned
from query graph q. To evaluate the impact of p, we investigated the running
time and precision of our proposed method on real-world datasets by varying p
as 2, 3, and 4.

Figure 4 and Fig. 5 show the running time and precision of our proposed
method, respectively. Although the running time slightly improves for smaller p
settings, increasing p has a minimal impact on the running time, except for D2.
In contrast, smaller p settings yield a better precision than larger ones in the real-
world databases, except for D7 and D8. Since every graph in the database can
include small query subgraphs, it is difficult for a large p setting to characterize
the graphs based on the correlation. Consequently, setting p to a smaller value
for our proposed method is appropriate if the average graph size is small.
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Fig. 4. Impact of p on the running time
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Fig. 5. Impact of p on the precision

5 Conclusion

Here, we address the problem of GSS for LBVS in drug discovery. Given a graph
database composed of chemical compounds and a query compound, our pro-
posed algorithm finds the top-k similar graphs for the query from the database.
Our algorithm captures the correlated subgraph structures between the query
and the database to realize a more accurate search compared to the existing
GED-based method. Then by extracting the correlated subgraphs from the
database, our proposed method generates correlation-aware graph vectors and
performs vector-based similarity searches using scale-invariant similarity. Exper-
iments demonstrate that the proposed method offers improved efficiency and
top-k search accuracy on practical compound databases compared to the state-
of-the-art GED-based method. Because GSS methods are essential in LBVS,
employing our algorithm should advance the leading edge of drug discovery.
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Abstract. Various fields from biomedicine to sports science employ sim-
ilarity searches in multivariate time series (MvTS) to identify patterns
and trends. Given MvTS and a query time series, a similarity search
extracts a set of subsequences in the MvTS that yield the most sig-
nificant similarity to the query. Although this is a fundamental task,
similarity searches become computationally expensive as the length of
the MvTS increases. Herein an efficient method is proposed to accelerate
the search process. Using hash-based indexes for MvTS, our proposed
method effectively approximates the similarity of each subsequence pair,
enhancing the computational efficiency. An experiment involving syn-
thetic and real-world MvTS datasets demonstrates that our proposed
method has a higher efficiency and search accuracy compared to existing
approaches.

Keywords: Multivariate time series · Similarity search · Hash-based
algorithm

1 Introduction

Diverse fields employ time series data because such data contain one-dimensional
real numbers, which represent temporal changes in phenomena [25]. Due to
advances in information sciences, multivariate time series (MvTS) has become
prevalent in many applications. Previous studies on MvTS have focused on one-
dimensional time series data processing [5,7,10–12,14,16,23,28]. Specifically,
MvTS, which is comprised of sequences of multidimensional real numbers, plays
a vital role in biomedical data analysis [22,26], and behavior analysis in athletic
sciences [8,24]. For example, attaching motion capture devices to the arms and
legs to record boxing movements generates four-dimensional MvTS [27].

A similar subsequence search is an essential building block because such
applications often handle similar subsequences observed in MvTS. Given MvTS
and an MvTS query, the problem is finding a set of subsequences most similar
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Fig. 1. Example of a similar subsequence search on MvTS: Three-dimensional MvTS
(right) is a toy dataset provided by [27]. Given a three-dimensional subsequence as a
query (left), a similar subsequence search tries to find the subsequences highlighted in
red from the MvTS.

to the query from MvTS. Because a similar subsequence search can identify
subsequences with similar shapes of MvTS to the query, it is often used in MvTS-
based analyses. Using the abovementioned boxing movements as an example,
four-dimensional MvTS using a query representing the uppercut motion can
identify an uppercut motion in the capture data.

Figure 1 shows an example of a similar subsequence search over MvTS for
an MvTS query and an MvTS dataset. Once an MvTS query is inputted, the
similar subsequence search outputs multivariate subsequences most similar to
the query. The identified subsequences should represent the same motion, event,
or phenomena as the query since they share very similar shapes.

Although a similar subsequence search is effective for MvTS-based analysis,
it has a critical weakness. Large-scale MvTS datasets require expensive com-
putational costs because all subsequences may be a candidate of the similar
subsequences for a query. Consequently, the similarity between the query and
each subsequence included in an MvTS dataset must be computed. Unlike tra-
ditional single-variate time series, MvTS includes multiple time series. Thus, a
similar subsequence search requires a large query processing time if an MvTS
dataset contains many long time series. This creates a critical problem in many
practical applications since large-scale MvTS datasets are often utilized. For
instance, Yamabe et al. reported that at least four-dimensional MvTS datasets
must be computed to diagnose a sleep disorder, and each time series is composed
of more than 15,552,000 real values (60 Hz × 72 h) [26]. Herein we propose an
efficient search method for the similar subsequence search problem in MvTS.
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1.1 Existing Approaches and Challenges

Classical approaches to overcome the above problem include the use of piecewise
aggregate approximation (PAA) [7] and DFT [5]. These methods aim to reduce
the data size by effectively approximating the original time series. Since they can
reduce the data size while ensuring the similarity search quality, a reasonable
speed up is achieved to handle large-scale time series. However, these approaches
are not designed for MvTS. Although they can be applied to each dimension of
MvTS, the search quality is degraded since each dimension is approximated
independently.

Several approaches have been proposed to efficiently compute large-scale
MvTS datasets. Tanaka et al. proposed a classic approach called the MDL-
based method [23]. The MDL-based method detects frequently occurring mul-
tivariate subsequences as a motif from the dataset. To efficiently compute the
MvTS dataset, the multivariate time series is converted into a one-dimensional
time series. Then their method extracts the motif by applying the MDL-based
approach to the one-dimensional time series. Recently, Yeh et al. reported a
sophisticated approach, mSTAMP, which extracts motifs based on the Euclidean
distance [27]. Before motif extraction, mSTAMP constructs the Matrix Pro-
file [28],which stores the distance between a subsequence and its nearest neigh-
bor for each time series in MvTS. By exploring various subsets of the multidi-
mensional Matrix Profile, mSTAMP efficiently extracts semantically meaningful
motifs from MvTS. The above approaches focus on extracting motifs. In contrast,
our goal is to efficiently enumerate subsequences that are the most similar to a
user-specified query MvTS. Since directly applying these approaches to query
processing is difficult, achieving efficient similar subsequence searches on MvTS
remains a challenge.

1.2 Our Approaches and Contributions

For a given MvTS query, we aim to find similar subsequences from an MvTS
dataset efficiently. Our proposed search method outputs subsequences yielding
a high Pearson coefficient [13] with the query. To improve the search efficiency,
the proposed method pre-computes MvTS. In this pre-computation step, our
method groups all subsequences in MvTS into clusters. Our method does not
explore all subsequences in the MvTS since only clusters similar to the MvTS
query are used.

The proposed method was developed in three steps. First, a locality-sensitive
hash (LSH) function is defined for MvTS. Second, a subsequence clustering algo-
rithm based on the LSH function is introduced by extending existing LSH-based
approaches [1,6]. Using this clustering algorithm, our proposed method groups
all subsequences into clusters. Finally, a similar subsequence search method over
the clusters is realized. Our proposed method has the following attractive char-
acteristics:
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Table 1. Main symbols used in this paper.

Symbols Definitions

T d-dimensional MvTS of length n (i.e., T ∈ R
(d×n))

T (i) i-th one-dimensional time series in T (i.e., T (i) ∈ R(1×n))

t
(i)
j The j-th real value in T (i)

d Dimension of an MvTS T

n Length of an MvTS T

Tj,m Subsequence of T that starts from its j-th element (i.e., Tj,m ∈ R
(d×m))

T
(i)
j,m Subsequence of T (i) that starts from its j-th element (i.e., T

(i)
j,m ∈ R

(1×m))

tkj,m k-th column vector of Tj,m (i.e., tkj,m ∈ R
(d×1))

ρ(Ti,m,Tj,m) Peason correlation between Ti,m and Tj,m shown in Definition 1

dist(Ti,m,Tj,m) Distance between Ti,m and Tj,m shown in Definition 1

θ User-specified threshold defined in Problem 1

R Set of similar subsequences to a query defined in Problem 1

– Efficient: Our method has a shorter query processing time (Sect. 4.1). Exper-
iments demonstrate that the proposed method has a four times faster query
processing time than existing alogrithms.

– Scalable: Our method is scalable (Sect. 4.2). It can perform searches effi-
ciently regardless of the MvTS size.

– Accurate: Although our proposed method does not compute all subse-
quences, it has a higher accuracy than existing algorithms (Sect. 4.3). Exper-
iments show that our method gives identical results to the ground truth.

Our proposed method has a higher efficiency and search accuracy compared
to existing algorithms. Although a similar subsequence search is vital for biomed-
ical and sports sciences, its applicability is limited for larger datasets. However,
our hash-based approach should enhance the effectiveness of existing applica-
tions. The rest of this paper is organized as follows: Sect. 2 briefly describes the
background of this paper. Section 3 introduces our proposed algorithm, while
the experimental results on real-world datasets are provided in Sect. 4. Finally,
Sect. 5 concludes this paper.
Organization: The rest of this paper is organized as follows: Sect. 2 briefly
describes the backgrounds of this paper. Section 3 introduces our proposed algo-
rithm, and we report experimental results on real-world datasets in Sect. 4.
Finally, we conclude this paper in Sect. 5.

2 Preliminary

First, we introduce the basic notation. Table 1 summarizes the symbols and their
corresponding definitions. MvTS, which is denoted by T, is a set of z-normalized
time series defined as T = {T (1), T (2), . . . , T (d)}, where T (i) is a one-dimensional
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time series composed of n real values (i.e., T (j) = {t
(i)
1 , t

(i)
2 , . . . , t

(i)
n } ∈ R

n). That
is, T is a d-dimensional time series whose length is equal to n (i.e., T ∈ R

(d×n)).
For a given one-dimensional time series T (i), its subsequence is defined as

T
(i)
j,m = {t

(i)
j , t

(i)
j+1, . . . , t

(i)
j+m−1}. The subsequence of length m starts from the j-

th element of T (j). Additionally, we define a subsequence of MvTS T as Tj,m =
{T

(1)
j,m, T

(2)
j,m, . . . , T

(d)
j,m}. That is, Tj,m can be regarded as a (d×m) matrix whose

k-th column is defined as tkj,m = (t(1)j+k−1, t
(2)
j+k−1, . . . , t

(d)
j+k−1)

� for 1 ≤ k ≤ m.
In this paper, we denote Tj,m ⊆ T if Tj,m is a subsequence derived from T.

We employ a similarity measure based on the Pearson coefficient [13], which
is defined as follows:

Definition 1 (Pearson Coefficient). Given two subsequences of length
m of MvTS, Ti,m and Tj,m, the Pearson coefficient, which is denoted by
ρ(Ti,m,Tj,m), is defined as

ρ(Ti,m,Tj,m) = 1 − dist(Ti,m,Tj,m)2

2m
, (1)

where dist(Ti,m,Tj,m) is given by

dist(Ti,m,Tj,m) =

√
√
√
√

m∑

k=1

(tki,m − tkj,m)2. (2)

ρ(Ti,m,Tj,m) falls between −1 and 1. If Ti,m and Tj,m are similar subsequences,
ρ(Ti,m,Tj,m) approaches 1.

Finally, based on the above definitions, we formalize the problem addressed
in this paper.

Problem 1. Given MvTS T ∈ R
(d×n), MvTS query Tq ∈ R

(d×m), and threshold
θ ∈ [0, 1], a similar subsequence search is a task to find a set of subsequences,
which is denoted by R, in T such that R = {Tj,m ⊆ T | ρ(Tq,Tj,m) ≥ θ}.

As shown in Problem 1, the similar subsequence search finds all subsequences in
T that yield a Pearson coefficient greater than a user-specified threshold θ.

3 Proposed Method: A Hash-Based Approach

Our proposed algorithm achieves an efficient and accurate similarity search for
an MvTS.

3.1 Basic Concept

For a given MvTS query, our proposed method aims to find a set of similar
subsequences R from MvTS T within a short computation time. Our proposed
method aims to reduce the number of computed subsequences during the query
process. We employ an LSH-based approach. LSH attempts to project similar
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vectors into the same hash value using locality-sensitive hash functions [6]. Prior
to query processing, our proposed method groups all subsequences based on LSH
so that each group yields a significant Pearson coefficient. Then in the query
processing step, our method initially identifies a set of groups most similar to
the MvTS query. Hence, exploring all subsequences is avoided.

Our proposed method consists of three steps:

– (Step 1) Projection: First, each subsequence Tj,m ⊆ T is projected into
L-dimensional space using LSH functions, maintaining the Pearson coefficient
between subsequences.

– (Step 2) Grouping: Then all subsequences are clustered into groups using
the projected vectors derived in (Step 1) so that each group includes similar
subsequences in terms of the Pearson coefficient.

– (Step 3) Querying: Finally, MvTS queries over the groups obtained in the
previous step.

Sections 3.2, 3.3, and 3.4 explain the details of Steps 1, 2, and 3, respectively.

3.2 (Step 1) LSH-Based Subsequence Projection

In this step, our proposed method projects each subsequence Tj,m ⊆ T into an
L-dimensional subsequence vector based on the LSH function. First, we define
the LSH function that maintains the Pearson coefficient between subsequences.

Definition 2 (LSH Function for MvTS). Given a subsequence Tj,m ⊆ T,
LSH function h(Tj,m) is defined as:

h(Tj,m) =
(T�

j,mva)�vb + cw

w
, (3)

where va ∈ R
(d×1) and vb ∈ R

(m×1) such that va, vb ∼ N (μ, σ2), w ∈ R is a
constant value, and c ∈ R is a randomly selected constant value in [0, w).

Note that Definition 2 outputs a single real value (i.e., h(Tj,m) ∈ R). Given a
threshold θ ∈ [0, 1], we expected to hold h(Ti,m) = h(Tj,m) only if ρ(Ti,m,Tj,m)
≥ θ. By following [1,4], we set w =

√

2m(1 − θ).
Based on Definition 2, we define the L-dimensional subsequence vector as:

Definition 3 (L-Dimensional Subsequence Vector). Let h1, h2, . . . , hL be
L LSH functions defined by Definition 2. For each subsequence Tj,m ⊆ T, the
L-dimensional subsequence vector, which is denoted by hj ∈ R

(L×1), is defined
as hj = (h1(Tj,m), h2(Tj,m), . . . , hL(Tj,m))�.

Based on Definition 3, our proposed method generates the L-dimensional sub-
sequence vector hj for all subsequences Tj,m ⊆ T.
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Algorithm 1. A Greedy Grouping Method
Input: H = {h1,h2, . . . ,hn−m+1}, and θ ∈ [0, 1];
Output: G;
1: G ← ∅;
2: for each hi ∈ H do
3: gi ← {i};
4: G ← G ∪ {gi};

5: for each gi ∈ G do
6: for each gj ∈ G\{gi} do
7: 〈hs,ht〉 ← arg min

s∈gi,t∈gj

ρ(hs,ht);

8: if ρ(hs,ht) ≥ θ then
9: gi ← gi ∪ gj ;

10: G ← G\{gj};

11: return G;

3.3 (Step 2) Subsequence Grouping

In Step 2, our proposed algorithm clusters all subsequences in T by L-
dimensional subsequence vectors, h1,h2, . . . ,hn−m+1, derived from T1,m, T2,m,
. . . , Tn−m+1,m, respectively. For efficient query processing in the subsequent
step, our algorithm clusters the subsequences into groups so that each group
yields a Pearson coefficient greater than θ. Our proposed method employs a
greedy subsequence grouping method, which uses the Pearson coefficient in Def-
inition 1 as a similarity measure. Note that other clustering algorithms such
as Lloyd’s algorithms [17], graph-based algorithms [18,19], and density-based
algorithms [20,21] are also applicable in this step.

Algorithm 1 shows a pseudocode of the greedy subsequence grouping method.
The algorithm requires a set of L-dimensional subsequence vectors, H, derived
from Definition 3, and threshold θ. From H and θ, Algorithm 1 returns a set of
groups of subsequences, G. At the beginning of the algorithm, each subsequence
is regarded as a singleton group (lines 2–3). Then the algorithm clusters the
groups based on the Pearson coefficient (lines 5–10). Given two groups gi and
gj , Algorithm 1 extracts a pair of subsequences vectors, say hs and ht such that
s ∈ gi and t ∈ gj , with the smallest Pearson coefficient among gi and gj (line 7).
If ρ(hs,ht) ≥ θ, the algorithm merges gi and gj into the same group since any
pairs of subsequences can yield a Pearson coefficient greater than θ (lines 8–
10); otherwise, Algorithm 1 leaves gi and gj as different groups. In line 11, the
algorithm returns G.

3.4 (Step 3) LSH-Based Query Processing

In the final step, MvTS query Tq is performed using G obtained in Step 2.
Algorithm 2 shows the pseudocode of this step. In line 2, our algorithm gen-
erates the L-dimensional subsequence vector hq from query MvTS Tq based
on Definitions 2 and 3. To compute LSH, Algorithm 2 needs to use the same
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Algorithm 2. A MvTS Query Processing
Input: Tq, T, G, H = {h1,h2, . . . ,hn−m+1}, and θ ∈ [0, 1];
Output: R;
1: R ← ∅;
2: hq from Tq by Definitions 2 and 3;
3: for each g ∈ G do
4: cg ← 1

|g|
∑

i∈g hi;

5: if ρ(hq, cg) ≥ θ then
6: for each i ∈ g do
7: if ρ(Tq,Ti,m) ≥ θ then
8: R ← R ∪ {Ti,m};

9: return R;

Table 2. Statistics of datasets.

ID Dataset |T| d m

D1 Matrix Profile dataset [27] 550 3 10

D2 Basketball dataset [15] 10,000 6 300

D3 Smartphone dataset [2] 152,888 9 800

D4 Mt. Tsukuba dataset [3] 158,422 11 1,000

LSH functions employed in Step 1. Then hq and G are used to explore similar
subsequences R (lines 3–8). To avoid computing all subsequences, Algorithm 2
filters out unpromising groups, which yield a smaller coefficient than θ (lines 3–
5). Specifically, for each g, the algorithm generates an average vector cg of the
group (line 4) and it subsequently computes ρ(hq, cg) (line 5). If ρ(hq, cg) < θ,
Algorithm 2 skips the computation for all subsequences included in group g.
Otherwise, the algorithm proceeds to the validation phases (lines 6–8). Finally,
Algorithm 2 outputs a set of subsequences R (line 9).

4 Experimental Analysis

We experimentally evaluated the effectiveness of our proposed method by com-
paring it tto several competitive methods.

– Proposed Method: Sect. 3 describes our proposed algorithm. In the exper-
imental analysis, L, which represents the number of LSH functions is varied
as 5, 10, and 25.

– DFT Method: A DFT-based algorithm approximates MvTS to reduce the
size of each dimension by applying the existing DFT approach [5] for a
one-dimensional time series. After reducing the size of each dimension, this
method explores the subsequences like the MvTS query on the approximated
MvTS.
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– Baseline Method: This is a näıve implementation of a similar subsequence
search. Given MvTS and an MvTS query, the Pearson coefficient is computed
for all subsequences included in MvTS.

All algorithms were implemented by C++ and compiled by gcc with the “-O3”
option. All experiments were conducted on a Linux server with an Intel CPU
2.90 GHz and 16 GiB RAM.
Datasets: We tested four real-world MvTS datasets published by [2,3,15,27].
Table 2 shows their statistics, where T is the length of MvTS, d is its dimension,
and m is the length of each subsequence. We also tested synthetic MvTS datasets,
which were randomly generated d-dimensional time series of length |T|. To assess
the scalability of our proposed method, we varied d and |T|. Section 4.2 provides
details of the synthetic datasets.
Query: For the MvTS query, we randomly selected 10 subsequences of length
m shown in Table 2. Unless otherwise stated, we set θ = 0.70. Here, we report
the results averaged over the above 10 queries.

Fig. 2. Running time.

4.1 Efficiency

To demonstrate the efficiency of our proposed method, Table 2 compares the
query processing time using real-world MvTS datasets. Figure 2 shows the query
processing time to find all similar subsequences that yield a more significant
Pearson coefficient than θ.
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Our method is competitive with the others on low-dimensional datasets (e.g.,
D1 and D2). However, our proposed algorithm outperforms the other meth-
ods in high-dimensional MvTS datasets (e.g., D3 and D4). This is because our
method is designed to mitigate the computational overhead incurred by MvTS
with a large d. Unlike traditional methods such as the DFT method, which
consecutively compute each time series in MvTS, our method simultaneously
computes d-dimensional subsequences using Definition 2. Hence, our proposed
method achieves a faster computation on high-dimensional large-scale MvTS
datasets.

Furthermore, using the grouping algorithm, our proposed method effectively
avoids computing all subsequences included in MvTS. Compared to the baseline
method, our method has up to a four times faster query processing time.

Fig. 3. Scalability test.

4.2 Scalability

To evaluate the scalability, we generated synthetic MvTS:

– S1: A synthetic MvTS to evaluate the impact of |T|. We set d = 3 and
m = 1, 000, and varied |T | as 10,000, 100,000, and 200,000.

– S2: A synthetic MvTS to evaluate the impact of d. We fixed |T| = 10, 000
and m = 1, 000, and varied d as 3, 10, and 25.

– S3: A synthetic MvTS to evaluate the impact of m. We set |T| = 10, 000 and
d = 3, and varied m as 100, 500, and 1,0000.

Figure 3 shows the running time of each method under the above synthetic
dataset settings. Our proposed method significantly outperforms the other meth-
ods if an MvTS dataset has a large d value. In the other settings, our method still
shows competitive performances with the DFT method. In particular, as shown
in Fig. 3(b), our method shows the best scalability for d. The running time of our
method is almost constant for any d setting, while DFT exponentially increases
its running time as d increases. As described earlier, recent applications must
handle large-scale MvTS, including multiple time series. That is, our proposed
method, which achieves a better scalability for the size of d, can improve the
performance in MvTS applications.
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Table 3. Accuracy.

D1 D2 D3 D4

Precision@Proposed method 1.00 1.00 1.00 1.00

Recall@Proposed method 1.00 1.00 1.00 1.00

Precision@DFT method 1.00 0.97 0.91 0.92

Recall@DFT method 1.00 1.00 1.00 1.00

4.3 Accuracy

Finally, we assessed the similarity search accuracy using precision and recall.
Based on [9], we define precision and recall as:

Precision =
|G ∩ R|

|R| , Recall =
|G ∩ R|

|G| , (4)

where G is the ground truth subsequences obtained by the Baseline method.
Table 3 shows the precision and recall of the real-world MvTS datasets. Our

proposed method always outputs the same results as the ground truth, while
the DFT method fails to reproduce the ground truth on larger datasets. Because
our LSH-based approach is designed to place similar subsequences into the same
group by Definition 2 and Algorithm 1, our proposed method achieves the exact
search even if the size of MvTS increases.

Our method offers an improved efficiency for high-dimensional large-scale
MvTS datasets. Consequently, it outperforms existing methods in terms of effi-
ciency and search accuracy.

5 Conclusion

A fast similar subsequence search method for MvTS is proposed to overcome
the large computation time necessary for existing approaches, which must com-
pute similarities for all subsequences included in MvTS. Our method employs
a hash-based approach. By introducing LSH functions for MvTS, unpromis-
ing subsequences, which lack a large similarity with a user-specified query, are
excluded. The proposed method outperforms existing algorithms with respect to
efficiency and search accuracy in evaluations involving synthetic and real-world
MvTS datasets.

Acknowledgements. This work was partly supported by JST PRESTO (JPMJPR-
2033) and JSPS KAKENHI (JP22K17894). Part of this work used observational data
from the Mt. Tsukuba Project in Center for Computational Sciences, University of
Tsukuba.



Efficient Similarity Searches for Multivariate Time Series 489

References

1. Amagata, D., Hara, T.: Correlation set discovery on time-series data. In: Pro-
ceedings of the 30th International Conference on Database and Expert Systems
Applications (DEXA 2019), pp. 275–290 (2019)

2. Barsocchi, P., Crivello, A., La Rosa, D., Palumbo, F.: A multisource and multi-
variate dataset for indoor localization methods based on WLAN and geo-magnetic
field fingerprinting. In: Proceedings of the 2016 International Conference on Indoor
Positioning and Indoor Navigation (IPIN 2016), pp. 1–8 (2016)

3. Center for Computational Sciences, U.o.T.: Mt. tsukuba project (2023). https://
www.ccs.tsukuba.ac.jp/research project/mt tkb/. Accessed 25 July 2023

4. Datar, M., Immorlica, N., Indyk, P., Mirrokni, V.S.: Locality-sensitive hashing
scheme based on p-stable distributions. In: Proceedings of the Twentieth Annual
Symposium on Computational Geometry (SCG 2004), pp. 253–262 (2004)

5. Faloutsos, C., Ranganathan, M., Manolopoulos, Y.: Fast subsequence matching in
time-series databases. ACM SIGMOD Record 23(2), 419–429 (1994)

6. Koga, H., Ishibashi, T., Watanabe, T.: Fast agglomerative hierarchical clustering
algorithm using locality-sensitive hashing. Knowl. Inf. Syst. 12(1), 25–53 (2007)

7. Lin, J., Keogh, E., Lonardi, S., Chiu, B.: A symbolic representation of time series,
with implications for streaming algorithms. In: Proceedings of the 8th ACM SIG-
MOD Workshop on Research Issues in Data Mining and Knowledge Discovery
(DMKD 2003), pp. 2–11 (2003)

8. Maeda, T., Fujii, M., Hayashi, I.: Time series data analysis for sport skill. In:
Proceedings of the 12th International Conference on Intelligent Systems Design
and Applications (ISDA 2012), pp. 392–397 (2012)

9. Manning, C.D., Raghavan, P., Schütze, H.: Introduction to Information Retrieval.
Cambridge University Press, Cambridge (2008)

10. Papapetrou, P., Athitsos, V., Potamias, M., Kollios, G., Gunopulos, D.:
Embedding-based subsequence matching in time-series databases. ACM Trans.
Datab. Syst. (ACM TODS) 36(3) (2011)

11. Rakthanmanon, T., et al.: Searching and mining trillions of time series subse-
quences under dynamic time warping. In: Proceedings of the 18th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining (KDD 2012),
pp. 262–270 (2012)

12. Ratanamahatana, C.A., Keogh, E.: Making time-series classification more accu-
rate using learned constraints. In: Proceedings of the 2004 SIAM International
Conference on Data Mining (SDM 2004), pp. 11–22 (2004)

13. Reynolds, H.T.: The Analysis of Cross-Classifications. The Free Press, New York
(1977)

14. Sakurai, Y., Yoshikawa, M., Faloutsos, C.: FTW: fast similarity search under the
time warping distance. In: Proceedings of the Twenty-Fourth ACM SIGMOD-
SIGACT-SIGART Symposium on Principles of Database Systems (PODS 2005),
pp. 326–337 (2005)

15. Salam, A., Hibaoui, A.E.: Comparison of machine learning algorithms for the power
consumption prediction: case study of Tetouan city. In: Proceedings of the 6th
International Renewable and Sustainable Energy Conference (IRSEC 2018), pp.
1–5 (2018)

16. Salvador, S., Chan, P.: Toward accurate dynamic time warping in linear time and
space. Intell. Data Anal. 11(5), 561–580 (2007)

https://www.ccs.tsukuba.ac.jp/research_project/mt_tkb/
https://www.ccs.tsukuba.ac.jp/research_project/mt_tkb/


490 Y. Yasuda and H. Shiokawa

17. Shiokawa, H.: Scalable affinity propagation for massive datasets. Proc. AAAI Conf.
Artif. Intell. 35(11), 9639–9646 (2021)

18. Shiokawa, H., Amagasa, T., Kitagawa, H.: Scaling fine-grained modularity cluster-
ing for massive graphs. In: Proceedings of the 28th International Joint Conference
on Artificial Intelligence (IJCAI 2019), pp. 4597–4604 (2019)

19. Shiokawa, H., Fujiwara, Y., Onizuka, M.: Fast algorithm for modularity-based
graph clustering. In: Proceedings of the 27th AAAI Conference on Artificial Intel-
ligence (AAAI 2013) (2013)

20. Shiokawa, H., Fujiwara, Y., Onizuka, M.: SCAN++: efficient algorithm for finding
clusters, hubs and outliers on large-scale graphs. Proc. VLDB Endowm. 8(11),
1178–1189 (2015)

21. Shiokawa, H., Takahashi, T.: DSCAN: distributed structural graph clustering
for billion-edge graphs. In: Proceedings of the 31st International Conference on
Database and Expert Systems Applications (DEXA 2020), pp. 38–54 (2020)

22. Suzuki, Y., Sato, M., Shiokawa, H., Yanagisawa, M., Kitagawa, H.: MASC: auto-
matic sleep stage classification based on brain and myoelectric signals. In: Pro-
ceedings of the 33rd IEEE International Conference on Data Engineering (ICDE
2017), pp. 1489–1496 (2017)

23. Tanaka, Y., Iwamoto, K., Uehara, K.: Discovery of time-series Motif from multi-
dimensional data based on MDL principle. Mach. Learn. 58(2), 269–300 (2005)

24. Ten Holt, G.A., Reinders, M.J., Hendriks, E.A.: Multi-dimensional dynamic time
warping for gesture recognition. In: Proceedings of 13th Annual Conference of the
Advanced School for Computing and Imaging (ASCI 2007) (2007)

25. Yagi, R., Shiokawa, H.: Fast top-k similar sequence search on DNA databases. In:
Proceedings of the 24th International Conference on Information Integration and
Web Intelligence (iiWAS 2022), pp. 145–150 (2022)

26. Yamabe, M., Horie, K., Shiokawa, H., Funato, H., Yanagisawa, M., Kitagawa, H.:
MC-SleepNet: large-scale sleep stage scoring in mice by deep neural networks. Sci.
Rep. 9(15793) (2019)

27. Yeh, C.C.M., Kavantzas, N., Keogh, E.: Matrix profile VI: meaningful multidimen-
sional Motif discovery. In: Proceedings of 2017 IEEE International Conference on
Data Mining (ICDM 2017), pp. 565–574 (2017)

28. Yeh, C.C.M., et al.: Matrix profile I: all pairs similarity joins for time series: a
unifying view that includes Motifs, discords and shapelets. In: Proceedings of 2016
IEEE 16th International Conference on Data Mining (ICDM 2016), pp. 1317–1322
(2016)



Topic and Text Matching



A Machine Learning Approach to Enterprise
Matchmaking Using Multilabel Text

Classification Based on Semi-structured Website
Content

Jan Vellmer1(B) , Peter Mandl1 , Tobias Bellmann2 , Maximilian Balluff1 ,
Manuel Weber1 , Alexander Döschl1 , and Max-Emanuel Keller1

1 HM Hochschule München University of Applied Sciences, Lothstraße 34, 80335 Munich,
Germany

jan.vellmer@hm.edu
2 SCIL Systems and Control Innovation Lab, Münchener Straße 20, 82234 Weßling, Germany

Abstract. Finding the right business partner to drive innovation or acquire tech-
nology transfer is a labor and time-intensive process. To simplify this process,
there is a need for improved methods of automated matchmaking that can quickly
identify the best potential collaboration partners. This paper presents a novel app-
roach for semi-automated businessmatchmaking between companies and research
institutes, that is applied to a first case study. For this purpose, we compare two
transformer-based text classification models and evaluate how dataset quality
affects few-shot learning performance. Flair’s TARS classifier performed very
well in our use case, requiring only 40 examples per class to achieve an F1 score
of about 90%. This is already very close to the Hugging Face standard text clas-
sifier, which achieved an F1 score of 92% with much more annotation effort. The
results show that few-shot learning models like TARS can achieve accurate results
even with few training samples compared to regular transformer-based language
models. Our novel approach allows the time-consuming and labor-intensive task
of manual partner matchmaking to be significantly reduced.

Keywords: Research Partner · Open Innovation · Text Classification · Scoring ·
Transformer · Flair · Hugging Face · NLP · Matchmaking · TARS · Web
Mining · BERT

1 Introduction

Keeping up with the increased demand for innovation is not only a labor-intensive
and time-consuming but a highly cost-intensive challenge. Finding the right research
partner to drive innovation with, is yet another time-consuming and complex business
process, mostly still done manually today. Similarly time-consuming is the process
of finding new customers through a variety of channels. Companies analyze indexes,
relevant portals, purchase information from providers such as GENIOS1 and search for
potential customers via search engines for company websites.

1 https://www.genios.de.
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The better the pre-selection, the less effort the further acquisition process will take.
According to [1] the effort involved in searching for technologypartners is large, although
an intensive search and evaluation process is more likely to lead to the identification of
satisfactory partners. According to the authors, the decisive factor is not so much the
breadth of the search, i.e., the number of partners identified, but rather the depth of
the search, i.e., the quantity and quality of the information collected [1]. In technology
transfer between universities, research institutes and companies, the acquisition of proper
research partners goes through similar workflows.

One crucial channel is the officialwebsite of a potential innovationpartner. Thepublic
website is so promising because it can easily be accessed to gather public information.
For humans, it is comparatively easy to find out information about the industry a company
is active in, about its products or about its capabilities, by just using the official website.
However, this approach is very time-consuming and therefore cannot easily be done on a
larger scale with thousands of websites. But finding and checking potential customers or
partners automatically based on their websites is difficult because of the semi-structured
nature of data, consisting of headings, text, images, and other type of resources.

Websites are usually structured quite differently, which makes broad crawls more
difficult. The extraction of information is therefore time-consuming, and an automated
evaluation of websites is not easily possible. Supportive tools that automate this process
as much as possible and perform a semantic search could improve the partner search
significantly.

Based on the shown problem space, this paper aims to provide a solution approach
for semi-automated matchmaking. The goal of our project is to automate matchmaking
between companies, research institutes or potential cooperation partners in general, quite
similar to the search for partners inmarriage or inmultiplayer video games. In our project
potential partners are to be found based on semi-structured website content by using the
advantages of machine learning and text classification techniques. As a concrete case
study, the search for partners for research cooperation is considered; a generalization of
the matchmaking approach is the focus of further development. Based on the previous
motivation, this paper makes the following contributions:

• A novel approach to business matchmaking via text classification based on websites
content is presented. Our matchmaking uses text classification, which is about classi-
fying a semi-structured or unstructured text assigned to predefined categories (target
labels).

• Different classification algorithms based on several pre-trained BERT language mod-
els are compared. The performance of a few-shot learning approach is evaluated since
less examples are needed to adapt the matchmaking concept to a new partner.

• To evaluate the new matchmaking approach, two datasets are created and tested on a
TARS few-shot classifier and a standard text classifier. Here we also investigate how
cleaning the dataset can improve the classification results. It can be shown that the
dataset quality has a relevant impact on the model’s precision performance.

The paper is organized as follows. In Sect. 2, we provide an overview of the state
of the art in text classification as the basis of our matchmaking approach. Section 3
describes the new matchmaking approach with all the necessary steps. In Sect. 4, we
address a use case that serves as the core for evaluating classification in thematchmaking
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approach. Section 5 describes and discusses the results of the experiments comparing
the different classification algorithms.

2 State of the Art and Related Works

Automatic matchmaking has indeed been researched and used in many areas for quite
some time. In recent years, more and more machine learning methods have been tested
for this purpose, especially text classification. The search for suitable partners in the busi-
ness environment is also referred to as “enterprise matchmaking”, “B2Bmatchmaking”,
“company matchmaking” or “business matchmaking”, although a uniform definition is
lacking.

2.1 Enterprise Matchmaking

Matchmaking is intensively used, for example, in the search for suitable cloud services
[2], but also to find the right influencers for brands in social networks [3], in online
games to find players [4, 5] and when matching buyers and sellers on e-marketplaces
[6]. Bringing companies together through automated matchmaking is still a relatively
new approach, and to our knowledge there are currently few attempts based on machine
learning. A literature search via Google Scholar, ACMDigital Library and Springerlink
with the following search strings resulted in only a few papers dealing with AI-based
enterprise matchmaking:

(“Company Matchmaking” OR “Enterprise Matchmaking” OR “Business Match-
making” OR “B2B Matchmaking”) AND (“Artificial Intelligence” OR “Recom-
mender” OR “AI” OR “Machine Learning”).

Benramdane et al. [7] propose a recommender system with a hybrid matchmaking
approach in two steps to match organizations of the same or even different market seg-
ments in digital platforms. In the first step, matchmakingwas performedwith static rules,
and in the second step, the results of the first step were transformed into a ranking via
machine learning. The recommender system uses Decision Tree Algorithm and Logistic
Regression. The models were tested using a small dataset whose origin is not further
specified. Non-existing attributes were automatically added in advance via the applica-
tion of the MICE algorithm. The matchmaking results were published using confusion
matrices. Neither with Decision Tree nor with Logistic Regression false positive or false
negative predictions were made.

Li et al. [8] try to identify suitable products for customers with their matchmaking
approach. They test TF-IDF- and transformer-based models such as RoBERTa, MiniLM
and MPNet based on a dataset of IBM (IBM_CR) with more than 24,000 query docu-
ments about all IBM business units from 2010 to 2022 with longer texts. The texts are
decomposed into chunks with a length of 256 tokens for the transformer models. The
models were also tested in combination. Results were measured by precision, recall,
and F-score at k (P@k, R@k, F@k), among others, where k refers to the top-k predic-
tions. The best matching results were obtained with TD-IDF (R@10 was 30%, P@1was
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23%). Among the transformer-based models, MPNet performed best. The best model
combination was obtained with TF-IDF and MPNet with a weighting of the models of
70 to 30.

Overall, however, it can be stated that Natural Language Processing, and specifically
text classification [9, 10], is very well suited as a basis for a matchmaking method due
to the abundance of company information available on the Internet. Our approach also
uses this machine learning method. Therefore, we will briefly explain the basics that are
important for our work in the following section.

2.2 Text Classification

Text classification is possible on document level, on paragraph level or on sentence
level, whereas we will only consider the sentence level in the following. A distinction is
made between multi-class and multi-label classification. In the former approach, each
text is assigned to exactly one category out of at least two possible ones. Multi-label
classification is particularly useful when the texts under consideration can be assigned
to more than one category because there is overlap in content [11].

Data-driven methods based on Deep Learning have become popular for text classifi-
cation [10]. Approaches such as transformer architectures and the attention mechanism
[12] which was first implemented at Google [13] are currently dominating research.
Meanwhile, there are many developments of Google BERT that have further improved
the underlying model. RoBERTa [14] and XLNet [15] are prominent examples. Until
recently, transformermodels could only be trained and used for one task in computational
linguistics. With Google’s new T5 model [16] which is also based on the transformer
architecture, a more advanced model has been developed that can now also be used for
various tasks such as summarizing texts and for text classification. Recently, Google
released the Pathways Language Model (PalM), with 540 billion model parameters,
which can be used for many tasks [17]. Currently, the GPT models are in the headlines
because they are the basis ofOpenAI’sChatGPTchatbot (ChatbotGenerative Pre-trained
transformer) [18]. GPT-4 is called a multimodal model because it can process images as
input in addition to text. GPT-3 and GPT-3.5 use a maximum of 175 billion parameters
[19, 20], but the number of model parameters of GPT-4 has not been published yet.

Transformer models are very broad neural networks in which multi-dimensional
language models are pre-trained with a large number of documents in a word embedding
representation that also includes the context of words (contextual embedding). Google
BERT currently uses 768 dimensions for word embedding in the default case [13]. A
pre-trained model is usually fine-tuned for a specific task, requiring additional training
examples for all categories (classes) to be recognized. The more training examples
are available, the better the model training and thus the prediction. The conventional
approach to text classification adds a linear classification layer (output layer) to the pre-
trained neural network that computes a distribution over all categories of the prediction
problem. The approach usually works well but requires an annotated training dataset
as large as possible. However, often only a very small amount of manually generated
training data is available.

Another approach worth mentioning, which originally comes from image process-
ing, is zero-shot learning. This involves classifying objects in an image that have not
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previously appeared in the training data [21]. Applied to our problem, this means that a
text is assigned a category that the model has not seen in training before. However, the
category must be present in the list of predefined categories [22]. Unfortunately, in many
cases zero-shot learning does not work very well, and the results are rather inaccurate,
because the predictions are only determined from the pre-trained model, but the models
have not been optimized for the actual application area [23]. In these situations, few-
shot learning, i.e., training the model with only a few training data, can be used [19].
A promising implementation approach is the TARS model (Task-aware repre-sentation
of sentences) [24]. In contrast to conventional text classification, TARS includes cate-
gory labels in the model training in addition to the actual texts and the target label is
either TRUE or FALSE, which reformulates the classification problem to a query. The
following example shows which tuples TARS generates from our text samples:

<“Measuring instruments and measuring devices”, “This began with the manufac-
ture of variable area flowmeters.” > → TRUE

The sentence “This began with the manufacture of variable area flowmeters” is
supplemented by the label “Measuring instruments and measuring devices “. A binary
value, in this case “TRUE”, is added as annotation.

This favors the zero- and few-shot features. Moreover, in the TARSmodel, extension
of a trained classifier with additional categories is possible without loss of previous fine-
tuning work, and the model is designed to support multiple text classification problems
without loss of an already trained decoder layer. Few-shot learning is particularly suitable
for our matchmaking problem, since only a small amount of training data is available in
the general case, and category expansion should be possible without significant effort.
This approach will therefore be considered in more detail.

3 Generic Matchmaking Approach

Our company matchmaking approach uses text classification methods to find suitable
(partner) companies for a seeking instance. Therefore, we gather information from the
semi-structured texts of company websites, as explained in Sect. 1. For a classification,
the domain specific features that identify a company as a suitable candidate, have to be
found in advance. We call these domain-specific features characteristics. These char-
acteristics may be the products or services offered by a company. A thorough domain
analysis is required to identify the domain-specific features. This process is not further
discussed in this paper and should be performed by domain experts. The identified char-
acteristics will be used to derive the actual classes to be used for the classification of a
partner company. If, for example, companies dealing with control engineering are inter-
esting as potential partners, the contents of the website are to be examined with regard
to this characteristic. If several characteristics are relevant, the search should be broad-
ened accordingly. A combination of the features under the most diverse aspects is also
possible. The determination of characteristics is depending on the seeking instance and
the characteristics analysis is individually performed for each use case. Nevertheless,
this domain characteristic analysis should be generalized in the future.

The matchmaking approach matches companies to predefined categories based on
their website content to derive a prediction about their suitability as partners. The input
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needed is on the one hand the URL of a company’s website and on the other hand the
list of categories necessary for an evaluation, which a company should fulfill or partially
fulfill in order to be considered as a partner.

Our matchmaking approach uses a text classifier to classify a website into the given
categories. For this purpose, the entire website content is segmented into individual texts.
Each individual text is then classified. After classification, all outputs of the text classifier
can serve as input for a ratingof the respective companyunder consideration. In the rating,
the specific rules for valuing a company are applied on the basis of the classification and,
if necessary, using further information. The rating can also be performed using another
proprietary machine learning method, provided that suitable input data is available.

As a supervised learning task, text classification normally requires as many data
examples as possible. For a generic solution approach, however, it is desirable to use
relatively few data examples for each category under consideration in order to avoid
time consuming annotation for newly added categories. Thus, the aim is to find solutions
that provide usable classification results with only a few training examples. Therefore,
different classification algorithms are tested and compared in this paper.

Training language models from scratch is no longer practical today due to the
immense effort involved. Instead, pre-trained models are used, which are based on
algorithms such as Google BERT [9]. These models are trained with very rich data,
incorporate the semantics of sentences by considering word context, and can be adapted
to specific classification tasks in a fine-tuning step. For model fine-tuning, data exam-
ples are to be found and annotated in the target language and contain complete sentences
or parts of sentences in which the categories resulting from the domain analysis are
described. Each sentence is then categorized. Howmany samples are needed depends on
the fine-tuning algorithm.Our solution approach for predicting a partner passes through a
data processing pipeline consisting of the steps extraction, preprocessing, classification,
aggregation, and rating, as shown in Fig. 1.

Fig. 1. Data processing pipeline for the matchmaking process

Extraction and Preprocessing. Awebsite p usually consists of subpages u1 to ur and is
structured as a tree of arbitrary depth. During extraction, all subpages are first identified
and their contents are taken over as raw texts. Graphics and other non-textual content
can be removed.

Since we use a sentence-wise classification strategy for the evaluation of a website p,
the preprocessing stepmust segment all web pages of a website into individual sentences
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that can be classified separately. The web pages ui are therefore cleaned of control
characters and broken down into individual records for classification. Subpages that do
not contain usable content are eliminated. All web pages ui are thus segmented into a
disjoint set W of individual texts or sentences s. Each sentence consists of a sequence
of words that should not exceed a maximum length. This maximum length depends on
the tokenization of the words, which may vary depending on the language model used.
For Google BERT, for example the maximum is 512 tokens [25].

W = {s1, . . . , sn} (1)

The result of the extraction is the set W of independent individual text sentences
or parts of sentences (referred to as sentence below), each with a maximum number of
tokens. The order of the tokens in the sentence is relevant.

Classification. In the next step, a multilabel text classification is performed for each
individual sentence s ∈ W using a pre-trained and fine-tuned language model Mc. Each
sentence is assigned to one or more categories by the text classifier T where a limited
number of predefined categories C= {c1, …, cl} is supported. The inputs to the text
classifier are individual sentences s ∈ W . The output of the text classifier is a vector v
consisting of |C| binary flags bi indicating membership of the sentence si in category in
ci.

vi(si) = (b1, . . . , bl); bi ∈ {0, 1}, 0 : si not in ci, 1 : si in ci (2)

The individual values bj indicate whether the considered sentence si fits into the
respective category ci of C. Each value is determined by the arrangement in the vector
and assigned to a category.

Aggregation. The vectors vi(si) to all sentences from W represent the input for the next
step, the aggregation. In this step, all vectors of the individual sentences are aggregated
to an overall vector by interpreting the individual scores of each category, i.e. the binary
values, as numerical values by summing them up. Thus, the result of the aggregation is
again a vector Aabs(W) which gives the absolute number of matching sentences s from
W for each category ci. Furthermore, the relative number of matching sentences related
to the total number n of all sentences from W is determined and provided in a vector
Arel(W ):

Aabs(W ) = (sum(c1), . . . , sum(cl)),with sum
(
cj

) =
∑n

i=1
cj (3)

Arel(W ) = (rel(c1), . . . , rel(cl)),with rel
(
cj

) =
∑n

i=1

sum(cj)

n
(4)

Rating. This step uses the aggregated values, referred to as input values x1 and x2 in
Fig. 1, to determine a rating for the company with website p. The scoring algorithm
considers a weighting of individual categories and might respect threshold values for
assignment to an individual category. In one use case, a categorymight play an important
role and therefore be ranked with a high weight. In another use case, other categories
could be more important. It is also possible that all categories are equally weighted in the
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ranking. Likewise, other input values x3, . . . , xp from other classification approaches or
other information about the company can be taken into account. Output of the rating step
is a score for the company, which indicates how well it matches the search criteria. An
ordinal scale with values between 0 and 5 is suitable for the score, where 0 represents the
worst rating (does not match at all) and 5 the best rating (matches ideally). In our case
study, for example, the implementation of the scoring algorithm connects the categories
via a set of rules that only selects research-intensive and cooperative companies that
fulfill at least one other category. Threshold values for the individual categories are also
included. Machine learning processes based on a Scoring Model Ms can be used to
determine the threshold values if suitable training data with predefined company ratings
are available.

In summary, for the explained approach, the input required is a website of a company
that is addressed via a URL. Furthermore, an analysis must be performed to determine an
arbitrary number of characteristics for a classification, which a potential partner should
fulfill completely or partially. For each characteristic, a set of annotated sample data
is required, which in the ideal case should be able to be as small as possible within a
few-shot learning environment. As shown in Fig. 1, an individual scoring function uses
the classification results and can include further features x3, . . . , xp for the rating.

Standard NLP procedures can be used to extract the data from the web pages. The
aggregation is relatively trivial in our case. Themain task to be solved is the classification
of the text. The scoring-step is more of an individual step, depending on the preferred
evaluation of the classification results.

In this paper, we pay more attention to the classification step inside the process-
ing pipeline, shown in Fig. 1. Some classifier implementations base on pretrained
models, which showed promising results in other tasks, were therefore selected and
tested for matchmaking. These will be presented and compared in the following. All
implementation approaches are based on a common data set, which is required for
fine-tuning.

To apply our matchmaking process to a real-world example, we demonstrate this
classification step on a case study.

4 Case Study

As a case study for an initial benchmark of the proposed matchmaking processes, we
collaboratedwith a research laboratory, which specializes, among other things, in control
engineering and simulation. The lab is looking for suitable research partners. Our goal
was to understand how text classification can work in this context and how quality opti-
mization of the dataset affects classification performance. In the case study we analyzed
domain-specific characteristics for finding potential research partners and assigned them
to categories for classification purposes.
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Two different machine learning libraries were used to implement our classifiers:

• TARS few-shot classifier by Flair2

• Standard text classifier by Hugging Face3

We created a dataset, trained, and evaluated the two classifiers. Finally, we optimized
our dataset for Few-Shot Learning and again trained and evaluated it.

In our case study, only German websites are considered. To make the findings more
available for different readers, the German content was translated to English.

4.1 Defining Domain Characteristics

For our research laboratory, an extensive analysis was carried out by their domain experts
to determine the key characteristics to seek for in the content of potential research part-
ners’ websites. As a result of the analysis, we found seven different areas which are of
particular interest. These seven areas are control engineering, sensor technology, mea-
surement technology, virtualization/simulation, artificial intelligence, innovativeness,
and willingness to cooperate.

It’s worth mentioning, that especially in the case of research cooperation, innova-
tiveness and willingness to cooperate are important characteristics of a potential partner
that we included in our characteristics. When our research lab is looking for a research
partner, different characteristics play a role than when a software company is looking
for suitable customers in the financial sector. Now these terms are used as keywords and
searched for on the websites. From the absolute or relative occurrences of a keyword, it
is possible to infer whether a company is a suitable candidate for cooperation. It makes
even more sense to include the context of the sentences and to consider similar terms
(synonyms). Both approaches have been tested, with the second being more promising.
Hence, it is addressed in the following, using state of the art text classification. The seven
dedicated characteristics from the domain analysis are used as classes for a text classi-
fier on individual sentences. We conduct the classification as a multi-label classification
problem.

4.2 Initial Dataset Creation

For the classification task, we created a dataset containing German examples for each
of the seven domain-specific characteristics. Due to token limitation of the final model,
single sentences were considered, not paragraphs or whole documents. The collection
and annotation of our dataset was done semi-automatically. Subsequently, texts were
selected from the Wikipedia categories measuring device manufacturer, control engi-
neering, sensor technology and artificial intelligence using the Wikipedia API4. There
were no corresponding Wikipedia categories for the categories simulation and virtual-
ization, innovativeness and willingness to cooperate. Examples of these were added via
a manual Google search and via a manual search of Wikipedia articles.

2 https://github.com/flairNLP/flair.
3 https://huggingface.co/.
4 https://pypi.org/project/Wikipedia-API/.

https://github.com/flairNLP/flair
https://huggingface.co/
https://pypi.org/project/Wikipedia-API/
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Fig. 2. Training sample distribution for initial raw dataset

We used the SBERT model [26] to determine the semantic similarity of the selected
texts with given examples for each category. If the cosine-similarity exceeded 50%, a
text was matched to the respective characteristic; if no similarity was found, a match
was made to the miscellaneous category. This additional miscellaneous category was
added to be able to also count the sentences that do not correspond to any of the seven
characteristics searched for. Thus, an initial raw dataset with 1685 samples was created,
which was distributed according to Fig. 2. The texts of a web page that are assigned to
the miscellaneous category are not used in the ranking of companies.

4.3 Mapping Domain Characteristics to Categories

There is a distinguishment between characteristics and categories. When we speak of
characteristics, we are referring to the domain-specific analysis. When we speak of
categories, we are referring to the actual naming of the target values used for training.
For each characteristic an own training category is defined, from which the following
set C with altogether eight (including miscellaneous) categories can be derived:

C = {C1,C2, . . . ,C8} (5)

The following is an example text for the category willingness to cooperate from the
corporate website of the Bosch company:

“At Bosch, we cooperate with various partners from science and industry. We focus
on projects that have the potential to solve tomorrow’s challenges today. This gives ideas
the opportunity to quickly find their way into practice and survive there.” [27].

Since we classified sentence by sentence, the text is first broken down into individual
sentences in the extraction step. Each sentence is then matched to one or more categories
by the classification process. In the example taken from [27], this could look like Table 1,
where two of the records under consideration do not fall into any of the mentioned
categories and are therefore matched to a residual category miscellaneous.
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Table 1. Examples for sentences assigned to various categories Cm

Sentence Category

At Bosch, we cooperate with various partners from science and industry willingness to
cooperate

We focus on projects that have the potential to solve tomorrow’s challenges
today

miscellaneous

This gives ideas the opportunity to quickly find their way into practice and
survive there

miscellaneous

4.4 TARS Specific Data Set Optimization

To create a more optimized dataset, the raw dataset discussed in Sect. 4.2 was further
optimized. In the follow-up cleansing, the following error classes were identified in the
raw data set: Duplicates (ED), sentences with no semantic meaning (ES), sentences
in which context was missing (EC), and incorrectly annotated labels (EL). The four
specified error classes were removed from the raw dataset and an optimized training
dataset with 1541 samples was created as a result.

For ourmulti-label classification problem, category class namesmust be determined.
Remember, the domain characteristics are now transformed to actual category names for
training. These category names tuned to TARS have no effect on Hugging Face standard
text classification and thus could be used on the second model. In particular, special
attention was paid when choosing the target labels, since the number of classes and their
corresponding class names (target values) have an impact on the model performance of
the few-shot TARS we used [24]. The number of selected characteristics does not nec-
essarily have to be equal to the number of classes used for training. It may make sense
to use more classes for training than the number of domain characteristics identified. To
measure whether a more fine-grained distribution of the classes makes sense, the coher-
ence measure according to Roeder [28] is a suitable metric. The coherence measure is
a state-of-the-art metric to calculate topic coherence for topic models. It creates content
vectors of words using their co-occurrences and, after that, calculates the score using
normalized pointwise mutual information (NPMI) and the cosine similarity. The algo-
rithm basically consists of the four-step pipeline segmentation, probability estimation,
confirmation measure, and aggregation. To derive the target labels, we first used Latent
Dirichlet Allocation to contrast different Topic Models with a variable number of topics.
The combined Topic Models were thus used to find the N most frequent words for each
category. Based on this, the coherence measure was determined for each class for the
respective numbers of topics. If the coherence measure shows a high value for a low
topic count (ideally for exactly one topic), it can be assumed that a further subdivision
of the classes is not useful and that the example sentences have a high semantic sim-
ilarity among each other. In our study, all determined coherence measures for a given
class Ck were lower than 5. After creating the different topic models, representative
category labels were determined by identified topic overlaps of the topic models and
known domain-related synonyms.
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These new, more fine-grained category labels C ′ (target labels) were then replaced
with the original categories C to create the training dataset. Table 2 shows an example
of the structure of the training data.

Table 2. Examples for training values transformed to new category label C′

Sentence Category Label C New Category Label C′

He laid the foundation for the later
expansion of the company in the
field of measurement technology

Measuring technology Measuring instruments and
measuring devices

We work with machine learning
methods

Artificial intelligence Machine learning

As a company, we are extremely
proud of this innovative strength

Cooperative Collaboration and
partnership

In sum, the resulting dataset contains 1541 annotated examples, which are distributed
according to Fig. 3. Here, it is particularly noticeable that for the category miscellaneous
there are 596 examples in the dataset. All other categories have between 98 and 260
examples. This imbalance is mainly because it is easier to find texts or sentences that do
not fit any of the seven categories and thus fall under miscellaneous.

When training the models, it was therefore necessary to observe whether overfitting
of the miscellaneous class occurs through the imbalance of the data set. It was expected
that there would be a large number of sentences on the websites of companies that should
be matched to the category miscellaneous. Therefore, an overweight of this category in
the training data is considered reasonable in order to stay as close to reality as possible.
Since we translated the dataset labels to English for readability, reproducing our results
with an English dataset may have an impact on the classification results.

4.5 Model Parametrization

First, we experimentedwith differentmodels for both classifiers, e.g., bert-base-german-
cased, gbert-large, xlm-roberta-large-xnli-anli and tried out different dataset sizes. Espe-
cially for TARSwe tried out different amounts of given examples per class in the few-shot
environment. In so doing we aimed at using as few examples as necessary and increased
the amount successively. In our experiments, more than 40 training examples per class
did not lead to a better performance. Different hyperparameters were tested and results
are reported for the best.

We trained the TARS few shot classifier by Flair with an underlying German BERT
Large5 model with 40 training samples, 15 evaluation samples and 43 test samples per
class, since the smallest class has 98 samples. The training was run for 40 epochs, with
a learning rate of 5e−3.

5 https://huggingface.co/deepset/gbert-large.

https://huggingface.co/deepset/gbert-large
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Fig. 3. Training sample distribution for optimized dataset with updated class labels

The standard text classifier by Hugging Face was trained on an underlying multi-
lingual RoBERTa Large6 model with a 70/15/15 train-eval-test split on the respective
dataset with a learning rate of 4e−6 and 209 warmup steps. Here 20 epochs for training
were sufficient, since more did not lead to better results.

5 Results

Table 3 and Table 4 summarize the classification results of both models on the raw
dataset and the improved dataset. The columns show the accuracy, precision, recall, and
F1-Score results. The left-hand side shows the affiliated results from TARS few-shot
classifier in direct comparison to the standard text classifier by Hugging Face on the
right-hand side. The micro, macro and weighted average metrics are also displayed for
better comparison.

As shown in Table 3, both TARS and the standard text classifier show overall good
results in precision, recall and F1-Score on the raw dataset. Top values for each column
are highlighted in bold. The TARS model shows a higher recall value compared to
precision. The F1-Score is equal to 0.89 on TARS and over 0.92 on the standard text
classifier. The standard text classifier shows an overall higher score in precision and a
significantly better score in detecting the miscellaneous class. For 6 out of 8 classes, the
standard text classifier achieved an F1-Score over 0.9.

Table 4 shows that after dataset improvement, both TARS and the standard text
classifier still show overall good results in precision, recall and F1-Score but not a
significant F1-Score improvement compared to the raw dataset. Here both models show
similar results in recall and precision. The F1-Score from the TARSmodel shows a subtle
improvement by0.1.However,we see a significant improvement in precision after dataset
cleaning on the TARS classifier. For our use case, this improvement is favorable, since a
higher precision means that we have a higher confidence that a predicted characteristic

6 https://huggingface.co/xlm-roberta-large.

https://huggingface.co/xlm-roberta-large
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Table 3. Precision (Pr), Recall (R) and F1-Score (F1) for TARS Few Shot and Standard classifier
on the raw dataset

Model TARS Few Shot Standard Text Classifier

Class Pr R F1 Pr R F1

Miscellaneous 0.69 0.79 0.73 0.99 0.92 0.95

Cooperative 0.95 0.91 0.93 0.93 0.95 0.94

Innovative 0.89 0.91 0.90 0.79 0.95 0.86

Measuring technology 0.80 0.90 0.85 0.95 0.95 0.95

Artificial Intelligence 0.95 1.00 0.97 1.00 0.94 0.97

Sensor technology 0.87 0.97 0.92 0.86 1.00 0.92

Control engineering 0.80 1.00 0.88 0.95 0.89 0.87

Virtualization and simulation 0.93 1.00 0.96 0.93 0.93 0.93

Micro average 0.85 0.93 0.89 0.93 0.93 0.93

Macro average 0.86 0.93 0.89 0.91 0.94 0.92

Weighted average 0.86 0.93 0.89 0.94 0.94 0.94

C on the partner website accurately represents reality. More generally speaking, we can
say, that if we propose a partner to our seeking instance, we are more confident that our
predictions about their characteristics are true. This is crucial in partner matchmaking
and results in a more accurate selection of candidate partners, whereas a high recall
increases the number of candidates, along with the need for manual reviewing.

Table 4. Precision (Pr), Recall (R) and F1-Score (F1) for TARS Few Shot and Standard classifier
on the improved dataset

Model TARS Few Shot Standard Text
Classifier

Class Pr R F1 Pr R F1

Miscellaneous 0.83 0.69 0.75 0.97 0.89 0.93

Collaboration and partnership 0.92 0.96 0.94 0.97 0.94 0.96

Research and development 0.81 0.91 0.86 0.86 0.90 0.88

Measuring instruments and measuring devices 0.84 0.88 0.86 1.00 0.89 0.94

Machine learning 1.00 0.97 0.98 0.82 1.00 0.90

Sensor technology 0.97 1.00 0.98 1.00 0.89 0.94

Control engineering and control technology 0.92 0.90 0.91 0.82 0.86 0.84

(continued)



A Machine Learning Approach to Enterprise Matchmaking Using Multilabel 507

Table 4. (continued)

Model TARS Few Shot Standard Text
Classifier

Class Pr R F1 Pr R F1

Simulated development and virtualization 0.91 0.97 0.94 0.88 0.88 0.88

Micro average 0.90 0.91 0.90 0.93 0.91 0.92

Macro average 0.90 0.91 0.90 0.91 0.91 0.91

Weighted average 0.90 0.91 0.90 0.93 0.91 0.92

After all, the results show that Flair’s TARS few-shot model is particularly suitable
for training small data sets. TARSneeded just 40 training samples per category to achieve
remarkable results. With TARS we were able to derive a well performing multi-label
classification model to achieve the goal of characteristic prediction for unknown partner
websites. These predictions were then successfully used to propose partners for our
seeking laboratory which was the goal of our case study.

6 Conclusion

The aim of this paper was to present a novel business matchmaking approach for semi-
automated matchmaking between small and medium-sized enterprises. The matchmak-
ing approach consists of the four steps data extraction, classification, aggregation, and
scoring. This paper addressed the classification phase in particular. For this phase, two
different text classifiers were demonstrated on a case study. Therefore, an initial raw
dataset was created from publicly available websites data which was later fine-tuned.
The goal of the text classification was to predict whether given categories of interest
are found in the content of websites. From the classification results, it can be concluded
that if there are 40 or more training examples per category, the use of pre-trained text
classifiers and few-shot learning approaches are effective. It was shown that on a dataset
with about 1500 examples and 8 different categories, the Hugging Face standard text
classifier was able to achieve the highest F1-Score of 92%. But more mentionable are
our results from Flair’s TARS classifier. We found that Flair’s TARS classifier is very
suitable especially for few-shot learning, as it can achieve remarkable results even with
only 40 examples per category. On both the raw and improved dataset the TARS clas-
sifier achieved an F1-Score about 90%, even with fewer training samples given. These
results are also in consensus with the results originally obtained by the Flair developers
[15].

Thus, we can conclude that in the scenario of partner matchmaking, where the cre-
ation of large training datasets is expensive and time consuming (expert-knowledge,
manual sampling), Flair’s TARS classifier is particularly suitable, since it can achieve
sufficiently good classification results with only 40 examples per category in a few-shot
learning environment. Despite the manual involvement in the training phase, after man-
ually annotating training samples, the most time-consuming part is done. For us, the



508 J. Vellmer et al.

intense manual improvement of the raw dataset paid off due to higher precision results
which eventually lead to a better matchmaking.

Once the classification model is calibrated to the seeking instance, the model can be
applied in our matchmaking system. The matchmaking system is implemented in such a
way that websites are automatically found, extracted, the characteristics classified (our
described classification) and finally scored. During the scoring the explored company
will be rated. In the future, our matchmaking prototype, which implements the data
processing pipeline according to Fig. 1, could be further improved to a production-
ready software solution and may be offered to interested industry partners. We also
want to compare our previously implemented BERT-based classification approach with
a GPT-based approach. Since the GPT model also supports few-shot learning, we hope
to further reduce the required number of data examples per category with comparable
classification performance by clever prompt engineering [29, 30]. In addition, we want
to pre-train a larger set of standard categories.
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Abstract. The proliferation of GPS-enabled devices has resulted in
massive trajectory data streams. Moving objects’ trajectories contain
patterns which are useful for many applications, for instance, traffic
monitoring, fleet management, etc. Pattern matching is a prerequisite
of complex event processing, which is used to find complex patterns in
data sequences. A number of distributed frameworks, like Apache Flink,
Storm, etc., support pattern matching and complex event processing.
However, they do not natively support pattern matching over trajectory
streams. To address this problem, we propose a framework, TraPM, to
support online pattern matching over trajectory streams. In addition,
to accelerate spatial predicate evaluation, TraPM utilizes spatial index-
ing, i.e., Rtree and grid index. Moreover, it employs partition-based data
distribution to distribute data across the cluster nodes. Extensive exper-
iments on a real dataset demonstrate that our proposed framework can
effectively detect patterns from trajectory streams and achieve higher
throughput than the baseline approach.

Keywords: Pattern matching · Trajectory pattern matching · Online
stream processing · Complex event processing · Spatial index

1 Introduction

With the extensive use of GPS-enabled devices, massive amount of moving
objects’ trajectory data is being generated. This data contain interesting pat-
terns, which may be useful for a number of application domains [1]. A trajectory
is a sequence of events and the identification of patterns in it can be useful for
a variety of applications, for instance, ride-sharing applications, fleet manage-
ment, route recommendation, etc. Given a trajectory stream and pattern query,
pattern matching finds sequence of events which satisfy the given pattern over
trajectory streams.
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Example 1 (Real-time Driving Monitoring). Let us assume that a ride-sharing
company wants to track the real-time driving behavior of its drivers. The com-
pany can easily obtain the real-time location of their vehicles via some vehicle
tracking app; however, in addition, the company wants to get an alert if their
drivers’ driving is dangerous, violating speed limits or heading in the wrong
direction. Such alerts are crucial to improve the quality of their service and to
guarantee the safety of their passengers/deliveries. Such a monitoring system
needs to process GPS points of thousands of vehicles in real time and to detect
irregular driving, it must be capable of identifying complex patterns from thou-
sands of trajectories, where each trajectory may consists of hundred of spatial
points. Thus, we need a scalable system capable of handling spatial trajecto-
ries and detecting complex patterns in them in real time. This work proposes
a real-time scalable system to detect complex patterns from spatial trajectory
stream.

Many studies have proposed pattern-matching approaches using data stream
mining [2–6]. These approaches mainly focus on discovering patterns that have
occurred in the past instead of detecting complex patterns continuously from
the trajectory data stream in real time as we do.

Complex Event Processing (CEP) is closely related to pattern matching.
There are many CEP systems proposed in recent years [7]. Furthermore, state-
of-the-art distributed stream processing systems like Apache Flink [8], Spark
Streaming [9], and Storm [10] provide CEP capability, including pattern match-
ing features. However, they do not natively support spatial trajectory pattern
matching, i.e., they do not support spatial data types (points, lines, polygons,
etc.), indexes, predicates and functions to enable pattern matching over trajecto-
ries. A few researchers have proposed CEP-based frameworks to detect complex
patterns from trajectory data streams [11–14]. However, these frameworks suffer
from at least one of the following issues: 1) lacking support of spatial predicates,
2) lacking query expressiveness, and 3) lacking scalability.

In this paper, we propose a framework TraPM (Trajectory Pattern Matching)
to support online pattern matching over trajectory streams, which allows users
to define patterns in expressive language. To enable scalable and distributed
pattern matching, we make use of Apache Flink. The key contributions of this
paper are summarized as follows.

(1) A novel framework for online pattern matching over trajectory streams. In
addition to the trajectory points/events, the proposed framework considers
nearby spatial objects (Point of Interests or Area of Interests) to detect com-
plex patterns.

(2) An expressive spatial pattern matching operators which makes use of
SQL:2021 to support spatial predicates and functions.

(3) Use of spatial indices to accelerate the performance of spatial pattern match-
ing over trajectory streams.

(4) Extensive experiments to show the effectiveness and efficiency of the proposed
framework using a real-life trajectory dataset from a ride-sharing company.
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The rest of this paper is organized as follows. Section 2 presents the related
works on general pattern matching, pattern matching over trajectories, and dis-
tributed stream processing. In Sect. 3, important preliminaries, definitions and
problem formulation are presented. In Sect. 4, the proposed framework TraPM is
presented, while Sect. 5 presents the experimental evaluation. Finally, in Sect. 6
conclusion and future direction are presented.

2 Related Work

In this section, we present the research work related to our research, particu-
larly event pattern matching, pattern matching over trajectories, and distributed
stream processing.

2.1 Event Pattern Matching

Our work is mainly related to complex event processing (CEP), a form of real-
time stream processing that focuses on detecting patterns based on predicates
from event stream. CEP systems generally provide pattern matching operators
as their key feature. A number of CEP systems have been proposed in the
literature during the last decade. Based on their pattern evaluation model, these
approaches fall into three categories: 1) automata-based, 2) logic-based, and 3)
tree-based [7].

Automata-based models, the most common category, translate patterns into
nondeterministic automata as an evaluation model. For example, SASE and
its derivatives [15,16], Cayuga [17], Siddhi [18], Esper [19], and FlinkCEP [20].
Logic-based systems rely on logic rules and inference to define patterns. Exam-
ples of such systems may be found in Event Calculus for Run-Time Reasoning
(RTEC) [21] and Chronicle Recognition System (CRS) [22]. Tree-based systems
such as [23] employs trees as a computational model. However, native support
of spatial predicates for pattern matching on trajectory data has not been suffi-
ciently addressed by these CEP systems.

2.2 Pattern Matching over Trajectories

Despite CEP systems’ widespread usage, only a few attempts have addressed
solutions which deal with spatial trajectory data. [11] proposed CEP-Traj,
a CEP system that integrates trajectory streams and applies a series of pre-
processing steps to ease pattern detection. [12] presented CEP systems based on
RTEC, which detect patterns over trajectories in various application domains
such as maritime monitoring and fleet management. For the RTEC systems, all
patterns rely on rules that experts have designed. It makes these systems lack
expressive querying in pattern matching. More recently, [13] presented a scalable
CEP system on top of Wayeb CEP for processing big trajectory data streams.
However, they did not consider the idea of spatial indexing in predicate evalua-
tion to improve query performance. [14] proposed GeoT-Rex, a geospatial event



TraPM: A Framework for Online Pattern Matching 513

processing for smart city applications. GeoT-Rex did not natively support tra-
jectory pattern matching, but integrated geospatial operations and data models
in CEP.

2.3 Distributed Stream Processing

To handle massive streaming trajectories, we need to enable CEP on distributed
stream processing. Well-known distributed stream processing platforms, such
as Apache Spark [9] and Storm [10], yet need to enable CEP independently.
They have incorporated CEP engines, such as Siddhi [18] and Esper [19], as
their embedded engines. On the other hand, Apache Flink [8] can incorporate
CEP operators in the Flink program with the FlinkCEP built-in library in Data
Stream API [20]. Flink also provides a pattern matching feature consolidating
CEP and SQL API using the MATCH RECOGNIZE clause [24]. This feature is
based on a standard language for row pattern recognition in SQL:2021 [25]. How-
ever, Apache Flink, especially Flink SQL, does not provide native support for
spatial data and operations required to process pattern matching over streaming
trajectories. [27] utilized grid index to support processing of range, kNN, and
join queries over trajectory streams, whereas [28,29] utilized it for spatial stream
query processing. None of their solutions do not support CEP over trajectory
streams. Thus, we extend Apache Flink, particularly Flink SQL, through spatial
operators, predicates, and indices to support pattern matching queries over tra-
jectory streams. To the best of our knowledge, this is the first work addressing
real-time pattern matching over trajectory stream. Therefore, it is not possible
to compare it with any other framework.

3 Preliminaries and Problem Definition

In this section, we present preliminaries and the problem definition.

3.1 Preliminaries

GPS-enabled moving objects, for instance, car, human, animal generate series
of points, known as trajectory. We call each trajectory point an event. These
events are generated continuously as an online data stream as the object move.

Definition 1 (Event). An event e is a tuple consisting of location attribute
given by latitude and longitude of a moving object at timestamp t.

Definition 2 (Trajectory). A trajectory T of a moving object is a sequence of
discrete events {e1, e2, ..., en} ordered by their timestamps {t1, t2, ..., tn}, respec-
tively, where ti < t(i+1). Each trajectory is identified by trajectory identifier ϕ.

Definition 3 (Trajectory Stream). A trajectory stream SΓ is an unbounded
set of trajectories generated by multiple moving objects ordered by their times-
tamps.
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TraPM tries to find the query patterns in the trajectory stream. Since the
stream is unbounded, window is used to bound the stream and the pattern is
searched in the window-based sub-trajectory.

Definition 4 (Pattern). A pattern or sequential pattern P is a sequence of
predicates or conditions. The pattern is defined using regular expression and the
trajectory stream events must fulfill the predicates in the pattern. The pattern is
translated to Nondeterministic Finite Automata (NFA) as an evaluation model.

Definition 5 (Predicate). A predicate Pr is a condition that must be satis-
fied by SΓ events. A predicate may consist of multiple conditions connected via
Boolean operations.

Example 2. [A query pattern to detect a specific driving pattern] A pattern
to detect vehicles that passing certain point of interest (POI), later crossing
an area of interest (AOI), and then taking a turn with bearing/angle more
than 100◦C. The pattern to detect such a driving can be formulated as a reg-
ular expression, ABC, consisting of three predicates, A, B, and C. Where,
A: ST IsNear POI(ST Point(A.lon, A.lat), 0.01); B: ST Within AOI(ST Point
(B.lon, B.lat)), and C: C.bearing > 100.

In pattern matching, a predicate can be categorized into constants, variables,
simple mathematical operations, and user-defined. In this work we introduce
several user-defined spatial predicates to support spatial pattern queries. Spatial
predicates deal with topological relations between trajectories and nearby objects
to identify complex patterns in a trajectory.

Definition 6 (Point of Interest (PoI)/Area of Interest (AoI)). A static
object, for instance, traffic signal, tree, shop, park, etc., whose location can be
given by a spatial reference system (SRS) or coordinate reference system (CRS)
on the surface of the Earth as coordinates. In particular, a PoI is a small
object which can be represented by single coordinate, i.e., traffic signal, tree,
etc.; whereas AoI is a larger object which can be represented by a polygon made
up of multiple coordinates, i.e., park, school, etc.

In our work, PoIs and AoIs are used in spatial predicates for trajectory
pattern matching.

Definition 7 (Spatial Predicate). A spatial predicate PrT is a predicate or
condition that deals with spatial relation between trajectories and/or other spatial
objects (PoI/AoI).

Table 1 lists our proposed spatial functions that included spatial predicates.
Since a trajectory stream is unbounded, we need a mechanism to bound the
trajectories in trajectory stream so that pattern matching query may be executed
on them. In stream processing, window is commonly used for this purpose.
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Definition 8 (Window). A window W is used to limit the number of trajectory
events on which pattern matching query may be executed. Window could refer
to specific time interval (time window) or to number of occurrences of events
(count window).

In this work, time-based window is used. However, it is straightforward to
extend our work to count-based window.

Definition 9 (Pattern Matching Query). A pattern matching query q over
SΓ detects patterns P , consisting of one or more predicates Pr, in SΓ bounded
by a sliding time window W . An output is generated if all the conditions in P
are satisfied within W .

Please refer Fig. 2b for a sample pattern matching query.

3.2 Problem Definition

This section formally defines the problem addressed in this work. In particular,
we would like to detect complex patterns in trajectory stream continuously and
in real time by utilizing the spatial predicates introduced in this work. Formally,
the problem can be defined as follows:

Definition 10 (Online Trajectory Pattern Matching). Given a pattern
matching query q with ordinary (Pr) and spatial predicates (PrT ), a real-time
trajectory stream SΓ , and a window W , continuously detect and output sequence
of events bounded by W in SΓ which satisfy q predicates.

4 TraPM: A Framework for Online Pattern Matching
over Trajectory Streams

In this section, we present TraPM’s framework architecture, query language,
pattern matching and distributed query processing.

4.1 Proposed Architecture

TraPM is implemented on top of Apache Flink to enable scalable stream pro-
cessing, as depicted in Fig. 1. We use two APIs provided by Apache Flink, i.e.,
Data Stream API and Table/SQL API (FlinkSQL) for its development. The
framework consumes moving objects’ streaming trajectories via any pub/sub
messaging system supported by Flink. The input stream is assumed to be totally
ordered by timestamp. In the Data Stream API layer, Flink standard transfor-
mations are used to partition the input stream and translate the data stream
into SQL API dynamic tables. In addition, this layer is responsible for generating
PoIs and AoIs index.
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Fig. 1. TraPM Architecture

4.2 Query Language

For our proposed framework, we use the SQL query based on the standard lan-
guage for pattern recognition (SQL:2021) [25]. It uses MATCH RECOGNIZE
clause for pattern matching. Flink SQL does not provide native support for spa-
tial data and spatial operations; however, it supports SQL row pattern recogni-
tion for pattern matching via SQL API (SQL:2021). Thus, we extended Flink
SQL with spatial functions, including spatial operators, predicates, and indices
to support trajectory pattern matching. Users can register pattern matching
queries to the TraPM framework through SQL API and its output is available
via various sinks supported by Apache Flink, as illustrated in Fig. 1.

Figure 2a shows the basic syntax of the pattern matching query. In the query,
SELECT and FROM clauses are used to specify the attributes to output, and
the input stream, respectively. A MATCH RECOGNIZE clause enables logical
partitioning and ordering of the data that is used with the PARTITION BY
and ORDER BY clauses. Furthermore, it enables defining patterns of rows to
seek using the PATTERN clause. These patterns use a syntax similar to that of
regular expressions. The logical components of the pattern variables are specified
in the DEFINE clause. For the streaming use cases, it is often required that
a pattern finishes within a given period of time. This allows for limiting the
overall state size that Flink has to maintain internally. Therefore, Flink SQL
supports the additional (non-standard SQL) WITHIN clause for defining time-
based window for the pattern to occur completely. The clause can be defined
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after the PATTERN clause. If the time between the first and last event of a
potential pattern match is longer than the given value, such a match will not
be appended to the result. Figure 2b presents pattern matching query example
using MATCH RECOGNIZE clause for detecting a specific driving pattern as
explained in Example 2.

Fig. 2. Pattern Matching Query

To enable pattern matching over spatial trajectory streams, we extended
Flink SQL by adding a set of spatial functions. The spatial functions are imple-
mented using Flink SQL User Defined Functions (UDFs). The implemented spa-
tial functions include (1) Spatial constructors, to construct a geometry from the
raw input stream; (2) Spatial operators, to execute a function on the given
attribute; (3) Spatial predicates, to execute a logical judgement on the given

Table 1. TraPM Spatial Function

Category Description Implemented Functions for
TraPM

Constructor The functions which construct a
geometry from raw input stream

ST Point, ST Polygon, ST Line,
ST GeomFromText,
ST GeomFromWKB,
ST GeomFromWKT, etc

Operator The functions which are
executed directly on attribute
values

ST Distance, ST Buffer,
ST Intersection, ST Difference,
etc

Predicate The functions which execute a
logical judgement on given
attribute values and return
Boolean

ST Within, ST Intersects,
ST Touches, ST Equals,
ST IsNear POI etc

Output The functions that enable query
to output in specified format

ST AsBinary, ST AsText
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attributes and return boolean output; (4) Outputs, enable spatial pattern match-
ing query output in specified format. Table 1 shows the list of spatial functions
implemented for TraPM. Please refer Table 3 in the appendix section for the
details of the functions.

4.3 Pattern Matching Evaluation

The evaluation model of Flink CEP module is based on NFA design of SASE++
[16]. This system translates patterns into non-deterministic automata equipped
with predicates on their transitions. These transitions are triggered by the arrival
of events.

Our spatial predicates require heavier processing than ordinary predicates as
they need to check spatial trajectories’ nearby objects. That is, the predicates
may need to compute spatial distance between the trajectory and other spatial
objects. The predicates in the baseline spatial trajectory pattern matching query
follows brute-force approach, i.e., spatial distance is computed between all the
events (points) of the trajectory and the objects in the database. However, such
a approach is not useful for data streams due to the low-latency throughput
requirement. Thus, to reduce the computation cost of spatial pattern matching,
we propose index-based pruning. In particular, we made of use RTree and grid-
based indices. The indices help to prune out the spatial objects which cannot
help in the pattern matching and can be safely pruned.

Spatial index structures can be classified into two categories: 1) Tree-based,
and 2) Grid-based. In this study, we use RTree and uniform grid index to accel-
erate the performance of pattern matching over trajectory streams. In TraPM
query, RTree is constructed using PoIs and AoIs, whose distance need to be
computed with trajectory stream during the pattern matching query execution.
The RTree index is constructed once at the start of the query and then used
continuously by trajectory stream for efficient query processing. On the other
hand, grid index is constructed by partitioning the 2-dimensional space into cells
of equal length. Just like RTree index, PoIs and AoIs are indexed, i.e., PoIs/AoIs
are assigned grid cell IDs based on their spatial location, once at the start of
the query. During the spatial trajectory pattern matching query execution, each
incoming trajectory point is assigned a grid cell ID based on its spatial location.
We then prune out the PoIs/AoIs which do not fall within the required distance
of the trajectory events specified in the spatial predicate. For the grid-based
pruning, we employ the idea of guaranteed and candidate neighbors proposed in
in [27–29]. For the details on grid-based pruning, please refer [27–29].

4.4 Scalable Pattern Matching over Trajectory Streams

To enable distributed and scalable trajectory pattern matching query, we employ
Flink native distributed approach, which divides the processing load into several
distributed tasks. Particularly, We employ data partition based approach, where
a trajectory stream is partitioned into smaller subsets based on trajectory IDs.
This enables near uniform stream partitioning using the Flink’s powerful data
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partitioning algorithm. In particular, we use Flink’s keyBy operator, which logi-
cally partitions the input stream based on key or ID. Since in trajectory stream,
the new trajectories arrive and old trajectories expire continuously, Flink keyBy
operator dynamically assigns the new incoming stream to the Flink’s task with
the least amount of processing load, thus, keeping the data uniformly balanced
during query execution. This approach also avoids data shuffling and broadcast-
ing, resulting in higher throughput.

5 Experimental Evaluation

This section presents experimental evaluation of our proposed trajectory pattern
matching framework.

5.1 Dataset

Datastream. We used Grab-Posisi [26], a real-world dataset collected by Grab
company containing the GPS trajectories of drivers in Singapore and Jakarta.
The dataset consist of 30 million tuples recorded from 2019-04-08 to 2019-04-
21 in Singapore City. Each tuple consist of a trajectory ID, latitude, longitude,
timestamp (UTC), data collection accuracy, bearing, and speed. We assume that
the streaming tuples are in order with respect to time. The dataset is loaded into
Apache Kafka messaging system and supplied as a distributed data stream to
our framework.

PoIs. The dataset consists of 25,037 POIs of Singapore. Each tuple in the
dataset consists of spatial location, name, and PoI category.

AoIs. The dataset of AoI is obtained from Singapore city and consist of 332
records.

5.2 Experimental Setting

All the experiments are performed on Apache Flink version 1.17.1 and all algo-
rithms are implemented in Java, which is available as open source on Github1.
All evaluations are performed on a machine running Ubuntu 20.04.5 LTS with
16 GB memory and Core i7 3.60 GHz x 8 CPU. In the experiments, we compared
the following approaches:

– Baseline: Trajectory pattern matching query which does not utilize index.
– Grid index: Trajectory pattern matching query which uses grid index to index

PoIs, AoIs and incoming trajectory stream points for efficient predicate eval-
uation.

– Rtree index: Trajectory pattern matching query which uses Rtree index to
index PoIs and AoIs index for efficient predicate evaluation.
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Table 2. Experimental parameters.

Parameter Values

Grid cell width 10 × 10, 30×30, 50 × 50, 100 × 100

# of PoI 1, 10, 100, 1000, 10000, 20000, 25000

# of AoI 1, 10, 100, 200, 300

Parallelism 1, 5, 10, 20

Window length 1, 5, 10, 30 (minutes)

For the evaluation, we used the pattern matching query as shown in Fig. 3b
and varied the parameters as summarized in Table 2, with the default values
shown in bold. We report the performance of our framework in terms of through-
put, which can be defined as the average number of tuples processed per second.
It is obtained by dividing the total number of input stream tuples processed by
the system with total processing time. Each experiment is performed three times
and their average values are reported in the results.

We use Euclidean distance as the distance metric. As for the grid index, we
construct a uniform grid index using a rectangular bounding box of Singapore
region using the following top-right and bottom-left coordinates: bottom-left
= 103.6, 1.21; top-right = 104.1, 1.47. To identify the most effective grid size,
preliminary experiments are performed using the grid size shown in Table 2. In
the preliminary experiments shown in Fig. 3a, we compare the throughput of the
grid-based approach with the baseline by varying grid size. From the experiments
we found that the grid size 30× 30 produces the highest throughput. Thus, in
the rest of the experiments, we use 30× 30 as the default grid size parameter
value.

Fig. 3. Throughput evaluation

1 https://github.com/rinatrismi/TraPM.

https://github.com/rinatrismi/TraPM
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5.3 Experimental Result

Firstly, we compare the throughput of our proposed index-based (RTree and
Grid) TraPR, with the baseline. We use the default parameter values for
this experiment. Figure 3b shows that the throughput of proposed index-based
approaches is better than the baseline. In particular, Grid index-based imple-
mentation can achieve over 4x and RTree based implementation can achieve
over 6x higher throughput than the baseline. R-tree data retrieval efficiency is
good with smaller number of objects. However, as the R-tree size increases, its
retrieval efficiency degrades. Since in Fig. 3b, the number of PoI is only 1000,
R-tree based query results in higher throughput.

Fig. 4. The throughput of query by varying number of PoIs and AoIs

Next, we examine the performance of our framework by varying the number
of query objects. The experimental results of varying point of interest (PoI) are
reported in Fig. 4a; while, Fig. 4b reports the performance results by of varying
the number of Area of Interest (AoI). In both the figures, we see a decreasing
throughput trend with the increase in PoIs or AoIs. In Fig. 4a, we see a sharp
throughput decrease in the baseline and R-tree based implementations; whereas,
the trend of grid-based implementation is not so steep and in fact flattens after
10,000 PoIs. This proves that R-tree based implementation is good when the
number of PoIs are small, whereas, the grid-based implementation is good for
very large number of PoIs. The reason in the sharp throughput decline in case of
R-tree based implementation is the amount of overlapping among the tree index
nodes and the number of candidates returned by the query. As the number of
objects increase, the overlapping among the tree nodes increase, thus, each query
to R-tree returns large number of candidates, thus requiring higher amount of
processing. On the other hand, when using grid index, PoIs/AoIs are assigned
grid cell IDs based on their location. The IDs are stored in a hash table. To
identify neighboring PoIs/AoIs, each incoming streaming tuple is assigned grid
cell ID and hashed. Unlike R-tree, grid index’s hash table is not much affected
by the number of PoIs/AoIs, thus the throughput decline in case of grid index
is less steep than R-tree.
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Finally, experiments are performed by varying the query parallelism to inves-
tigate the scalability of our pattern matching framework. The experimental
results are shown in Fig. 5. From the figures, it is clear that our proposed frame-
work is highly scalable. The scalability can be easily achieved by increasing the
amount of query parallelism. Another thing to note in Fig. 5 is that for the
small number of PoIs (i.e., 1000), R-tree based index gives the best throughput;
whereas, for the larger number of PoIs, i.e., 10,000, 20,000 and 25,000, grid index
based implementation gives the best result, for the reason discussed earlier.

Fig. 5. Throughput evaluation by varying query parallelism.

6 Conclusion and Future Work

In this paper, we have proposed TraPM, a novel framework for scalable, online,
and real-time pattern matching over spatial trajectory streams. TraPM utilizes
spatial indexing, i.e., RTree and grid index, to accelerate spatial predicate eval-
uation. In addition, it employs a trajectory identifier based data distribution to
distribute trajectory stream uniformly across the cluster nodes. The experimen-
tal study using a real dataset from a ride-sharing company demonstrated that
our proposed framework can effectively perform pattern matching over trajec-
tory stream and our proposed R-tree and grid-index based implementations can
achieve higher throughput than the baseline approach. In the future, we plan
to improve TraPM to tackle advanced patterns that consider road networks and
enrich them with additional information, such as weather.
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Appendix

Table 3. TraPM Functions for Spatial Pattern Matching

Function Description

ST Point(lon, lat) Constructs a spatial Point from longitude and latitude

ST Line(WKT) Constructs Line from wkt text

ST Polygon(WKT) Constructs Polygon from wkt text

ST GeomFromText(WKT) Constructs Geometry from WKT

ST GeomFromWKB(WKB) Constructs Geometry from WKB

ST AsText(A) Returns WKT string representation of a geometry

ST AsBinary(A) Returns WKB representation of a geometry

ST Distance(A, B) Returns the Euclidean distance between A and B

ST Buffer(A, r) Returns a geometry whose distance from A ≤ radius r

ST Intersection(A, B) Returns the intersection of of A and B

ST Difference(A, B) Returns part of A that does not intersect B

ST Within(A, B) Returns true if A is fully contained by B

ST Within AOI(A) Returns true if an AOI is fully contained by geometry g

ST Intersects(A, B) Returns true if A intersects B

ST Touches(A, B) Returns true if A touches B

ST Equals(A, B) Returns true if A equals B

ST IsNear POI(A, d) Returns true if A is within distance d of given POI

A and B: Geometries, WKT: Well-known text, WKB: Well-Known Binary
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Abstract. Stopwords are used to improve the accuracy of document
classification and retrieval. We believe that setting appropriate stop-
words improves classification accuracy. However, in our preliminary
experiments, in document classification tasks using BERT, existing stop-
word lists are not effective for improving classification accuracy. In this
method, words with high attention in misclassified input documents and
low attention in correctly classified documents are treated as stopwords.
We conduct experiments to confirm the effectiveness of our stopword
generation methods. Our experimental results show that there are cases
using stopwords generated by our methods that improve the classifica-
tion accuracy. We find that the classification accuracy was higher when
focusing on attention differences than when focusing only on attention
in incorrect documents.

Keywords: Stopwords · Text classification · Attention · BERT ·
Machine learning · Natural language processing

1 Introduction

Stopwords are the words that are excluded from processing texts [1]. System
developers use stopwords to improve the accuracies of document classification
tasks and searching tasks. When we use inappropriate stopwords, the classifica-
tion accuracies will decrease [2]. Existing stopword lists are not always effective
in improving document classification accuracy using BERT [3]. Therefore, we
need a method to generate stopwords to improve the classification accuracy.

This attention mechanism [4] used in BERT [5] is a mechanism that learns
which parts of the input data to focus on for classifying documents. Using this
attention, we can interpret the basis of the classifier’s decision. We can find
factors that would degrade classification performance from words the classifier
uses as bases for its decisions. Therefore, we focus on attention when the classifier
classifies documents using BERT.

When the classifier classifies text data, we define correct documents as text
data that the classifier predicts the same label as the correct label. On the other
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 526–540, 2023.
https://doi.org/10.1007/978-3-031-48316-5_46

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48316-5_46&domain=pdf
https://doi.org/10.1007/978-3-031-48316-5_46


Attention Based Stopword Generation for Neural Network 527

hand, we define incorrect documents as text data that the classifier predicts
a label different from the correct label. Words with high attention in incor-
rect documents are factors causing the classifier to make incorrect predictions.
Therefore, it is good to generate stopwords by focusing on the attention in incor-
rect documents. However, if the system generates stopwords by focusing only on
attention in incorrect documents, we expect that words with high attention in
correct documents will also become stopwords. Words with high attention in
correct documents help the classifier to make correct predictions. Generating
stopwords by focusing only on attention in incorrect documents is not a good
idea. Words with low attention in correct documents do not contribute to the
classifier making correct predictions. It would be a good idea to use words with
high attention in incorrect documents and low attention in correct documents as
stopwords. We focus on the difference between attention in incorrect documents
and attention in correct documents.

We propose two methods for generating a stopword list. We do not use these
two methods at the same time. The first method is to generate a stopword list.
In first method, we use the attention difference between incorrect and correct
documents as the probability of words appearing in the stopword list. In this
method, the system removes all words in the stopword list from input docu-
ments. The second is a method for generating stopword list with probability.
We use the attention difference as the probability of word removal. The system
probability decides whether or not to remove each word in input documents. In
the second method, the system sometimes removes words from input documents
and sometimes does not remove words from input documents, even if they are
the same words.

We conduct experiments to confirm the effectiveness of our proposed stop-
word generation methods. We compare the accuracy of documents classification
with and without stopwords removal. We show whether there is a significant
difference in classification accuracy or not by statistical tests. Best stopwords
will depend on datasets and the purpose of the classification. We perform clas-
sification with different purposes using the same dataset. We use three different
datasets in our experiments. Experimental results show that there are cases using
stopwords generated by our methods to improve classification accuracy. We find
that the classification accuracy is higher when focusing on attention differences
than when focusing only on attention in incorrect documents.

The contributions of our research is as follows:

– We generate stopwords that sometimes improve the classification accuracy in
the document classification task using BERT.

– We find that the classification accuracy is higher when focusing on attention
differences than when focusing on attention in incorrect documents.

2 Related Work

There are several studies on stopword generation. Kokubu et al. [6] generate
stopwords that are effective in a keyword extraction task for guessing contents
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of texts. The keyword extraction method is to select words with a high fre-
quency of occurrence base on certain criteria. Kokubu et al. use stopwords as a
criterion for selecting words. There are three types of target words for stopwords:
“Non-words,” “Non-content words,” and “Low-content words”. “Non-words” are
punctuation and symbols. “Non-content words” are words called function words.
Function words are words that indicate grammatical relationships between words
or sentences. Kokubu et al. remove non-content words based on part-of-speech
information. “Low-content words” are words unlikely to help in guessing con-
tent. Kokubu et al. generate a list of “Low-content words”. The stopword list is
effective in the keyword extraction task.

Saiyed et al. [7] generate stopwords. There are two methods of creating stop-
words. The first is to manually create a stopword list and compare all words to
it. The second method is to create a stopword list automatically. The former is
a static method. The latter is a dynamic method. The frequency of occurrence
of the word follows Zipf’s law. Saiyed et al. determine the words to be stopwords
by setting a threshold at the top and bottom of the frequency of occurrence. The
static method reduces document size by 44.53%. The dynamic method reduces
document size by 52.53%. With dynamic methods, words that should not become
stopwords may become stopwords.

Some studies apply the stopword concept to classification methods using neu-
ral networks. Kimura et al. [8] investigate the effect of stop phrases on document
classification tasks. A phrase is a word sequence consisting of multiple words.
Many of the most frequently occurring words are function words. Function words
do not represent the content meaning of the document. There is an idea that
frequently appearing words are stopwords [9]. Kimura et al. define stop phrases
as frequently occurring phrases based on this concept of stopwords. Kimura et
al. perform two experiments. The first is an experiment to add stop phrases to
the tokenizer’s vocabulary. The second is an experiment in multi-task learning of
stop phrase extraction and document classification. Experimental results show
that stop phrases are effective in improving classification accuracy.

Kokubu et al. consider low-content words with high frequency of occurrence
as stopwords. Saiyed et al. determine the words to be stopwords by setting a
threshold at the top and bottom of the frequency of occurrence. Kimura et al.
consider frequently occurring phrases as stop phrases. In this study, we construct
a system that generates stopwords by focusing on attention when the classifier
classifies documents using BERT.

3 Proposed Method

First, we define correct documents as text data that the classifier predicts the
same label as the correct label. On the other hand, we define incorrect docu-
ments as text data that the classifier predicts a label different from the correct
label. We focus on the difference in attention below two cases: words appear in
correct documents and words appear in incorrect documents. We use the dif-
ference in attention as the probability of word removal. We generate stopwords
probabilistically. We show below the procedure for generating stopwords.
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1. The system classifies text data without stopword removal.
2. The system calculates the average of attention of words in correct documents

for each word. The system calculates the average of attention in incorrect
documents for each word.

3. The system calculates the difference in the average attention for words in
incorrect documents and words in correct documents.

4. We use the attention difference as a probability. We use the following two
methods to remove stopwords.
(a) Method 1 : Complete Removal

i. The system decides with probability whether a word is a stopword or
not.

ii. The system adds a word to the stopword list if the system determines
that the word is a stopword.

iii. We remove from the input document all words that are in the stop-
word list that we have created.

(b) Method 2 : Probabilistic Removal
i. The system decides whether a word is a stopword based on the prob-

ability of word removal.
ii. The system removes a word that is a stopword from the input docu-

ment.
iii. The system performs these steps i. and ii. for every word in input

documents.

3.1 Attention

Attention mechanism is a mechanism that learns which parts of input data to
focus on. BERT also uses the attention mechanism. We focus on the attention
of the classifier when it makes a classification. We can interpret bases of the
classifier’s decision. We could find words that negatively affect classification per-
formance based on the basis of the classification decision. Therefore, we focus
on attention when the classifier classifies documents using BERT.

The system calculate the average attention for each word in input documents.
We focus on the following two cases. When a word appears in the incorrect
documents, and when the word appears in the correct documents. We define D
as the document set of incorrect documents. We define N as the total number of
documents in document set D. We define di as the ith document in document
set D. The range of i values is 1 to N . We define ni as the number of times
the word w appears in document di. We define wj as the jth appearing word
w in document di. The range of j values is from 1 to ni. We define a(di, wj) as
the attention of a word wj appearing in a document di. We define am(w) as the
average attention of the word w in the incorrect document. We show below the
formula to calculate the average attention am(w).

am(w) =
1

∑N
i=1 ni

N∑

i=1

ni∑

j=1

a(di, wj) (1)
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We define ac(w) as the average attention when the word w appears in the correct
document. We calculate the average attention ac(w) using Eq. (1).

We can interpret the words with high attention in incorrect documents as the
words the classifier focus on when it made the incorrect prediction. We consider
that a word w with high attention in incorrect documents am(w) should be a
stopword. We believe that the removal of the misprediction factor would improve
classification accuracy.

We consider a word w with high attention in correct documents ac(w). We
can interpret these words as words that the classifier focuses on when it makes
a correct prediction. We believe that words with high attention in the correct
document ac(w) are useful words for classification. Therefore, it is not appropri-
ate to remove those words from input documents. We consider that the method
of generating stopwords by focusing only on attention in incorrect documents
am(w) is not a good idea. This method has the potential to remove factors that
cause incorrect predictions while at the same time removing features that are
important for correct predictions.

We consider words w with low attention in correct documents ac(w). These
words do not contribute much to making correct predictions. It would be a good
idea to use a word with high attention in incorrect documents am(w) and low
attention in correct documents ac(w) as a stopword. We focus on the difference
between attention in the incorrect documents am(w) and attention in correct
documents ac(w). We show below the equation to calculate the difference of
attention ad(w).

ad(w) = am(w) − ac(w) (2)

Words with a higher attention difference ad(w) have a negative impact on clas-
sification. Therefore, Words with higher attention difference ad(w) should be
stopwords.

3.2 Probabilistic Stopword Removal

We generate stopwords by focusing on the attention difference ad(w). The fol-
lowing methods exist for determining stopwords: a method to determine the
threshold value for the attention difference ad(w) and a method to determine
the number of words that are stopwords. If researchers use the above methods,
researchers must manually determine the threshold value and the number of stop-
words. In this study, we automatically generate stopwords. We use the attention
difference ad(w) as the probability that the word w is a stopword. Words with a
higher attention difference ad(w) have a higher probability of being stopwords.

The range of the attention difference ad(w) depends on the data set used
and the criteria used to perform the classification. We normalize the attention
difference ad(w) so that the maximum is 1 and the minimum is 0. We define A as
the whole set of attention differences ad(w). We define maxA as the maximum
attention difference ad(w). We define minA as the minimum attention differ-
ence ad(w). We show below the formula to calculate the normalized attention
difference an(w).
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an(w) =
ad(w) − minA

maxA− minA
(3)

We use the normalized attention difference an(w) as the probability that word
w is a stopword. We show the probability p(w) of a word w being a stopword in
the following Eq. (4).

p(w) = an(w) (4)

We use p(w) to generate stopwords in two methods; complete removal or prob-
abilistic removal.

Method 1: Complete Removal. The system generates a list of stopwords.
In Method 1, the system removes the words in the stopword list from input
documents.

System developers sometimes remove stopwords by deleting words in the
stopword list from input documents. We find that existing stopword lists are
ineffective in improving classification accuracy. Therefore, it is necessary to cre-
ate a new stopword list that would be useful for improving classification accuracy.

We use p(w) as the probability that the word w is a stopword. We show
below the procedure for generating a stopword list.

1. The system determines whether word w is a stopword or not according to the
probability p(w).

2. The system adds the word w that the system determines to be a stopword to
the stopword list.

If a word w1 exists for which p(w1) is 0.9, the system adds the word w1 to
the stopword list with a probability of 90%. On the other hand, if a word w2

exists for which p(w2) is 0.1, the system adds the word w2 to the stopword list
with a probability of 10%. The probability of adding a word with a higher p(w)
to the stopword list is high.

We show below the procedure for stopword removal.

1. The system checks whether a word in the input document exists in the stop-
word list.

2. If the word w exists in the stopword list, the system removes all words w in
the input document.

Method 2: Probabilistic Removal. Method 2 is a method for probabilis-
tically deciding whether or not to remove each word in input documents. In
Method 1, the system removes all words in the stopword list from input docu-
ments. However, in Method 2, the system sometimes removes words from input
documents and sometimes does not remove words from input documents, even
if they are the same words. The two methods differ in the above points.

Words with high attention difference ad(w) have a negative effect on the
classification accuracy. Words with high attention difference ad(w) do not nec-
essarily have a negative effect on classification accuracy. Removing all words w
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with high attention differences ad(w) from input documents would not be appro-
priate. We think about a method of not removing some of the words w in input
documents. One problem with Method 1 is that words with high p(w) are not
present in the stopword list, and the system does not remove any words that
negatively affect classification accuracy. The effectiveness of Method 1 depends
on the successful generation of the stopword list. In Method 2, the system does
not create a stopword list. The system removes stopwords automatically. The
system decides whether or not to remove each word in input documents based
on the probability of each word. The system removes more words with high p(w)
and fewer words with low p(w).

The system removes stopwords without creating a stopword list. We use p(w)
as the probability that the word w is a stopword. We show below the procedure
for stopword removal.

1. The system decides whether or not to remove each word in input documents
based on the probability of each word.

2. The system removes words from input documents based on judgments of 1..

In Method 1, the system removes all words in the stopword list from input
documents. However, in Method 2, the system sometimes removes words from
input documents and sometimes does not remove words from input documents,
even if they are the same words. The two methods differ in the above points. If
there is a word w1 with p(w1) equal to 0.9, the system removes word w1 from
the input document with a probability of 90%. We think of the case when there
are a hundred words w1 in input documents. We expect the system will remove
about ninety words w1. If there is a word w2 with p(w2) equal to 0.1, the system
removes the word w2 from the input document with a probability of 10%. We
think of the case when there are a hundred words w2 in input documents. We
expect the system will remove about ten words w2. The system tends to remove
more words w with higher p(w).

4 Experiments

In this experiment, we confirm the effectiveness of the proposed method for
stopword removal. We compare the accuracy of document classification with
and without stopword removal. We show whether there is a significant difference
in classification accuracy or not by statistical tests.

The best stopwords depend on datasets and the purpose of the classification.
We perform four document classification tasks. For two of them, we use the
Rakuten dataset. For one of them, we use the Twitter dataset. For the other
classification, we use the livedoor news corpus.

4.1 Procedure

We show below the experimental procedure.
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1. We collect data so that the number of data for each label is equal. The way
to equalize the number of data differs for each dataset. For this reason, we
describe them in the Sects. 4.2, 4.3, 4.4, and 4.5 sections.

2. We split the collected data so that the ratio of the number of data for training,
validation, and testing is 8:1:1.

3. The system uses BERT to train on training data. We use a pre-trained model
of BERT1 published by Inui and Suzuki Lab at Tohoku University. We set
the maximum number of epochs to 10,000. The system stops learning when
it has not update the minimum value of loss in the validation data for 50
epochs. The system adopts the model when the loss in validation data is the
smallest.

4. The system removes stopwords using the procedure shown in Sect. 3. We
experiment with stopword removal using a complete removal and stopword
removal using probabilistic removal. We do not use these two methods at the
same time.

5. The system trains with BERT using training data with stopword removal.
The learning conditions are the same as in 3. We create ten models for each
stopword removal method.

6. The system classifies test data using the model created in 5. Each of the ten
models classifies test data. We compare averages of accuracy.

7. We perform statistical tests. We test whether there is a significant difference in
the averages of accuracies calculated by 6. The null hypothesis is “There is no
difference in accuracy with and without stopword removal”. The significance
level is 5%. We perform an unpaired t-test. We reject the null hypothesis if
the p-value is less than 0.05. We can say that there is a significant difference
in accuracy.

Table 1. Results of Experiment 1 and 2: Classification accuracy and p-value

p(w) method Experiment 1 Experiment 2

accuracy p-value accuracy p-value

No stopword 0.6828 - 0.5412 -

Attention in incorrect documents Complete 0.6658 2.406 × 10−3 0.5000 9.143 × 10−5

Probabilistic 0.6648 3.310 × 10−3 0.4883 2.901 × 10−7

Attention difference Complete 0.6858 5.270 × 10−1 0.5413 9.905 × 10−1

Probabilistic 0.6838 8.394 × 10−1 0.5475 4.170 × 10−1

Normalized attention difference Complete 0.6923 1.157 × 10−1 0.5395 7.686 × 10−1

Probabilistic 0.6835 8.959 × 10−1 0.5476 2.946 × 10−1

1 https://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking.

https://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking
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4.2 Experiment 1. Rakuten Dataset: Evaluation Point

Datasets. Rakuten Dataset2 is a dataset published by the National Institute
of Informatics. The Rakuten Ichiba data includes about 280 million product
data, 70 million product review data, and 22.5 million store review data. We use
the following two items from the Rakuten Ichiba product review data: review
text and evaluation score. We assign labels to review texts based on evaluation
points. We assign negative labels to texts with evaluation points of 1 and 2,
neutral labels to texts with evaluation points of 3, and positive labels to texts
with evaluation points of 4 and 5. We perform a 3-class classification: negative,
neutral, and positive. We collect 2,000 data for each label.

Result and Discussion. We show the classification accuracy when classify-
ing the test data and the p-value when performing the t-test in the column
of Experiment 1 in Table 1. Column p(w) in the table shows the value use as
the probability of the word w is a stopword. “No stopword” indicates that the
system classifies without stopword removal. The column of “method” shows the
method of stopword removal proposed in Sect. 3.2. “Complete” indicates Method
1, which uses a stopword list. “Probabilistic” indicates Method 2, probabilistic
removal. Bolded text indicates improvements in accuracy over the case with-
out stopwords. We find the highest accuracy when we focus on the normalized
attention difference and use the complete removal to remove stopwords.

We find that when we remove stopwords by focusing on the attention in incor-
rect documents, both methods are less accurate than when we do not remove
stopwords. Therefore, it is better to generate stopwords by focusing on the atten-
tion difference or normalized attention difference rather than focusing on atten-
tion in incorrect documents.

The complete removal is more accurate than the probabilistic removal. For
positive, negative, and neutral classification using the Rakuten dataset, it is
better to use the complete removal to remove stopwords.

Figure 1 shows an example of a text that uses the complete removal based on
normalized attention differences to remove stopwords. Words with much more
attention are darker in color. We expect that darker-colored words are words the
classifier focuses on when classifying. Without stopword removal, the classifier
predicts a label different from the correct label. Without stopword removal,
attention to the word “safely” is high. The system removes the word “safely”
from the input document as a stopword by using the complete removal to remove
stopwords. With stopword removal, the classifier predicts the same label as the
correct label. We can say that we have successfully remove the words that cause
incorrect predictions.

The average number of words in the stopword list is 142 when using the
attention in incorrect documents, 38 when using the attention difference, and

2 Rakuten Group, Inc. (2014) : Rakuten Dataset. Informatics Research Data Repos-
itory, National Institute of Informatics. (dataset). https://doi.org/10.32130/idr.2.
0.

https://doi.org/10.32130/idr.2.0
https://doi.org/10.32130/idr.2.0
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Fig. 1. Comparison of attention before and after stopword removal in Experiment 1.

77 when using the normalized attention difference. The number of stopwords is
large when focusing on the attention in incorrect documents. It seems likely that
words that are useful for classification could be stopwords.

For positive, negative, and neutral classification using the Rakuten dataset,
it is better to focus on the attention difference or normalized attention difference
and to use the complete removal to remove stopwords.

4.3 Experiment 2. Rakuten Dataset: Usage

Datasets. We use the Rakuten dataset. We use the same dataset as in Experi-
ment 1 presented in Sect. 4.2. We perform classification for different purposes on
the same text data. In Experiment 2 we use a different item from Experiment 1.
We use the following two items from the Rakuten Ichiba product review data:
review text and usage. We use the “Usage” item in the dataset as a label. Six
labels exist in the “Usage” items, such as “Practical and daily use”, “Gifts,” and
so on. We use labels in the dataset to classify six classes.

Result and Discussion. We show the classification accuracy when classifying
the test data and the p-value when performing the t-test in the column of Exper-
iment 2 in Table 1. We find the highest accuracy when we focus on normalized
attention differences and use probabilistic removal to remove stopwords.

When the system removes stopwords by focusing on incorrect documents,
both methods result in less accurate text classification than when the system
does not remove the stopwords.

attention difference, we find that the classification accuracy is higher with
the probabilistic removal than with the complete removal. We can say that it
is better to use probabilistic removal to remove stopwords when classifying the
usage of products using the Rakuten dataset.

The accuracy of classification with probabilistic removal does not change
much before and after normalizing for differences in attention. Attention differ-
ences have a minimum value of 0 and a maximum value of 0.92. Normalizing the
range of values from 0 to 1 do not change values much. Therefore, the removal
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Fig. 2. Comparison of attention before and after stopword removal in Experiment 2.

probability of each word does not change much, and the accuracy does not differ
much.

Figure 2 shows two examples. These two examples are cases of stopword
removal by probabilistic removal focusing on the normalized attention differ-
ence. In the above example, “cute” has high attention before stopword removal.
Therefore, “cute” is likely to be a factor causing incorrect prediction. The sys-
tem remove “cute” from the input document by probabilistic removal. The clas-
sifier can predict correctly by removing words causing incorrect predictions. The
below example shows that the system does not remove “cute”. Figure 2 shows
that attention to the word “cute” is higher after the stopword removal than
before the stopword removal. The classifier can predict correctly by focusing
on “cute”. There are documents that the classifier could classify correctly by
removing “cute”. There are documents that the classifier could classify correctly
without removing “cute”. Even words with high attention when the classifier
makes incorrect predictions do not necessarily have a negative effect on classifi-
cation accuracy. Therefore, it is not appropriate to remove all those words.

For classification by usage of products using the Rakuten dataset, it is better
to use probabilistic removal to remove stopwords by focusing on the normalized
attention difference.

4.4 Experiment 3. Twitter Dataset

Datasets. Twitter Japanese Reputation Analysis Dataset [10]3 is a dataset
published by Suzuki Laboratory, Gifu University. The dataset contains tweet
IDs for tweets circa 2015-2016, IDs for genres such as cell phones, status IDs to
get the tweet text, and three types of labels: positive, negative, and neutral. In
our experiment, we use tweet texts and three types of labels: positive, negative,
and neutral. In the dataset, there are texts with multiple labels. We use texts

3 https://www.db.info.gifu-u.ac.jp/sentiment analysis/.

https://www.db.info.gifu-u.ac.jp/sentiment_analysis/


Attention Based Stopword Generation for Neural Network 537

Fig. 3. Comparison of attention before and after stopword removal in Experiment 3.

with one label: positive, negative, or neutral. We perform a 3-class classification:
positive, negative, and neutral. We collect 1,400 data for each label.

Result and Discussion. We show the classification accuracy when classifying
the test data and the p-value when performing the t-test in the column of Exper-
iment 3 in Table 2. We find the highest accuracy when we focus on the attention
difference and use the complete removal to remove stopwords.

We find that when we remove stopwords by focusing on the attention in
incorrect documents, both methods are less accurate in text classification than
when we do not remove stopwords. Therefore, it is better to generate stopwords
by focusing on the attention difference or normalized attention difference rather
than focusing on attention in incorrect documents.

We find that the classification accuracy is higher with the complete removal
than with tha probabilistic removal. For positive, negative, and neutral classi-
fication using the Twitter dataset, it is better to use the complete removal to
remove stopwords.

Figure 3 shows a text that the classifier can predict the correct label by stop-
word removal. The above example shows a visualization of attention when the
system classifies without stopword removal. The below example shows a visual-
ization of attention when the system classifies with stopword removal. We focus
on the attention difference and remove stopwords using a stopword list. Figure 3
shows no change in the input document before and after stopword removal. For

Table 2. Results of Experiment 3 and 4: Classification accuracy and p-value

p(w) method Experiment 3 Experiment 4

accuracy p-value accuracy p-value

No stopword 0.7297 - 0.8971 -

Attention in incorrect documents Complete 0.6738 7.929 × 10−6 0.8971 9.999 × 10−1

Probabilistic 0.6983 3.372 × 10−3 0.8911 7.238 × 10−2

Attention difference Complete 0.7364 4.587 × 10−1 0.8969 9.468 × 10−1

Probabilistic 0.7307 9.126 × 10−1 0.9013 2.343 × 10−1

Normalized attention difference Complete 0.7360 5.356 × 10−1 0.9016 2.583 × 10−1

Probabilistic 0.7326 7.646 × 10−1 0.8984 7.471 × 10−1
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this example, the system does not remove words likely to cause incorrect pre-
dictions. However, the prediction label change before and after the stopword
removal. It seems that attention has change to be able to classify correctly.
Sometimes classifiers can predict correctly by changing the attention when train
with documents with stopword removal. The stopword removal also affect the
classification results for documents that do not contain stopwords.

For positive, negative, and neutral classification using the Twitter dataset,
it is better to focus on the attention difference and to use the complete removal
to remove stopwords.

4.5 Experiment 4. Livedoor News Corpus

Datasets. Livedoor news corpus4 is a dataset published by RONDHUIT. This
corpus is a collection of data from livedoor news website operated by NHN
JAPAN Corp. The dataset contains 7,376 news articles, including URL, date,
title, and body text. There are nine categories of news articles. Each category
contains between 512 and 901 news articles. We perform a 9-class classification
that predicts categories from the body text of news articles. There is a bias in
the number of data across categories. Therefore, we set each category to have
the same number of data as the category with the least number of data. We
collect 500 data for each label.

Result and Discussion. We show the classification accuracy when classifying
the test data and the p-value when performing the t-test in the column of Experi-
ment 4 in Table 2. We find the highest accuracy when we focus on the normalized
attention difference and use the complete removal to remove stopwords.

We discuss the case of using stopwords focusing on the attention in incorrect
documents. There is no change in accuracy when we use the complete removal.
Accuracy decrease when we use the probabilistic removal. Stopwords focusing
on attention in incorrect documents are not effective in improving accuracy.
It is better to generate stopwords by focusing on the attention difference or
normalized attention difference.

We focus on accuracy when we use the stopword list. Accuracy is high when
we focus on normalized attention differences. By normalized attention differ-
ences, The system has set stopwords well. Using the attention difference is
less accurate in text classification than without stopwords. The system does
not remove enough words causing incorrect predictions. When the number of
removed words is small, there is a possibility that the classification accuracy will
decrease.

For classification by news categories using the livedoor news corpus, it is
better to focus on the normalized attention difference and to use the complete
removal to remove stopwords.

4 http://www.rondhuit.com/download.html#ldcc.

http://www.rondhuit.com/download.html#ldcc
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5 Conclusions

In this paper, we propose methods to generate stopword list to improve the accu-
racy of a document classification task for classifiers using BERT. We construct
a system that generates stopwords using the attention of words that appear in
incorrectly classified documents but not in correctly classified documents.

The words with high attention in incorrect documents are the factors causing
the classifier to make incorrect predictions. Therefore, we generate stopwords by
focusing on the attention in incorrect documents. Words with high attention in
correct documents help the classifier to make correct predictions. We consider
generating stopwords by focusing only on attention in incorrect documents is
not a good idea. It would be a good idea to use words with high attention in
incorrect documents and low attention in correct documents as stopwords. We
focus on the difference between attention in incorrect documents and in correct
documents.

We propose two methods for generating stopwords. The first method is to
generate a stopword list. The system removes the words in the stopword list from
input documents. The second is a method that the system probability decides
whether or not to remove each word in input documents.

We conduct experiments to confirm the effectiveness of stopword generation
using our methods. Experimental results show that there are cases using stop-
words generated by our method that improve the classification accuracy. We can
see texts for which the classifier predicts the correct label by removing words
with a large attention difference. Words with high attention in incorrect docu-
ments are factors causing the classifier to make incorrect predictions. Removing
these words from input documents improves classification accuracy. Sometimes
classifiers can predict correctly by changing the attention when train with doc-
uments with stopword removal. We found that when we remove stopwords by
focusing on the attention in incorrect documents, both methods are less accurate
in text classification than when we do not remove stopwords. Stopword genera-
tion focusing only on attention in incorrect documents was not a good idea. This
method has the potential to remove words that are important for correct pre-
dictions. We cannot say that words with high attention in incorrect documents
are necessary factors that lead to incorrect predictions. It is better to generate
stopwords by focusing on the difference in attention rather than focusing on
attention in incorrect documents.

In some cases, stopwords generated by our methods improve classification
accuracy. Generating stopwords by focusing on attention may improve classifi-
cation accuracy. There is a significant difference of 88%, but it is not significant
enough. Therefore, we aim to generate stopwords that can improve classifica-
tion accuracy significantly enough. In our proposed methods, after the system
builds the model, the system classifies the test data and sets the probability of
word removal. After that, the system builds a classification model by learning
the text data with stopwords removal. Our method requires the construction of
two classification models. We aim to improve classification accuracy by setting
an appropriate probability of word removal for each word in only one model. We
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think of a method to determine the probability of word removal for each word in
input documents during model training. In addition, we have only experimented
on Japanese datasets. In the future, we would like to test our method on texts
in other languages to see if it is effective.

Acknowledgements. This paper is partly supported by JSPS KAKENHI 19H04218,
23H03694.
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Abstract. This paper proposes a method of enabling users to memorize
important information obtained from daily Web browsing by letting them
manage their browsing history as cards. People always encounter a lot of
information on websites, but most of it is forgotten even if needed later.
Therefore, we implemented a memory retention support system based
on card creation and management. This system allows users to make
cards semi-manually using their website browsing history. The system
displays the cards in an easy-to-view manner and provides management
functions. By creating and organizing the cards that summarize their
daily browsing activities and reviewing the cards they collected, users
can realize what they value and recall necessary information more easily.
The results of the user study in which the participants used the system
for a Web search task demonstrated that the proposed semi-manual card
creation has positive effects on memory retention after four days.

Keywords: Information Access · Memory · Browsing History · Index
Card

1 Introduction

Historically, people have used cards to summarize unorganized information and
make it stick in their memory. Such cards used to manage and learn from infor-
mation are generally called “Index Cards,” and many applications and styles
are being introduced. Organizing and remembering information through card
management is common and leads to the proposal of various applications.

Here, let us consider a method to apply such card-based memory retention
techniques to Web browsing. Organizing miscellaneous information on the Web
as cards will likely make it stay in one’s memory. In addition, looking back at
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Fig. 1. A screenshot of the proposed
semi-manual card creation.

Fig. 2. A screenshot of the proposed card
list for review.

the created cards and comparing them with the previously accumulated cards
will make the user aware of their interest and aid in decision-making.

To this end, this paper proposes a system that takes a day’s website browsing
history as an input and allows users to summarize it as cards semi-manually.
Figure 1 shows an overview of the system. With the support of this system,
users can summarize information gained from the websites visited on that day
into a card about the size of a business card.

The system also allows users to collect and manage the cards they created,
as shown in Fig. 2. Before proceeding to the card-making process, the system
shows the list of cards the user has previously created. As a result, users can
create, collect, and manage cards daily, allowing them to organize and make use
of important or interesting information from the Web.

For evaluation, we implemented a Google Chrome browser extension proto-
type to prove that such a system is helpful. We conducted a subject experiment
that lets participants use our prototype system for an information retrieval task,
and checked the degree of memory retention after four days.

2 Related Work

This section introduces some related studies on website browser history analysis,
card-making in the field of education, and lifelog analysis and visualization.

2.1 Web Browsing History Analysis

The analysis of Web browsing history that aims at making browsing experiences
more comfortable and meaningful has been researched frequently. As an example,
Wexelblat et al. [7] propose a method to visualize the users’ paths during website
browsing as a graph. There are several studies that visualize website browsing
history and encourage knowledge retention. For instance, Xu et al. [8] express
website browsing history as an undirected semantic graph based on a spring
model. Our research focuses on encouraging users to look back at websites and
also keep important information in memory. Also, our approach expects positive
effects from creating cards semi-manually. This relates to the effect in which
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people feel attached to things they make on their own, known as the “Ikea
Effect [3].”

2.2 Card Making in Education

Since information cards written in the past are considered precious information
resources, there are some studies attempting to digitize such cards [2]. “Hyper-
Card”, one of the most famous Wiki-like electronic card management systems,
is proven to be effective for education [1]. Hidayat et al. [4] propose a method
to associate paper information cards and electronic devices with an education
support system for smartphones using AR (Augmented Reality) technology. Our
study aims to apply such phenomenon that these cards are effective for memory
retention and organization to Web browsing.

As a method to create paper cards from operation history, Shoji et al. [6]
propose an application to automatically presume the interests of the visitors
from their museum guide device and create a postcard as a souvenir.

2.3 Lifelog Analysis

Website browsing history is related to lifelog analysis, which analyzes pho-
tographs and activity data for visualizing and recording what users saw. As
an example, Pirsiavash et al. [5] propose a method to analyze photographs as
lifelogs and determine what events occurred at certain times.

In contrast to such lifelogging strategies, webpage information is more com-
plex since it contains more detailed information and involves doing several tasks
simultaneously using multiple tabs. Therefore, we propose a method to manage
information semi-manually instead of classifying and choosing a representative
out of it automatically.

3 Method

This section will cover our methods using the actual implementations for Google
Chrome as an example. Our system consists of a Google Chrome extension API
module for loading website browsing history, a front-end module for card making,
and a server-side module for storing and organizing cards.

3.1 Extraction of Phrase Candidates from Website Browsing
History

First, the system reads the webpage contents from the website browsing history
using the Google Chrome API and infers important keywords. Next, morpho-
logical analysis is applied to the webpage titles in the loaded website browsing
history. After extracting all words with the analyzer, words analyzed as nouns are
selected as candidates for the important keywords. The keywords’ importance is
chosen from three ranks according to the number of times they appeared in the
titles of the accessed webpages.



544 Y. Saka et al.

3.2 Memory Retention Support with Semi-Manual Card Making

When the user calls the system, it will call the API, extract words from the
day’s browsing history, and calculate the importance of each word. Words with
relatively high importance ranks are added to the cards automatically. In the
initial state, the font size of the keywords is proportional to the three ranks of
importance, and the font colors are set based on this ranking as well.

Users can edit the keywords on this card by adding keywords from the given
list or the keyword input textbox and removing keywords from the card. The
rotation angle, size, and color of the keywords on the card and the card’s back-
ground color can be modified. In addition, users can add tags to the cards for
grouping.

3.3 Reflection Support with Card Management Interface

Immediately after activating the system, the screen shows a random list of the
cards the user created. The cards on the list can be rearranged in the order of
their creation date, or they can be grouped based on their keywords or tags.
Additionally, the view of the list can be changed to only show certain cards by
indicating keywords or tags the cards contain in common. Each card on the list
can be enlarged, and users can revisit the links they have visited from the URLs
associated with each keyword on the card.

The system tries to increase the frequency with which users look back at
cards created in the past. Therefore, the card-making button does not appear
on the initial screen, and the user has to scroll through the card list screen to
find the button at the end.

4 Evaluation

We empirically evaluated the memory-retention-support effect of the proposed
method through short-term website search tasks.

4.1 Comparison Methods

In the experiment, the effects of making cards semi-manually and reviewing cards
are evaluated by comparing the following five methods:

– Semi-manual creation + Review: participants can create cards semi-
manually and review them by managing the cards;

– Semi-manual creation + No Review: participants can create cards semi-
manually, but they cannot review the cards;

– Automatic creation + Review: participants only get to review the cards
created automatically;

– Automatic creation + No Review: participants only get to see the cards
immediately after they are automatically generated;

– No assistance: participants are not involved in card-making or reviewing.
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Table 1. The average ratio and number of items remembered immediately after the
task and four days later (two subjects for each task, maximum of seven items).

Immediately after 4 days later

Semi-manual Creation + Review 1.00 (7.0 / 7.0) 0.93 (6.5 / 7.0)

Semi-manual Creation + No Review 1.00 (7.0 / 7.0) 1.00 (7.0 / 7.0)

Automatic Creation + Review 0.93 (6.5 / 7.0) 0.57 (4.0 / 7.0)

Automatic Creation + No Review 1.00 (7.0 / 7.0) 0.86 (6.0 / 7.0)

No Assistance 1.00 (7.0 / 7.0) 0.79 (5.5 / 7.0)

4.2 Experimental Tasks

In the short-term evaluation experiment, the participants were provided with
one of these two tasks:

– Make a travel plan to Hamamatsu City (a local area in Japan);
– Think of a menu for a casual wedding party.

Participants were assigned to each of the ten patterns that can be formed
from the combination of the two tasks and the five methods (see Sect. 4.1). Each
participant was assigned seven items consisting of a decision target and several
requirements to investigate for the given task.

The participants were given 20 min to search the Web for information to help
them decide about the items in the task. After searching, the participants either
started making cards, reviewed the cards they created, or simply did nothing,
according to the assigned card-making method. When the participants finished
these, they were orally asked about their decisions for each item in the topic.
Four days later, the participants were asked what they remembered about their
final decisions for the items again.

4.3 Experimental Results

Table 1 shows the average number and ratio of the items the participants could
recall on the day of the short-term experiment task and four days after that day.
In evaluating the memory consistency of the items immediately after the task
and several days later, cases in which participants forgot the main contents were
judged as “inconsistent memory.”

The results show that the memory consistency rates of the participant groups
that made cards semi-manually were relatively high on the day of task execu-
tion and several days later. However, regardless of card making, the participant
groups that reviewed the cards had lower memory consistency rates.

5 Discussion

This section discusses the effectiveness of creating cards semi-manually and
reviewing them based on the results of the evaluation experiments.



546 Y. Saka et al.

The participants who edited the cards tended to have a high memory con-
sistency rate several days later. From this result, it can be inferred that editing
cards manually has a specific effect on memory retention. On the other hand,
participants involved in card management had comparatively lower memory con-
sistency rates than those who were not involved. Therefore, we could not seek a
positive effect from organizing cards.

6 Conclusion

In this paper, we proposed a system that allows users to retain the information
they gained from the internet on a particular day by summarizing and organizing
their website browsing history with cards. From the results of the short-term
evaluation experiment, it can be concluded that the proposed semi-manual card-
making has some effect on memory retention.

We plan to conduct a long-term experiment to verify the effects of card
editing and organizing in the future. Furthermore, we would like to upgrade the
system’s functions to improve its usability and increase the memory retention
support effect.
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Abstract. We explore solutions for text classification applied to online
cooking recipes, in amultitask, multilingual approach. Themain objective
is designing a solution that ensures high accuracy on the prediction tasks
from, but not constrained to, 6 European Languages, considering also the
cross-lingual transferability. The challenges of the problem are structured
on two main dimensions: (1) data driven - such as imbalance and noise in
the training data, and (2) solution driven - such as multilingualism, or the
need to easily extend the model to new languages. We propose a solution
focusedontheXLM-Rarchitecture,fine-tunedjointlyonall tasks.Weapply
self-supervised domain adaptation via additional pre-training and analyze
the enhancements produced by performing a 0-shot evaluation for under-
represented languages.Compared to basic languagemodeling solutions,we
obtained an increase of 1.32% and 2.42%, respectively for the twomost dif-
ficult classification tasks. In the 0-shot context, the absolute improvements
are of 16.71% and 7.83% respectively, on underrepresented languages.

Keywords: Language Models · Multitask · Multilingual · Text
Classification · Domain Adaptation · Cross-lingual transfer ·
Knowledge transfer

1 Introduction

With the advent of large language models and their increased semantic compo-
sitionality abilities, learning to perform multiple tasks, in multiple languages,
at the same time, has become more or less common practice. In this paper we
explore such a setup, in which we solve three recipe classification problems in
a parallel manner, using a pre-trained large language model as backbone, on
which we perform additional in-domain pre-training and joint fine-tuning. We
perform preliminary experiments on three encoder-based models, and find that
XLM-RoBERTa (XLM-R) [1] obtains the best overall results. We further investi-
gate the multilingual and cross-lingual capabilities of the best fine-tuned model,
and find that the language imbalance has a significant effect on classification
performance, for all three problems. The contributions of the current paper are:

– to propose a joint, multi-lingual recipe classification model which solves three
related text classification tasks

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Delir Haghighi et al. (Eds.): iiWAS 2023, LNCS 14416, pp. 547–552, 2023.
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– to perform an ablation study on which parts of the recipe are the most infor-
mative

– perform in-domain pre-training to boost performance in under-represented
and low resource languages

– perform an analysis on the 0-shot capabilities of the model (language-wise)

2 Proposed Solution

The data contains three separate classification tasks, related to various technical
aspects of a cooking recipe. This information is not specifically present in the
text of the recipes and must be inferred by having a solid understanding of the
recipe as a whole. The first classification task, protein, refers to the presence or
absence of meat in the dish. Way of browning describes the type of browning and
caramelization of the final product (also a binary classification problem). This is
known to be affected by the ingredients of the dish, the method of cooking and
the thickness of the dish. Way of drying is the hardest task, as it is multilabel
and heavily imbalanced. It is also a multiclass problem, influenced by many
factors from the recipe, such as the cooking technique, ingredients, the thickness
of the food, the category of the recipe and so on.

2.1 Data Description

The dataset consists of 53.000 oven recipes, inequally distributed across 6 Euro-
pean languages. For each recipe in the dataset, we have the url, the language
and a set of annotations performed by domain experts, including the labels for
the three target tasks. We use the recipe scrapers library1 to extract various
information from the raw html, such as: recipe title and cooking instructions,
ingredients, etc. The data poses two important challenges: multilingualism, and
imbalance in all three classification problems.

2.2 Joint Classification Model

The proposed solution relies on fine-tuning a pre-trained, multi-lingual, large
language model belonging to the MLM family [1,2]. We use a single linear layer
on top of the [CLS] token produced by the language model, to which we apply
dropout regularization and Softmax to produce the output. All the layers of the
model are affected by backpropagation during fine-tuning.

Since we have to solve three classification tasks, which might share a cer-
tain amount of information between them, we should use three different models.
However, we choose to train a single, multitask model for all three. Figure 1 illus-
trates this process. By training for the three tasks in such a joint manner, we aim
to exploit their relations and similarities and also decrease training, inference,
deployment and maintenance costs. As Fig. 1 shows, the new global loss function
is a linear combination of the individual losses of the required classification tasks
[3]. We used uniform weighing in the loss combination strategy.
1 Available at: https://github.com/hhursev/recipe-scrapers.

https://github.com/hhursev/recipe-scrapers
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Fig. 1. Joint classification model architecture

In-Domain Pre-training. Because of the language imbalance challenge posed
by the data, we need to consider a strategy for enhancing the model for the
underrepresented languages, since we assume that fine-tuning on the available
data will not be sufficient to reach an acceptable performance in all languages.
Consequently, we apply unsupervised, in-domain pre-training using Masked Lan-
guage Modeling on a set of 490.000 unlabeled recipes in the six languages, espe-
cially targeting the underrepresented ones. Apart from potentially increasing the
value of the context semantics extracted by the model, this technique should also
enhance the cross-lingual transfer ability of the model. As a result, we expect
the model not only to have a better performance on the richly represented lan-
guages in the labeled dataset, but also to better transfer the knowledge gained
via fine-tuning to other languages that were not seen at this step (like Spanish
or Portuguese). This method also provides an efficient mechanism of extending
the supported languages of the model, without the need of labeling new recipes.

3 Experiments

We have used stratified sampling to split the available data into: a training
dataset, comprising 80% of the total recipes, a validation dataset, 10% of the
data, and a test dataset containing the remaining 10%. The solutions that used
transformer-based language models were fine-tuned for a maximum of 6 epochs.
As training parameters, we used batches of size 32, a learning rate of 5e-5 and
AdamW as optimizer. During the fine-tuning process we also clipped the gradi-
ents to 1 in order to limit overfitting.
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The evaluations addressed several research questions: first, we compared the
joint model with baselines, considering several backbone models: mBERT [4],
Longformer [5] and XLM-R [1]. We then perform a feature ablation study, to
identify which parts of the recipe hold the best predictive power on the target
concepts. Third, we study the effect of in-domain pre-training, especially on
low resource languages, and perform a systematic evaluation of the cross-lingual
capabilities of the best model, both with and without pre-training.

3.1 Comparison with Baselines

The results in Table 1 indicate that the best performing model is the XLM-
R model joint. We also observe that the joint version always outperforms the
simple versions of the model, where we fine-tune one model for each task. This
strongly indicates the value that knowledge transfer has for our tasks, as the
model learns valuable knowledge and semantics from one task that may help it
better inferring on the other.

Table 1. Accuracy of baseline models

Model Protein Way of Browning Way of Drying

Bag Of Words + Logistic Regression 95.47% 82.58% 77.82%

TF-IDF + Logistic Regression 95.22% 84.69% 80.86%

Longformer 96% 87.10% 82.61%

Longformer Joint 96.60% 89.20% 82.50%

mBERT Joint 96.40% 88.60% 82.50%

XLM-RoBERTa 97.15% 88.40% 82.61%

XLM-RoBERTa Joint 96.69% 89.36% 82.89%

3.2 Feature Ablation Study

We consider various types of data included in the recipe, exploring multiple
forms of the information: text features, numerical features or encoded features.
The information blocks we experimented with are the title, instructions, oven
settings and the ingredients of the recipe. Based on experimental results, we
conclude that the use of the title and recipe instructions in textual form is
sufficient for our tasks, as it has good performance and low degree of added
complexity to the language model architecture.

3.3 Effect of In-Domain Pre-training

As explained in Sect. 2.2, we also perform in-domain model adaptation, using
two different approaches, both based on Masked Language Modeling. First one
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treats each individual recipe as a different entry (Individual). The second merges
all the recipes and considers blocks of 512 tokens for the MLM Process (Block).

Table 2 presents the comparison between the default XLM-R model and the
pre-trained versions in a joint training context. We can see that both pre-trained
solutions are outperforming the default model, especially for Way of Drying
task. Thus, the domain adaptation proves to bring enhancements in the overall
performance, especially for the individual method.

Table 2. Accuracy of domain adapted models

Model Protein Way of Browning Way of Drying

XLM-R Joint (No Pre-train) 96.69% 89.36% 82.89%

XLM-R Joint (Individual) 96.94% 89.72% 85.03%

XLM-R Joint (Block) 96.67% 89.77% 84.72%

Another aspect that must be considered is the enhancements brought for
each language. We are expecting to enhance the performance of underrepresented
languages using the domain adaptation, as we want to increase the cross-lingual
transferability of the model for the cooking domain. We can see in Table 3 the
comparisons of accuracy per language for the classification problems. The great-
est enhancements are for the underrepresented languages, especially for the Way
of Browning and Way of Drying tasks, for French, Swedish and Italian.

Table 3. Pre-training enhancements across languages - Accuracy

Model German English French Italian Dutch Swedish

No Pre-train - Protein 97.34% 96.99% 97.23% 95.22% 93.55% 96.47%

Individual- Protein 97.64% 96.94% 97.52% 97.56% 93.55% 95.06%

No Pre-train - Browning 90.55% 89.09% 87.89% 88.04% 86.95% 80.00%

Individual - Browning 90.82% 88.26% 93.26% 89.27% 87.10% 81.48%

No Pre-train - Drying 84.73% 83.79% 76.47% 78.47% 78.46% 74.12%

Individual - Drying 87.12% 85.29% 78.72% 81.95% 79.19% 82.72%

3.4 Cross-Lingual Capabilities

In order to assess and quantify the cross-lingual capabilities of the model we
perform a 0-shot evaluation. We want to evaluate the behaviour of the model on
the classification tasks for languages that were not seen at fine-tuning. Thus we
can measure how well the model transfers the knowledge obtained in the fine-
tuning step to other languages. We fine-tune the model on the well represented
languages from our labeled dataset. This represents 76% of recipes, in English



552 V.-A. Negru et al.

and German. Then we measure the performance on the rest of the languages,
comparing the pre-trained model with the default XLM-R language model.

The results in Table 4 show a great improvement brought by the pre-training
on the cross-lingual transferability. We can see that – for every language – the
overall accuracy improved, heavily enhancing the performance for the Way of
Browning task, where the final scores are comparable to the scores of the model
fine-tuned on all the languages. The cross-lingual transfer of the model is minimal
for the most difficult task, Way of Drying, proving that for harder tasks, a mere
pre-training does not reach similar scores as fine-tuning the model in the desired
language.

Table 4. 0-shot analysis - Accuracy

Model Language Protein Way of Browning Way of Drying

XLM-R Pre-trained nl 92.02% 82.35% 72.97%

XLM-R nl 90.97% 68.26% 64.18%

XLM-R Pre-trained fr 94.58% 82.58% 69.33%

XLM-R fr 94.47% 50.09% 52.93%

XLM-R Pre-trained it 96.06% 84.62% 60.71%

XLM-R it 95.36% 68.50% 51.52%

XLM-R Pre-trained sv 94.53% 70.89% 54.87%

XLM-R sv 94.93% 66.76% 57.94%

4 Conclusions

In this paper we propose performing fine-tuning on a pre-trained language model
in a joint manner, to exploit hidden interactions between three text classifica-
tion tasks related to the cooking domain. Preliminary experiments indicate that
XLM-R obtains the best overall performance. We additionally apply in-domain
pre-training to improve its behavior on underrepresented languages. Also, we
investigate its multilingual and cross-lingual capabilities and find that the lan-
guage imbalance has a significant effect on classification performance, for all
three tasks, but in-domain pre-training significantly alleviates this issue.
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