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Abstract. Direct speech-to-speech translation (DS2ST) is a process of
translating speech from one language to another without using a written
form of the language. Most of the works attempted for DS2ST utilized the
auxiliary network and knowledge from the written form of the language
directly or indirectly to improve the performance. This work proposes
a transformer-based sequence-to-sequence model to perform the DS2ST
task without an auxiliary network. Also, a comparative study is made
with a cascaded system. The experiments are performed with the Prab-
hupadavani dataset in two languages (Hindi and English). The result
shows that with our proposed DS2ST model, a BLEU score of 16.46 is
achieved without using any auxiliary information. We also augmented
the data with speed perturbation and improved the DS2ST performance
BLEU score to 18.58.
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1 Introduction

Speech-to-speech translation (S2ST) is the process of translating the speech of
one to another spoken language. More than 40% of the languages of the world do
not have a written form of the language [1]. Developing translation technology for
such languages is a challenging task. The S2ST system for the languages which
have resources (E.g., text and audio dataset) is already explored in detail with
the help of the cascaded approach [3]. The traditional way to develop the S2ST
system is a cascaded approach. A cascaded S2ST system consists of three mod-
ules: Automatic speech translation (ASR), Machine translation (MT), and Text
to speech synthesis (TTS) [24]. ASR transforms the source language’s speech
into text. MT translates source language text (generated via ASR) into target-
language text. Finally, the target language text is transformed into the speech of
the target language using T'TS. This approach has a few issues due to cascading
error propagation from one module to another. This technique utilizes the text
of both source and target languages to develop the S2ST system. Therefore,
building the S2ST system for languages without a written form (spoken-only
languages) is challenging [1].
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Recently, researchers have started working to develop a direct speech-to-
speech translation (DS2ST) system for spoken-only languages [7,27]. Some
attempts have been made, such as implementing a sequence-to-sequence model
using a Long short-term memory (LSTM) network called Translatotron [4,11].
In the case of a true DS2ST system, the performance of the system was poor,
but with the help of an auxiliary network, it was better, where the written form
of the language information was utilized to improve the performance. The exten-
sion of the same work was done as Translatotron2 to address the over-generation
issues by conditioning the spectrogram synthesizer directly on the output from
the auxiliary target phoneme decoder [10]. With the auxiliary network, Tarans-
latotron2 improves the performance but would still require the target language’s
text. In these two works, a direct mapping is exploited between the source and
the target languages. Some more works were attempted by exploiting the map-
ping function between the discrete representations between the source and the
target language [16,18].

To develop speech technology, the availability of suitable datasets in sufficient
quantity is essential. Over the period of time, for the cascaded S2ST approaches,
sufficient data has been developed [3]. When it comes to the DS2ST system, the
nonavailability of data is severe and lagging significantly as it needs a parallel
speech dataset. The works attempted in the field of DS2ST, the synthetic data
generated using the TTS system is mostly used [12,14]. To overcome this data
scarcity, data augmentation could be a valid solution [5,22]. The augmentation
techniques can improve the speaker, gender, channel, and session variability in
the data artificially. This incorporates more diverse learning for deep learning
networks and improves the system’s performance by handling the acoustic vari-
ation properly encountered during speech translation. Data augmentation offers
a practical and effective solution to handle data scarcity and reduces data col-
lection efforts.

We can learn from the literature that most of the DS2ST systems attempted
without a written form of the language lag in performance compared to the cas-
caded approach [11]. So, a comparative study is needed between the cascaded and
the DS2ST systems to understand both systems’ best use cases and their pros
and cons. In this paper, we are exploring the transformer-based DS2ST system.
The 80-dimensional Mel filter bank features are extracted from the raw speech
and fed to the transformer-based encoder. The features of target spoken speech
are fed to the decoder to train the DS2ST system without using the language’s
written form, as shown in Fig. 1. Apart from the end-to-end DS2ST training, we
also experimented and analyzed the performance with one of the data augmenta-
tion techniques, speech perturbation, to resolve data scarcity. We augmented the
training and the validation dataset with different perturbation factors «. Aug-
mentation increased the dataset by four times compared to the original dataset.
We also developed the cascaded S2ST system to compare its performance with
the DS2ST system. The comparative analysis helps us to develop a more accu-
rate and efficient DS2ST system. The experiments show that the performance of
the DS2ST system improved significantly compared to the previously attempted
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systems, even without the use of the written form of the language. But compared
to the MT and cascaded system, it is still lagging. It gives us proof of concept
that with the help of advanced deep learning models and more speech data, the
task of the DS2ST may be achievable.

The rest of the paper is organised as follows: Sect. 2 describes the proposed
transformer-based DS2ST system, cascaded system and data augmentation using
speed perturbation. Section 3 details the experimental setup, results, and anal-
ysis while developing the systems. Finally, in Sect. 4 we conclude the work and
discuss the future direction.

2 Speech-to-Speech Translation System (S2ST)

Traditionally, the S2ST system can be implemented using the cascaded approach
where three modules, ASR, MT and TTS, concatenate together. Another one is
DS2ST approach, where the spoken speech of one language is translated directly
into another without the use of the written form of the language. In this section,
we are discussing these two approaches in detail.

2.1 Proposed Direct Speech-to-Speech Translation (DS2ST) Model

Recently, end-to-end speech translation got the attention to translate speech of
one language to another directly without using intermediate text. Attempted
works approached this problem in two ways. Firstly, by exploiting the direct
mapping function that exists between the speech of the source and the tar-
get spoken language. Secondly, by exploiting the mapping function that exists
between the discrete representation of the source and the target language speech.
In this work, a transformed-based sequence-to-sequence modeling has been uti-
lized instead of the LSTM architecture in [11] to speed up the model training
and performance.

Transformer Based Speech-to-Speech Translation. Similar to Speech —
Transformer for ASR, we developed a multi-head attention-based trans-
former architecture [8] for the DS2ST task. The model can be formulated as
a sequence-to-sequence model [26]. A sequence-to-sequence model converts an
input sequence, x; = {1, Z2,....x¢} into an output sequence, y; = {y1,y2,....yr}
where in most of the cases, the sequences are different in lengths (¢ # T'). In the
speech translation task, the input speech of the source language is translated
into the target language speech based on conditional probability. 80-dimensional
filter bank features are extracted from both the source as well as target speech to
feed into the transformer network. The encoder takes filter bank features of the
source language and the decoder takes features of the source language as input.
Finally, during inference, the speech in the target language is generated, as shown
in Fig. 1. A sequence-to-sequence model mathematically can be formulated as
follows:

et = encoder(x;, hi_1) (1)
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¢t = attention(h, st—1) (2)
d; = decoder(yi—1, St—1,¢t) (3)

where, e; and d; are the output from the encoder and decoder, ¢; is the context
vector calculated by the attention mechanism.
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Fig. 1. Transformer based speech-to-speech translation.

Encoder. The encoder takes the input sequence and creates a rich input repre-
sentation, such as embeddings. In this work, the 80-dimensional filter bank fea-
tures are extracted as input to the model. The input features are down-sampled
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to a quarter of its size by two 1D-CNN layers [15]. Down-sampling makes it
easier for the encoder layers to process the intact information with features and
reduces memory consumption. The encoder consists of 12 transformer layers
with 256— dimensional hidden units. Each multi-head attention block contains
eight heads in encoder layers. We have used 1024 dimensional inner states for
the feed-forward block followed by Layer-Norm.

Decoder. The decoder takes the output of the encoder (contextual information)
and generates an output sequence. In this work, the decoder of our model is
inspired by transformer T'TS [17], which includes a pre-net and a post-net mod-
ule. The pre-net consists of two fully connected linear layers. The filter bank
features of the target speech are passed into the pre-net as input. The dimen-
sion of the pre-net module is set to 256, followed by two ReLU activations.
We have also experimented by increasing the dimension to 512. However, this
increases the training time instead of making any significant improvement. The
decoder consists of 6 layers, keeping the same hyper-parameters as the encoder.
To reconstruct the target spectrogram from the decoder, we use a 5—layer 1D-
CNN, similar to [23], also called the post-net. The decoder representation from
the post-net module is then fed to a vocoder, which converts it into target lan-
guage speech.

2.2 Cascaded Speech-to-Speech Translation

A cascaded S2ST is a system that translates spoken words from one language
into another with the help of the written form of the language. The process of
S2ST typically involves three modules: ASR, MT and TTS (Fig. 2).

N Glow-
Y W2Vec2.0 Transformer -
*“‘* % ‘%“' * based MT T TT?}X;‘]FI ”.. *’Mh

Source speech Source text Target text Target speech

Fig. 2. Cascaded framework of the Speech-to-Speech translation system.

Automatic Speech Recognition (ASR). ASR system recognizes and tran-
scribes the source language speech into the source language text [3]. Wav2Vec 2.0
is a state-of-the-art technique for ASR [6]. By leveraging a self-supervised app-
roach, Wav2Vec 2.0 can effectively learn and extract meaningful speech represen-
tations without relying on explicit linguistic supervision. This allows the model
to comprehend and identify basic speech elements or phonemes proficiently, even
when provided with unlabeled data. We have utilized the pre-trained Wav2Vec
2.0 model and fine-tuned the network weights concerning our dataset. To fine-
tune the ASR model, we have used the pertained Vakyansh open source model
(CSRIL-23), which is trained on around 10,000 hours of speech collected in 23
Indict languages. The Prabhupadavani dataset consists of 70.5 hours of labeled
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speech data and is used for fine-tuning. A fully connected layer is added to the
top of the deep network to adapt the pre-trained model for the ASR task. This
additional layer was optimized using the connectionist temporal classification
(CTC) loss function, a commonly used loss function for sequence labeling tasks
in speech recognition. After fine-tuning the model, it achieves a word error rate
(WER) of 6.73 in the case of Hindi and 5.91 in the case of the English test
dataset.

Machine Translation (MT). MT translates the source language’s text into
the target language’s text [25]. An encoder-decoder transformer-based deep
learning network is employed for the MT task in this S2ST system. The trans-
former network utilizes self-attention and fully connected layers in the encoder
and decoder components. The encoder consists of twelve layers, incorporating
a multi-head self-attention module and a feed-forward network. Similarly, the
decoder consists of six layers, each comprising masked multi-head attention,
multi-head attention, and a feed-forward neural network. Transfer learning is
employed to enhance the model’s performance and adaptability. The training is
conducted with the help of Adam Optimizer. Each training batch had a maxi-
mum token size of 4096, allowing for efficient computational processing. Byte-
pair encoding (BPE) tokenization was applied to all the models, which helps
to create smaller dictionaries and enhances vocabulary handling capabilities.
By utilizing the transformer network architecture and BPE tokenization, the
MT module of the speech-to-speech translation system effectively translates the
transcribed text generated by the ASR module into the target language text.

Text-to-Speech Synthesis (TTS). The TTS system synthesizes the speech
in the target language from the text translated by the MT in the cascaded
S2ST system. To perform this task, the Glow-TTS has been adapted in this
work, which was initially proposed for image generation [12]. Using the flow-
based generative model, Glow-TTS generates the spectrogram (an intermediate
representation of the speech) for the given text. The model uses the invertible
convolution and affine coupling layers to learn the conditional distribution of
the mel-spectrogram. Also, it leverages the monotonic alignment search (MAS)
algorithm to ensure proper and effective alignment during training between the
speech and text. After the generation of the spectrogram from the text, a HiFI-
GAN vocoder is employed to synthesize it into the target language speech [12].
The vocoder incorporates a generative adversarial network (GAN) that gener-
ates high-quality speech. GAN consists of a discriminator and generator, trained
using an adversarial learning framework. The model uses a multi-resolution
structure, a high-resolution fine-grained feature generator, and a multi-scale
discriminator to improve the quality of synthesized speech significantly. This
ensures the retention of the acoustic and linguistic characteristics of the desired
synthesized speech.
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2.3 Data Augmentation

Data augmentation is a technique commonly used to increase the size and diver-
sity of a training dataset artificially. In this work, we have augmented the Prab-
hupadavani dataset using speed perturbation and investigated the improvement
in the performance of DS2ST.

Speed Perturbation. The speed perturbation modified the original speech by
resampling the audio signal in the time domain to change its speech rate and
duration [9]. If we denote the original audio signal as z(t) and the perturbation
factor as «, the resampled audio signal, y(¢) can be obtained as follows:

y(t) = z(at) (4)

This is equivalent to the following change in the frequency domain:

X(f) = —x(=J) (5)

where X (f) and 2z(L1f) stand for the respective Fourier transforms of x(t)
and y(t). In this way, modifications in speed lead to alterations in the spectral
envelope and audio duration.

3 Experiments and Results

In this section, we will discuss our experiments and analyze the results. Firstly,
we will discuss the dataset used throughout the experiments and then, with the
help of the evaluation matrices, we will analyze the results.

3.1 Data Description

Prabhupadavani dataset is the output of the multi-lingual subtitle generation
project of Vanimedia [2]. Under this project, 1080 audio mini-clips were trans-
lated, containing conversion, lectures, debates and interviews of swami Prab-
hupada (founder of an international community called the Society of Krishna
Consciousness (ISKCON)). The audio clips contain the conversation about Bha-
gavad Gita. The primary objective of the project is to translate the audio into
108 languages. Seven hundred dedicated people are working to achieve it. They
have to write the translated text according to the given audio clips and the
corresponding manually aligned English transcription. The dataset is manually
created, so the quality of the corresponding text is excellent. The current release
of the dataset consists of 26 languages. In this work, we have taken two languages,
Hindi and English, to perform our experiments [21]. For the English language
in the dataset, both audio and text are available, but only text is available for
Hindi. Table 1 illustrates a few examples of English transcription (source) and
the corresponding translations in Hindi from the Prabhupadavani dataset.



Direct Vs Cascaded Speech-to-Speech Translation Using Transformer 265

Table 1. Some example sentences from Prabhupadavanis dataset

Lang / English Hindi

S.N.

1 But Caitanya Mahaprabhu . .
said, "No. Anyone can be- cAfer Aq-2 gqgﬁm’ Tl |

come spiritual master, pro- 1 oft STTeATIA 176 9 Tehell €,
vided he’s conversant with T g forem & Ty oRfd @ |
the science.

2 After all, Krsna is giving

; TE 7o T ST ek T ST
maintenance to everyone. 7 71 ) s forg w21
3 Prabhupada: Maya is noth- .
ing. It is a forgetfulness. LAeRIEt W@“ﬁﬁ% | FeTeh
That’s all. fawmor =@
4 Punah punas carvita-

carvananam (SB  7.5.30). RSk Fgfi?'mgﬁ%?

Adanta-gobhir visata
ST AHYH

tamisra

To perform the S2ST task, we have utilized the fine-tuned TTS described in
Sect. 2.2 to generate the Hindi speech from the available transcriptions. We have
also observed that the quality of the available source speech with the data in
English is noisy as it is recorded in a very open environment during conversation,
discussion and lectures. Between the conversion, multiple speaker’s voices, long
pauses, noise and many filler words are present. The mapping of such speech
with the TTS-generated speech is complicated. To overcome such issues during
DS2ST, we also generated the source English speech using TTS.

The dataset contains around 53, 398 utterances for each language. The train
set consists of 51,301 utterances, while the test and dev sets contain 1,048 and
1,049 utterances, respectively. For further insights, see Table 2.

Table 2. Statistics of Prabhupadavani dataset in terms of number of sentences.

Language | Train | Dev | Test | Total
English | 51301 | 1048 | 1049 | 53398
Hindi 51301 | 1048 | 1049 | 53398

3.2 Evaluation Metrics

The evaluation of our system involves assessing both the translation quality and
the speech quality of the generated output. We follow the setup outlined in
[11] to evaluate the translation quality by applying ASR to the speech output.
We compute BLEU scores by comparing the ASR-decoded text to the reference
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translations. We utilize an open-sourced Hndi ASR model for the ASR com-
ponent that combines Wav2Vec 2.0 pre-training with self-supervised techniques
[6]. This model is pre-trained on 23 Indian languages and fine-tuned on the
Prabhupadavani dataset. It achieves a Word Error Rate (WER) of 6.73 on the
TTS-generated test set. We normalize the reference text to ensure consistency
before computing the BLEU scores using SACREBLEU [20].

3.3 Experimental Set-Up

We have trained the proposed model on the Prabhupadvani corpus [21]. The 80-
dimensional Mel-filterbank is computed with 25ms of the window and 10ms of
overlap duration for the input speech. We have also applied spec augment [19].
The down-sampling task consists of two Conv1lD layers with a kernel size of 5,
stride of 2 and 1024 channels. The encoder and decoder contain eight attention
layers with an embedding dimension of 256. We have trained the model for
3000 epochs using Adam optimizer [13] with 31 = 0.9 and 82 = 0.98. We have
also applied a label smoothing of 0.2 and a learning rate of 107°. We have
used an inverse square root learning rate scheduler with 10k warm-up steps.
The attention dropout and the feed-forward dropout are kept constant at 0.1
throughout the network, while a dropout of 0.5 is applied in the decoder post-net
module.

3.4 Results and Discussion

We evaluated the performance of DS2ST and cascaded translation systems devel-
oped with Prabhupadavani datasets, which contain speech generated by the TTS
system in a male voice. We employed the SACREBLEU metric on ASR transcrip-
tions derived from the translated speech to assess the translation performance.
The text obtained from ASR transcriptions was converted to lowercase, exclud-
ing punctuation marks and apostrophes. It’s important to note that the BLEU
score is traditionally used for evaluating machine translation systems based on
reference translations. However, in this case, we used ASR as an intermediary
step to convert the translation speech to text, which introduces potential errors.
Consequently, the BLEU scores obtained from ASR transcriptions represent a
distorted estimate, providing a lower bound on the translation quality. To ensure
a fair comparison, we utilized an ASR model from Ekstep that was pre-trained
on the 23 languages and fine-tuned with the Prabhupada dataset. This ASR
model served as a common evaluation framework for all the models, including
the baseline models. Furthermore, to generate the audio waveforms from the
predicted mel-spectrograms, we employed the HiFi-GAN vocoder consistently
across all models. Overall, this evaluation methodology allowed us to objectively
compare the translation performance of different speech-to-speech translation
models using a standardized ASR model and estimate their translation quality.
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Objective Evaluation. In this work, we have performed four experiments.
Firstly, we have proposed a DS2ST system, and the system’s performance was
analyzed on Prabhupadavani’s unseen test dataset. We can see from the Table
3 that the system can translate English speech into Hindi without knowing the
language’s written form. The BLEU score we have achieved is 16.46 without any
auxiliary decoder, which was 0.4 in the case of the Translatotron model.

Table 3. Performance analysis of the DS2ST vs cascaded system.

Model BLEU
MT 37.31
Cascaded model 30.90
DS2ST without Aug | 16.46
DS2ST with Aug 18.58

Secondly, we developed a cascaded system to compare the performance of
our proposed DS2ST system. From the Table 3, we see that in comparison to
the DS2ST system, cascaded leads with a high margin of BLEU score of 14.44.
The difference in the BLEU score indicates the difficulty in exploiting the map-
ping function without the written form of the language. Thirdly, we can see a
performance gap when we analyze the result of MT compared to the cascaded
system from the Table 3. This again indicates that when we are embedding the
ASR, generating the source and the target text degrades the performance by a
6.41 BLEU score. Finally, we have checked the data augmentation technique’s
capability in the DS2ST system. In this experiment, we have augmented the
data by four times with speed perturbation. Table3 indicates the significant
improvement in performance by BLEU score 2.12.

Subjective Evaluation. In the subjective study, we conducted an intelligibil-
ity test to assess the performance of different translation models. We randomly
selected 20 translated utterances from each translation model under considera-
tion to ensure an unbiased evaluation. During the intelligibility test, the selected
utterances from different models were played randomly to the listeners. Each
listener was then asked to listen to each utterance once and write down the
sentence they heard based on their understanding.

To evaluate the performance, we compared the sentences written by each
listener with the ground truth, which consists of the correct original text sen-
tences. The percentage accuracy was calculated by determining the number of
words in the sentences that were accurately transcribed out of the total number
of words in the sentences played to the listeners. This process helps us to gauge
the intelligibility of the translations effectively and provides valuable insights
into the effectiveness of the various translation models under study.
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Table 4. Performance analysis with intelligibility score (IS) of the DS2ST vs cascaded
system.

Model %IS

Cascaded model 32.79
DS2ST without Aug | 17.35
DS2ST with Aug | 18.99

The findings from Table 4 indicate that human performance in the intelligi-
bility test aligns with the trends observed in the objective study. Furthermore, it
is noticeable that there is a slight discrepancy in the scores between the human
evaluation and the BLEU metric. This difference may be attributed to higher
human intelligibility and more comprehensive than the assessment provided by
automated metrics like BLEU.

4 Conclusion and Future Direction

In this work, we have developed a transformer-based DS2ST system. Exper-
iments are performed with the Prabhupadavani dataset, where we considered
English as the source language and Hindi as the target language. We also devel-
oped a cascaded S2ST system using the same dataset to compare the perfor-
mance. A comparative study is made between the DS2ST and the cascaded sys-
tem. The results show that the system’s performance has improved significantly
by the BLEU score of 16.60 compared to the earlier DS2ST system (Transla-
totron 0.4). At the same time, when we compare the performance between the
DS2ST and the cascaded system, the DS2ST system still lags significantly. Also,
by comparing the cascaded system with MT, we can see that cascading the ASR
degrades the system performance by a BLEU score of 6.60. From this, we can
conclude that, as of now, the performance of the DS2ST system is lagging com-
pared to the cascaded system, but it is possible to develop the DS2ST system
without the use of the written form of language with the advancement in deep
learning networks. In the future, we would like to explore other deep learning
models and also more data to further improve the performance of the DS2ST
system.
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