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Introduction

The 2023 edition of the conference on Applications in Electronics Pervading Industry,
Environment and Society (Applepies) is held in Genova, Italy, on September 28–29,
at the Polytechnic School (Aula Benvenuto, Department of Architecture and Design).
It is the eleventh edition of the conference, the first one without the presence of its
founder, Prof. Alessandro De Gloria, who passed away this spring. The first article of
these proceedings is devoted to retracing his outstanding human and professional profile.

After a thorough blind-review selection process, 34 full papers and 39 short pre-
sentations have been accepted, covering edge computing, embedded systems, machine
learning, hardware acceleration, computer architecture, etc. The application domains
include transportation, energy, security, health, etc. Moreover, a call for special sessions
has been launched this year. Besides the conference’s main track, there will be for the
first time a special track on “In-Home Measurement and Analysis of Health-Related
Physiological Parameters.”

All these topics show the pervasiveness of today’s electronic engineering, which
calls for multifaceted knowledge and vision to exploit state-of-the-art methods and tools
in information processing, storage, and networking.

Applepies 2023 offers academicians and industry practitioners the possibility of dis-
cussing the design, prototyping, and testing of various electronics-enabled systems and
applications characterized by innovation, high performance, real-time operations, and
requirement compliance (production time, cost, device size, weight, power consumption,
etc.).

Genoa, Italy
Heraklion, Greece
Brest, France
Turin, Italy
Konstanz, Germany
Tarragona, Spain
Genoa, Italy

Francesco Bellotti
Miltos D. Grammatikakis

Ali Mansour
Massimo Ruo Roch

Ralf Seepold
Agusti Solanas
Riccardo Berta



Contents

Alessandro De Gloria

Alessandro De Gloria, a Pioneer in Electronic Engineering Applications . . . . . . . 3
Francesco Bellotti, Elisa Bricco, Agostino Bruzzone, Daniele Caviglia,
Ermanno Di Zitti, Paolo Gastaldo, Daniele Grosso, Lauro Magnani,
Mauro Olivieri, Marco Raggio, Maurizio Valle, Alessandro Verri,
and Riccardo Berta

System Architecture and Hardware Acceleration

Heterogeneous Tightly-Coupled Dual Core Architecture Against Single
Event Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Marcello Barbirotta, Francesco Menichelli, Antonio Mastrandrea,
Abdallah Cheikh, Marco Angioli, Saeid Jamili, and Mauro Olivieri

Wire Bonding: Limitations and Opportunities for High-Speed Serial
Communications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Gabriele Ciarpi, Marco Mestice, Daniele Rossi, and Sergio Saponara

LOKI Low-Latency Open-Source Kyber-Accelerator IPs . . . . . . . . . . . . . . . . . . . . 29
Alessandra Dolmeta, Mattia Mirigaldi, Maurizio Martina,
and Guido Masera

A Universal Hardware Emulator for Verification IPs on FPGA: A Novel
and Low-Cost Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Saeid Jamili, Antonio Mastrandrea, Abdallah Cheikh,
Marcello Barbirotta, Francesco Menichelli, Marco Angioli,
and Mauro Olivieri

Single Event Transient Reliability Analysis on a Fault-Tolerant RISC-V
Microprocessor Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Marcello Barbirotta, Marco Angioli, Antonio Mastrandrea,
Abdallah Cheikh, Saeid Jamili, Francesco Menichelli, and Mauro Olivieri

Secure Data Authentication in Space Communications by High-Efficient
AES-CMAC Core in Space-Grade FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Luca Crocetti, Francesco Falaschi, Sergio Saponara, and Luca Fanucci



viii Contents

On the Usage of Isomorphic Fields in Hardware AES Modules
for Optimizing the Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Luca Crocetti and Sergio Saponara

Speeding Up Non-archimedean Numerical Computations Using AVX-512
SIMD Instructions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Lorenzo Fiaschi, Federico Rossi, Marco Cococcioni, and Sergio Saponara

A 0.94 V Dynamic Bias Double Tail Comparator for High-Speed
Applications in 5 nm Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Valentina Marazzi, Enrico Monaco, Claudio Nani, and Danilo Manstretta

A RISC-V Hardware Accelerator for Q-Learning Algorithm . . . . . . . . . . . . . . . . . 74
Damiano Angeloni, Lorenzo Canese, Gian Carlo Cardarilli,
Luca Di Nunzio, Marco Re, and Sergio Spanò

Efficient Optimization of SFQ-Based Logic Circuits: Introducing a Novel
Methodology for Performance and Design Enhancement . . . . . . . . . . . . . . . . . . . . 80

Laura Di Marino, Francesco Fienga, Vincenzo Romano Marrazzo,
Alessandro Borghese, Giovanni Breglio, Andrea Irace,
Federico Vittorio Lupo, Oleg Mukhanov, Marco Arzeo,
and Michele Riccio

A PUF-Based Secure Boot for RISC-V Architectures . . . . . . . . . . . . . . . . . . . . . . . 87
Stefano Di Matteo, Luca Zulberti, Federico Cosimo Lapenna,
Pietro Nannipieri, Luca Crocetti, Luca Fanucci, and Sergio Saponara

Machine Learning

Neural Architecture for Tennis Shot Classification on Embedded System . . . . . . 97
Ali Dabbous, Matteo Fresta, Francesco Bellotti, and Riccardo Berta

Evaluating the Effect of Intrinsic Sensor Noise for Vibration Diagnostic
in the Compressed Domain Using Convolutional Neural Networks . . . . . . . . . . . 103

Federica Zonzini, Edoardo Ragusa, Luca De Marchi, and Paolo Gastaldo

Cooperative Driver Assistance for Electric Wheelchair . . . . . . . . . . . . . . . . . . . . . . 109
Federico Pacini, Pierpaolo Dini, and Luca Fanucci

Tiny Neural Deep Clustering: An Unsupervised Approach for Continual
Machine Learning on the Edge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Giovanni Poletti, Andrea Albanese, Matteo Nardello, and Davide Brunelli



Contents ix

Investigating Adversarial Policy Learning for Robust Agents in Automated
Driving Highway Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

Alessandro Pighetti, Francesco Bellotti, Changjae Oh, Luca Lazzaroni,
Luca Forneris, Matteo Fresta, and Riccardo Berta

Evaluation of AI and Video Computing Applications on Multiple
Heterogeneous Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

Federico Rossi, Giacomo Mugnaini, Sergio Saponara,
Carlo Cavazzoni, and Antonio Sciarappa

Edge Computing and Sensing

Preliminary Frequency Response Analysis of a Contact Force
Measurement System for Rail Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Giovanni Bellacci, Francesco Neri, Luca Pugi, Andrea Giachetti,
Enzo Barlacchi, and Niccolò Baldanzini

Assembly of Solder Beads with a Surface Mount Technology Resistor
with Optoelectronic Tweezers and Freezing-Drying Techniques . . . . . . . . . . . . . . 146

Abdussalam Elhanashi, Sergio Saponara, Pierpaolo Dini,
Qinghe Zheng, Abdurazak Saide, Weizhen Li, and Steven Neale

A Low Cost Open Platform for Development and Performance Evaluation
of IoT and IIoT Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Massimo Ruo Roch and Maurizio Martina

A Compact Continuous Analyzer of Particulate Matter Radioactivity . . . . . . . . . 162
Christian Riboldi, Daniele M. Crafa, Carlo Fiorini, and Marco Carminati

Data Acquisition System for a 28 nm Flash-ADC Based Programmable
Front End Channel for HEP Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

Andrea Galliani, Luigi Gaioni, and Gianluca Traversi

Preliminary Development of a Full-Digital Smart System for Chest
Auscultation and Further Internet of Medical Things Framework . . . . . . . . . . . . . 175

Matteo Zauli, Lorenzo Mistral Peppi, Valerio Antonio Arcobelli,
Luca Di Bonaventura, Valerio Coppola, Sabato Mellone,
and Luca De Marchi

Reducing Energy Consumption in NB-IoT by Compressing Data
and Aggregating Transmission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

Mohamad Kheir El Dine, Hussein Al Haj Hassan, Abbass Nasser,
Chamseddine Zaki, Azza Moawad, and Ali Mansour



x Contents

Design and Development of New Wearable and Protective Equipment
for Human Spaceflights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Maurizio Pellegrini, Giuseppe Coviello, Giuseppe Brunetti,
Francesco Angelini, Ilario Lagravinese, Giorgia Manca,
Flavio Augusto Gentile, Roberto Vittori, and Caterina Ciminelli

Batteries

Electrochemical and Thermal Modelling of a Li-Ion NMC Pouch Cell . . . . . . . . 199
Aljon Kociu, Luca Pugi, Lorenzo Berzi, Edoardo Zacchini,
Massimo Delogu, and Niccolò Baldanzini

Low-Cost Configurable Electronic Load for Lithium Ion Batteries Testing . . . . . 206
Niccolò Nicodemo, Roberto Di Rienzo, Alessandro Verani,
Federico Baronti, Roberto Roncella, and Roberto Saletti

In-Home Measurement and Analysis of Health-Related Physiological
Parameters

Remote Healthcare System Based on AIoT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
Alberto Cabri, Stefano Rovetta, Francesco Masulli, Akshi Sharma,
Pier Giuseppe Meo, and Mario Magliulo

Oral Health Phenotype of Postmenopausal Women Using AI . . . . . . . . . . . . . . . . 222
Rodion Kraft, Juan A. Ortega, Áurea Simón-Soro, Natividad Martínez,
and Luis González-Abril

Prototyping a Compact Form Factor Module for Physiological
Measurement with Multiple Applications During the Daily Routine . . . . . . . . . . . 229

Erik Stahl, Mostafa Haghi, Wilhelm Daniel Scherz, and Ralf Seepold

Simultaneous Detection of pH, Antioxidant Capacity and Conductivity
Through a Low-Cost Wireless Sensing Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

Riccardo Goldoni, Andrea Ria, Daniela Galimberti,
Paola Dongiovanni, Lucanos Strambini, and Gianluca Tartaglia

On the Assessment of Gray Code Kernels for Motion Characterization
in People with Multiple Sclerosis: A Preliminary Study . . . . . . . . . . . . . . . . . . . . . 241

Matteo Moro, Maria Cellerino, Matilde Inglese, Maura Casadio,
Francesca Odone, and Nicoletta Noceti



Contents xi

Short Contributions

Crack Auscultation in Asphalt Pavements Using Computer Vision . . . . . . . . . . . . 251
Emanuel A. Cortez Médici, Ricardo Petrino, and Ramón Cortez

The SensiTag: An Innovative BAP RFID TAG for Environmental
Multi-sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

Andrea Ria, Andrea Motroni, Francesco Gagliardi, Massimo Piotto,
and Paolo Bruschi

Digital Twins for Remote ECG Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
Stelios Ninidakis, Miltos D. Grammatikakis, and George Kornaros

A Deeply Quantized Classifier for Very Low Resolution ToF Imaging . . . . . . . . . 271
Danilo Pietro Pau, Welid Ben Yahmed, and Jeffrey M. Raynor

On Enhancing the Throughput of the Latched Ring Oscillator TRNG
on FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

Riccardo Della Sala and Giuseppe Scotti

An Advanced Customizable Circuit Simulator to Investigate Memristor
Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284

Riccardo Moretti, Tommaso Addabbo, Ada Fort, and Valerio Vignoli

Monitoring Hardware True Random Number Generators with Artificial
Neural Networks: Problem Modeling and Training Dataset Generation . . . . . . . . 291

Tommaso Addabbo, Gian Domenico Licciardo, Riccardo Moretti,
Alfredo Rubino, Filippo Spinelli, Valerio Vignoli, and Paola Vitolo

Highly-Efficient Galois Counter Mode Symmetric Encryption Core
for the Space Data Link Security Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

Luca Crocetti, Francesco Falaschi, Sergio Saponara, and Luca Fanucci

A Pedestrian Detection Method Based on YOLOv7 Model . . . . . . . . . . . . . . . . . . 304
Binglin Li, Qinghe Zheng, Xinyu Tian, Abdussalam Elhanashi,
and Sergio Saponara

Dynamic Capture Algorithm Based on Visual Background Extractor (Vibe) . . . . 311
Dali Qiao, Qinghe Zheng, Xinyu Tian, Abdussalam Elhanashi,
and Sergio Saponara

Car Recognition Based on HOG Feature and SVM Classifier . . . . . . . . . . . . . . . . 319
Xuanming Zhu, Qinghe Zheng, Xinyu Tian, Abdussalam Elhanashi,
Sergio Saponara, and Pierpaolo Dini



xii Contents

A Microcontroller-Based System for Human-Emotion Recognition
with Edge-AI and Infrared Thermography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Maria Gragnaniello, Alessandro Borghese,
Vincenzo Romano Marrazzo, Giovanni Breglio, Andrea Irace,
and Michele Riccio

Evaluation of a Contactless Accelerometer Sensor System for Heart Rate
Monitoring During Sleep . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

Andrei Boiko, Maksym Gaiduk, Natividad Martínez Madrid,
and Ralf Seepold

Definition of Emotional States Interval for Application of Artificial
Intelligence and Stress Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339

Wilhelm Daniel Scherz, Juan J. Perea, Ralf Seepold,
and Juan Antonio Ortega

Novel Battery Parallelization Approach Using DC/DC Partial Power
Converter in Micro-Grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346

Gianluca Simonte, Roberto Di Rienzo, Niccolò Nicodemo,
Alessandro Verani, Federico Baronti, Roberto Roncella,
and Roberto Saletti

Automated Parking in CARLA: A Deep Reinforcement Learning-Based
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352

Luca Lazzaroni, Alessandro Pighetti, Francesco Bellotti,
Alessio Capello, Marianna Cossu, and Riccardo Berta

Design of a Portable Water Pollutants Detector Exploiting ML Techniques
Suitable for IoT Devices Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358

Antonio Fotia, Antonella Macheda, Mohamed Riad Sebti,
Chiara Nunnari, and Massimo Merenda

A Synthetic Dataset Generator for Automotive Overtaking Maneuver
Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 364

Luca Forneris, Riccardo Berta, Alessio Capello, Marianna Cossu,
Matteo Fresta, Fabio Tango, and Francesco Bellotti

TEMET: Truncated REconfigurable Multiplier with Error Tuning . . . . . . . . . . . . 370
Flavia Guella, Emanuele Valpreda, Michele Caon, Guido Masera,
and Maurizio Martina

Cycle-Accurate Verification of the Cryptographic Co-Processor
for the European Processor Initiative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378

Pietro Nannipieri, Stefano Di Matteo, Luca Crocetti, Luca Zulberti,
Luca Fanucci, and Sergio Saponara



Contents xiii

Machine Learning for SOC Estimation in Li-Ion Batteries . . . . . . . . . . . . . . . . . . . 386
Di Dio Riccardo, Aurilio Gianluca, Di Rienzo Roberto,
and Saletti Roberto

HUSTLE: A Hardware Unit for Self-test-Libraries Efficient Execution . . . . . . . . 392
Nicola Ferrante, Francesco Terrosi, Luca Maruccio, Francesco Rossi,
Luca Fanucci, and Andrea Bondavalli

Towards Context-Aware Classrooms: Lessons Learnt from the ACTUA
Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399

Edgar Batista, Antoni Martínez-Ballesté, Joan Rosell-Llompart,
and Agusti Solanas

Comparison of Lithium-Ion Battery SoC Estimation Accuracy of LSTM
Neural Network Trained with Experimental and Synthetic Datasets . . . . . . . . . . . 405

Luca Amyn Hattouti, Roberto Di Rienzo, Niccolò Nicodemo,
Alessandro Verani, Federico Baronti, Roberto Roncella,
and Roberto Saletti

Smart Kinetic Floor System for Energy Harvesting and Data Acquisition
in High Foot-Traffic Areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411

Gabriele Ciarpi, Ettore Noccetti, Luca Ceragioli, Marco Mestice,
Daniele Rossi, and Sergio Saponara

YoloP-Based Pre-processing for Driving Scenario Detection . . . . . . . . . . . . . . . . . 418
Marianna Cossu, Riccardo Berta, Luca Forneris, Matteo Fresta,
Luca Lazzaroni, Jean-Louis Sauvaget, and Francesco Bellotti

Open Source Remote Diagnostics Platform for Custom Instrumentation
in Nuclear Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 424

Iván René Morales, Maria Liz Crespo, and Sergio Carrato

A Tool for Design and Simulation of Battery Operated Trains . . . . . . . . . . . . . . . . 431
Luca Pugi, Luca di Carlo, Aljon Kociu, Lorenzo Berzi,
and Massimo Delogu

Lightweight Neural Networks for Affordance Segmentation: Enhancement
of the Decoder Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 437

Simone Lugani, Edoardo Ragusa, Rodolfo Zunino, and Paolo Gastaldo

Low-Cost, Edge-Cloud, End-to-End System Architecture for Human
Activity Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 444

Matteo Fresta, Ali Dabbous, Francesco Bellotti, Alessio Capello,
Luca Lazzaroni, Alessandro Pighetti, and Riccardo Berta



xiv Contents

Analysis of the Divider Control Policy for a Fractional Low-Power Time
Synchronization Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

Giuseppe Coviello, Antonello Florio, Giuseppe Brunetti,
Caterina Ciminelli, and Gianfranco Avitabile

Investigating and Importance of Fetal Monitoring Methods and Presenting
a New Method According to Convolutional Deep Learning Based
on Image Processing to Separate Fetal Heart Signal from Mother . . . . . . . . . . . . . 457

Morteza Zilaie, Zohreh Mohammadkhani, Keyvan Azimi Asrari,
and Sadaf Noghabi

Real-Time Sea Monitoring Using FMCW Radar . . . . . . . . . . . . . . . . . . . . . . . . . . . 468
Assil Chawraba, Ali Rizik, Andrea Randazzo, and Daniele Caviglia

Multi-agent Systems for Pervasive Electronics: A Case Study in School
Classrooms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 474

Juvenal Machin, Edgar Batista, and Agusti Solanas

Where Are My Cryptos? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 480
Miquel Calonge, Edgar Batista, Julio Henández-Castro,
and Agusti Solanas

Real-Time Implementation of Tiny Machine Learning Models for Hand
Motion Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487

Razan Khalife, Rawan Mrad, Ali Dabbous, and Ali Ibrahim

Detecting Patient Readiness for Colonoscopy Through Bowel Image
Analysis: A Machine Learning Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 493

Nour Kaouk, Lamis Amer, Tina Yaacoub, Youssef Bakouny,
Chantal Hajjar, Flavia Khatounian, Joseph Amara, Rita Slim,
Ali Mansour, and Cesar Yaghi

Machine Learning Model for Fault Detection in Safety Critical System . . . . . . . . 499
Pragya Dhungana, Rupesh Kumar Singh, and Hariom Dhungana

Modeling and Simulation of Optically Transparent Brain Computer
Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 508

Rayan Kheirldeen, Ali Shaito, Houssein Hajj Hassan, Ali Cherry,
Ali Dabbous, and Mohamad Hajj-Hassan

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 517



Alessandro De Gloria



Alessandro De Gloria, a Pioneer in Electronic
Engineering Applications

Francesco Bellotti1(B) , Elisa Bricco1, Agostino Bruzzone1, Daniele Caviglia1,
Ermanno Di Zitti1, Paolo Gastaldo1, Daniele Grosso1, Lauro Magnani1,
Mauro Olivieri2, Marco Raggio1, Maurizio Valle1, Alessandro Verri1,

and Riccardo Berta1

1 Università degli Studi di Genova, Genova, Italy
{francesco.bellotti,riccardo.berta}@unige.it

2 Università La Sapienza, 00184 Roma, Italy

Abstract. This article aims to sketch the figure of AlessandroDeGloria, a profes-
sor who dedicated his entire life, with generosity and enthusiasm, to engineering
and scientific research. He designed one of the first chips in an Italian univer-
sity and then a set of digital system architectures that contributed to shaping the
then-fledgling field of microprocessors. Also, by founding the Applepies confer-
ence (International Conference onApplications in Electronics Pervading Industry,
Environment and Society), he promoted the intuition of the value for the whole
population of the applications of electronic systems. He pioneered the field of
mobile apps and started a fruitful dialoguewith the humanistic culture, particularly
exploiting virtual reality technologies. In the last few years, he also contributed to
machine learning and big data, particularly in the domain of automated driving.
He founded an MSc program on strategy, intending to shape education in that
field from a rigorous engineering point of view. We believe that his generous and
enthusiastic academic life can be an outstanding example in the face of today’s
challenges of Electronic Engineering and higher education in the broader societal
context.

Keywords: Electronic engineering · Higher education · Electronic system
applications · Embedded systems · Cultural heritage · Virtual reality ·Machine
learning

1 Introduction

The 2023 edition of the International Conference on Applications in Electronics Per-
vading Industry, Environment and Society (Applepies) is the first without Alessandro
De Gloria. He founded the conference in 2013 (Rome) and chaired all the editions until
2017. Then he served as emeritus chair—not honorary role, in his interpretation -. His
last public presence was at Applepies 2022, in Villa Cambiaso, the seat of the Aula
magna of the Polytechnic School of the University of Genova, for the commemoration
of his teacher, Alessandro Chiabrera. Heavily hit by a long-lasting illness, he had care-
fully organized that event, besides overviewing the whole organization, from the keynote
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speeches to the industry-academy dialogue panels. He would have then continued his
academic life, even from remote, and died onMarch 20th, 2023, aged 68, surrounded by
family affection. Given Alessandro’s outstanding figure in the academic landscape, the
authors—professors who collaborated with him at the University of Genova—thought
it would be appropriate to recall him to pass on his memory to new generations and to
those who did not know him personally (Fig. 1).

Fig. 1. Prof. Alessandro De Gloria

Alessandro De Gloria was a Full Professor of Electronic Engineering at the Elec-
trical, Electronics and Telecommunication Engineering and Naval Architecture Depart-
ment (DITEN) of the University of Genova, where he was teaching at the Electronic
Engineering MSc, Engineering Technology for Strategy MSc., Computer Science MSc.
And Art History MA.

He was passionate about Electronic Engineering, particularly digital system design.
He was very attentive to the applications of electronics, as the impactful, “visible”
end of an extremely powerful technology that had rapidly become pervasive, but also
“hidden”, in the world. To promote the study of electronic engineering applications
and the research dialogue with the industries, he founded the Applepies conference
and served as responsible for the “Electronic Systems and Applications” scientific area
within the Società Italiana di Elettronica (SIE), for which he also seated as national
councilor. This was an insightful intuition, as, in the current shortage of Engineering
students, we have realized the value of the applications as a privileged way to illustrate
the fascination and potential of Electronic Engineering to young people.

Alessandro was a person with a remarkable breadth of vision and strongly believed
in the dialogue among people and disciplines. He was long-sighted, full of ideas and
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gifted in planning, but wanted to share his ideas and plans with a wide community. As
mentioned, he served in the SIE, was president of the Electronic Engineering degree
course, and founded the Serious Games Society. He strongly believed in the importance
of the mentality of the Electronic Engineering (able to manage and design hardware and
software systems in an integrated and harmonized view) in the current pervasiveness of
information and communication technologies (ICT).

This article aims to sketch the figure of a professor who dedicated his entire life,
with generosity and enthusiasm, to University, Electronic Engineering and the broader
development of project ideas and knowledge at local, national and international levels.
Having he preferred to be coherent with his intuitions rather than following easy success,
his academic life was challenging and met not infrequent disappointments. The authors
argue that recalling him and learning from his experience can benefit the academic and
R&D community in Electronic Engineering and far beyond.

2 Designing One of the First Chips in an Italian University

Alessandro enrolled in the Electronic Engineering degree course at the Engineering Fac-
ulty of the University of Genoa in 1974. In 1978, under the guidance of Prof. Alessandro
Chiabrera and Giancarlo Parodi, he began the first studies that would lead him, together
with his colleague Daniele Caviglia, to the realization of the degree thesis project. The
aim was to create an arbitrary waveform generator designed to study the reactions of
living cells (primarily) “in vitro” when subject to electromagnetic fields. The generated
signal would then have been suitably amplified to drive the coils surrounding the cellular
samples. The degree exam was held on January 29, 1980, and Alessandro passed it with
honors. An extension of the thesis project, completed the following year, was published
in IEEE Tr. on Instrumentation and Measurement [1].

The collaboration with the Institute of Electrical Engineering was the natural con-
tinuation of the thesis activity. Since Ph.D. courses were not yet active in Italy in those
years, Alessandro enrolled, in the same year, in the newly established "School of Special-
ization in Computer Engineering" of the University of Genoa, chaired by Prof. Arrigo
Frisiani. It was a very stimulating path, which also, in this case, led to an innovative the-
sis work: it was, in fact, under the supervision of Prof. Joy Marino, the design of a chip
(probably one of the first ones designed and realized in an Italian University) in Neg-
atively Doped Metal Oxide Semiconductor (NMOS) 5m technology, of a Bus Arbiter
for a Multiprocessor Systems [2]. The chip was fabricated, with the support of Prof.
Paolo Antognetti, in one of the very first “runs” offered by the newborn Metal Oxide
Semiconductor Implementation System (MOSIS) service. The specialization exam was
held in 1982.

This was an important turning point for Alessandro’s career, which introduced him to
the world of Very large-scale integration (VLSI) design. At the same time, he undertook
a collaboration with Ansaldo Impianti, and in particular with its Automation Division,
regarding the implementation of the monitoring systems for the PEC (Prova Elementi
Combustibile) experimental nuclear power plant, which was under construction in those
years. This activity led to the foundation of a start-up, namely Cybertek, which he carried
on until November 1983, when he joined the Institute of Electrical Engineering of the
University of Genoa as a Research Fellow.
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3 Digital System Architectures

In the mid of the 1980s, Alessandro targeted the design and development of a 32-bit
microprocessor, a very challenging research objective at that time. The project had two
main purposes: (i) to study in depth the VLSI design process; and (ii) to design the
core hardware for the development of processors for in-house applications. The P32
was characterized by orthogonality and composability of data types, instructions and
addressing modes; these features, in conjunction with regularity in the implementation
of the instructions, allowed an easy implementation of compilers and a more efficient
code generation. The P32 provided a large uniform address space (4 gigabytes), a virtual
memory capability, and basic support of Operating Systems (OS) functions. Four priv-
ilege levels, privileged instructions and support of memory access privileges provided
the basic mechanisms to guarantee the security of the computer system. The instruc-
tion set supported general-purpose instructions and could be extended by a co-processor
capability. The microarchitecture was designed to be expandable. Alessandro led, with
passionate enthusiasm and clear research vision, a group of master thesis students who,
under his guidance, achieved remarkable results [3].

Starting from 1990 and for almost a decade, Alessandro continuously supported
and contributed to a research field that, at the time, was substantially unprecedented in
the Italian academic scenario, i.e. microprocessor architecture design. The first efforts
were devoted to the application of instruction level parallelism to Prolog processing [4],
followed by a general-purpose innovative study based on static scheduling on Very Long
InstructionWord (VLIW)microarchitectures [5, 6]. In this period, Alessandro organized
in Santa Margherita Ligure (Genova) the 1995 edition of the IEEE/ACM International
Symposium on Computer Architecture (ISCA). For the first time in the history of that
outstanding conference, it was held in Italy.

Further research directions addressed the implementation of self-timed microarchi-
tectures, for which a complete library of dedicated standard cells was designed [7] as
well as innovative arithmetic units [8], and the implementation of co-processors dedi-
cated to fuzzy logic processing [9–11] and for the Boltzmann Machine [12, 13], which
anticipated the advent of computation hardware acceleration units that is mainstream
nowadays, after 25 years.

4 Dialoguing with Humanistic Culture

Beside continuing the work in the field of electronic systems and architectures, Alessan-
dro (with the support of his group, the ELIOS Lab) pioneered a research dialogue with
the humanistic culture, particularly developing two main threads: cultural heritage and
languages.

In the city of Genova, the 1990s had been characterized by a renewed focus on the
historical and artistic heritage in the wake of a major exhibition entitled “Genoa in the
Baroque Age”, which emphasized the city’s historical role in the circuit of European
power during the ancien régime, while at the same time pointing to the theme of local
cultural heritage as a great potential for a contemporary city. At the end of that decade,
Alessandro, who had realized the importance of that line far beyond the art-historical



Alessandro De Gloria, a Pioneer in Electronic Engineering 7

context, got in touch with the organizers of the exhibition, Giovanna Terminiello and
Ezia Gavazza, who introduced him to Prof. Lauro Magnani, knowing his interest in
new experiments. This began a dialogue and friendship that continued for more than
twenty years. The early stages were very intense and exciting: alongside the emerging
potential of integrating engineering and humanistic knowledge, there was the need to
find a common language. A first major achievement consisted of a set of 3D render-
ings of “cubist“ figures by Luca Cambiaso, a renowned Genoise Renaissance painter.
After several experiments, the work, together with the relevant virtual reality movie, was
taken to Germany on the occasion of an exhibition dedicated to the artist in Osnabrueck.
The reading and presentation to the public of the urban artifact in its historical trans-
formations analyzed through the sources, verified on the ground and visualized in a 3D
reconstruction, was another of the focuses of the research collaboration between the
humanist and engineering research groups.

Along the same line, the Strada Nuova project realized a 3D Virtual Reality video
clip illustrating the history of the Renaissance “Via Aurea” road that was built as the
representative district of the, at that time, world-powerful Genoise bank families. The
clip was exhibited for years in the Museo Rosso, and Carlo Azeglio Ciampi, the Italian
President of the Republic, watched it with interest with 3D glasses.

A particularly lively field of experimentation and debate has been the museum field.
The discussion on the use of the virtual as a ‘recontextualisation’ focused on issues that
had emerged during the layout design of theMuseoDiocesano in Genova and then on the
possibility of working on “virtual” museums [14] and experimenting interactive forms
with the public [15].

The second thread of interest in the humanistic area concerned natural languages.
In 2003, Alessandro contacted the F@rum research group and, in particular, Prof. Elisa
Bricco, of the Faculty of Languages and Foreign Literatures of the University of Gen-
ova. The group was working on applying new Information and Communication Tech-
nologies (ICT) to research and language teaching, and Alessandro wanted to create a
multimedia object for language teaching with a playful perspective. The term “edu-
tainment” he proposed made his colleagues skeptical, but Alessandro was far-sighted
and had already understood the importance of marketing and communication, even for
educational products.

His proposed project was appreciated, and a collaboration was established to create
a series of educational paths. These mini-courses were based on accounts from writers
who had passed through Genoa during the “Grand Tour”, describing places and cus-
toms. Thanks to funding from the Liguria Region, the “Scuolagiocando lingue” (School
playing with languages) was created, which was available on the Region’s portal for
several years. The final product consisted of three videos with animations. Starting from
a chance encounter between a young modern traveler and the writer (Alexandre Dumas
for the French language, Charles Dickens for English andMiguel de Cervantes for Span-
ish), the users could follow them on a discovery journey that mirrored what the writers
had described in their works. The illustrious traveller accompanied the young person,
engaging in conversations in the foreign language and sharing overall impressions, sen-
sations, and appreciation for the food and Genoese hospitality. Each course presented a
range of glottodidactics tools for lexical and syntactic insights.
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5 Games and Simulations

Towards the end of the millennium, Alessandro had the intuition that applications of
electronic systems would soon have had a significant impact on the daily life of a large
part of people. Particularly, he committed to studying and developing the application
of two, at that time, early-emerging technologies: touch screen and 3D virtual reality.
Serious Games represented a challenging domain for both these technologies, intending
to build potentially great tools for education and training.

In the previous section, we presented his dialogue with the humanistic culture that
spurred from these premises. Here we recall some results he and his group achieved
(also by leading and/or participating in European research projects, such as e-Tour,
games@large, ELU, Chi:Kho, VitalMind), particularly the design of applications that
now look like early prototypes of smartphones’ apps. The tour guide for Genoa’s Aquar-
ium [16] and the VeGame territorial game for Venice [17] were developed as pioneer
demonstrators of such new and widely spreading technologies.

Based on these and similar experiences, he led the Games and Learning Alliance
(GaLA) Network of Excellence (NoE) (2010–2014). To continue the aims of the GALA
NoE, Alessandro founded in July 2012 the Serious Games Society (SGS), of which he
was president until 2017. From the SGS, two main initiatives blossomed: the Interna-
tional Journal of Serious Games (IJSG) and the Games and Learning Alliance (GALA)
Conference (12 editions until 2023). The IJSG, which Alessandro firmly wanted to be
a gold open-access publication, is indexed in Scopus and ESCI Web of Science and has
reached the tenth year of publications. Alessandro was its Editor in Chief since the foun-
dation until his death. His achievements in serious games are outstanding and briefly
summarized in [18].

Anticipating the current popularity of the topic, Alessandro’s talent in finding
new applications of electronics in useful sectors could not miss to address health and
medicine. Particularly, his contribution concerned simulation-based training, following
the ‘serious game’ approach [19]. As an evolution of the pre-existing medical simula-
tion laboratory, Alessandro contributed to creating the University of Genova’s Center
for Simulation and Advanced Training (SIMAV), of which Scientific Council he was
a member from 2015 to 2020. He significantly contributed to the mission of the Cen-
ter by developing simulation-based training and assessment tools for medicine, health
and accessibility [20]. He also proposed and contributed to developing a brand-new
approach in simulation-based medical serious games. The approach follows the Agent-
Based Model Simulation (ABMS) paradigm, exploiting 3D VR devices. The approach
led to an easy-to-use, immersive, real-time simulation, providing a realistic experience
to the user [21].

6 Automotive Applications, Machine Learning and Big Data
Management

The Active FP5 project, which developed the first digital dashboards in automotive
cockpits—in 1998, when the liquid crystal displays (LCDs) were still an expensive
rarity-, marked the beginning of a long-time collaboration with Centro Ricerche Fiat
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(CRF) and several other original equipment manufacturers (OEMs). In the years, the
collaboration involved several research fields and projects, such as Human-Computer
Interaction (Comunicar and Aide), machine learning (Edel), vehicle-to-X cooperation
(Safespot), and collaborative mobility (Team). In the last period, Alessandro and his
group have been deeply involved in piloting automated driving functions (ADFs) for SAE
level 3 and 4 vehicle automation, particularly by developing the big data management
architecture [22], based on the Measurify open-source framework [23], and developing
machine learning models for perception (e.g., [24]) and decision making (e.g., [25]).
Also, in this area, a key appreciated peculiaritywas themultidisciplinary approach,which
meant designing applications and systems able to effectively exploit the underlying
hardware in a holistic, application-requirement-centred view.

7 Higher Education

Alessandro was keen to combine his enthusiasm for research with a passion for higher
education, to which he dedicated relentlessly, also launching and leading several new
initiatives. From the late ‘90s to 2016, he served as the President of the Degree Course in
Electronic Engineering at the University of Genoa. Hemanaged the subdivision of the 5-
year course into a BSc and an MSc course. He invented the role of the didactic manager,
who acted as an appreciated interface between teachers and students. The realization of
a new website for the courses facilitated the management of formal procedures (stages,
thesis selection, etc.) and helped students access practical information and educational
material (lecture notes for all the teachings were also printed and distributed to the
students). He introduced in the syllabus new courses that only recently have become
mainstream, like “Soft Skills”, “Entrepreneurship”, and “Orientation workshops”, to
introduce students to the labour market. By proposing projects for his courses’ exams,
he promoted the design and development of educational games and also organized game-
based events with students to challenge and stimulate them in unusual contexts.

Alessandro also felt the need to translate into didactics the ongoing experimental
research dialogue between information science and technology and the humanistic cul-
ture: this is how the teaching of “Art & Image Narrative for Virtual Worlds” was born
in the Electronics Engineering MSc and then “3D visualizations for the analysis of the
artistic and architectural heritage” in the MA in History of Art and Enhancement of the
Artistic Heritage. Alessandro’s work for the DIRAAS courses allowed many students
with a humanistic background to learn and practice 3D reconstruction techniques. The
numerous theses of which De Gloria was supervisor or co-rapporteur were very useful
gyms for combining the art history vocation with digital applications to the point of
being translated into scientific publications, doctoral experiences, research grants, or
even specialized work activities.

Alessandro’s creativity and visionary leadership in conceiving new generations of
engineers also led to the creation of the MSc program in “Engineering Technology
for Strategy (and Security)” in 2018, after some years in which he did not shy away
from academic battles conducted with his proverbial stubbornness and strength. The
program combinesmodelling, simulation,machine learning, big data analysis and social,
economic and political studies to prepare the figure of a professional able to manage
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strategic decision-making processes based on a solid engineering foundation. It is now
one of the most attended MSc programs of the University of Genova, attracting students
from all over the world.

8 Conclusions

As an outstanding academic and charismatic leader, Alessandro has been a highly valued
supervisor and mentor for many generations of students and doctoral candidates and an
essential support for his colleagues at the University of Genova, with not a few of whom
had an intense dialogue.

He always demonstrated remarkable open-mindedness and a genuine curiosity
towards the whole reality, without preclusions and with a visionary yet project-oriented
approach. He used to make to students and colleagues challenging proposals, with no
discounts. They were difficult to implement but long-sighted and impactful. He never
surrendered to the difficulties of various types that hemet on his paths. Even from his bed
of death—that he never referred to as such—he continued to discuss with his colleagues
and make plans for the future. You thought you had to bring him words of comfort; he
gave them to you instead, together with ideas for collaborations.

He felt an unquenchable push to look at and shape the future. We are confident that
he has now reached the plenty of the life that he so much desired.
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Abstract. Among all the fault tolerance (FT) techniques developed
over the years, Dual-core lock-step techniques have emerged as an effec-
tive approach to enhance the fault tolerance capabilities of these systems.
However, they cannot withstand Hard Errors occurring in the archi-
tecture, and they have certain drawbacks for checkpoints and restore
methodologies necessary to save and restore the correct state of the
core. This paper shows an execution paradigm within a new architec-
tural approach to overcome the disadvantages related to the long check-
pointing/restoring procedures that affect the classical lock-step architec-
tures, also improving the hard, destructive faults resilience, leveraging
the advantages of the already published dynamic-TMR technique inside
the Klessydra-dfT03 architecture.

Keywords: Fault tolerance · Dual core lock-step · Fault resilience

1 Introduction

The probability of faults in digital electronic devices has increased with technol-
ogy scaling, voltage margin reduction and statistical process variations [1]. In the
case of radiation-induced faults caused by high energy particles present in space,
there can be several errors caused by Single Event Effects (SEE) [2] that can be
divided into Soft Errors (recoverable) and Hard Errors (non-recoverable), which
in Digital architectures are such as Single-Event Latch-up (SEL), Single-Event
Burnout (SEB) or Single-Event Gate Rupture (SEGR). All of them can lead to
permanent damage if not properly detected and solved with power cycling [3].
Comparing the probabilities of Hard and Soft Errors can be challenging, as dif-
ferent factors and circumstances influence them. Soft Errors are generally more
likely than Hard Errors, especially in systems operating in environments with
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higher radiation levels or electrical interference. Regardless of the application,
having a system able to fix Soft Errors quickly without going through the long
checkpoint/restore routines or being able to solve Hard Errors while maintaining
the program instruction flow is the bottleneck of all lock-step systems.

2 Related Works

Lock-stepped architectures involve two identical processor cores running in par-
allel, executing the same instructions simultaneously, and comparing the results
at predefined checkpoints. The authors in [4] build a lock-step DMR system with
rollback for error recovery, periodically issuing an interrupt request for check-
points. In [5], the dual-core lock-step architecture with two CPUs in an ARM
Cortex-A9 processor is combined with a FreeRTOS to handle the checkpoint
operations and rollback. The classic Dual-Core lock-step configuration is present
in ARM Cortex-M7 processors [6], as well as Cortex-R where the execution
between the two cores is cycle by cycle compared and the recovery mechanism is
done resetting the cores or returning to some previous checkpoints. Authors in
[7] provide the Triple Core Lockstep Architecture with three identical Cortex-
R5 lock-step cores handled by a central Assist Unit that vote the generated
outputs. When there is a mismatch, some assembly routines are launched to
save the state inside a specific ECC-protected Stack composed by 113 registers,
which are restored after a global reset between all the three architectures in
a total of 2351 clock cycles (save + restore time). Authors in [8] propose an
FPGA methodology creating a heterogeneous architecture through Dual-Core
Lock-step (DCLS) technique at ISA-level. Each core receives the same input,
and the system can stop, restart or restore from a checkpoint. Another hetero-
geneous architecture is described in [9], where two ARM cores and a MicroBlaze
TMR core simultaneously runs in a TCLS fashion with verification points in the
code used to write the execution state inside a BRAM memory and compare
the registers. All the dual-core lock-step architecture techniques in the literature
suffer the overhead due to the implementation of checkpoints and restore tech-
niques, involving the periodic interruption of the running program to activate
the processor state-saving routine.

3 Architecture

The multi-core architecture used as a basis for our work is made of two single-
core processors with a shared TMR Register file. The two cores are based on
an open-source RISC-V softcore family, namely Klessydra-T, which interleaves
two or more hardware threads in a round-robin fashion on a four-stage in-order
pipeline [10,11]. The first Head core on the right in Figure 1 is the Klessydra-
dfT03 microarchitecture, built on the Dynamic-TMR principle described in [12],
where two threads work in a DMR way, enabling the third one only in case of dis-
crepancy. With a shared IMT pipeline structure, this core can only react against
Soft Errors. Therefore, it needs another decoupled core architecture to detect and
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react to Hard Errors, affecting the common pipeline units, which could, other-
wise, create multiple consecutive failures. The Tail core on the left in Fig. 1 is the
simplest version of the Klessydra family cores in a single-thread implementation
called Klessydra-S0. Looking at Fig. 1, the main characteristics of this multi-core
architecture are the Register-file sharing, able to implement the automatic pro-
cessor state saving, improving and lightening the checkpointing/restoring phases,
and the Error reporting mechanism, able to give fault-hardening features against
destructive faults.

Fig. 1. Dynamic heterogeneous tightly-coupled dual core klessydra-dHTCDC microar-
chitecture. Head and Tail core on the right and left respectively. blue arrows: normal
mode; black arrows: restore mode

The core can work in three modes:

– Normal execution mode: The Head core works in interleaved DMR mode,
with two threads active (Red and Orange in Fig. 1), which execute the same
instructions comparing and saving the Program Counter values inside the
third Program Counter register (Green in Fig. 1) and the results coming from
the critical units in a restore block mechanism (Black arrows in Fig. 1). During
this phase, the Tail core is clock-gated, remaining at the reset state to save
power.

– Restore mode: When the comparing logic gives a negative result due to a
fault, the core enters the recovery mode activating the third green thread.
Since a fault is always detected before the Register File is updated with a
wrong result using the faulted instruction [12], the new green thread can
Fetch, Decode and Execute the previously successfully executed instruction
having the previous Core state saved inside the shared Register File. During
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this phase, the Tail core is prepared to exit the clock-gating state, enter the
reset state, and delete the possible accumulated errors.

– End of Restore mode: Once the Head core finishes the previous corrected
instruction, the produced results wait inside the Error Reporting blocks, and
the Tail core start Fetching Decoding and Executing the same instruction
already executed by the green Head core thread, taking the same PC value
and reading from the shared redundant Register-file. Once the result from
the Tail core reaches the Error Reporting blocks from WB logic or LS logic,
it is compared with the previous result by the Head core:
• If they are equal (a common event), the received error was a Soft Error,

the produced value is committed to the Register file, and the Tail core
returns to the clock-gating state re-establishing the normal execution
mode.

• If they are different, the Head core got a Hard Error (not a common
event). In that case, the Head core can be reset to possibly eliminate the
error. Nevertheless, if the error is permanent, the execution can continue
unprotected with the Tail core, thanks to the shared protected Register
file which maintains the correct state of the core.

4 Results and Comparisons

Thanks to this mode and depending on the current instruction, the correct exe-
cution can be restored in a few tens of clock cycles, in contrast to the normal
lock-step architecture, as shown in [7], in which the restoring procedure can
consume as many as 1180 clock cycles. The presented architecture also does
not need any checkpoint software procedures, which can be particularly time
and hardware-consuming, especially if executed periodically [13] as happens in
[7] with 1171 cycles. Klessydra-dHTCDC can also automatically preserve the
correct state inside the shared protected Register file without adding additional
main memory locations to save the data produced by the redundant instructions,
never interrupting the program execution. It can also present better power con-
sumption results than a normal lock-step architecture due to the clock-gating of
the Tail core. At the same time, as observed from Table 1, the hardware occupa-
tion could be slightly greater due to the multi-thread environment if compared
to a classical lock-step architecture obtained with two Klessydra-S0 cores. Unlike
normal dual-core lock-step architectures, the proposed scheme can detect and
react against Hard Errors, with efficiency in fault detection almost comparable
to TCLS architectures, having less power consumption reached without trip-
licating the architecture. The various fault scenarios in Table 2 demonstrate
that all Soft Errors can be easily detected. However, one challenging Hard Error
remains undetectable: when a fault strikes the Head core pipeline during the ini-
tial thread execution (depicted as Orange in Fig. 1). Due to the fixed IMT order
in Klessydra cores, Thread 2 will always be the first to fetch further instruc-
tions. Consequently, any hard fault in the shared pipeline units occurring during
its execution will also affect the following threads, creating two wrong results
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bypassing the voting systems and the activation of the Tail core, resulting in an
error that cannot be identified.

Table 1. Microprocessor synthesis results on a Xilinx Kintex-7 FPGA for the classical
dual Core lock-step Klessydra-S0 and the dynamic heterogeneous tightly-coupled dual
core Klessydra-dHTCDC.

Dual Core lock-step Klessydra-dHTCDC

LUTs 7656 10864

FFs 4030 7002

Table 2. Fault scenarios and their outcome with shared or no-shared pipeline units
referring to the Head core. All soft errors affecting Thread 2 or Thread 1 can be
easily detected for shared or no-shared pipeline units. In the hard error case, the fail-
ure appears when the hard error hits the shared pipeline units during the Thread 2
execution.

Head core Tail core

Thread 2 (Orange) Thread 1 (Red) Thread 0 (Green) Thread (Blue) Results

Pipeline units Shared No-shared Shared No-shared Shared No-shared Shared No-shared Shared No-shared

Soft error × × � � � � � � Correct Correct

Soft error � � × × � � � � Correct Correct

No error � � � � – – – – Correct Correct

Hard error � � × × × � � � Correct Correct

Hard error × × × � × � – � Error Correct

As demonstrated by [14], Ion strikes are the major source of Hard Errors
in SRAMs technology. The hard-error probabilities caused by single Ion Strike
impacts with 1MeV of energy on GEO orbits can vary from 3×10−5 Single Hard
Error (SHE) per device per day, own to 3 × 10−7 SHE for earth-orbiting satel-
lites. Considering all the mentioned advantages related to the proposed design,
without assuming the incremental Hard Error rate due to aging effects [15], the
above hard-error rate is further reduced by the fact that only one of the two
threads can lead to failures in case of Hard Errors. The error rate is also reduced
if we consider the limited percentage of area occupied by common pipeline units
within the Head core, leading to an estimated reduction of an order of magni-
tude. Overall, the case of a permanent event on the first thread results extremely
unlikely, even considering the worst application scenario of 3 × 10−5 SHE per
dvice per day. It is worth underlying that most Hard Errors inside Digital archi-
tectures can be solved by power cycling the entire architecture [3], which in our
case, is made possible in the Head core during the End of the Restore mode
phase when the Tail core carries out the program execution. Obviously, this
option is available only if the two cores operate with different power lines.
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5 Conclusions

Thanks to the dynamic TMR principle, this work demonstrates how it is possible
to obtain a high performance multi-core architecture compared to the classical
lock-step schemes in the literature, overcoming the disadvantages due to the
heavy checkpointing and restore procedures and allowing a higher level in terms
of fault protection against hard errors. Despite the disadvantages related to
the case of a Hard Error occurring during the execution of Thread 2 inside
common pipeline units, the architecture is usable for fault-tolerance applications,
considering the probability of this event is very rare.
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Abstract. This paper explores the impact ofwire bonding solutions on high-speed
serial links, focusing on the co-design between on-chip and off-chip parameters to
achieve a boost in system bandwidth. Despite traditional limitations, wire bonding
can outperform flip-chip techniques when properly designed. This study investi-
gates various cases with different in-band ripples and describes how to optimize
the on-chip and bonding parameters accordingly. Additionally, the adoption of
shunt peaking techniques is examined, which allows us to achieve a bandwidth
boost of up to 3.82 times. While on-chip parameters can be well controlled, the
limitedmechanical precision ofwire bondingmay lead to suboptimalwire lengths.
An analysis of the variation in bandwidth boost and ripple is presented, indicat-
ing that wire length variations below 10% result in minimal impact on boosting
effects and ripple. In conclusion, wire bonding offers advantages for high-speed
serial links, and co-design optimizes system performance. Properly designed, wire
bonding is an attractive choice for high-speed applications, outperformingflip-chip
techniques in bandwidth enhancement.

Keywords: High-Speed Links · Serial Communications ·Wire Bonding

1 Introduction

Thanks to continuous improvement over the past decades in semiconductor technolo-
gies, on-chip links are today able to reach several tens of GHz [1–3]. However, the
advancement of packaging has lagged behind that of semiconductor technology, and the
interconnects between chips or chips and boards are presenting significant barriers to the
creation of broadband communication links [4]. The fundamental cause is that scaling
criteria for on-chip and off-chip structures differ.

To mitigate the reduced frequency performance of off-chip structures, parallel data
lines are employed. However, the large form factor and high pin count of parallel connec-
tions result in high system costs. Instead, an accurate design of high-speed differential
serial links allows for increased system bandwidth with a low pin count [5].

Currently, the primary bonding techniques for both chip-to-chip and chip-to-board
connections arewire bonding and flip-chip techniques. The former is themost commonly
used due to its adaptability and lower cost. The latter solution allows for a greater pin
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count. In this case, the connections are placed not only on the chip’s border but also in the
internal region, enabling the management of a high number of parallel communication
links.

Regarding the bandwidth limitation of off-chip structures for radio-frequency (RF)
ormillimeter-wave (MMW) applications, which operate in a narrow band around the car-
rier frequency, the limitation imposed by off-chip structures can be reduced by making
them resonate at the carrier frequency [4]. However, for high-speed digital communica-
tions requiring very broadband characteristics, the solution adopted for RF and MMW
applications cannot be adopted. Therefore, an accurate co-design of the on-chip and
off-chip structures is required. This paper aims to explore the limitations and advantages
of using cost-effective wire bonding solutions for high-speed digital links.

In particular, Sect. 2 presents the modelling of a generic high-speed serial interface.
The system optimization and its results are described in Sect. 3 for several cases. The
limitations of the wire bonding solution are discussed in Sect. 4. Conclusions are drawn
in Sect. 5.

2 Wire Bonding System Modeling

The first step in analyzing the limits of thewire bonding solution for high-speed links is to
model a generic output driver and bonding wire connections. The most commonly used
output architectures for high-speed serial drivers are the current-mode logic architecture
(CML), low voltage differential signaling (LVDS), or emitter-coupled logic (ECL) [6–
10]. These drivers consist of a differential couple with a tail current, along with pull-up
resistors (or transistors biased in resistive regions). Hence, in the simplified single-ended
model shown in Fig. 1, these output drivers are generically represented as a current
generator Iin plus a parallel resistor R. To achieve broadband output matching, in this
work, the value of the output resistor is set to 50 �.

One of the main limiting factors that reduce the bandwidth of broadband serial links
is the presence of parasitic elements, such as on-chip pads and electrostatic discharge
(ESD) protections. In the model depicted in Fig. 1, their effects are accounted for by the
capacitance C1. Additionally, C1 considers the non-negligible output capacitance of the
driver. The inductor Lb represents the primary parasitic element of a wire bond. For the
simplified model, the resistivity part of the bonding wire is neglected. The capacitor C2
serves as a simplified model of the second chip or board pad.

Considering that the driver is supposed to drive a transmission line, a resistive
termination R of 50 � is included in the model.

An additional inductor is placed in series with the pull-up resistance of the driver to
implement a shunt peaking technique. This solution is widely adopted in the literature
to further extend the bandwidth of high-speed serial links [11]. The typical value for the
inductor that enables bandwidth extension while providing the maximally flat gain is
L = R2C/0.4. However, this value is derived for a shunt peaking technique with a pull-
up resistance R and loaded with only a capacitor C. Instead, the effects of wire bonding
should be considered because they could generate overdamping or underdamping in
the frequency response of the systems, either magnifying or eliminating the widening
bandwidth effect introduced by the shunt peaking solution.
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Fig. 1. Schematic of the system model

3 System Optimization

In order to find the optimum values of the circuit parameters for maximum bandwidth
extension, a new set of more significant parameters than the circuital one is defined and
presented in Eq. (1). Here,ω0 represents the pulsation that corresponds to the bandwidth
of a basic RCoutput driver, which serves as a reference. This value can be associatedwith
the bandwidth of a driver in a flip-chip configuration (near zero-length bonding) without
the shunt peaking technique. Parameters Q2

b and Q2
s are the square of the quality factor

of an RLC network for the bonding and shunt inductors, respectively. Additionally, kC
accounts for the capacitance distribution between C1 and C2.

Considering the number of variables that need to be optimized to maximize the
system bandwidth, a numerical approach is adopted instead of an analytical one. The
optimization method used combines the Quasi-Newton and Random algorithms [12].
Compared to the Brute-Force algorithm, the Quasi-Newton method allows us to find the
minimum of the cost function in a few steps, while the Random algorithm generates a
new initial guess to avoid local minimums.

ω0 = 2

R(C1 + C2)
;Q2

b =
R2(C1 + C2)

4Lb
;Q2

s =
R2(C1 + C2)

4Ls
; kC = C1

(C1 + C2)
(1)

Even though the bandwidth of the system can be enhanced thanks to the shunt
peaking technique and the bonding wire, the flatness of the frequency response is
degraded due to the generation of a ripple. For a given ripple amplitude, the bandwidth
has a maximum for a particular combination of the parameters defined in (1). In Table 1,
the optimal values of the system parameters obtained by the algorithm are reported for
0 dB, 1 dB, and 2 dB ripple, along with the corresponding bandwidth boosting (BWBS)
level. The BWBS is defined as the ratio between the bandwidth of the optimized solution
and the reference bandwidth associated with a flip-chip solution without shunt peaking
techniques (ω0 in (1)).

As shown in Table 1, different combinations of parameters are required to achieve
the maximum bandwidth boost for a specific ripple level. When the bonding wires are
properly designed, taking into account the other system parameters defined in (1), they
can introduce a boost in the system bandwidth of up to 3.82.

The bandwidth boosting effect of the bonding wire is also illustrated in Fig. 2,
displaying the frequency behavior of the system with the optimized parameter values
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Table 1. Optimized system values for different cases

Bond Shunt Ripple (dB) kC Q2
s Q2

b BWBS

0 1.00

x 0 0.64 1.52

x 1 0.43 2.21

x 2 0.38 2.89

x 0 0.5 0.51 1.47

x 1 0.5 1.02 1.48

x 2 0.5 1.73 1.48

x x 0 0.75 0.91 1.08 2.47

x x 1 0.69 0.54 1.97 3.31

x x 2 0.64 0.49 2.71 3.82

for the case with a 1 dB ripple as a function of the frequency normalized for the reference
bandwidth (bandwidth for flip-chip solution without shunt peaking). Since the values
of the optimized parameters do not depend on ω0 they are applicable to any ω0 (which
has been verified with simulations), leading to an optimized design for every high-speed
link operating at different bit rates.
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Fig. 2. Module of the transfer functions of the system for different optimized cases reported in
Table 1 for 1 dB ripple condition as a function of the normalized frequency.

4 Wire Bonding Limitation

Although the optimized parameters found in the previous section are applicable to any
frequency, there are some limitations on the boosting effect of wire bonding techniques
at high frequencies due to physical and technological constraints.
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The system bandwidth is primarily determined by ω0, which is limited by the par-
asitic capacitors of on-chip pads and ESD protections. However, similar pad and ESD
structures are used for other bonding techniques, such as flip-chip.

Regarding the boosting effect of Q2
s , a wide range of inductor values from a few

pH to a few nH can be integrated on a chip. Since the inductors are series-connected to
pull-up resistances in the targeted application using CML, LVDS, or ECL drivers, Q2

s
depends mostly on the pull-up resistance and the inductor value, rather than the quality
factor of the inductor itself. Therefore, an inductor high-quality factor is not necessary.

Considering Q2
b , the main limitation in the boosting level is related to the bonding

length. The bonding wire length is associated with its parasitic inductance following the
relation of 1 nH/mm. While long bonding wires might impact packaging costs, they are
generally not a technological problem.On the other hand, the realization of short bonding
wires can be challenging due to the minimum distance of the pads. From the literature,
it is found that with proper chips placement and alignment, a minimum bonding wire
length of about 200 μm can be achieved [13].

However, as explained in the previous sections, minimum bonding length does not
necessarily lead to the maximum boost of the system bandwidth. Instead, an optimized
length should be used. For example, if a bandwidth of 5 GHz is required and no shunt
peaking technique is adopted to save chip area, the wire bonding length that allows
reaching the target frequency while reducing the constraints of on-chip pads is equal to
1.15 mm (calculated with optimized data in Table 1).

The minimum bonding wire length can be used to determine the frequency limit of
the boosting techniques. For an output driver with a shunt peaking technique and a 1 dB
ripple in bandwidth, thewire bonding technique can provide itsmaximumboosting effect
up to ω0 approximately equal to 63.3 Grad/s. This indicates that the system bandwidth,
inclusive of the boosting effect, could be close to 33.4 GHz. Considering the rule of
thumb that the system bandwidth should be at least 2/3 of the bit rate to have a good eye
diagram [14], the data rate enabled in this system configuration is about 50 Gb/s.

Although bondingwire technology is improving its ability to create precise wire loop
structures, uncertainties can still occur due to the mechanical alignment of the chips.

Figure 3 illustrates the variation of the BWBS and the ripple as a function of the
relative variation of the wire bonding length over the optimal case (driver with shunt
peaking technique and 1 dB ripple). As can be observed, if the bonding wires are longer
than the optimal case, the BWBS increases, but so does the ripple. An increase of over
55% in the bonding wire length results in a 3 dB ripple. Consequently, considering the
3 dB bandwidth definition, the system bandwidth is drastically reduced. Conversely, if
the wire bonding length is lower than the optimized case, the BWBS is reduced, and
the ripple is increased. If the bonding wire length is lower than −70% of the optimized
length, the BWBS continues to decrease, and the ripple increases. In this scenario, the
bonding wire length tends to zero, losing its boosting effect on the bandwidth.

5 Conclusions

The proposed work aims to investigate the impact of wire bonding solutions on high-
speed serial links. Conventionally, bonding wires are known to impose limitations on
broadband system bandwidth. However, the paper demonstrates that through a proper
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Fig. 3. Bandwidth boost and ripple value as a function of the relative variation of the bonding
wire length over the optimized case.

co-design between on-chip and off-chip parameters, it is possible to achieve a boost in the
system bandwidth. As a result, for serial link applications, usingwire bonding techniques
instead of flip-chip can lead to performance improvement. The paper examines several
cases with different in-band ripples and optimizes them accordingly. Additionally, the
adoption of shunt peaking techniques is analyzed for systems requiring an additional
bandwidth boost of up to 3.82 times.

While on-chip parameters such as pull-up resistors, shunt peaking inductors, and
parasitic capacitance of pads and ESD protections can be well controlled, the limited
mechanical precision of wire bonding techniques can result in suboptimal wire lengths.
Therefore, an analysis of the variation in bandwidth boost and ripple is also presented,
highlighting that for wire length variations lower than 10%, the boosting effects change
at a maximum of about 5%, and the ripple increases at a maximum of 0.38 dB. Since
both negative and positive variations in the bonding wire length increase the ripple, a
slightly longer wire length is preferable for increasing BWBS, as opposed to the case
with a shorter wire.
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Abstract. CRYSTALS-Kyber is a lattice-based key encapsulation
mechanism (KEM) recognized as one of the finalist algorithms in NIST’s
post-quantum cryptography (PQC) standardization process. Polynomial
multiplications and hash functions, as essential operations in lattice-
based PQC schemes, pose a significant time consumption challenge with
respect to nowadays cryptographic protocols. This work addresses these
computational efforts by incorporating LOKI, an accelerator, into a
RISC-V microcontroller. By leveraging the accelerator, the performance
can be enhanced, contributing to the overall efficiency of Kyber in the
fundamental tasks of key generation, encryption, and decryption oper-
ations. Through empirical evaluations and benchmarking, the effective-
ness and practicality of the proposed hardware architectures are demon-
strated, highlighting their potential to advance the field of post-quantum
cryptography.

Keywords: Hardware design · Accelerator · Security · Post-quantum
cryptography · CRYSTALS-Kyber · Keccak · NTT · RISC-V

1 Introduction

Since its discovery in 1994, the Shor algorithm has garnered significant inter-
est in the field of cryptography. In actual fact, it has the potential to break
widely-used public-key encryption schemes. Hence, its realization has raised sig-
nificant concerns about the security of modern cryptographic systems, leading
to the urgent need for post-quantum cryptography (PQC) in today’s digital
landscape. PQC refers to cryptographic schemes specifically designed to with-
stand attacks from quantum computers. The field of PQC encompasses multiple
mathematical approaches and primitives, including lattice-based cryptography,
code-based cryptography, hash-based signatures, and more. The current goal of
researchers and organizations worldwide is to identify and standardize quantum-
resistant cryptographic schemes that can seamlessly replace the vulnerable algo-
rithms currently in use. Hence, in 2012, the National Institute of Standards
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and Technology (NIST) launched a public evaluation process to standardize
quantum-resistant public key algorithms. After three rounds of solicitations, in
2022, CRYSTALS-Kyber has been the first algorithm to be selected for standard-
ization.1 However, these algorithms have a non-negligible computational burden
if compared to their pre-quantum counterparts. When running them on a micro-
controller, performance is not optimal, resulting in slow and energy-consuming
execution. To overcome these challenges, accelerators are often used. In fact,
by offloading tasks to dedicated hardware, microcontrollers can handle com-
plex operations effectively, improving overall performance and energy efficiency.
Another important feature of an accelerator is versatility, namely the property
of being easily integrable and testable within different microcontrollers. Being
open-source, RISC-V has been selected as the target. In fact, the main aim of
RISC-V is to provide a free and open ISA suitable for processor designs, without
imposing a particular implementation technology.

2 Preliminaries

CRYSTALS-Kyber is a lattice-based cryptosystem based on the hardness
of solving the Module Learning-with-Error (Module-LWE) problem. It imple-
ments a KEM, a probabilistic algorithm that produces a random symmetric key
and encrypts it. Compared to traditional protocols, KEM adds a shared secret
to the process, encapsulating and decapsulating the key using the public and
the secret keys . In principle, it is a triplet of algorithms: a key generation
algorithm, an encapsulation algorithm, and a decapsulation algorithm.
Kyber includes three parameter sets, corresponding to three security lev-
els of NIST: Kyber512 (I-level), Kyber768 (III-level), and Kyber1024 (V-level).
Independently of the levels of security, Kyber always uses the same polynomial
arithmetic for all variants. In particular, it works on rings of integer polynomials
modulo prime q, denoted as Zq[X]. Polynomials modulo both q and Xn+1 com-
pose the ring Rq = Zq[X]/(Xn + 1). The only difference is given by the number
of polynomial vectors required. A more detailed description of the algorithm can
be found in the official documentation [1]. In fact, the aim of this study is to
speed up the most onerous part of the algorithm. Indeed, we are focusing our
attention on Numeric Theoretic Transform (NTT) and hash functions.
Numeric Theoretic Transform. NTT is a peculiar case of DFT which is con-
ducted in the finite field Zq[X]. It is generally exploited to speed up polynomial
multiplication and reduce the complexity of multiplying two n-terms polynomi-
als. NTT is commonly executed through a butterfly unit in Gentleman-Sande
(GS) or Cooley-Tukey (CT) configuration. In our case, there is only one unified
butterfly. Twiddle Factors are precomputed and stored in tables. Moreover, but-
terfly computations are executed modulo q employing Barrett and Montgomery
reductions [8].
Keccak. Kyber algorithm involves several cryptographic primitives from the
Secure Hash Algorithm (SHA 3) standard. It lists four specific instances of
1 NIST: https://www.nist.gov.

https://www.nist.gov
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SHA-3 and two extendable output functions. All instances are based on a 1600-
bit state, which is the parallelism of the most important part of these primitives:
the Keccak permutation function. In each of its 24 rounds, it calls the f-1600
function, which is characterized by the five consecutive steps: θ, ρ, π, χ, and ι [2].

3 Implementation

In this section, LOKI is presented. The proposed hardware architecture and its
main blocks are explained, starting from the implementation and ending with
their integration into the PULPissimo microcontroller (RISC-V microcontroller
from the open-source PULP2). In this work, we concentrate more on the design of
the blocks conceived for NTT, INTT, and PWM accelerators. Therefore, for an
exhaustive description of the Keccak blocks, refer to [3]. For the implementation,
the official c-code reference model provided by NIST was used, to ensure the
execution of the algorithm to be compliant with the standards.3
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BRAM

BRAM

ModMulBarrett

BUTTERFLY 
UNIT

DIN
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UNIT

BROM

DOUT

START

DONE READ

LOAD

Fig. 1. Architecture’s block diagram

Figure 1 represents the block diagram of the architecture. A unified but-
terfly unit (BU) is used, designed to work both for NTT and INTT. Although
the mathematical calculations involved in both algorithms are comparable, their
primary distinctions lie in how they store and retrieve data and in the execution
of the butterfly operation. The butterfly operation encompasses multiplying by
a specific constant, called Twiddle Factor, followed by addition and subtraction
within Zq[X]. Twiddle Factors are powers of ωn ∈ Zq[X], which is the n-th
root of unity. These values are precomputed and stored in the BROM mem-
ory shown in Fig. 1. Then, there are four dual-port BRAMs: the first two are
2 https://github.com/pulp-platform.
3 Reference code is taken from PQClean: https://github.com/PQClean/PQClean.git.
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used to store the first input polynomial and output polynomial, while the other
two are used to store the second input polynomial [12]. Before any operation,
input polynomials are stored in the BRAMs using input multiplexers. Subse-
quently, the control unit initiates its operation based on start signals, and the
resulting polynomial is retrieved using output multiplexers after the operation.
As previously stated, LOKI can perform NTT, INTT, and PWM. Both NTT
and INTT can be divided into 7 stages, each composed of 128 butterfly oper-
ations. NTT and INTT make use of different computational structures: NTT
required CT butterfly, while INTT makes use of GS structure. The first follows
the decimation-in-time approach, i.e., a + b · ωn(mod q) and a − b · ωn(mod q),
while the latter follows the decimation-in-frequency approach, i.e., a+b(mod q)
and (a−b)·ωn( mod q). With respect to the reference code mentioned above, the
accelerator is able to execute the functions poly ntt and poly invntt tomont
respectively. The architecture of the BU is shown in the left part of Fig. 2. There
are one integer multiplier, one modular adder, one modular subtractor, and two
reduction units (Montgomery and Barrett, outlined in the right part of Fig. 2).
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Fig. 2. Block diagram of the butterfly unit

Our BU can also be adapted to carry out PWM operations. This operation
corresponds to basemul function in the reference model, where 5 multiplication
and 2 addition operations are executed. The single butterfly unit takes 906, 906,
and 649 clock cycles to execute NTT, INTT, and PMW operations.

Integration. The accelerator is driven in a memory-mapped fashion style
and integrated through a robust hardware/software interface. Its versatility
is achieved thanks to a generic register interface, which is simple, faster, and
equipped with protocol adapters from APB, AXI-Lite, and AXI. This makes it
easy to attach to most microcontrollers. We use the PULP RISC-V Toolchain4

with the optimization flag ’O3’ to compile the code and increase the stack’s mem-
ory size. The randombytes file is modified as done by [5], generating a pseudo-
random sequence of bytes. Considering the latency due to the interchange of
data on the bus, the overall architecture takes now 2856, 2856, and 3373 clock
cycles to execute NTT, INTT, and PMW operations.

4 https://github.com/pulp-platform/pulp-riscv-gnu-toolchain.
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4 Results and Comparison

In this section, we report our implementation results and their comparison with
other prior work in the state-of-art.

First, we evaluate the efficiency of our design, we conduct several tests
running Kyber with and without the accelerator. Speed-up factors obtained
are 4,49/5,08/4,15 for the I-level, 4,35/4,63/4,09 for the III-level, and
4.39/4,81/4,21 for the V-level. Each value represents the speed-up factor
respectively for key generation, encapsulation, and decapsulation.

Then, cycle counts and area results of our and related works are reported
in Table 1. LOKI outperforms most of the prior works reported. In fact, it
shows up to 2×/3× better performance for all the three levels of security exam-
ined with respect to all the software optimizations [4,7,11]. Both in [5] and

Table 1. Implementation results and comparison to prior works. [*] indicates occupa-
tion results referring to NTT/INTT/PWM hardware only.

Ref. Ver. Device LUT/REG/DSP/BRAM KeyGen Encaps. Decaps.

[5] I RISC-V (Pulpino) 2908/179/9/- 150,106 193,076 204,843

III 273,370 325,888 340,418

V 349,673 405,477 424,682

[6] I RISC-V (VexRiscv) 1842/1634/5/34* 710,00 971,000 870,00

III – – –

V 2,203,000 2,619,000 2,429,000

[7] I ARM Cortex-M4 –/–/–/– 455,191 586,334 543,500

III 864,008 1,032,540 969,867

V 1,404,695 1,605,707 1,525,805

[4] I ARM Cortex-M4 –/–/–/– 514,291 652,69 621,245

III 976,757 1,146,556 1,094,849

V 1,575,052 1,779,848 1,709,348

[8] I CVA6 178/0/5/0* 419,597 438,280 100,796

III 694,504 731,597 130,348

V 1,090,458 1,116,462 159,639

[11] I ARM Cortex-M4 –/–/–/– 499,000 634,000 597,000

III 947,000 1,113,000 1,059,000

V 1,525,000 1,732,000 1,653,000

OUR I RISC-V (Pulpissimo) 938/539/10/2.5* 245,130 282,272 344,802

III 407,204 492,221 552,033

V 630,158 703,284 796,591

[10] I Artix-7 25674/3137/64/6 9,400 19,000 43,000

III 14,200 26,2000 59,100

V 18,500 33,700 77,500

[9] I Artix-7 7412/4644/2/3 3,800 5,100 6,700

III 6,300 7,900 10,000

V 9,400 11,300 13,900
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[8], they proposed a dedicated Post-Quantum Arithmetic Logic Unit in the
pipeline of the RISC-V processor. With respect to [5], ours are 0.6/0.68/0.59×,
0.67/0.66/0.62×, and 0.55/0.58/0.55× slower for Kyber512, Kyber768, and
Kyber1024 respectively. However, LOKI was not included in the pipeline. There-
fore, in contrast to [5,8], the higher overhead due to data interchange between
core and co-processor must be taken into account. This leads to worse perfor-
mance than in [5], but better accelerator flexibility. This is precisely the major
strength of LOKI, which, having a generic interface, can easily be connected
to any microcontroller. Compared to [8] instead, performance is still better,
although the results shown in Table 1 refer to encryption and decryption, and
not encapsulation and decapsulation.

References [9,10] have been reported for the sake of completeness, despite
they rely on a very different approach. In the case of [10], performances are
clearly better, but the area occupied is 27 times larger. Similar reasoning can
be made with [9], which achieves better performance by implementing the entire
algorithm in hardware, but with significantly higher design effort.

5 Conclusion

This study establishes an ideal starting point for the optimization of the PQC
algorithm in today’s microcontroller. The hardware design was done by following
as closely as possible the code provided by CRYSTALS in order to obtain a ver-
sion fully compliant with the software implementation. With respect to the other
hardware-only solutions, LOKI provides a considerable increase in performance.
In future works, we would like to study the weaknesses of the algorithm, while
analyzing it on the hardware level through electromagnetic and instantaneous
power consumption analyses. In this way, we will be able to understand which
points are vulnerable to side-channel attacks and modify both the code and the
hardware accordingly.
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Abstract. Efficient and cost-effective functional verification strategies
are more and more essential in digital integrated system design. This
paper presents a low-cost approach to meet this challenge, introducing
a universal hardware emulator designed for verifying various Intellectual
Property (IP) cores on FPGA. We demonstrate the practicality and per-
formance of this emulator through a use-case of verifying an advanced
Integer Arithmetic Logic Unit (ALU) for the RISC-V ISA vector exten-
sion. The process of integration and the results obtained from the veri-
fication are presented and discussed. Preliminary findings indicate that
the emulator can perform more than 1.1 million tests per second. This
research contributes to the advancement of hardware verification tech-
niques, providing researchers, universities, and small businesses with an
accessible and effective solution.

Keywords: Hardware emulator · Verification · Co-simulation ·
FPGAs · UVM

1 Introduction

The escalating complexity of digital integrated systems compels us to adopt
robust and comprehensive functional verification strategies, which are critical
in assuring the dependability of the final product [1]. Recent studies have high-
lighted that verification efforts consume about 50% of development time [2,3].
Functional design verification is typically done via logic simulation, pre-silicon
hardware emulation, or ultimately silicon prototyping. Logic simulation offers
low cost, flexibility, and precision but may be slow for big designs. Emula-
tion facilitates very extensive test patterns thanks to a much higher speed, yet
the implementation of an ad-hoc emulation environment from scratch is time-
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consuming and error prone. Silicon prototyping is superior in terms of speed for
almost final designs, but its implementation is costly and offers limited debug-
ging capabilities [4,5]

Hardware emulation has garnered significant attention due to its ability to
accelerate verification by modelling hardware designs on a configurable devices
hardware. FPGAs provide a suitable platform for the emulation of various IPs,
enabling the rapid testing of new designs. Nevertheless, building a versatile and
cost-effective hardware emulator on FPGA, which is able to accommodate a wide
range of IPs, is highly demanding.

This work proposes a universal hardware emulator that can verify a variety
of IPs on FPGA, also offering different verification modes that may involve hard-
ware test-benches generated via High-Level Synthesis (HLS), or software test-
benches running on a built-in processor on the FPGA chip, or even co-emulation
with test-benches concurrently simulated on a host PC. To illustrate the utility
and performance of our proposed universal emulator, we report the use-case of
verifying an advanced arithmetic unit for vector processors. We demonstrate how
the IP is integrated into the emulation system and present the results obtained
from this exercise.

The paper concludes by elucidating the future directions for enhancing the
capabilities of our emulator and exploring potential applications and improve-
ments.

2 Background and Related Work

Numerous methodologies, including logic simulation, hardware emulation, proto-
typing, and formal verification, have been devised over the years to confront the
challenge of ensuring the functional correctness of digital chip designs. Each of
these approaches exhibits its unique set of advantages and limitations [4,5]. Here
we refer to the works related to hardware emulation of systems or individual IP
blocks.

Existing literature documents several endeavours aimed at establishing spe-
cialized emulators on FPGA platforms, geared towards specific IPs [6–8]. How-
ever, these solutions inherently suffer from a lack of versatility and universality,
as they are constrained by their tailored design.

In the commercial arena, universal hardware emulators such as those belong-
ing to Cadence Palladium series, Synopsys ZeBu and Mentor Graphics Veloce
series represent the pinnacle of performance and versatility. However, these high-
end emulators come with substantial financial requisites, rendering them inacces-
sible for many researchers, educational institutions, and small-scale enterprises.

Addressing the apparent gaps in the existing body of work, this paper seeks
to design and implement a universal hardware emulator that provides a cost-
effective, yet high-performance solution for verifying a diverse array of IPs on
FPGA.
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3 Proposed Universal Hardware Emulator Design

3.1 Design Principles

The proposed approach aims at maximizing flexibility, enabling it to universally
support a diverse range of Devices Under Test (DUTs) at a low cost. The system
architecture incorporates three distinct environments that we refer to as the
Personal Computer (PC), Programmable Logic (PL), and Soft Processor (SP),
facilitating the implementation of both the verification process and the reference
model. Moreover, the environment permits the parallel verification of multiple
instances of the same IP blocks. A significant portion of the system has been
implemented using HLS.

3.2 Architecture of the Emulator

Figure 1 presents the architecture of the proposed hardware emulator. The three
environments PC, PL, SP are suitably connected via high-performance inter-
faces to facilitate simulation, co-simulation, and hardware emulation. The sys-
tem includes a Universal Verification Methodology (UVM) environment, with a
reference model that can be implemented in C++. Thanks to HLS technology,
this model can be placed in any of the three environments. Running the refer-
ence model on FPGA PL environment offers speed and the potential for use in
system prototyping. However, one must consider limitations for large models in
terms of resource requirements and library usage constraints. In the PL envi-
ronment, besides running the synthesized reference model, we may also use an
already verified IP as a reference. This is particularly useful when one needs to
update or modify existing IPs and may run a regression test comparing with the
previously verified version.

A crucial part of the system is a constrained random generator module
for generating stimuli. We utilized the Linear Feedback Shift Register (LFSR)
method for random generation due to its simplicity and speed. Through the con-
trol software, initial values or seeds are updated or reseeded at regular intervals
to maximize randomness and prevent output signal repetition [9]. In addition,
this module can generate all the signals in parallel.

A clock generator is included in the architecture. It is designed to control
the clock of the DUTs, thereby supporting cycle-accurate verification. Addition-
ally, transaction-level modeling aids in efficiently checking functionality, and an
operational mode that utilizes an array of stimuli can expedite the verification
process. In this work, we utilized the VCU108 Xilinx platform, and for enhancing
the ease of system configuration, we developed a user-friendly Graphical User
Interface (GUI) using C++ and C# for the implementation.

As a result, the presented hardware emulator integrates multi-environment
verification, synthesizable reference model implementation, and parallale random
stimuli generation. By leveraging HLS technology, the emulator allows for ref-
erence model deployment across these environments, further enhancing testing
flexibility.
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Fig. 1. Architecture of the proposed universal hardware emulator

4 Use Case: Verification of an Advanced Arithmetic Unit
for Vector Processors

4.1 Overview

In this section, we present a use case that demonstrates the application of our
proposed universal hardware emulator for the verification of an advanced Arith-
metic and Logic Unit (ALU) conceived to be integrated in vector processors. The
ALU was specifically designed at the Barcelona Supercomputing Center (BSC)
to support the RISC-V “V” vector extension v1.0 [10]. The ALU, expressed in
SystemVerilog, supports a wide range of operations including addition, subtrac-
tion, multiplication, comparison, bitwise operations, shifting, and division on
data widths of 64, 32, 16 and 8-bits, operating in packed-SIMD fashion.

4.2 Integration of ALU Unit into Emulation Process

The integration of the ALU i nthe verification system started with the design
of a behavioral reference model, implemented in C++, whose block diagram is
illustrated in Fig. 2. Using the HLS tool, the C++ model was converted into
RTL to be synthesized on FPGA. The verification process was carried out within
the PL environment, enabling high-speed execution. The integration and setup
of the system consisted of several distinct steps:

1. Defining Input/Output Ports of the DUTs.
2. Defining Test Scenarios and Signal Constraint for generating stimuli.
3. Creating and integrating the Behaviornal Reference Model.
4. Defining the Verification Process: this step consists of programming the test

sequences.
5. Running, Debugging, and Reporting.

4.3 Results

Our experimental evaluation of the proposed emulation process involved con-
ducting more than 37 billion tests across 25 distinct scenarios to examine the
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Fig. 2. Schematic of the advanced integer ALU unit used for verification

functional operations and control signals of the ALU, as shown in Table 1. The
emulator executed approximately 1.1 million tests per second, showcasing its
considerable speed. In contrast, traditional simulation methods managed about
33 thousand tests per second, showing the advantage of our emulation approach.

Table 1. Test results of ALU unit for 37 billion tests with 25 scenarios

Tested Func. Key features Number of tests (M) Number of failed Execution Time (min)

Ctrl. sig

Average: × × 2 K 0 29

ADD/SUB × 4 K 0 58

� 500 0 7

fi mode: × × 2 K 0 29

Multiplier × 2 K 0 29

� 500 0 7

FMA Add/sub: � × 2 K 0 34

Add/sub: � � 500 0 8

Bitwise × 2 K 0 28

� 500 0 7

VPOPCNT, VMFIRST × 2 K 0 33

VPOPCNT VMFIRST | Input src1: –1 × 2 K 0 34

VMSIF, VMSIF, VMSIF × 2 K 0 33

Unary VMSIF, VMSIF, VMSIF | Input src1: 0 × 2 K 0 34

VPOPCNT, VMFIRST � 500 1.2 M 7

VMSIF, VMSIF, VMSIF � 500 0 7

VMSIF, VMSIF, VMSIF | Input src1: 0 � 500 750 K 7

Comp. × 2 K 0 31

� 500 0 8

Left | Round: ×| Arith.: ×| Out. Mode: BASE, WIDEN × 2 K 0 27

Left | Round: ×| Arith.: ×| Out. Mode: MASK × 2 K 500 29

Shifter Out. Mode: NARROW × 500 0 7

Right | Round | Out. Mode: BASE, WIDEN × 2 K 0 28

Right | Round | Out. Mode: MASK × 2 K 0 28

Right | Round | Out. Mode: MASK � 500 0 7

Note � = parameter enabled; ×= disabled

5 Conclusion and Future Work

In this study, we introduced a hardware emulator designed to test various IPs
on FPGAs. Our initial results indicated that our emulator exhibited exceptional
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speed. However, our testing was restricted and did not include a comparison with
other emulators. For future work, We intend to evaluate our emulator using a
wider range of IPs, including floating-point units, artificial intelligence IPs, and
reconfigurable HW accelerators [11]. This comprehensive analysis will enable us
to better understand the strengths of our emulator, as well as areas that may
require improvement.
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Abstract. The miniaturization of electronic devices and the improved
operating speeds increase the likelihood of single event faults. Differ-
ently from Single Event Upset (SEU) faults, Single Event Transient
(SET) faults generally affect combinational logic, making all voting sys-
tems vulnerable to errors. The proposed work uses an ad-hoc fault-
simulation campaign employing signal glitching to identify SET vul-
nerabilities inside a RISC-V core already equipped with resilience logic
against Single Event Upset (SEU) faults. The faults target the majority
voting logic structures, highlighting how they can be susceptible to faults
depending on the width of the injected pulses, and showing how the use
of Buffered Triple Modular Redundancy (BTMR) allows decreasing the
total failure probability due to erroneous majority voters.

Keywords: Fault-resilience · Single event transient · Fault-injection

1 Introduction

Single Event Transient (SET) faults refer to the transient electrical effect that
can occur in microelectronics. Differently from Single Event Upset (SEU), SET
do not intrinsically induce a state change in sequential components, unless the
transient effect is sampled by a memory element in the circuit. The impacts of
SETs range from minor effects, such as a temporary signal glitch, to more serious
consequences, such as permanent failure of the device. Due to device geometry
scaling, multiple transistors fit into the impact area of a single ion strike. For
this reason, SETs may represent an issue not only in fields where electronics are
subjected to high levels of ionizing radiation - such as aerospace, military, and
nuclear power - but also in consumer, automotive, and industrial electronics. This
work aims to perform a resilience analysis of SET-induced failures on a RISC-
V-compliant processor core that is SEU-fault-tolerant by design, to evaluate the
impact of the transient pulse width on the failure probability, and the possible
improvements derived from the use of the Buffered TMR technique [1].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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2 Background and Related Works

Single Event phenomena occur when a single energetic particle hits a target
device, generating electron-hole pairs through ionization processes. The gener-
ated current movement in the presence of an electric field causes a glitch defined
as a Single Event Transient. In digital electronics, sufficient transient currents
in OFF elements can temporally upset the stable condition, generating a SET
fault. In contrast, when a charge is added to an element that is already ON, it
does not affect the logic behavior. When a SET pulse propagates through the
device nodes may be incorrectly latched by a register as data to be stored. SET
propagation happens if the duration of the SET pulse is longer or comparable
with a logic cell delay, so that for more advanced technology nodes SET fault
propagation is more likely [2]. Moreover, SET latching happens if the transient
pulse reaches a register and the clock edge occurs before the transient pulse has
finished, so that for higher clock frequency SET latching is more likely [2].

In the literature, many works about SET fault resilience base their interest
on eliminating the SET pulse from the circuit or eliminating the effects of the
SET pulse from the circuit. The former approach lead to custom designs, with
the increase in Area and Power consumption [3]. For this reason, in recent years,
more attention has been made to the search for standard cell solutions capable
of providing an adequate degree of fault tolerance to designs without increasing
costs or production time. Authors in [3] present different TMR standard-cell
Flip Flop where the robustness is achieved by an integrated transient filter on
the data path obtained with low/high drive inverter. Other works like [4] use
the self-voter approach to create the Self-Voting DMR FF, but they add delays
in the architecture. Authors in [5] propose a multi-bit FF able to check errors
with bit-even parity and clock skew, filtering up to 142, 150, and 165 ps pulse
widths. However, for all these approaches, it is not always possible to definitively
eliminate the probability that the fault SETs could damage the circuit. In many
cases, the leaf nodes (outputs) of the proposed circuits that may interface with
control inputs of a flip-flop are still vulnerable to SETs [6]. Generally speaking,
any SET on the output multiplexer that drives the final output can result in
a glitch, which could eventually propagate to data inputs of subsequent stage
FFs [5].

3 Klessydra-fT03 Fault Tolerant Microarchitecture

Klessydra-fT03 (Fig. 1) is a fault-tolerant RISC-V processor core based on an
open-source RISC-V softcore family named Klessydra-T [7], developed at the
Digital System Lab group at the Sapienza University of Rome [8]. It uses the
Buffered TMR paradigm to achieve SEU Radiation Hardening features [1,8–10]
with three different threads executing the same code with clock cycle granular-
ity for temporal redundancy and with the corresponding hardware support for
spatial redundancy.
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Fig. 1. Klessydra-fT03 microarchitecture with shared pipeline units and spatial hard-
ware support for three different threads represented by orange, red and green colours,
with five majority voting units handling 1171 flip-flops.

4 Single Event Transient Analisys

SET pulses depend significantly on operating conditions such as the supply volt-
age, temperature, load, and driving strength [11]. To take into account all these
characteristics, physical mixed-mode modelling and simulation modelling should
be used, however, these techniques are time-consuming, resource-hungry, and
require full design structure details, resulting not applicable in practice [12].
For these reasons, other techniques have been introduced, and in this work,
we will rely on the RTL fault injection simulation using a Universal Verifica-
tion Methodology (UVM) fault-injection environment [13], to firstly evaluate the
vulnerability to SET faults occurring within the combinational logic of voting
circuits inside a fault-tolerant core previously tested for SEU-type faults. From a
fault simulation point of view, current pulses were simulated with different pulse
widths inside the voter output. Existing experimental results indicate that the
pulse widths vary from approximately 900 ps to over 3 ns [14], decreasing with
scaling of approximately 100–700 ps [15,16]. For these reasons, we decided to
reproduce different width patterns described in Fig. 2, also increasing the failure
rate from zero to 2000 multiple consecutive faults, with a 5% error margin in
a Monte Carlo scenario for a Coremark benchmark. We observed that the fail-
ure rates grow as the pulse width increases because it increases the probability
that the sequential logic elements capture these faults. As a proof of concept,
according to [17], the probability of latching the fault is:

P =
δ

TCLK
(1)

and results as the ratio between the pulse width and clock period, as reflected
in Fig. 2. Decreasing the pulse width while maintaining a constant frequency
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decreases the latching probability and thus reduces the failure probability. If
the flip-flop data input is not stable during the lockout window (–tSETUP,
+tHOLD) due to the transient fault, the real flip-flop will latch “1” or “0”, but
using a logic simulation, we have no way of telling which [17]. To avoid this
uncertainty, since RTL simulations have no information about logical delays, all
faults within the performed simulation do not occur during the rising edge of
the clock, but only before that, so as to be within setup and hold times.

Fig. 2. 5% error margin Montecarlo analysis for SET random Fault Injection inside
Klessydra-fT03 pipeline voters. Comparisons between different Single Event Rate with
different SET-width on Coremark benchmark

5 Performance Evaluations

The bottleneck of majority voting systems is voting itself, despite the develop-
ment of several costly solutions (reported in Sect. 3), able to reduce the total
failure probability. Another way to see the reduction of this probability could be
to reduce the number of voting systems that appears inside the entire design.
As can be observed from the pipeline shown in Fig. 1, unlike basic TMR or
full TMR fault-tolerant systems, Klessydra-fT03 has a very low number of vot-
ing structures inside. For the Program Counter (PC), Register File (RF), Load
Store Unit (LSU), and Write Back (WB), there are a total of 3513 bits with
1171 voters. To better clarify the hardware overhead of a voting block from
FPGA synthesis evaluation, we found that a 32-bit voter with no SET protec-
tion mechanism inside occupies around 32 LUT in Xilinx Kintex-7 FPGA. From
that, it is possible to roughly consider 1 LUT for each 1 TMR voter. Wanting
to theoretically evaluate the SET fault tolerance performances of the Buffered
TMR core linked to the voting structures, we have to consider its single-thread
version Klessydra-S1 and its hardware occupation reported in Table 1 [1]. A
basic-TMR version of Klessydra-S1 would replicate the hardware three times,
with 200% hardware overhead in flops and 55% in LUTs. In contrast, a full-
TMR version would triplicate flops, combinational logic and voter logic, adding
extra voters for leaf nodes. Considering the total size of the Klessydra-fT03 core,
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compared with the basic-TMR version, there would be approximately 16.06%
less hardware occupation for FFs while there would be 21,76% more LUTs. On
the other hand, as stated before, considering voter occupation, we have 66.52%
fewer voters than basic-TMR and 400% fewer voters than full-TMR systems.
Assuming these values, we could roughly state that the probability that a voter
is hit by a fault inside the Buffered-TMR architecture is around 66% less than
the one inside a basic-TMR architecture and 400% time less than that one in a
full-TMR system, proving the way of reducing failures by reducing the number
of voting systems inside the architecture, without increasing power, area and
time overhead adopting expensive SET tolerance solutions.

Table 1. Microprocessor Synthesis results on a Xilinx Kintex-7 FPGA for the Buffered
TMR Klessydra-fT03 and single thread Klessydra-S1. Basic-TMR and full-TMR values
are estimated considering 3x improvement in flops and logic [18].

S1 no-redundancy fT03 buffered-TMR Estimated basic-TMR Estimated full-TMR

LUTs 3528 6670 5478 16434

FFs 1950 4910 5850 5850

6 Conclusions

This work presented a Single Event Transient analysis of a Buffered TMR micro-
processor architecture already resilient to SEU faults. We performed SET fault-
injection using a custom UVM environment with different fault rates and SET
widths ranging from 600 ps to 7 ns, confirming that, in the hypothesis of a single
fault not overlapping with the rising edge of the clock, the failure levels depend
on the fault width as a function of the probability of latching a fault. We also
theoretically proved that the Buffered TMR technique reduces the total failure
probability because it implies a low percentage of voters inside, compared with
standard approaches like basic-TMR or full-TMR. Moreover, due to its struc-
ture, Klessydra-fT03 intrinsically has good resilience to SET-type faults since
the combinatorial logic of the pipeline is temporally shared among the vari-
ous threads, and any transient faults will result in incorrect values within each
thread’s spatially redundant sequential logic, possibly deleted by voting systems.
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3. Schrape O, Andjelković M, Breitenreiter A, Zeidler S, Balashov A, Krstić M (2021)
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Abstract. Latest technological improvements and investments from
government agencies and private companies pushed to the limits the
requirements related to both data rate speed and security of the com-
munication links in space applications. The high volume of data and
the continuous integration of services opened the path to hackers for
new and increasingly diffused cyberattacks. Governmental agencies are
attempting to stem this problem by issuing and updating accordingly
a series of reports and standards through the Consultative Committee
for Space Data Systems (CCSDS). In this work, we present the imple-
mentation of an Advanced Encryption Standard—Cipher-based Message
Authentication Code (AES-CMAC) core on space-grade FPGAs, that is
compliant with the latest CSSDS security standards and outperforms the
state-of-the-art in terms of resource efficiency.

Keywords: Space security · Cybersecurity · Hardware security ·
CCSDS · 352.0-B-2 · 355.0-B-2 · SDLS · Protocol · AES · CMAC ·
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1 Introduction

Over time, highly technological fields of application are always characterized by
the constant growth of volume and communication speed of the data transfers,
and continuous operations required to support innovative and even more com-
plex services and interconnected systems. In recent years, this trend especially
invested fields such as automotive, industry 4.0, Internet-of-Things (IoT), and
space, which actually reached an average data rate per satellite in the range of
2.04–22.74 Gbps [1]. As a drawback, the increased data traffic, often confidential,
constitutes an augmented surface of attacks for hackers, in the other sectors as
well as in the space one [2,3]. Indeed [4], reports a growing number of incidents
in satellites due to cyberattacks and violations of security (Fig. 1).

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 49–54, 2024.
https://doi.org/10.1007/978-3-031-48121-5_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48121-5_7&domain=pdf
https://doi.org/10.1007/978-3-031-48121-5_7


50 L. Crocetti et al.

Fig. 1. Space sector [4]: number of operational satellites (red line) versus number of
security incidents (blue bars).

To counteract this phenomenon, the Consultative Committee for Space Data
Systems (CCSDS) occupies of issuing and maintaining a series of reports, and
standards to meet the requirements of space applications, including also security.
These requirements are applicable to both the satellite-to-ground (downlink)
communications, mainly employed to transmit confidential scientific payload
data, and ground-to-satellite (uplink) connections, used to send remote con-
trols that need protection against unauthorized tampering. The CCSDS reports
350.0-G [5] and 350.1-G [6] provide an overview of possible threats and introduce
multiple security mechanisms. In particular [5], presents the space link reference
model that finds correspondence with the OSI model layers. According to [7],
we focused our work on the implementation of a hardware accelerator to address
the space security requirements at the Data Link layer, by generating a solution
that is both high-speed and efficient in terms of supported data rate per used
logic resources. The equivalent layer in the CCSDS space link reference model
is the Space Data Link Security (SDLS) layer.

2 Integrity and Authentication for Secure Space Data
Links

The SDLS layer is regulated by the CCSDS standards 352.0-B [8] and 355.0-B [9],
and it introduces a frame format integrating a Security Header and an optional
Security Trailer to envelope and protect the payload (i.e. the Frame Data). For
this purpose [8,9], specify the usage of 4 different algorithms for two different
security services. The first service is authenticated encryption, that provides at
the same time confidentiality, integrity, and authentication of data. It is realized
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by employing the Advanced Encryption Standard—Galois/Counter Mode (AES-
GCM) [10], which is used to encrypt the Frame Data and transmit a Message
Authentication Code (MAC) as Security Trailer, providing authenticity of both
Frame Data and the Security Header. The second service offers only integrity
and authentication, and it can be employed in contexts in which confidentiality
is not needed, lowering the processing time of data. This service can be realized
with any of the remaining 3 security schemes, i.e. Cipher-based MAC (CMAC)
using the AES algorithm [11], the Hash-based MAC (HMAC) using the SHA2
algorithm [12], and the Galois MAC (GMAC) [10] that exploits multipliers over
a Galois finite field.

In previous works [13–15] we concentrated on the optimization of a hardware
AES core for high-performance computing that was used as the main building
block of a hardware accelerator for to the AES-GCM algorithm and to be used
in the MACsec scheme [16] for securing the Automotive Ethernet links [17]. For
this reason, in this work, we decided to concentrate on the implementation of an
IP-core for integrity and authentication through MACs. According to [18], the
usage of an AES-based core has to be preferred with respect to a SHA2-based
core for both data rate and efficiency reasons because the solution based on the
AES algorithm leads to hardware modules that achieve higher throughput and
consume fewer logic resources. In addition, the GMAC scheme exploits the same
multiplier integrated into the AES-GCM algorithm, and from [13] it emerges
that the cost in terms of logic resources is higher for the Galois multiplier with
respect to the AES core, without advantages in terms of maximum frequency
and throughput. Therefore, we opted for the implementation of an AES-CMAC
hardware accelerator on space-grade FPGAs.

3 Design of the AES-CMAC Hardware Accelerator

The AES-CMAC algorithm [19] is a chaining mode of operation of the AES
cipher, which exploits only the AES encryption algorithm to generate MACs.
With reference to Fig. 2(a), the input message is split into N blocks (M1, M2 to
MN ), and each block is firstly XORed with the output of the previous block and
then processed through the encryption algorithm AES with the key K; finally,
the output MAC is generated by processing the last input block MN that is
XORed also with the sub-key K1 or K2 (derived from the primary key K),
according to the bit length of MN .

Because of its nature, parallelization or pipelining approaches of the internal
architecture are useless because they would not give any advantage in terms of
speed or data rate. For this reason, we aimed to optimize at the most efficiency
by implementing a core that constitutes the best trade-off between the utilization
of logic resources and critical delay. Exploiting the design architecture and the
optimization strategies proposed in [13], we developed an AES-CMAC core in
SystemVerilog that is mainly composed of an AES encryption core and a control
unit to handle the chaining process (CCU, Chaining Control Unit, in Fig. 2(b)).
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Fig. 2. AES-CMAC core: algorithm scheme (a), and architecture outline (b).

4 Implementation Results on Space-Grade FPGAs

We implemented the AES-CMAC core on different space-grade FPGAs, in
particular on a Kintex Ultrascale KU060 by Xilinx/AMD, and an RTG4 by
Microsemi. The implementation results shown in Table 1 refer to the proposed
AES-CMAC core configured to support both 128-bit and 256-bit keys.

Table 1. Implementation results on space-grade FPGAs for 128-bit/256-bit keys.

Space-
qualified
FPGA

Frequency
(MHz)

Resource
utilization

Throughput
(Gbps)

Power con-
sumption
(mW)

KU060 224.37 434 CLBs 2.871/2.051 138

RTG4 81.59 3842 LEs 1.044/0.746 149

CLBs (Configurable Logic Blocks) and LEs (Logic Elements) in Table 1 are
the programmable logic resources of the corresponding FPGA device; the col-
umn Frequency indicates the maximum frequency; the double value in column
Throughput indicates the data rate for 128-bit/256-bit keys respectively. In both
cases, the throughput achieved on the FPGA KU060 is able to support at least
the minimum average data rate per satellite (2.04 Gbps).

The state-of-the-art related to the implementation of AES-CMAC cores com-
pliant with CCSDS security standards [8,9] offers few (recent) works [20,21], and
none of them employs space-qualified FPGAs. For this reason, we synthesized
our core also on the Virtex-5 FPGA device used by both [20,21], and, accord-
ingly, we configured our core to support only 128-bit keys. The results of the
comparison are shown in Table 2.

Referring to the results in Table 2, although our core is characterized by the
lowest frequency and the lowest throughput, it shows the best efficiency with
respect to other solutions, because it is able to support data rates of 1.96 Gbps
occupying only 462 CLBs, respectively, about one-third and one-half the logic
resources required by [20,21].
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Table 2. Comparison with the state-of-the-art.

Fmax
(MHz)

Resource
utilization
(CLBs)

Throughput
(Gbps)

Resources
efficiency
(Mbps/CLB)

[20] 320.84 1355 3.80 2.80

[21] 268.85
844

2.87 3.40

This work 152.98
462

1.96 4.24

5 Conclusions

In this work, we presented the development of an AES-CMAC core in SystemVer-
ilog to provide data authentication in space communications according to the
SDLS specifications. Our core has been implemented on space-grade FPGAs
obtaining results that confirm its employment in modern satellite applications.
Moreover, the comparison with the state-of-the-art highlights that our core is
about 1.25 to 1.5 times more efficient than the other existing solutions compliant
with the CCSDS security standards 352.0-B/355.0-B, and it occupies about 50–
67% less logic resources than other cores. Such a result implies that the proposed
core can be replicated in parallel 2 to 3 times occupying the same logic resources
and offering data rates much higher than other solutions.

Future works will include the realization of a merged hardware accelerator
for both AES-CMAC and AES-GCM algorithms by combining the results of the
work inhere presented and the previous works about the AES-GCM core [13–15],
and the analysis of Side-Channel vulnerabilities [22] with the implementation of
related countermeasures.
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Abstract. The Advanced Encryption Standard (AES) is widely
accepted as the de-facto standard for symmetric-key encryption, and it is
going to be used in the coming decades because of its resistance against
Post-Quantum Cryptography. For this reason, it is the subject of many
research works, and almost all converge on the usage of composite/tower
fields for the hardware implementation of the S-box, the most expensive
circuit in terms of both area and critical delay. Anyway, the debate is
still open on applying isomorphic fields also to the other AES algorithm
operations. In the attempt to give an answer, it is analyzed the applica-
tion of the two approaches to the most recent and performing solutions
from the state-of-the-art with the synthesis of the corresponding circuits
on a 7 nm standard-cell technology. In addition, the presented work con-
stitutes also a guideline for implementing hardware AES modules that
execute all operations over composite/tower fields.

Keywords: AES · Round · S-box · Composite · Tower · Field ·
Galois · Encryption · High performance · Hardware accelerator

1 Introduction

The Advanced Encryption Standard (AES) [1] was released by the National
Institute of Standards and Technology (NIST) and represents the de-facto stan-
dard for symmetric-key encryption, also because of its efficiency and performance
[2]. Indeed, it is employed in several application fields such as High-Performance
Computing [3,4] and Automotive Security [5], and it is going to be used in the
coming decades because of its resistance against Post-Quantum Cryptography
[6]. For this reason, a high volume of works focusing on its optimization can
be found in the literature. Concerning hardware implementations, almost all of
the works converge on the usage of composite (or tower) fields to reduce the
complexity of the S-box circuit [7–13], which consists in the calculation of the
multiplicative inverse of a byte and an affine transformation. This approach con-
sists in mapping the AES native field GF (28) to an isomorphic field GF ((24)2)

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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(composite field) or GF (((22)2)2) (tower field) [11], reducing the problem of the
multiplicative inversion on a 4-bit vector, GF (24), or on a 2-bit vector, GF (22).
In both cases, the basis used to represent the bytes on the isomorphic field can
be a Normal Basis (NB), a Polynomial Basis (PB) [12,13], a Redundant Rep-
resentation Basis (RRB) [10,11], or a Mixed Basis (MB) [7–9]. Whatever the
composite/tower field and the basis used, the S-box circuit has always the same
structure that is illustrated in Fig. 1.

Fig. 1. Outline of the composite/tower field S-box circuit.

In Fig. 1, the blocks Map and Map−1 represent respectively the isomorphic
mapping (M) and the inverse isomorphic mapping (M−1): this last to map back
the multiplicative inverse on GF (28) before the affine function (block Affine
Trans.). Because both the inverse mapping and the affine transformation cor-
respond to a matrix-vector multiplication, respectively, with the matrix M−1

and the matrix A, these two operations are merged into a unique matrix-vector
multiplication (A ·M−1), reducing both the gate count and the gate delay. Any-
way, some works analyzed also the effects of extending the isomorphism to other
AES operations, and the researchers have not found a common conclusion on
this aspect. Some works propose architectures that extend the isomorphism to
the other AES transformations [7], some others explicitly declare that this app-
roach has no advantages, rather it worse the efficiency both in terms of area and
maximum frequency [8,9], or they do not consider this aspect at all, making the
implicit assumption that the isomorphism should involve only the multiplica-
tive inverse [10–13]. To investigate the effects of isomorphism on the other AES
operations, we selected the most recent and performing works from the literature
that use different composite/tower fields, and both approaches were implemented
for each of them using SystemVerilog. The circuits were synthesized on a 7 nm
standard-cell technology and characterized by maximum frequency, area, and
efficiency (expressed as frequency per area). The analysis and the results that
follow refer to the encryption algorithm of AES.

2 Application of the Isomorphism Only to the AES S-Box

The AES encryption algorithm iteratively processes 16-byte data blocks arranged
in a 4 × 4 matrix according to a certain number of rounds. In the case of
128-bit keys, the encryption process performs 10 (main) rounds composed by
the operations SubBytes (the substitution of each byte by means of the S-box,
Fig. 1), ShiftRows (a byte re-ordering), MixColumns (a linear transformation),
and AddRoundKey (a 128 bitwise XOR between the data block and a round-
key), as shown in Fig. 2. The illustrated architecture includes also an additional
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XOR between the input data block (data in) and the input key (key in) for
the preliminary round, and a multiplexer after the MixColumns block to skip
this operation in the last round. The round-keys are derived from the input key
using operations similar to the ones of the AES round, such as the SubWord,
the substitution through the S-box of a 32-bit word (4 bytes of the key). The
only different operation is the XOR with the Rcon constant, anyway, the overall
area and timing complexity of the key expansion circuit (Fig. 2) is lower than
the one of the AES round circuit [3,6], which contains the critical, and it is:

tR = tMap + tMultInv + tInvMap||Aff
︸ ︷︷ ︸

tS-box

+tMixCol + 2 · tMUX + tXOR (1)

In Eq. 1, tMap, tMultInv, tInvMap||Aff , tMixCol, tMUX , tXOR are, respectively,
the propagation delays of isomorphic mapping, multiplicative inverse, inverse
isomorphic mapping merged with the affine transformation, the MixColumns, a
multiplexer, and an XOR gate (AddRoundKey).

Fig. 2. Architecture of the AES encryption round using the composite/tower field for
the S-box (SubBytes) and the native Galois field for the remaining (linear) operations.
The internal architecture of each S-box corresponds to the one shown in Fig. 1.

3 Application of the Isomorphism Also to Other
AES Encryption Operations

To apply the isomorphism of the composite/tower field to the other encryption
round operations, the MixColumns transformation can be expressed as:

bo = 2 · (bi0 ⊕ bi1) ⊕ 1 · (bi1 ⊕ bi2 ⊕ bi3) (2)

In Eq. 2, the output byte bo is generated by multiplying (·) the inputs bytes
bij by the coefficients 1 and 2 that corresponds, respectively, to the identity
function, and the shift on the left by one position plus the XOR with 00011011
if the most significant bit of the multiplied byte is 1. Both coefficients can be



58 L. Crocetti and S. Saponara

expressed in the matrix form, respectively, as:

C1 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

C2 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(3)

Exploiting Eqs. 3 and 2 can be reformulated as:

bo = C2 · (bi0 ⊕ bi1) ⊕ C1 · (bi1 ⊕ bi2 ⊕ bi3) (4)

From a mathematical point of view, the bytes bij in Eqs. 2 and 4 can be expressed
as bij = (A ·M−1) ·b′

ij
, where b′

ij
is the isomorphic multiplicative inverse. Hence,

the isomorphic byte at the output of the MixColumns can be computed as:

b′
o = M · bo = M · C2 · (bi0 ⊕ bi1) ⊕ M · C1 · (bi1 ⊕ bi2 ⊕ bi3)

= M · C2 · A · M−1

︸ ︷︷ ︸

C′
2

·(b′
i0 ⊕ b′

i1) ⊕ M · C1 · A · M−1

︸ ︷︷ ︸

C′
1

·(b′
i1 ⊕ b′

i2 ⊕ b′
i3) (5)

According to Eq. 5, the isomorphic output bytes of MixColumns, b′
o, can be

directly obtained from b′
ij

by implementing the matrix-vector multiplications
with C ′

1 and C ′
2. The other round operations do not require modification because

the ShiftRows is just a byte re-ordering, and the AddRoundKey (i.e. an XOR) is
invariant with respect to the isomorphism. This approach consents to eliminate
the timing cost of the isomorphic mappings in Eq. 1, according to the architecture
shown in Fig. 3. For this purpose, also the key derivation process has to be
modified accordingly by using the isomorphic values of the Rcon constant, i.e.
Rcon(r)′ = M ·Rcon(r), for r = 1, 2, . . . , 10. Hence, the critical delay of the fully
isomorphic AES round is:

t′R = tMultInv + tLinOp + 2 · tMUX + tXOR (6)

If tLinOp, the delay of merged linear operations (Eq. 5), is such that tLinOp <
tMap + tInvMap||Aff + tMixCol, then t′R < tR (i.e. the frequency increases).

4 Results

The two architectural approaches described in Sects. 2 and 3 were imple-
mented in SystemVerilog reproducing the state-of-the-art works that use com-
posite/tower fields, i.e. [7,10,12,13]. It is to be noted that [7] already proposes
the usage of isomorphism for linear operations, hence the counterpart with iso-
morphic mapping applied only to the S-box has been derived, and vice versa for
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Fig. 3. AES round using composite/tower field for all the operations. The S-box in
Fig. 2 is substituted by the only multiplicative inverse (block 1/x in Fig. 1), while the
affine transformation (block Affine Trans. in Fig. 1) is merged with the MixColumns
inside the block Linear Operations. The isomorphic mapping (Map) and inverse map-
ping (Map−1) blocks are moved, respectively, to the beginning of the input data paths
(key in, data in) and to the end of the output data path (data out).

Table 1. Approaches comparison for [7,10,12,13]. The second area value in column
Area (*) is the area for the same maximum synthesis frequency of the corresponding
architecture that uses the AES native field for linear operations.

Refs. Field for linear
operations

Maximum fre-
quency (GHz)

Area (Gate equiv-
alent, GE) (kGE)

Area efficiency
(GHz/kGE)

Native AES field 2.83 14.07 0.201

[7] Isomorphic field 3.06 14.78 (13.27*) 0.207

Native AES field 2.83 13.79 0.206

[10] Isomorphic field 3.10 14.75 (12.88*) 0.210

Native AES field 2.69 16.61 0.162

[12] Isomorphic field 3.08 18.12 (15.28*) 0.170

Native AES field 2.80 17.67 0.158

[13] Isomorphic field 2.94 18.01 (16.87*) 0.163

[10,12,13]. The hardware circuits were synthesized on a 7nm standard-cell tech-
nology included in the logic product kit SCH300MCPP64 from TSMC process
CLN07FF41001, in the PVT corner slow process, 0.90 V and 125 ◦C. Table 1
reports the synthesis results.

Referring to results in Table 1, the usage of isomorphic mapping also for the
linear operations of the AES encryption round is advantageous. In each case,
this approach allows reducing the area for the same synthesis frequency and
increasing the maximum supported frequency with a low area cost, which how-
ever leads to an overall improvement of the efficiency. For instance, focusing on
the experiment based on the work proposed in [10], the usage of the isomor-
phic mapping only in the composite/tower field S-box (case Native AES field)
achieves a maximum frequency of 2.83 GHz at the cost of 13.79 kGE, i.e. an
efficiency in terms of frequency per area of 0.206 GHz/kGE. If extending the
same isomorphic mapping also to the remaining (linear) operations of the AES
algorithm (case Isomorphic field), one effect is that for the same synthesis fre-
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quency of 2.83 GHz the area consumption is reduced to 12.88 kGE (about the
6.6%), i.e. the area value indicated between the round brackets and the sym-
bol *. This would correspond to an improved area efficiency of 2.83 GHz

12.88 kGE ≈ 0.220
GHz/kGE. On the other hand, another effect is the reduction of the critical path
of the round according to Fig. 3 and Eq. 6, therefore the possibility to increase
the maximum synthesis frequency which rises to 3.10 GHz at the cost of 14.75
kGE. This gives again an improved efficiency of 0.210 GHz/kGE.

The same effects can be found in every experiment conducted, hence the
overall results suggest that the implementation of all the AES operations on
isomorphic fields leads to more efficient hardware solutions, improving both the
area consumption and the maximum supported frequency.

5 Conclusions

This work presents the investigation of the usage of composite/tower fields in the
AES algorithm. To the best of our knowledge, this is the first work that analyzes
this aspect in a systematic fashion clearly pointing out how to implement the
linear AES round operations on isomorphic fields. Indeed, the provided math-
ematical analysis and the highlighted correspondence with the hardware archi-
tectures constitute also a guideline for hardware designers of AES modules. In
addition, the systematic approach used in this work allows us to easily extend the
analysis (and the hardware implications) to the inverse transformations of the
AES decryption algorithm for implementing decryption-only modules or encryp-
tion/decryption modules, and to AES modules supporting also (or only) 192-bit
keys (12 rounds) and (or) 256-bit keys (14 rounds).

Future works will include the evaluation of the effects on the resistance to
the Side-Channel attacks due to the application of the isomorphic mapping to
the linear operations of AES, according to the methodology presented in [14].

Acknowledgments. This work was partially funded by the European Union’s Hori-
zon 2020 research and innovation programme “European Processor Initiative” (grant
agreement No. 101036168, EPI SGA2) and partially supported by the Italian Ministry
of University and Research (MUR) with the project CN4-CN00000023 of Recovery and
Resilience Plan (PNRR) program, grant agreement No. I53C22000720001, and in the
framework of the FoReLab project (Departments of Excellence).

References

1. NIST (2001) Advanced encryption standard (AES). Federal Information Process-
ing Standards (FIPS) publication 197

2. Singha TB, Palathinkal RP, Ahamed SR (2023) Securing AES designs against
power analysis attacks: a survey. IEEE Internet Things J

3. Nannipieri P, Di Matteo S, Baldanzi L, Crocetti L, Zulberti L, Saponara S, Fanucci
L (2022) VLSI design of advanced-features AES cryptoprocessor in the framework
of the european processor initiative. IEEE Trans Very Large Scale Integr (VLSI)
Syst 30(2):177–186. https://ieeexplore.ieee.org/document/9631958

https://ieeexplore.ieee.org/document/9631958


On the Usage of Isomorphic Fields in Hardware AES Modules 61

4. Nannipieri P, Crocetti L, Di Matteo S, Fanucci L, Saponara S (2023) Hardware
design of an advanced-feature cryptographic tile within the european processor
initiative. IEEE Trans Comput

5. Carnevale B, Falaschi F, Crocetti L, Hunjan H, Bisase S, Fanucci L (2015) An
implementation of the 802.1AE MAC security standard for in-car networks. In:
2nd IEEE world forum on internet of things (WF-IoT). IEEE, pp 24–28

6. Nannipieri P, Baldanzi L, Crocetti L, Di Matteo S, Falaschi F, Fanucci L, Saponara
S (2022) CRFlex: a flexible and configurable cryptographic hardware accelerator
for AES block cipher modes. In: Applications in electronics pervading industry,
environment and society (APPLEPIES 2021). Springer, pp 31–38

7. Ueno R, Morioka S, Miura N, Matsuda K, Nagata M, Bhasin S et al (2019)
High throughput/gate AES hardware architectures based on datapath compres-
sion. IEEE Trans Comput 69(4):534–548

8. Ueno R, Morioka S, Homma N, Aoki T (2016) A high throughput/gate AES hard-
ware architecture by compressing encryption and decryption datapaths—Toward
efficient CBC-mode implementation. In: 18th international conference on crypto-
graphic hardware and embedded systems (CHES). Springer, pp 538–558

9. Ueno R, Homma N, Sugawara Y, Nogami Y, Aoki T (2015) Highly efficient GF
(28) inversion circuit based on redundant GF arithmetic and its application to AES
design. In: 17th international conference on cryptographic hardware and embedded
systems (CHES). Springer, pp 63–80

10. Reyhani-Masoleh A, Taha M, Ashmawy D (2018) Smashing the implementation
records of AES S-box. IACR Trans Cryptogr Hardw Embedd Syst 298–336

11. Reyhani-Masoleh A, Taha M, Ashmawy D (2019) New low-area designs for the
AES forward, inverse and combined S-boxes. IEEE Trans Comput 69(12):1757–
1773

12. Gaded SV, Deshpande A (2019) Composite field arithematic based S-Box For
AES algorithm. In: 3rd international conference on electronics, communication
and aerospace technology (ICECA). IEEE, pp 1209–1213

13. Kumar TM, Reddy KS, Rinaldi S, Parameshachari BD, Arunachalam K (2023) A
low area high speed FPGA implementation of AES architecture for cryptography
application. Electronics 10(16)

14. Crocetti L, Baldanzi L, Bertolucci M, Sarti L, Carnevale B, Fanucci L (2019)
A simulated approach to evaluate side-channel attack countermeasures for the
advanced encryption standard. Integration 68:80–86



Speeding Up Non-archimedean Numerical
Computations Using AVX-512 SIMD

Instructions

Lorenzo Fiaschi, Federico Rossi(B), Marco Cococcioni, and Sergio Saponara

University of Pisa, Largo Lucio Lazzarino 1, 56122 Pisa, Italy
{lorenzo.fiaschi,federico.rossi}@ing.unipi.it,
{marco.cococcioni,sergio.saponara}@unipi.it

Abstract. This work presents the acceleration of a Bounded Algorith-
mic Number (BAN) library exploiting vector instructions in general-
purpose processors. With the use of this encoding, it is possible to rep-
resent non-Archimedean numbers that are not only finite (like real num-
bers) but also infinite or infinitesimal. The tremendous growth in non-
Archimedean numerical computations over the past 20 years and the
resulting applications spurred this study’s development. Enabling accel-
eration of BANs processing can significantly increase the throughput
of non-Archimedean numerical computations, enlarging the spectrum of
possible applications to industrial and real-time ones.

Keywords: Non-archimedean fields · Alpha theory · Bounded
Algorithmic Number (BAN) · Single Instruction Multiple Data
(SIMD) · AVX-512 instruction set

1 Introduction

Numerical non-Archimedean computations have been pioneered by Sergeyev and
his Grossone Methodology [1], and allow for the use of infinitely large and
infinitely small numbers in machines, other than finite ones as usual. From
their advent, numerous applications benefited, especially in the domain of multi-
objective optimisation, e.g., linear programming [2,3], quadratic programming
[4], evolutionary algorithms [5], game theory [6], artificial intelligence [7,8], etc.

The reference framework of this study is the non-Archimedean model built
upon the Alpha Theory [9], which introduces the set of Euclidean numbers and
their associated numerical encoding called Bounded Algorithmic Number (BAN)
format. The BAN encoding is a fixed length representation, guaranteeing that
any operation involving two BANs outputs a result that occupies the same mem-
ory as the operands, exactly as happens with computations between 32-bit IEEE
754 floats, where the result of addition, subtraction, addition, and division is
again a 32-bit float. However, since the Euclidean numbers form a superset of the
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real ones, their numerical representation is heavier than the one of floats, mak-
ing the processing of BANs cumbersome. CPU vectorization can be exploited
to optimise computations since BANs encoding can be implemented through
multiple fixed-length coefficients, thus fitting them inside vector registers and
efficiently computing operations in a single clock cycle.

Using vector instructions had already proved to be a good solution for han-
dling non-native data types that do not have hardware acceleration [10,11]. In
this paper, we present an optimisation of a C++ BAN library called BANcpp
[12]. The goal is to optimise the library to leverage CPU vectorization when
dealing with BAN coefficients. In particular, we focused on BAN numbers with
eight 64-bit coefficients and 512-bit vector instruction sets (e.g., Intel AVX-512).
We also present a benchmark application that consists of several iterations of a
non-Archimedean optimisation problem. We evaluate the goodness of automatic
vectorization as a baseline model and then we enhance the automatic vectoriza-
tion whenever the compiler fails to automatically optimise the code.

The paper is organised as follows: (i) Sect. 2 briefly introduces Alpha Theory
and the Euclidean numbers; (ii) Sect. 3 details the BAN format; (iii) Sect. 4
explains the choices made to implement the enhanced vectorization of the library;
(iv) Sect. 5 shows the application benchmark and the results obtained in terms
of timing performance and throughput.

2 Alpha Theory and The Euclidean Numbers

Alpha Theory reference set of non-Archimedean numbers is indicated with the
symbol E and it is called the set of α-Euclidean numbers, or, in brief, just
Euclidean numbers. The peculiar name of the theory comes from the definition
of a reference infinite value within E and it is indicated by the symbol α. Then,
any Euclidean number can be represented as a function of α, and only functions
of α are numbers in E, which guarantees that the Euclidean numbers and the
mathematical operations among them behave according to their counterparts
in R, i.e., commutative operations continue to be commutative, differentiable
functions are still differentiable, etc. For instance, the following are all Euclidean
numbers:

α3,
1
α

,
1
α2

− eα, − 1
2α

, − ln
(

1
α

)
. (1)

As opposed to Archimedean Mathematics the concepts of infinite and
infinitesimal numbers are sharply defined rather than vague concepts.

Definition 1. Given ξ ∈ E, then

– ξ is infinite ⇐⇒ ∀n ∈ N, |ξ| > n
– ξ is finite ⇐⇒ ∃n ∈ N , 1n < |ξ| < n
– ξ is infinitesimal ⇐⇒ ∀n ∈ N, |ξ| < 1

n .

Therefore, in (1) the first and fifth numbers are positive and infinite, the third
is negative and infinite, the second is positive and infinitesimal, while the fourth
is negative and infinitesimal. A more detailed presentation of Alpha Theory and
the set E can be found in [13].



64 L. Fiaschi et al.

3 The BAN Format

The BAN encoding consists in a finite length representation for Euclidean num-
bers; however, as for IEEE 754 floating point numbers, it cannot represent the
whole set E because it would require infinitely many binary possible representa-
tions, i.e., an infinite computer memory. Any Euclidean number compliant with
the following representation can be represented as a BAN:

ξ =
L∑

i=1

riα
p−i,

where L ∈ N is the encoding length, ri ∈ R and p ∈ Z. Changing perspective,
one can define a BAN as a Euclidean number that can be represented by a linear
combination of L subsequent integer powers of α.

From the very first glimpse, one may notice that the BAN representation of
a Euclidean number is very similar to the one of a polynomial, suggesting how
cumbersome can be to execute algebraic operations between BANs. An example
of addition and multiplication between BANs with L = 3 follows:

(3.2α2 − 0.5α + 1.4) + (0.2α + 1 − 1.5α−1) = 3.2α2 − 0.3α + 2.4 − 1.5α−1

(3.2α2−0.5α+1.4)×(0.2α+1−1.5α−1) = 0.64α3+3.1α2−5.02α−2.15−2.1α−1

Both computations output a result that is not a BAN since it requires more
than three consecutive powers of α to be represented. Therefore, there is the
need to approximate them considering only the first three highest powers of α,
the most significant ones somehow, that is executing a truncation of the result.
Below we report the numerical execution of the previous two operations, along
with the division, realized by a software simulator of a BAN Processing Unit
(BPU, whose hardware design has been recently proposed in [12]). The latter
manipulates and outputs BANs in the normal form [13], i.e., in the standardized
format which guarantees the uniqueness of the representation.

Operands: α^2(3.2 - 0.5η^1 + 1.4η^2) and α^1(0.2 + 1η^1 - 1.5η^2)

Sum: α^2(3.2 - 0.3η^1 - 2.4η^2)
Product: α^3(0.64 - 3.1η^1 - 5.02η^2)
Division: α^1(16 - 82.5η^1 + 539.5η^2)

4 Vectorization of BANcpp Library

We vectorized the BANcpp library by mixing two approaches: (i) leveraging
the automatic vectorization offered by the compiler; (ii) enhancing vectorization
manually whenever the automatic optimisation of the compiler fails. In particu-
lar, we needed to implement manual vectorization in the following cases:
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– when a for-loop contains control-flow instructions on the BAN coefficients:
due to possible branches and FPU exceptions the compiler refuses to insert
vector instructions for these loops. The solution is to provide vectorization
manually exploiting masked instructions based on comparisons. This is the
case of comparison between BANs or checks on BAN values.

– when we have an outer and inner for-loop whose indexes are depending on
each other. The solution is to implement vectorization manually leveraging
the “geometry” of the problem. This is the case of multiplication between
two BANs, which ends up in a one-dimensional convolution.

Listing 1. Manually vectorized 8 × 8 1-D convolution for AVX512 SIMD.

void convmul(const double* a, const double* b, double* dst) {

__m512 va0 = _mm512_set1_pd(a[0]);

...

__m512 va7 = _mm512_set1_pd(a[7]);

__m512 vb07 = _mm512_loadu_pd (&b[0]);

__m512 vb17 = _mm512_mul_pd(vb07 ,masked1 );

...

__m512 vb77 = _mm512_mul_pd(vb07 ,masked7 );

__m512 va0b = _mm512_mul_pd(va0 ,vb07);

__m512 va1b = _mm512_slide(_mm512_mul_pd(va1 ,vb17 ),1);

__m512 va2b = _mm512_slide(_mm512_mul_pd(va2 ,vb27 ),2);

...

__m512 va7b = _mm512_slide(_mm512_mul_pd(va7 ,vb77 ),7);

__m512 accr = _mm512_add_pd(va0b ,va1b);

accr = _mm512_add_pd(accr ,va2b);

...

accr = _mm512_add_pd(accr ,va7b);

_mm512_storeu_pd (&dst[0],accr);

}

5 Benchmark Application and Results

The problem used as a benchmark in this study is one of the first ever used for
testing and showing the efficacy of non-Archimedean numerical computations,
namely Kite [3]. It consists of a bi-objective lexicographic linear programming
problem, i.e., an optimisation problem of two linear functions, ordered by strict
priority, over a linearly defined domain. To solve the problem, we adopted a
Simplex-like non-Archimedean algorithm [3], precisely tailored to this type of
task. To make it more realistic, we wrapped the problem within the I-Big-M
framework [14], which adds a third objective to generalize the optimisation to
the case of unknown starting feasible basis.
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We ran the benchmark application for 105 steps with both the auto-vectorized
(namely, baseline) and the enhanced-auto-vectorized (namely enhanced) versions
of the BAN library, collecting the time spent for each iteration. We smoothed
the data by a 200-steps moving average window and computed a least square fit
to plot the metric trends for the average time spent during an iteration and the
average throughput (in terms of iterations per second). The benchmark was run
on an Intel Xeon Gold 6238R processor running at 2.2 GHz with eight 64-bit
BAN coefficients. Figure 1 shows the comparison between the two versions in
terms of average time spent per iteration and overall throughput (iterations per
second). Mean value and standard deviation of the two are reported in Table 1.

Fig. 1. Comparison between time spent for each iteration (left) and throughput (iter-
ations per second, right) in the two different versions of the BAN library with the
associated fitted curve.

Table 1. Mean value and standard deviation over 105 iterations of the benchmark
application, 8 64-bit BAN Coefficient with AVX-512.

Time (ns, ×104) Throughput (iter/s, ×105)

Baseline (Non-vector) 9.44 ± 1.11 1.07 ± 0.87

Baseline (Vector) 5.18 ± 0.21 1.93 ± 0.04

Enhanced 4.68 ± 0.19 2.14 ± 0.05

6 Conclusions

In this work, we presented the acceleration of a C++ library for Bounded
Algorithmic Numbers (BAN) exploiting vector instructions, testing it on a
non-Archimedean optimisation benchmark. The results showed how manually
enhancing the automatic vectorization produced by the compiler can improve
the performance of such applications even without complete hardware support
for BANs. We have found that the performance of compiler automatic vector-
ization is significantly inferior to that achieved by manually optimising which
intrinsics to use (and in which order) and how to load the information (again, in
which order and according to which scheme). This can be helpful for the commu-
nity of compiler developers too since it means that there is room for improving
the compilers for handling the specific use case tackled in this work.
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Abstract. The necessity of efficient comparators in modern ADCs calls for
new two-stages topologies that overcome the Strongarm limitations in terms of
common-mode offset and gain dependency. The latest fashion is represented by
dynamic bias integrators coupled with low power and low noise latches. The
dynamic bias significantly reduces the overall power consumption, a feature
which the second stage has to maintain; also, a CMOS implementation is usu-
ally adopted to gain more robustness. Starting from the comparator with dynamic
floating inverter amplifier [1], a new structure has been derived and explained.
The architecture has been simulated in 5 nm FinFET technology and compared
to the state-of-the-art for very stringent power, noise and speed targets. Nonethe-
less, the proposed topology matches various applications thanks to its multiple
degrees of freedom which allow the designer plenty of room for further improve-
ments. The continuously scaling technology will favour this CMOS dynamic bias
implementation even more.

Keywords: StrongARM · Dynamic Bias · Comparator

1 Introduction

1.1 Analog-to-Digital Converters (ADCs) for Serial Links

Inmodern communications, speed and efficiency are the key features and themotivations
behind the present work. Nowadays, serial data are transferred at 56 Gb/s [2] or even
higher rates. This requires extensive equalization that can only be achieved in the digital
domain. As a result, high-speed ADCs are key components of serial data receivers.
Such great speed may be obtained only through at least 64 time-interleaved Successive
Approximation Register (SAR) converters. The single SAR should be carefully designed
as its power, speed and resolution greatly affects the overall performance. In a typical
SAR the most energy-hungry block is the comparator [3]. The aim of this article is to
present a power optimized comparator for high-speed applications.
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Table 1. Comparator targets.

Targets

Decision Time tDEC ≈ 10ps

Charge in a period Q <2fC

Noise Ni <2 mV

Integrator Gain AV ∈ [6, 9]

Fig. 1. a Dynamic Floating Inverter Amplifier, b Strongarm, c Tang Comparator Outputs

1.2 Comparator Targets

As explained in Sect. 1.1, analog-digital converters represent a bottleneck regarding the
overall performance of the entire receivers. This scenario imposes stringent targets in
terms of speed [4], noise and energy consumption. For this work, the target specifications
of Table 1 have been adopted. Combining these three metrics a Figure of Merit (1) can
be defined, i.e. a single number which allows to rank different topologies based on their
efficiency at first glance. This FoM [5] fairly evaluates the time needed to perform a
comparison, the charge consumed in a clock period (T) and the noise produced in the
process [1]. The smaller FoM will guarantee the higher efficiency.

FoM = tDEC ∗ Q ∗ N2
i (1)

tDEC = t (differential output = 0.5 ∗ VDD) (2)

Q = ISUPPLY dt (3)
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Nt =
√
No,integrator + No, latch

A2
V ,integrator

(4)

Technology. It is important to remark that 5 nm technology has been used for this work.
Such scaled technology node is necessary due to successive digital processing required
for signal equalization. Topology considerations are linked to the adopted technology.
Complementary (CMOS) structures are more suited for Finfet [6] with respect to much
older technology nodes, e.g. 90nm or similar, where it would be preferable to adopt
nmos implementations, such as the dynamic bias integrator of [7].

2 Comparator Topologies Overview

2.1 Strongarm (SA)

Strongarm [8] is one of the most popular comparator implementations thanks to its
extreme simplicity and efficiency. As shown in Fig. 1b, the integrator (M1,2) and the
latch (M3–6) are implemented with the minimum number of transistors and the whole
architecture has only one stage. This compactness guarantees both velocity and reduced
energy consumption, while the noise is further reduced by the cascode enhanced gain.
Unfortunately, the one-stage approach presents major drawbacks as both the offset and
the gain heavily depend on the input common mode. These flaws may be overcome by
construction with a two-stage comparator [1].

Fig. 2. Integrator FoM for different sizing of CRES.
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2.2 Dynamic Floating Inverter Amplifier Comparator (Tang)

A two-stage approach allows to overcome the common mode dependency, whereas a
CMOS implementation is preferrable in the adopted technology.

The need for low power comparators requires dynamic biasing, a technique for
reducing the energy consumption by improving the transistors transconductance over
current ratio [7]. These three features point to the Tang comparator, shown in Fig. 1.

Dynamic Floating Inverter Amplifier. This first stage—Fig. 1a—is a dynamic bias
CMOS integrator providing all the advantages of an independent power domain [1]
thanks to the capacitive supply offered by the reservoir capacitor (CRES). This capac-
itance is charged between ground and VDD during a reset phase, then it supplies the
inverters (M1p,1n and M2p,2n) through a charge sharing mechanism. Once the transistors
size has been chosen, the sizing of the reservoir allows to control speed, power and gain
[1]. The bigger the reservoir, the greater the gain and the charge consumption, whereas
the time will be shortened. A simple way out of these trade-offs is to select a certain
gain range and then to look for the minimum integrator figure of merit—Fig. 2, which
accounts for the integration time, the charge and the noise of the first stage.

Strongarm as Second Stage. The Strongarm presents not only a latch, but also an
additional amplifier (M1,2), therefore Tang comparator relies on two integrators and a
latch in only two stages. As stated in 2.1, this topology has excellent characteristics
in terms of noise and power thanks to the gradual turning on of its transistors. SA
performance as second stage may be further optimized by adding a small delay at the
tail (M7) so to allow the first integrator to produce a bigger gain. An effective delay
should increase the integrator gain without an excessive degradation of the decision
time, so as to improve the FoM. Hence, the required delay should be extremely low, in
the order of fraction of ps. In this work such delay has been implemented by changing
the threshold of the tail transistors. If an older technology is employed, the same delay
can be realized through some logic ports on the clock path or resetting the drain of M7
at VDD.

3 Proposed Comparator

3.1 Double Tail Comparator

In this work a further optimization of Tang comparator is proposed, the Double Tail,
Fig. 3. Once understood that delaying the Strongarm turning on brings significant advan-
tages in terms of power, gain and noise, a delayed Tang comparator may seem the most
straightforward approach. Nonetheless, the SA presents a major flaw when used as sec-
ond stage: this circuit is reset at VDD, but its input voltages (O1, O2) are expected to
be around 0.5*VDD. Consequently, designing a reset network at half the supply seems
more convenient in terms of noise and power.

A second improvement is the additional tail (M8) which cuts the power consumption
of M5,6. Also this additional tail is delayed through the threshold voltage. Such delay
should match the delay of the lower tail (MTAIL) to maximize the power efficiency of
this circuit, which is named “double tail” after these two fets turning on the structure.
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Fig. 3. a Dynamic Floating Inverter Amplifier, b Double Tail Latch, c Outputs of Double Tail
Comparator.

Themain strength of theDouble Tail ismaintaining the SA advantageswhile improv-
ing the noise and power efficiency at the cost of a slight delay in the overall decision
time, as shown in Fig. 3c. As previously explained, the delay should be kept reasonable
compared to the total decision time. The easiest way to estimate the optimal delay is to
look at the minimum FoM in a certain decision time range.

4 Conclusion

4.1 State of the Art Comparison

In order to validate the Double Tail topology in a fair comparison, the state of the art has
been considered, redesigned in 5nm and simulated through Cadence Virtuoso to meet
the given targets. The results are reported in Table 2. Note that the SA is still one of the
most performing comparators thanks to its one-stage implementation.

4.2 Final Considerations

TheDouble Tail comparator stands out as themost efficient topology for the given targets
as it employs a low power dynamic bias integrator coupled with a latch which is equally
optimized for energy minimization.

This topology suits different applications thanks to the twomain degrees of freedom,
i.e. the reservoir capacitor in the first stage and the tunable delays in the second. The gain
and noise performance may be further improved by stacking the integrator transistors or
the tails.
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Table 2. Comparator topologies simulated in 5 nm TSMC technology.

Topologies Decision time charge noise FoM

Strongarm [8] 9.63ps 1.596fC 2.58 mV 102.31*10−33CsV2

Elzakker [9] 10.89ps 2.411fC 2.37 mV 147.48*10−33CsV2

Bindra [7] 13.40ps 1.249fC 2.52 mV 106.28*10−33CsV2

Tang [1] 10.47ps 1.631fC 2.93 mV 146.60*10−33CsV2

Delayed tang 11.89ps 1.726fC 2.34 mV 112.37*10−33CsV2

Double tail 10.77ps 1.588fC 2.22 mV 84.29*10−33CsV2

Future Work

A further clarification should be added: this work was meant to be built inside a given
system where two clock signals (Ck and Nck) and a half supply reference (0.5*VDD)
had been already employed, therefore the double tail topology required no additional
circuitry. Whenever such conditions are not met, the nmos solution mentioned in the
“technology” paragraph would represent the most advisable choice.
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Abstract. We propose a Q-Learning hardware accelerator for a RISC-
V platform. In particular, our work focuses on the Klessydra processor.
To the best of our knowledge, this is the first work in the literature that
addresses this topic. We implemented the system on an AMD-Xilinx Zed-
Board development board using a small amount of hardware resources
and requiring a limited dynamic power of 1.528 W. The data we obtained
are compatible with the future implementation of more accelerators on
the same device to enhance the capabilities of the system. Compared to
a standard software version of the algorithm, our accelerator allows a
speed-up of ×36 in convergence time and an energy saving of ×34. The
results obtained prove how our proposed system is suitable for high-speed
and low-energy applications like Edge Machine Learning and embedded
IoT systems.

Keywords: RISC-V · Hardware acceleration · Edge machine
learning · Reinforcement learning · Q-learning

1 Introduction

In recent years, RISC-V processors have gained significant interest due to their
open-source architecture, allowing for cost-effective customized solutions [1].
Unlike CISC structures, these cores combine a reduced and highly optimized
instruction set with a simple instruction processing pipeline. These characteris-
tics make the components more energy efficient and better suited for processing
large amounts of data like in Edge Machine Learning applications [2–5].

The VLSI design research community has shown considerable interest in the
hardware acceleration of Reinforcement Learning, as evidenced by its increasing
popularity [6]. Among the notable algorithms in the field, Q-Learning [7] stands
out with its simple tabular approach that relies on a Q-Matrix approach. In
recent years, numerous hardware implementations of this algorithm have been
proposed [8–11]. The latest survey [6] reveals that the work of Spanò et al.
[11] is the standard de facto architecture for the implementation of Q-Learning.
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Moreover, the authors proposed an automatic tool to generate the hardware
system [12] that can be fruitfully used as an off-the-shelf IP.

Having regard to the above, we propose a Q-Learning hardware accelerator
for a RISC-V platform. To our knowledge, this is the first work in the literature
that addresses the topic.

2 Hardware Architecture

We introduce some information about the chosen RISC-V processor and the
hardware architectures of the Q-Learning accelerator.

2.1 RISC-V Processor

Our work is based on the Klessydra processor [13]. The Klessydra family is fully
compatible with the RISC-V ISA, specifically RV32I, and with the technical sup-
port of the PULP research group, it has been developed to seamlessly integrate
with the open-source PULPino SoC. Compliance with PULPino is achieved at
both the hardware and software levels. In fact, in addition to being a pin-to-pin
alternative to one of the SoC cores (RI5CY), they have a memory map that
aligns perfectly with the PULPino specifications [14].

Figure 1 shows the block diagram of the PULPino SoC. The system consists
of a processor, two separate 32kB RAMs for data and instructions (following
the Harvard architecture), and a 512B Boot ROM. For 32-bit data exchange
with peripherals, the SoC utilizes an AXI bus connected to APB through a
bridge. Additionally, there is a JTAG debug interface and an SPI slave port that
operates on the communication bus as an AXI Master for loading the compiled
code into memory.

Fig. 1. Top-level view of PULPino processor.
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2.2 Hardware Accelerator

The update rule for the Q-Learning algorithm [7] can be described as follows:

Qnew(st, at) = (1 − α)Q(st, at) + α[rt + γt max
A

Q(st+1, A)] (1)

In the given equation, Q denotes the value in the Q-Matrix, s and a refer to the
states and actions respectively, r represents the reward, α represents the learning
rate, and γ represents the discount factor. The variable t represents the iteration
index of the algorithm. The capital A signifies the entire row of the Q-Matrix
associated with a specific state.

The accelerator architecture is depicted in Fig. 2, with bold text and thick
arrows used to represent vector signals. A detailed description of the architecture
can be found in [11,15].

Fig. 2. Hardware architecture of the Q-Learning accelerator.

The input of the system consists of the aforementioned parameters, while
the output corresponds to the entire row of the Q-Matrix that is associated with
the current iteration t. This functionality is designed to enable the accelerator
to align with the input requirements of a conventional Reinforcement Learning
action-policy generator [16].

3 System Implementation

PULPino can be synthesized and executed on an FPGA, and although this type
of implementation may not be as optimized as an ASIC implementation, it serves
as a valid emulation environment. Within the PULPino-Klessydra project on
GitHub [17], everything necessary for compilation on a Xilinx-AMD ZedBoard
is already available, so we chose such a platform for our work.

To incorporate the design of the Q-learning algorithm into the PULPino-
Klessydra architecture, it is necessary to package the VHDL code into an IP with
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an AXI-Lite interface. However, since the PULPino architecture is equipped with
only an AXI4-Full communication bus, it is necessary to convert the protocol to
accommodate the IP within the system using a Xilinx AXI Protocol Converter
IP. This approach allowed us to overcome compatibility issues without compli-
cating the basic interface designed for the block. The choice is also supported by
the fact that the peripheral does not require burst memory accesses, which is a
feature of the full protocol.

3.1 Hardware Implementation Results

Figure 3 shows the utilization of resources of the system deployed to the target
device. The evaluated dynamic power of the design is 1.528 W, considering a
vectorless approach at 20 MHz clock. The data obtained are compatible for the
future implementation of more accelerators on the same device to enhance the
capabilities of the system.

Fig. 3. FPGA resources utilization.

4 Experimental Results

We tested the system considering a 4 × 4 Q-Matrix and considered 10 training
processes. We ran the same experiments on the RISC-V using a software-only Q-
Learning and a hardware-accelerated one. The policy generation is done for both
cases in software. Since the two approaches give the same convergence values, in
Fig. 4 we only compare the convergence time of all our tests. Thanks to the
hardware acceleration, the algorithm has an average speed-up rate of about ×36
than the software approach. Thanks to the accelerator speed-up, the hardware
approach allows for a ×34 reduction of energy.

Figure 5 shows the average energy required to reach convergence.

5 Conclusions

We proposed a Q-Learning hardware accelerator for a RISC-V platform. In par-
ticular, our work was focused on the Klessydra processor. To the best of our
knowledge, this is the first work in the literature that addresses this topic.
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Fig. 4. Convergency time for software and hardware accelerated approaches.

Fig. 5. Average energy required to reach convergence for software and hardware
accelerated approaches.

The system was implemented on an AMD-Xilinx ZedBoard development
using a small amount of hardware resources and requiring a limited dynamic
power of 1.528 W. The data obtained are compatible with the future imple-
mentation of more accelerators on the same device to enhance the capabilities
of the system. Compared to a standard software version of the algorithm, our
accelerator allows a speed-up of ×36 in convergence time and an energy saving
of ×34. The results obtained prove how the proposed system is suitable for high-
speed and low-energy applications like Edge Machine Learning and embedded
IoT systems.
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Abstract. Single-Flux-Quantum (SFQ) logic is a digital electronic technology
known for its very low-power consumption (nW-µW) and high operating fre-
quency (up to 100 GHz). Like any other device, SFQ-based logic circuits suffer
frommanufacturing process issues, specifically concerning variations in the deter-
mined values of individual components such as the critical current of a Josephson
junction and inductances. This leads to the need for a deep understanding of the
circuit performances, its tolerance range and, furthermore, an optimization tool
to improve it achieving a certain margin for each component. In this regard, the
present article delves into the techniques and the development of a new design
parameter optimization algorithm, whose main goal is to increase the critical mar-
gin of the circuit. By using such a simple and efficient technique, failures due to
the fabrication are avoided and performance enhancement is achieved.

Keywords: SFQ logic · PSCAN2 · Optimization tool · Superconducting circuit

1 Introduction

In the last decades, SFQ technology has been widely studied thanks to its characteristics
thatmake it promising in the field of computing and information processing. Even though
SFQ is a binary logic, the way in which information is stored and transmitted changes:
information is stored in the form of magnetic flux quantum (�0) and transmitted as
SFQ voltage pulses with quantized areas [1]. The main component of such a technology
is the Josephson junction (JJ), a two terminal device made of two superconducting
electrodes separated by a thin non-superconducting layer [2]. Due to the presence of
superconductive materials, the use of dedicated simulators specifically designed for
superconducting circuits is necessary. In this study, simulators such as PSCAN2 or JSIM
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[3] were employed to simulate and verify the behavior of SFQ-based logic circuits.
To this purpose, simulations, SFQ-based circuits tests and their related optimization
are discussed. At the state of the art, optimization algorithms are commonly used to
bring SFQ circuit to work into their operating region. The approaches are multiple and
very different from each other: some use the Monte-Carlo method to scatter the circuit
parameter around the initial value [4], other use SQIR (small quantum intermediate
representation) in Coq to describe a quantum circuit as a program [5]. While the latter
uses a low-level quantum language, in this work, the optimization algorithm is developed
with MATLAB and Python programming language. Moreover, this study looks at the
problem mostly from a numerical point of view, by comparing simulations results with
the desired ones. Hence, this approach provides an open, non-proprietary solution. In
the following section simulations are presented, and the necessity for dimensioning
optimization are explained. In Sect. 2, optimization algorithm methods are shown and
finally, in Sect. 3, results and conclusions will follow.

1.1 SFQ-Based Circuit Design and Simulations

Every SFQ-based circuit design is based on the elementary concept of loop. A supercon-
ductive loop can merely be made with a superconductive wire, which being supercon-
ductive brings flux quantization in multiple of �0. However, in such a loop suppression
and restoration of superconductivity takes too much time, but if the loop is interrupted
with a JJ, switching is made way faster [1]. During the circuit’s dimensioning process,
the user makes a decision based on the desired behavior for the circuit itself. One can
choose to implement a quantizing loop to store and retain information within it or a non-
quantizing loop to allow the information transmission [6]. The simplest SFQ-based cell
is the Josephson Transmission Line, used to transmit data between two cells, shown in
Fig. 1 [7]. In this case, the loop containing J1-L2-J2 is dimensioned to be non-quantizing,
since the main goal is to let the information pass through [8]. Once the dimensioning is
done, it can be tested and simulated in the PSCAN2 simulator to verify the performance
of the device under study, in terms of output phase or voltage.

Fig. 1. Josephson Transmission Line circuit

It is important to highlight that any manufacturing process suffers from fabrication
tolerances thus leading to actual componentwhose values deviate from the designed ones
[9]. In these terms, the margin of a circuit component refers to the difference between
the actual operating point and the desired one. Therefore, it becomes vital to deeply
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investigate the lower and upper margins of all the circuit elements (i.e., inductances,
JJs and dc-current generators), and verify whether the target requirements are met. A
component margin defines an interval in which the value of the component itself can vary
not compromising the correct functioning of the circuit. Consequently, a margin analysis
is an iterative process whose result are the margins of each circuit component. During
this process the circuit is simulated several times, and each time margins are calculated
for all the circuital elements. In the single simulation, one parameter is changed within
a chosen interval, while the others are fixed. This method conducts simulations at a test
point slightly above the initial value, as well as at lower and upper estimation points,
subsequently identifying the operational region of the circuit [3].

2 Methods

The purpose of the iterative optimization algorithm is to bring all the circuital element
composing the circuit, to a certain value of margin. To this end, a margin analysis is
executed within the PSCAN2 simulator, and its result is saved in the form of a text
file. Then, the algorithm proceeds with the optimization in terms of minimization of a
multivariable function, f (x), where x is the project variables vector (i.e., inductances,
critical current of JJs and bias currents). During each simulation, a margin for every
single parameter is calculated. Then, starting from this information a vector error is
created, whose elements represent the displacement of each margin component to the
desired one. Once margins have been estimated the f (x) function value is determined as
follows:

f (x) = ‖mo − g(x)

mo
‖ (1)

where mo is the objective margin, while g(x) is the margin obtained from the i-th sim-
ulation for each circuit component. The optimization function goes from a space R

N

to R, since it has N -project variables as input and returns a scalar as output, which is
the f (x) value (1). The iterative algorithm repeats itself until the f (x) is minimized.
As a case study, a MATLAB script has been developed. Every single iteration of the
optimization is handled with the fminsearch function [10], which finds the minimum of
unconstrained multivariable function using a derivative-free method. A vector of initial
points, x0, defined by user with the design parameters, is used to run the first simula-
tion as a starting point for the fminsearch to minimize the function f (x). After the first
simulation, the x0 vector will be updated by the fminsearch in this way:

• Step 1: several simulations will be executed changing one parameter at a time;
• Step 2: more parameters will be changed at the same time, and this process will be

iterated until f (x) is minimized.

The algorithm convergence strongly depends on the initial points vector which, being the
result of an analytic solution, is very close to the circuit solution and so the convergence
is guaranteed. In the following section, the workflow of the optimization algorithm is
described.
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2.1 Case Study in MATLAB Environment

The MATLAB script contains the definition of the x0 vector, that will be used in the first
simulation and as a starting point for the fminsearch function, whose job is to minimize,
and hence find the zero of the f (x), calculated using Eq. (1) [10]. The algorithm is an
iterative one, which means that it has the following workflow, also reported in Fig. 2:
anytime the fminsearch calls over the optimization function, a simulation is carried out
with the values of the x0 vector. Then, a margin analysis is done and from its result
an estimation of the error is calculated. After that, the f (x) value is returned and the
whole process repeats itself. By setting the fminsearch options, user is able to define in
which conditions the parameter optimization must end. To this end, TolX and TolFun
[10] options have been used to give a termination tolerance respectively to the project
variables vector and the current function value. Since in the manufacturing process there
is a certain resolution for the values of currents and inductances, TolX should be properly
set in relation to this. However, TolFun and TolX boundary are defined by the following
inequalities:

|xi − xi+1| < TolX ∗ (1 + |xi|) (2)

|f (xi) − f (xi+1)| < TolFun ∗ (1 + ∣
∣f (xi)

∣
∣) (3)

When both (2) and (3) are satisfied, the fminsearch algorithm stops.

Fig. 2. Block-diagram of the optimizer workflow

3 Results

The iterative optimization algorithm described in Sect. 2 was tested over the SFQ-
based merger circuit (see Fig. 3) to achieve a 25% margin of tolerance. To perform the
algorithm, a computerwith an Intel-Core I5-8250Uprocessor and 8GBofRAMhas been
employed. By executing simulations of such a cell, it was found by the margin analysis
that the desired margin was not accomplished, thus requiring an optimization cycle of
the circuit. As a primary goal, all the circuit components need to fall within the required
tolerance (functionality specification). As a second objective, such ranges should be
identified as fast as possible. To achieve the best possible result, multiple optimizations
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were performed by adjusting the options of the fminsearch function: TolFun and TolX.
These options establish lower bounds for the current function value (which is the f (x))
and the step size for each x0 element (12 elements in total, corresponding to 12 parameters
to optimize).

Fig. 3. SFQ-based merger circuit.

Starting with an initial error value of 2.27, it was successfully reduced resulting in
an error in the order of 10−16. Table 1 presents the margins of the merger components
before and after the optimization process: in the “Pre-optimizationMargins (%)” column,
margins already to 25% are reported in italic.

Table 1. Merger circuit components margins before and after optimization: currents and
inductances values are respectively in µA and pH.

Parameters Pre-optimization
values

Pre-optimization
margins

Optimized values Optimized margins

J1 7 (12.41; 25) 7.42 (50; 49.9)

J2 14 (25; 4.5) 12.72 (38.2; 33.4)

J3 14 (25; 3.05) 12.76 (38.2; 33.4)

J4 10 (6.2; 25) 10.9 (50; 49.9)

J5 7 (10.9; 25) 7.54 (50; 49.9)

J6 10 (7.46; 25) 10.99 (50; 50)

L1 0.16 (25; 8.72) 0.154 (50; 50)

L2 0.08 (25; 25) 0.064 (50; 50)

L3 0.08 (4.5; 25) 0.091 (39.8; 49.9)

L4 0.16 (25; 7.46) 0.147 (50; 50)

L5 0.16 (25; 7.46) 0.149 (50; 50)

I1 21 (21.6; 6.2) 22.7 (28.9; 50)

Once the optimizer performance is tested over the merger and has succeeded, to
verify its robustness, other tests have been conducted over different SFQ-based cells
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[1]. The equivalent results are reported in Table 2, along with the number of parameters
optimized for each circuit, and the simulation time, which multiplied by the number of
iterations returns the time it takes to optimize all of them to the desired margin value.
Since its circuital complexity and the number of parameters growing, the counter circuit
optimization time is bigger than the others, leading the fminsearch, and the optimization,
to be time consuming. Of course, this aspect can be improved in future works.

Table 2. Simulation and optimization time of SFQ-based logic cells.

Cells Number of parameters Simulation time (s) Optimization time

JTL 5 0.04 2 min

Splitter 13 0.05 4 min

Merger 12 0.07 8 min

T-flip flop 21 0.46 11 min

Counter 27 1.05 6 h

4 Conclusions

In this paper, an automated iterative routine for the optimization of SFQ-based logics has
been described. SFQ-based logic circuits can be simulated in the PSCAN2 simulator, but
due to convergence problems affecting the software, there is the need for an optimization
tool. So, in this work a novel method for design optimization of SFQ-based logic circuits
has been introduced and tested, by showing a case study in the MATLAB environment
and PSCAN2 simulations via Python. For all the considered test-cases, the optimization
routine has allowed to find component values that met the circuit requirements, hence
proving its usefulness in assisting the design of SFQ-based circuits. In future works, the
objective is to speed up the optimization process even when used over larger circuits and
bring it to a new release, inwhich the algorithm is fully developed inPythonprogramming
language.

References

1. Paul Bunyk et al (2001), RSFQ technology: physics and devices. Int J High Speed Electron
Syst 11(1):257–305

2. Likharev KK (1986) Dynamics of Josephson junctions and circuits. Gordon and Breach, New
York

3. FangES et al. A Josephson integrated circuit simulator (JSIM) for superconductive electronics
application. Ext Abstr 1989 Int Supercond Electron Conf ISEC 89:407–410, 198

4. Mori N et al (2001) A new optimization procedure for single flux quantum circuits. Phys C
357–360:1557–1560

5. Hietala K et al (2020) A verified optimizer for quantum circuits. arXiv:1912.02250v3
6. Van Duzer T et al (1981) Principles of superconducting circuits. Elsevier, New York

http://arxiv.org/abs/1912.02250v3


86 L. Di Marino et al.

7. Likharev KK (1993) Rapid single-flux-quantum logic. In: Weinstock H, Ralston RW (eds)
The new superconducting electronics.NATOASI Series, vol 251. Springer,Dordrecht. https://
doi.org/10.1007/978-94-011-1918-4_14

8. Semenov VK et al (1997) Digital-to-analog converter based on processing of SFQ pulses.
Ext Abstr Int Supercond Electron Conf, PTB, Berlin, 320–322

9. Tinkham M (1996) Introduction to superconductivity, 2nd edn. McGraw-Hill, New York
10. Lagarias et al (1998) Convergence properties of the Nelder-Mead simplex method in low

dimensions. SIAM J Opt 9(1):112–147

https://doi.org/10.1007/978-94-011-1918-4_14


A PUF-Based Secure Boot for RISC-V
Architectures

Stefano Di Matteo(B) , Luca Zulberti , Federico Cosimo Lapenna,
Pietro Nannipieri , Luca Crocetti , Luca Fanucci , and Sergio Saponara

Department of Information Engineering, University of Pisa, Via G. Caruso 16, Pisa,
Italy

stefano.dimatteo@dii.unipi.it

Abstract. Recently, there has been a growing interest in Physically
Unclonable Functions (PUFs). These electronic circuits possess several
key characteristics such as unpredictability and uniqueness that make
them particularly attractive for security applications. PUFs offer an
appealing solution for secure boot applications, providing a hardware-
based mechanism for generating unique cryptographic keys. These keys
can be used to encrypt the bootloader and operating system, thereby
enhancing security. In this paper, we propose an innovative, secure boot
scheme that leverages the functionality and characteristics of a PUF. Our
approach eliminates the need for physical storage of the encryption key
of the boot code, which enhances security and provides the possibility
of securely updating the firmware. We will present an architecture that
comprises essential components, along with a demo board on FPGA. The
demo board features a general-purpose 64-bit RISC-V-based system that
leverages the proposed PUF-based secure architecture, enabling secure
boot and firmware update functionalities.

Keywords: PUF · RISC-V · Secure boot · Hardware · FPGA

1 Introduction

In today’s digital age, security has become an increasingly critical concern for
individuals, organizations, and governments. With the growing complexity and
sophistication of cyber threats, it is crucial to implement robust security mea-
sures to protect computer systems and sensitive data. Secure boot technology is
one of such security measure that is integrated into modern computer systems
[5,7,10]. Its primary aim is to verify the digital signatures of the bootloader and
operating system before loading, ensuring that only trusted software is executed
during the boot process. This is achieved by creating a chain of trust that begins
with the system firmware and continues through the bootloader and operating
system [8]. If any of these components are compromised, the secure boot process
will fail, and the system will not boot, ensuring that only reliable software is
executed.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 87–94, 2024.
https://doi.org/10.1007/978-3-031-48121-5_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48121-5_13&domain=pdf
http://orcid.org/0000-0002-5711-432X
http://orcid.org/0000-0001-9599-2652
http://orcid.org/0000-0002-2538-5440
http://orcid.org/0000-0001-8504-8203
http://orcid.org/0000-0001-5426-4974
http://orcid.org/0000-0001-6724-4219
https://doi.org/10.1007/978-3-031-48121-5_13


88 S. Di Matteo et al.

Dedicated hardware can adopted to enhance the security of the chain of
trust [8,9] and the performance of the entire system [2,3]. Physically Unclonable
Functions (PUFs) are electronic circuits that have gained increasing interest
in recent years due to their unique properties, making them ideal for security
applications [11,12,14]. PUFs can generate unpredictable and unique responses
to input stimuli, which is advantageous for creating cryptographic keys that are
difficult to replicate or guess. The most attractive properties of a PUF, in fact,
are the unpredictability of its response and the uniqueness of the response to
each instance of the circuit. These properties result from the inherent variations
in the manufacturing process fabricating the circuit. The response generated
by the PUF can serve as a cryptographic key for encrypting the boot code,
firmware, and operating system. Furthermore, another advantage of using the
PUF response as a key is that it eliminates the need to preserve the secret key
within the device.

Our paper presents a novel approach for enhancing security during boot-
up, utilizing a security subsystem that leverages the functionality and unique
characteristics of a PUF. By implementing this approach, we aim to address
certain security concerns associated with secure boot, while also enabling secure
firmware updates when necessary or in the event of a successful attack on a chip.
This is crucial in preventing potential security breaches that could impact other
chips of the same type. The paper is organized as follows: Chap. 2 explains our
PUF-based secure boot concept and the hardware components needed to imple-
ment it. Chapter 3 presents a complete RISC-V-based system prototype com-
posed of a general-purpose subsystem enhanced by a secure subsystem equipped
with an FPGA-based Ring-Oscillator PUF to perform secure boot and secure
firmware updates. Chapter 4 will draw the conclusions of this work.

2 Proposed PUF-Based Secure Boot

One of the classical approaches to verify the authenticity and integrity of the boot
code is to include Original Equipment Manufacturer (OEM)-related information
in the system. For instance, the public key of the system owner can be used to
verify the ownership of the boot code at the startup; in this way, the owner’s
public key shall be embedded in a Read Only Memory (ROM), and it shall be
used at the startup of the system to verify the signature of the boot code that
has been previously signed with the corresponding private key. This approach
implies that all devices use the same public key. As reported in [1], ”storage
of the public key for the root of trust can be problematic; embedding it in
the on-SoC ROM implies that all devices use the same public key. This makes
them vulnerable to class-break attacks if the private key is stolen or successfully
reverse-engineered”. The same concept can be applied to symmetric keys in case
they are used to encrypt the boot code. Starting from these issues, the main
goals of our secure boot concept are:

– Avoid the physical storage of secret keys: this eliminates the possibility of
disclosure of secret keys stored in memories.
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– Unique secret key for each physical device: if the secret key of a device is
discovered, it cannot affect the security of the other devices as each key gen-
erated by the PUFs is unique.

– Possibility to modify OEM public key stored in the device: in case of disclosure
of the OEM private key, the OEM should be able to update its public key
stored in the device.

– Unpredictability of the secret keys for each physical device: this resolves issues
related to the trustiness of the electronic manufacturers and supply chain.

NVM
Encrypted

VPK, FSB

Secure Environment Non-Secure Environment

resetSecure
ElementOTP

boot
addrSecure

Memory

PUF

Secure
API

update VPK-FSB

CPU
Peripherals

Main
Memory

Fig. 1. Concept architecture of the secure system. NVM is a Non-Volatile Memory.
OTP is a One-Time Programmable memory. VPK is the Vendor’s Public Key. FSB is
the First-Stage Bootloader of the CPU.

The system we propose is illustrated in Fig. 1, and it is composed of three
main parts:

– Secure Environment (S-Env): provides PUF-based encryption and authenti-
cation (hardware fingerprint) and can reset the Non-Secure part. We expect
the need of an OTP memory to store the PUF challenge plus auxiliary infor-
mation to retrieve the corresponding response (e.g. redundancy of correction
codes, if needed).

– Non-Secure Environment (NS-Env): is a standard CPU-based SoC whose boot
sequence is regulated by the Secure part.

– A Non-Volatile Memory (NVM): contains the encrypted Vendor Public Key
(VPK) and the encrypted First-Stage Bootloader (FSB) for the CPU.

The S-Env exposes the following Secure Application Program Interface
(SAPI) to the NS-Env, based on the status of the OTP memory:

– WriteNVM: this operation initializes the S-Env. It can be issued only if the
OTP memory is not written.

– UpdateNVM: the NS-Env can request an update of the NVM employing
Publick Key Authentication using the VPK. It can be issued only if the OTP
memory has been written.
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The boot sequence of the system depends on the S-Env status. As long as the
S-Env is not initialised (fresh OTP memory), the Secure Element (SE) copies
the content of the NVM into the Secure Memory (SMem) and wakes up the
CPU. No verification is performed in this procedure, and the boot is not secure.

START

Vendor writes
plain VPK-FSB

into NVM

System Boot

(OTP is fresh)
SE copies NVM

into SMem
SE wakes up

the CPU

CPU issues a
WriteNVM operation

CPU writes
VPK-FSB into SMem

SE halts the CPU

SE saves the
BootChallenge into

the OTP

SE retrieves the BootKey from the PUF
using the BootChallenge

requested within the WriteNVM issue

SE reads the
VPK-FSB couple

from the SMem and
encrypts it with

the BootKey
System Shutdown

END

Vendor can ship
the system with
Secure-Boot

enabled

SE stores the
encrypted VPK-FSB
couple into the NVM

Fig. 2. Secure environment initialisation procedure

Secure Environment Initialisation. The vendor of the system can initialise the
S-Env by performing the following procedure, illustrated in Fig. 2:

1. Vendor prepares the NVM with the VPK-FSB couple and a bootable code
executed by the CPU to perform the initialisation sequence.

2. At system boot, the SE will perform a non-secure boot sequence (the OTP
is fresh) by coping the NVM content at the boot address of the SMem and
waking up the CPU.

3. The code executed by the CPU prepares the SMem with the VPK-FSB couple
and the Boot Challenge (BC). The latter can be hard-coded into the initial-
isation code or determined at run-time. Then, the CPU issues a WriteNVM
request to the SE.

4. After halting the CPU, the SE retrieve the Boot Key (BK) from the PUF by
providing the BC.

5. The SE encrypts the VPK-FSB couple found in the SMem with the BK using
an encryption algorithm (e.g. Advanced Encryption Standard) and stores
it in the NVM with a hash digest used for integrity check during secure
boot. Depending on the computational capabilities of the SE, the vendor
may employ a Digital Signature Algorithm (DSA) or a Hash-based Message
Authentication Code (HMAC) to ensure the integrity and authenticity of the
FSB code.

6. Finally, the SE saves the BC into the OTP (with any other required param-
eters related to PUF implementation), and the S-Env can be considered ini-
tialised.
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7. From now, the WriteNVM operation cannot be issued any more, and the
vendor can ship the system with Secure-Boot enabled.

START

System Boot

(OTP is written)
SE reads the

BootChallenge
from the OTP

SE reads the
Encrypted VPK-FSB

from the NVM

SE copies the VPK
and the FSB

into the SMem

SE decrypts the
VPK-FSB couple

and verify its integrity

SE wakes up
the CPU

END

SE retrieve
the BootKey from

the PUF with the BC

CPU boots with
Secure Boot code

Fig. 3. Flow diagram describing the secure-boot sequence

Secure Boot Sequence. When the S-Env is initialised, the boot sequence includes
the PUF-based verification of the NVM, illustrated in Fig. 3:

1. At system boot, the SE reads the BC from the OTP and retrieves the BK by
challenging the PUF.

2. The SE reads the encrypted VPK-FSB couple from the NVM, decrypts it with
the BK using an encryption algorithm (e.g. Advanced Encryption Standard)
and verifies its integrity and authenticity using DSA or HMAC.

3. Finally, the VPK and the FSB are copied into the SMem, and the CPU is
woken up.

START

System Running

CPU store the new
signed VPK-FSB

couple into the SMem

SE copies the
encrypted VPK-FSB

into the NVM

SE encrypts the
new VPK-FSB couple

SE wakes up
the CPU

END

CPU issues an
UpdateNVM

operation

CPU boots with
new Secure Boot

SE halts the CPU

SE verify the signature using the
active Vendor Public Key

Fig. 4. Flow diagram for updating the NVM

Update NVM Sequence. During normal operation, the CPU can issue an
UpdateNVM operation to update the VPK or the FSB contained in the NVM,
as illustrated in Fig. 4:

1. While the system is running, the CPU prepares a new VPK-FSB couple and
signs it with the active private key.
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2. The CPU store the signed content into the SMem and issues the UpdateNVM
operation.

3. The SE halts the CPU and verifies the signature in the SMem using the active
VPK.

4. If successful, the SE encrypts the new VPK-FSB couple and stores it in the
NVM.

5. Finally, the CPU is woken up, and the new Secure Boot process is performed.

The proposed PUF-based Secure Boot procedure and SAPI avoid the physical
storage of secret keys and allow to have unpredictable and unique secret keys
for each physical device. In addition, the update sequence allows modifying the
OEM VPK in case of private-key class-break attacks to limit the number of
compromised devices.

3 Implementation on FPGA

To prototype the proposed PUF-based Secure Boot procedure, we implemented
a System-on-Chip (SoC) on a Xilinx ZCU106 FPGA Board that emulates the
architecture of Fig. 1.

SE

Secure Environment

RISC-V CPU
(CV32E40P)

Secure
Memory

RO-PUF JTAG
UART

Main
Memory

AXI4 Interconnect

Program
Memory

Host
PC

Non-Secure Env.

RISC-V CPU
(CVA6)

AXI4 Interconnect

OTP
Memory

SD

Fig. 5. SoC implemented on a Zynq Ultrascale+ FPGA.

As illustrated in Fig. 5, the system is divided into a Non-secure Environment
and a Secure Environment. The former (that emulates a general-purpose appli-
cation system) includes a RISC-V CPU (i.e., the CVA6 64-bit processor [13])
connected through an AXI4 interconnect to its Main Memory (DDR4 controller)
and the UART JTAG peripheral provided as Xilinx IPs. The latter implements
the SE using a smaller RISC-V CPU (i.e., the CV32E40P 32-bit processor [4])
with its Program Memory. On-chip memory is used to emulate the SMem shared
between the two environments and the OTP of Fig. 1. The VPK-FSB couple
is stored encrypted on the external SD memory (NVM in Fig. 1). The PUF we
implemented is a Ring Oscillator PUF (RO-PUF), generating a response of 325
bits using a challenge of 220 bits. To improve the reliability of the responses,
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the output is corrected using an Error Correcting Code (ECC) based on the
Reed-Muller code, and we used the VHDL implementation published in [6]. The
Red-Muller ECC needs a helper generated during the initialisation procedure and
stored on the OTP memory. To generate the AES-CBC-128 key, the SHA256
algorithm is applied to the PUF response and truncated to 128 bits. While to
ensure the integrity and authenticity of the VPK-FSB couple, the ECDSA-256
algorithm is used.

4 Conclusions

Our research paper presents a novel implementation of a Secure Boot process,
which leverages PUF technology to eliminate the requirement of storing secret
keys in physical storage. PUF technology enables the generation of unique and
unpredictable secret keys for each individual device. Furthermore, our updating
process streamlines the ability to modify VPK in order to mitigate the effect of
class-break attacks in case of disclosure of the vendor’s private key. As a proof-
of-concept, we implemented the proposed PUF-based Secure Boot procedure on
a Xilinx ZCU106 FPGA board, which includes a 32-bit RISC-V-based secure
environment exposing a Secure API for the 64-bit RISC-V application-class pro-
cessor.
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Abstract. Data analysis has become a common practice in professional and ama-
teur sport activities, to monitor the player state and enhance performance. In ten-
nis, performance analysis requires detecting and recognizing the different types
of shots. With the advances in microcontrollers and machine learning algorithms,
this topic becomes evermore considerable.We propose a 1-D convolutional neural
network (CNN) model and an embedded system based on Arduino-Nano system
for real-time shot classification. The network is trained through a dataset com-
posed of three different tennis shot types, with 6 features recorded by an inertial
device placed on the racket. Results demonstrate that the proposed model is able
to discriminate the tennis shots with high accuracy, also generalizing to different
users. The network has been deployed on a low-cost Arduino nano 33 IoT model,
with an inference time of 65 ms.

Keywords: 1-D CNN · Arduino Nano · Embedded device · Tennis shot

1 Introduction

Thanks to developments in microelectronics, wearable technology [1–3] has attracted a
lot of attention for research and commercial applications, also in the sport field, where
field data collection and processing is essential for identifying flaws and enhance skills.
In tennis, this requires detecting the main shots, such as forehand, backhand and serve.

This paper focuses on the classification of various tennis shots. A lot of research
work has been carried out in the field of tennis sport activity detection. Several studies
have used various machine learning methods to tackle this classification problem [4–7].
For instance, Büthe et al. [8] created a pipeline to detect and categorize leg and arm
movement, as well as execute gesture recognition for the firing arm using the longest
common subsequence. In [9], Hazem and Al-Sadek employed an artificial neural net-
work (ANN) to determine stroke type and forecast how accurate the player will play in
subsequent plays based on statistics.

In all these works, data is recorded in the field and processed in the cloud or on
the desktop. However, it would be important to process information online by using a
low-cost, low-power embedded device capable of handling AI models, in order to have
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real-time feedback to the athlete. Here the literature has much less examples, because
the processing is not lightweight, while edge devices have strong limitations in terms of
computational capabilities and memory availability.

The main goal of this paper is to propose a newmodel of neural architecture for real-
time classification of tennis shots on a micro-controller directly attachable to a tennis
racket. The system processes six inertial signal timeseries collected from an IMU sensor
that represents the three axes of accelerometers and gyroscopes.

In literature, timeseries are frequently processed through feature engineering in order
to provide suitable input to a machine learning model [10]. Deep-learning techniques,
on the other hand, tend to extract features directly from the raw data (e.g., image pixels);
however, this capability comes at the cost of significantly increase the number of model
parameters, increasingmemory needs, computing burden, and energy consumption [11].
This increase is critical for low-power edge devices. Therefore, we targeted the develop-
ment of a deep learning architecture able to fulfill the strict hardware and cost limitations
of edge devices.

Particularly,wepropose a deep network featuring 1-Dconvolutional layers to classify
tennis shots. 1-D convolutional neural networks (CNNs) can process 1-D time series.
1-D CNN can handle multi-dimensional input tensors, as in our case, by applying the
convolution to each single dimension, independent of the other, producing a feature map
for each channel. 1-D convolutions just involve scalar multiplications and additions, and
have already proved to be particularly effective also in complex classification tasks (e.g.,
touch modalities [10, 12]). Thus, we consider them particularly promising for real-time
classification of tennis shots.

The contributions of this paper are summarized as follow:

• Adopting 1-D CNNs to classify different sport tennis shots with high accuracy.
• Deploying the 1-D CNN classifier on a low-cost Arduino nano IOT microcontroller.
• Analyzing overall performance of the embedded system.

2 Experimental Setup

2.1 Dataset

The dataset employed in thiswork ismade up of 6-axis time-seriesmaps for three distinct
tennis shots: forehand, backhand, and serve. To capture these shots, we asked a amateur
tennis player to make several repetitions of the three types of shots, using his racket, to
which anArduinoNano IoT [13] devicewas connected. During each trial, the time-series
data from the IMU (LSM6DS3) sensor was recorded. This time-series has six axes: x, y,
and z accelerometers and x, y, and z gyroscopes. The total number of samples collected
for all shots is 213 divided into 80% for training and 20% for validation. Additionally,
45 separate time-series samples were recorded for the three shots for testing purposes.

2.2 1-D Classifier Network Architecture

Figure 1 shows the architecture of the proposed neural network, which consists of two
1-D convolutional layers, interleaved by two max pooling layers, followed by a dense
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layer, and a three neuron softmax output layer. The convolutional layers aim at extracting
the classification features, while the max pool layers, with non-overlapping receptive
field, aim at reducing dimensionality. We discuss the actual hyperparameter values (e.g.,
number of neurons and of filters) later in the next section describing the training, which
is where the actual values were set.

Fig. 1. Tennis shot architecture. (Left) 1-D convolutional neural network. (Right) Arduino Nano
33 IoT for model deployment and real time classification.

2.3 Training Strategy

The first main challenge for the training consisted inmaintaining consistency in the input
shape of the 1-D CNN model, given the different lengths of the shot sequences. To this
end, we employed Dynamic Time Warping (DTW) [14] techniques on the samples of
each shot. This allowed us to clean up the dataset by identifying and excluding anomalous
or poorly created samples. After applying DTW, we calculated the maximum number
of time steps across all the samples, which was 20 in our case. For samples with fewer
than 20 time-steps, we used padding techniques to maintain homogeneity. This entailed
adding more time steps to ensure that all samples had the proper length. As a result, our
1-D CNN model’s input shape was specified as (20, 6), where 6 denoted the number of
features recorded by each time step.

The actual training procedure then starts with fine-tuning the classifier architecture’s
hyperparameters, through cross-validation on the training set. A grid of potential candi-
dateswas investigated,with a focus on solutionswith fewparameters and high computing
efficiency. The process finally selected a network architecture with two 1-D convolu-
tional layers. The first layer has 8 filters, whereas the second 16. The kernel size in
both layers is 3. The Dense layer comprised 32 units. The Rectified Linear Unit (ReLU)
activation function is applied to both the convolutional and dense layers. Nevertheless,
the total number of trainable parameters was equal to 2,219.

The training strategy’s efficacy was assessed by measuring the model’s accuracy on
the testing set, after 50 epochs.
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2.4 Embedded System for Real Time Classification

We deployed the 1-D CNN on an Arduino Nano 33 IoT, with the goal to classify shots in
real-time. The Arduino Nano 33 IoT is a cost-effective device that can be easily installed
into any tennis racket. It is powered by a SAMD21Cortex®-M0+32-bit low power ARM
MCU with a 48 MHz CPU. The device includes 256 KB of flash memory and 32 kB of
SRAM, and it operates at a voltage of 3.3 V.

We were able to export the trained model in the float 32 format suitable with the
Arduino Nano 33 IoT after finishing the training of the 1-D CNN using Python and the
TensorFlow library. The model was converted to the TFLite format, which is suitable
for deployment on low-resource devices, including the Arduino Nano microcontroller.
The embedded memory footprint of the proposed neural network is of 14 KB.

3 Experimental Results

To evaluate the model’s performance, we utilized a test set in which each one of the
45 samples represents an individual shot: 15 forehand strokes (red colour in Fig. 2), 14
backhand (blue), and 16 serves (green). The trained model could correctly classify each
shot in the test set.

Fig. 2. Tennis shots classification results. Red represents the Forehand shot, blue represents the
Backhand shot and green represents the serve shot.

As a field-validation step, the model deployed on the Arduino Nano 33 IoT was
evaluated with three distinct players, each of whom repeated three separate shots 15
trials. The complete system also included a threshold approach on the accelerometer
measurements to assesswhether therewasmovement and thus compute the classification.

Also in this case, the embeddedmodel could detect and classify all the shots, as shown
in Table 1. The inference time was 65 ms, which is suited for real-time performance.
These findings show that the proposed network is effective in terms of accuracy, and,
advancing the state-of-the-art work [8, 9], has been deployed on an embedded device,
executing real time inference.
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Table 1. Real time tennis shots classification.

Forehand Backhand Serve Inference time

Forehand 45 0 0 65 ms

Backhand 0 44 1

Serve 0 1 44

4 Conclusion

This paper presented the development of a 1-D CNN to distinguish between different
types of tennis shots. The network is capable of discriminating among three types tennis
shots, with high accuracy. Advancing the state of art (e.g., [8, 9]) the trained model,
converted into a micro model using TFlite Libraries, works in real-time on an embedded
device in the field. The memory footprint of the micro model is of 14 KB, which is
acceptable for the vast majority of current microcontrollers. The inference time for
detecting and classifying one shot after applying it by the athletes’ in real time was
equal to 65 ms, which is suited for real time performance, which can be important for a
athlete’s training. This preliminary work calls for further studies on time series analysis
for sport activities. We will keep on resorting computational primitives that have a
corresponding hardware implementation using low-power microelectronic devices, with
the aim of designing compact and efficient end-to-end systems that can analyze sports
activity signals in the field.
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Abstract. Machine learning allows designing intelligent sensing net-
works capable to perform automatic inferences about the integrity of
technical facilities. Compression techniques decrease significantly energy
requirements of the sensing networks proving essential when sensing
nodes are not supported by constant power sources. Existing schemes
pass through the reconstruction of the original time series data before
moving to the diagnosis phase. However, this passage can be avoided,
i.e., inference can be performed directly in the compressed domain, by
exploiting the specific information retained in the compressed patterns.
This paper fulfills the goal above in the context of vibration-based struc-
tural health monitoring by proving, from an empirical perspective, that
Convolutional Neural Networks (CNNs) can be used to predict the struc-
tural health status directly in the compressed domain when properly
combined with adapted Compressed Sensing mechanisms. Importantly,
the study analyses the effect of the intrinsic noise that affects digital
accelerometer sensors. Results confirm that CNNs can mine information
in the compressed domain even in presence of strong noise components,
i.e., accuracy remains above 94% even for ultra-low-cost solutions fea-
turing a signal-to-noise-ratio below 20 dB.

Keywords: CNNs · Compressed sensing · Intrinsic accelerometer
noise · Structural health monitoring · Vibration analysis

1 Introduction

Structural Health Monitoring (SHM) implemented via dense and distributed sen-
sor networks has become a dominant paradigm in modern inspection systems
aimed at ensuring the serviceability of civil and industrial appliances. SHM has
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F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 103–108, 2024.
https://doi.org/10.1007/978-3-031-48121-5_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48121-5_15&domain=pdf
https://doi.org/10.1007/978-3-031-48121-5_15


104 F. Zonzini et al.

largely benefited from the progress achieved by the Information and Embed-
ded system community, paving the way to the permanent inspection of large
facilities via low-cost and low-power electronics offering sensor-near processing
functionalities [1]. Indeed, implementing algorithms at a sensor level has signifi-
cant advantages, such as the possibility to extract damage-sensitive features at
the sensing stage, opening new scenarios for the compression of long time series
into a reduced vector of meaningful parameters, which could be passed directly
to the diagnostic unit for the retrieval of the health status. In this framework,
data reduction techniques, such as those based on the Compressed Sensing (CS)
theory, are among the most effective for vibration-based SHM [2]. The latter is a
non-destructive testing technique which can be used to inspect structures domi-
nated by an oscillatory behaviour: accordingly, the analysis is usually performed
by observing the evolution over time of spectral features [3].

The existing approaches for damage detection with CS must face a burden-
some decoding procedure: after compression at the sensor level, data transmitted
to the aggregation unit are reconstructed in the time domain with onerous itera-
tive procedures before the meaningful information is extracted, and then passed
to the diagnostic process [4]. However, since the reconstruction stage works by
applying some optimization metrics to the residual data [5], this means that,
in principle, the residual information itself could suffice to discriminate healthy
from damaged patterns without the need to reconstruct the global properties
of the structure. In this work, we explore the feasibility of this decompression-
free approach from a Machine Learning (ML) perspective, also encompassing
the effect of intrinsic sensor noise typical of digital low-cost accelerometers. The
motivation is that this unavoidable source of noise can easily contaminate the
quality of vibration data under noise ambient excitation, i.e., scenarios in which
the vibration response is induced by very faint forces (e.g., environmental agents
or vehicles) and, hence, it can significantly compromise the discrimination capa-
bilities of ML models.

2 Processing Framework

The monitoring network consists of a distributed set of extreme edge vibration
nodes (i.e., sensing units), each of them equipped with a Microelectro-Mechanical
System (MEMS) accelerometer mastered by a microprocessor with enabled dig-
ital signal processing functionalities. Accordingly, individual nodes acquire and
compress onboard vibration signals, thus outsourcing the compressed informa-
tion to a central aggregator where the inference phase is performed in a super-
vised manner by means of a tiny Convolutional Neural Network (CNN). It is
worth noting that the merging step is mandatory to provide a global and robust
judgment of the health status, hence preventing the relative position of single
devices to bias the results [3].
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2.1 Extreme Edge Level: CS-Based Compression

CS works by compressing data via a matrix-vector multiplication: in case an
N -long time series xi is collected by a sensor Si, the reduced version x̂i = Θxi

is computed by exploiting the so-called compression matrix Θ ∈ R
M×N hav-

ing M << N . A proper design of Θ is crucial to boost the compression per-
formance and maximize the content retained at the reduction stage. To this
end, adaptive methods have demonstrated superior capabilities thanks to their
physics-informed nature, i.e., they can allow deriving the compression matrix
as a function of the a priori known spectral properties of the structure under
analysis. Adapted approaches show two additional advantages: (i) they can pro-
vide conservative solutions, namely, the resulting sensing scheme does not over
adapt to the statistics used during the design process, therefore, (ii) they accu-
rately capture variations even in the presence of damages, without needing Θ
to be updated over time. This is a desirable feature in sensor-near comput-
ing frameworks, in which the limited storage and processing capabilities of the
microprocessor hamper a streaming estimation of the compression matrix.

2.2 Aggregation Level: CNN-Based Inference

In the proposed sensing scheme, a sensing node sends a set of compressed mea-
sures X̂ = [x̂1, . . . , x̂R] ∈ R

M×R collected over R successive intervals. The aggre-
gating unit then receives Ns matrices, one for each sensor, that are further aggre-
gated into a tensor X ∈ RM×R×Ns such that it can be fed as input of a ML
detector for structural diagnostics. Hence, classification can take place in the
compressed domain: the key idea investigated in this work is to seek changes
in the configuration and magnitude of the compressed coefficients, that are
likely to be caused by changes in the vibration pattern due to potential defects.
The literature presented many approaches to mining and classifying information
based on the resources available on the sensing nodes [6,7]. Among the possi-
ble options, CNN based on 1D filters through time can represent an appealing
solution to detect such abnormalities because these models prove effective in
retrieving defective recurrent patterns or changes in the overall behavior, while
maintaining limited computing requirements [7]. The same approach can easily
be extended to multi-class classification problems by properly defining the out-
put layer of the convolutional architecture with minimal increment in the overall
computational burden [8].

Accordingly, the devised approach consists of training CNNs with a filter of
size M × Ks × Ns, where Ks is the kernel size, that are convoluted with the
original input. The overall structure of the proposed architecture is schematized
in Fig. 1. Since the information is embedded in the specific configuration of the
coefficients, multiple levels of stratification are not involved and a relatively
shallow, single-branch architecture can instead be adopted: a 1D convolutional
block (Conv-1D) with Nf1 filters processes the input followed by a max pooling
layer. A second Conv-1D layer with Nf2 filters is stacked, followed by a Global
Average Pooling for the extraction of a second set of features; a fully connected
layer predicting the (binary) class of the input datum completes the model.
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Fig. 1. Summary of the proposed architectures

3 Experimental Validation

Dataset: The benchmark use case of the Z24 bridge has been exploited to
showcase the performance of the proposed monitoring approach. The dataset
consists of 5651 labelled time series collected over one year of monitoring of
a highway viaduct between Bern and Zürich, which was then interrupted in
1999 for modernization. The infrastructure has been artificially damaged via a
rigorous experimental protocol, introducing slight to very severe flaws [9]. The
first 4922 coincide with healthy conditions, while the remaining ones pertain to
the structure under progressive damage tests.

Noise injection: High-sensitivity piezolectric accelerometers were used in
the original sensor installation. However, their cost, size, and electrical features
are far from the modern low-cost and low-power MEMS counterparts integrated
in embedded devices, as those dominating in state-of-the-art SHM architectures.
To assess the robustness of the devised strategy against these additional sources
of noise, data were perturbed by adding the intrinsic noise characterizing two
cut-of-the-shelf MEMS accelerometers widely applied for vibration-related appli-
cations: the LSM6DSL from STMicroelectronics [10] (noise density 80 µg/

√
Hz)

belonging to the class of ultra-low-cost sensors, and the ADXL355 accelerometer
fabricated by Analog Devices [11] and characterized by better noise properties
(noise density 24.5 µg/

√
Hz). By simulating the characteristics of the former

accelerometer, a Signal-to-Noise Ratio (SNR) equal to 20 dB was measured,
while the same quantities increases to 30 dB for the second and more performa-
tive sensor.

CS setting and CNN architectures: Data were compressed using the
Model-assisted Rakeness-based (MRak-CS) strategy in [12] because (i) it demon-
strated better robustness against the perturbations induced by environmental
and operational parameters and (ii) it allows to attain high compression level
with negligible loss in the accuracy of the reconstructed damage-sensitive fea-
tures. A constant compression ratio CR = 8 has been imposed, a quantity which
is comparatively higher with respect to conventional solutions found in the lit-
erature, where the compression depth hardly exceeds 4–5 [13]. From a ML view-
point, two CNNs architectures were designed: the first one, termed as small
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CNN, used 5 and 3 filters for the first and second layer, respectively. The second
architecture, called large CNN, disposed of 30 and 10 filters in the convolutional
layers. For both configurations, Ks = 3 was set. Models were validated using a
standard 5-fold cross-validation procedure. A validation set was extracted from
the training set selecting a random subset of 20% of the training data. Then,
the testing fold was not involved in any parameter tuning. Keras and Tensorflow
supported the implementation of the ML models.

Results: Table 1 summarizes the results in terms of standard classification
metrics (accuracy, precision, recall, F1) including the model type, the CR, the
MEMS-related corrupting noise. Moreover, scores obtained by the baseline one-
class classifier neural network (OCCNN) model in [14] are reported to corrob-
orate the quality of the attained performances in comparison with state-of-the-
art supervised alternatives dealing with the same noise settings, but with lower
CR = 6. Best scores for each setting have been magnified in bold font.

Table 1. Classification results of the proposed workflow by considering various MEMS-
related noise levels. Better values for each noise case are highlighted in bold

Model CR Sensor type Accuracy Precision Recall F1

Small CNN 8 LSM6DSL 0.933 0.952 0.972 0.962

Large CNN 8 LSM6DSL 0.945 0.961 0.976 0.969

OCCNN [14] 6 LSM6DSL 0.901 0.893 1.000 0.940

Small CNN 8 ADXL355 0.949 0.966 0.976 0.971

Large CNN 8 ADXL355 0.956 0.973 0.977 0.975

OCCNN [14] 6 ADXL355 0.935 0.927 0.994 0.962

Small CNN 8 N/A 0.957 0.974 0.977 0.975

Large CNN 8 N/A 0.967 0.983 0.979 0.981

OCCNN [14] 6 N/A 0.930 0.940 0.950 0.910

As can be observed, CNNs can extract valuable information in the com-
pressed domain as proved by classification scores always above 94%, even when
a very low-cost and high noise density (i.e., LSM6DSL) sensor is considered.
Among the two ML implementations, the largest CNN model attained the best
performances, with an average increment of 1% in comparison to the tinier ver-
sion. This outcome is reasonably due to the increased number of filters which
allows a better understanding of the damage pattern contained within com-
pressed data. Beside, it is paramount to emphasize that the proposed workflow
always outperforms, apart from one isolated case, the prediction capabilities
characterizing the previous OCCNN implementation: proof is the fact that the
metrics increase from a minimum of 2% to a maximum of 7%, additionally work-
ing with a compression level which is 1.33x higher than the one tested in the
previous configuration. Finally, compared with compression-free scenarios (N/A
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label), a negligible decrement in all the scores has been reported, with a worst
case reduction of 2.5% for the LSM6DSL sensor.

4 Conclusion

This paper presented an analysis of the interaction between intrinsic sensor noise
typical of MEMS accelerometers, compressed sensing, and structural classifica-
tion implemented via CNNs in the compressed domain. The empirical results
confirm that CNNs can master noisy data yielding high-quality prediction even
when noise signal ratio deteriorates significantly, improving up to 7% the infer-
ence metrics of state-of-the-art alternatives in the field.
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Abstract. Driving a motorized wheelchair is not without risk and
requires high cognitive effort to obtain a good environmental percep-
tion to complete tasks such as obstacle avoidance and path planning.
Nonetheless, completely autonomous wheelchairs release the users from
any cognitive and muscular effort, resulting in a progressive degradation
of their residual capacities. Thus, we developed a collaborative driver
assistance system that engages selectively, specifically when it detects a
positive or negative height object within a defined safety zone. The sys-
tem first reduces linear speed to assist and prioritize the user in making a
decision and ultimately calculates a steering direction that avoids obsta-
cles. An extensible mathematical model is devised by relying on lidar
and ultrasonic sensors. Simulations have been carried out, confirming
the effectiveness of this proof-of-concept.

Keywords: Wheelchair · Cooperative driving assistance · Obstacles
avoidance

1 Introduction

The World Health Organization estimates that 1.3 billion people, or 16% of the
global population, experience significant disability [1]. Among them, over 200
million individuals have mobility challenges. The Convention for the Rights of
Persons with Disabilities (CRPD) [2] emphasizes personal autonomy in disabil-
ity policies. Limited mobility can lead to a decrease in social life and well-being
[3]. Power wheelchairs are a solution for those with motor skill impairments,
but they come with risks, as more than 54% of wheelchair users have accidents
[4]. Robotic assistive solutions can enhance safety [5–7]. Autonomous technology
has made progress, but completely autonomous wheelchairs can lead to a decline
in users’ capabilities. Therefore, a cooperative driver assistance system is pro-
posed. This system activates when necessary, reducing accidents and allowing
users to handle navigation tasks independently. The goal is to design a cooper-
ative driving assistance system that works indoors and outdoors and activates
in dangerous situations, such as approaching obstacles. The system utilizes 2D
lidar scanners and ultrasonic sensors for obstacle detection and can be easily
extended with other sensors.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 109–116, 2024.
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2 Cooperative Control System

To achieve a robust obstacle avoidance control system that prevents the user
from crashing into obstacles or falling down from pavement edges, while still
granting the user control over the wheelchair, we propose a cooperative control
system algorithm. The process begins by fusing data from a 2D lidar scan and
an ultrasonic sensor. This fusion enables the creation of a map that distinguishes
between positive height obstacles (those above the ground level of the wheelchair)
and negative ones, such as steps or downward slopes, all represented on a single
plane. Both the obstacles map and the user’s steering direction are fed into the
VFH+ [8] algorithm. This algorithm then computes a steering direction that
balances smoothness and safety, taking into account the distribution of obstacles.
In addition, to facilitate the user to identify obstacles, we added a speed control
system that activates progressively as approaching a dangerous situation.

2.1 Modelling

As shown schematically in Fig. 1, we use the following nomenclature: L represents
the origin of lidar rays; G denotes the mass-centre of the wheelchair; sith is the ith
ultrasonic sensor; βith represent the orientation of the ith ultrasonic sensor; dith

denotes the distance of the ith ultrasonic sensor from R; αith is the inclination of
the ith ultrasonic sensor; hith is the position height of the ith ultrasonic sensor;
yith represent the distance between the ith ultrasonic sensor ray and the first
reflection object.

Fig. 1. Model of the wheelchair with lidar and ultrasonic sensors from top view (LEFT);
model of the wheelchair with details on the kth ultrasonic sensor from lateral view
(RIGHT).
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If the wheelchair is standing on flat terrain, we define:

yith =
hith

cos αith
(1)

Then, given a measurement yith
k , we define a boolean function which states if

the ith ultrasonic sensor is detecting an edge as:

edgeith(yith
k ) =

{
1, if(yith

k < yith − ε) ∨ (yith
k > yith + ε)

0, if(yith
k > yith − ε) ∧ (yith

k < yith + ε)
(2)

where ε is a small value taking into consideration measurement errors by the
sensor. If a edge is detected, taking as reference origin L, we assume that there
is a edge eith which has the Cartesian coordinates:

eithk = (dith + yith
k cos βith; yith

k sin βith) (3)

When considering N sensors, we can write the edges matrix at kth time instant
as:

Ek =
[
e1stk e2ndk . . . eithk . . . eNth

k

]
(4)

where ejthk is a valid point if edgesjth(yjth
k ) = 1. By applying linear interpolation

between two consecutive valid elements, we define the shape of the obstacles as:

ob
ith,(i+1)th
k (x) = eithyk

+
e
(i+1)th
yk − eithyk

e
(i+1)th
xk − eithxk

(x − eithxk
) (5)

where x ∈ [e(i+1)th
xk ; eithxk

].
Due to the decision to align the origin of the 2D ultrasonic data plane with

the origin of the lidar rays, we can effortlessly represent both data on the same
plane without any additional computing. The result is an obstacles map that
contains both positive and negative height obstacles, coming respectively from
lidar and ultrasonic sensors.

2.2 Steering Direction

To prevent the user from crashing into positive height obstacles or falling into
negative ones, the cooperative control system calculates an obstacle-free steering
direction taking into consideration user input and the obstacles map. According
to the VFH+ algorithm [8], the obstacle map is converted into a polar histogram.
Each sector in the polar histogram contains a value representing the polar obsta-
cle density in that direction. The algorithm selects the most suitable direction
based on the masked polar histogram and a cost function, which takes into con-
sideration the user’s target direction, the current wheelchair direction and the
previously selected direction—see Fig. 2. To ensure the algorithm remains inac-
tive in the absence of dangerous situations, it is triggered only when a safety
distance threshold is surpassed.
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Fig. 2. Example of selected steering direction given an obstacle map and a user target
direction.

2.3 Speed Regulation

To prioritize the user to make a decision, we design a speed control in order to
gradually decrease the forward speed. This choice has the dual effect of allowing
the user, who may have a slower reaction time than average, to realise that a
dangerous situation may arise and to avoid an awkward turn due to the selected
steering direction. Depending on the minimum distance 2d∗ between an obstacle
that lays in a collision cone of amplitude 2γ, a forward speed reduction multiplier
is calculated (see Fig. 3).

Fig. 3. Collision cone centred in lidar origin and safety distance d* (LEFT); examples
of forward speed reduction multiplier varying the k parameter. As k increases, later
and stronger speed reduction will be applied (RIGHT).
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3 Simulations and Results

The simulation has been carried out making use of Gazebo. Gazebo is an open-
source well-established simulator in the field of robotics that provides a robust
physics engine, and convenient programmatic and graphical interfaces. The algo-
rithms related to the logic of the wheelchair control have been implemented mak-
ing use of Robotic Operating System (ROS) version 2. ROS2 is a well-established
set of software libraries and tools for building robot applications.

A schematic representing the relationships between the User interface, ROS2
nodes and the Gazebo simulator is represented in Fig. 4.

The User Interface gathered input from the user, specifically the desired
steering direction and forward speed.

Fig. 4. Schematic representation of the virtual environment.

The Gazebo simulator simulated the behaviour of the lidar, ultrasonic sen-
sors, and wheelchair dynamics. In the end, a group of ROS2 nodes processed the
data from the lidar and ultrasonic sensors to generate an obstacle map.

They also computed the appropriate steering direction, forward speed, and
wheel torques to ensure that the wheelchair followed them.

Simulations have been carried out on a virtual path that included sharp cor-
ners, rounded obstacles and edges. To be as close as possible to commercially
available wheelchairs, we set a maximum forward speed of 1.3 m/s and a maxi-
mum rotational speed of 0.4 rad/s. The task was to reach the end of the path by
controlling the wheelchair with a joystick. An example of a trial is represented
in Fig. 5 which includes both positive height obstacles such as walls and geomet-
rical volumes and negative height ones such as curbs. As we can see, when the
wheelchair is approaching an obstacle, the speed control is progressively reduc-
ing the forward speed to let the user have time to react. For the sake of the trial,
we did not turn on purpose. For this reason, eventually, the cooperative control
system helps the user by calculating a steering direction that is obstacle-free.
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Fig. 5. Example of wheelchair trajectory on simulation environment. Speed varies
according to the speed regulation algorithm. Speed variations are represented by a
coloured bar.

Fig. 6. Subset of reference steering direction from the user (input) and from the coop-
erative control system (output), related to first obstacle avoidance.
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An example of cooperative control system action is shown in Fig. 6. As depicted
in the figure, even though the user is not steering, the wheelchair is requested
to steer at roughly 24◦. On purpose, we tried to steer toward the obstacles by
requesting a steering direction of roughly –45◦. However, the system partially
accomplished our request by slightly steering but not completely because we
would have crashed into the obstacle. As soon as the system realizes that the
dangerous situation is over, the wheelchair follows the user’s request.

4 Discussion and Conclusions

Driving a motorized wheelchair is a very demanding task. People with low vision,
visual field reduction, spasticity, tremors or cognitive deficits have severe diffi-
culties in carrying out this task in a safe way and this has a negative effect on
their autonomy. The possibility of moving in an autonomous way gives individu-
als a remarkable physical and psychological sense of well-being. For this reason,
this paper has presented a cooperative control system that aims to help, but
not replace, the user in driving their wheelchair safely. A mathematical model
has been derived and tested in a simulation environment. Results demonstrated
the effectiveness of this proof-of-concept. Further development of this research
project involves building a demonstration prototype, which includes a mecha-
tronic design comprising electric drives, control and modulation algorithms for
power and control electronics. These components will be optimized for seamless
integration with the navigation sensor system, enabling the safe execution of the
cooperative-driving algorithm developed and tested in a virtual environment, as
shown in these articles [9–11]. Another aspect of the development will focus on
utilizing the AI-based model for two main purposes. Firstly, it will be employed
to enhance the autonomous driving system, making it even more effective. Sec-
ondly, the model will be utilized to expand the range of scenarios covered, all
with the ultimate goal of ensuring user safety [12,13].
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Abstract. Traditional tiny machine learning systems are widely
employed because of their limited energy consumption, fast execution,
and easy deployment. However, such systems have limited access to
labelled data and need periodic maintenance due to the evolution of
data distribution (i.e., context drift). Continual machine learning algo-
rithms can enable continuous learning on embedded systems by updating
their parameters, addressing context drift, and allowing neural networks
to learn new categories over time. However, the availability of labelled
data is scarce, limiting such algorithms in supervised settings. This paper
overcomes this limitation with an alternative approach which combines
supervised deep learning with unsupervised clustering to enable unsuper-
vised continual machine learning on the edge. Tiny Neural Deep Clus-
tering (TinyNDC) is deployed in an OpenMV Cam H7 Plus and tested
with the MNIST dataset reaching a classification accuracy of 92.3% and
a frame rate of 44 FPS.

Keywords: Continual machine learning · On-device training ·
TinyML · Unsupervised learning · Deep learning

1 Introduction

Traditional tiny Machine Learning (tinyML) systems are trained on a fixed
dataset and assume that the data distribution does not change over time. In
many real-world applications, the data distribution can evolve, leading to a
problem known as context drift. It occurs when the relationship between input
data and output labels changes over time, causing degradation of ML model
performance. The main reasons are changes in the environment, changes in
user behavior, or changes in the underlying data distribution. Context drift
can be a challenging problem for ML models deployed in real-world applica-
tions, where the input data may change over time. If a model cannot adapt to
the changing context, its performance can suffer, resulting in incorrect predic-
tions or decisions. A solution to overcome context drift is Continual Machine
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 117–123, 2024.
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Learning (CML). CML is a subfield of machine learning that focuses on devel-
oping algorithms and techniques that can continuously learn and adapt to new
data and tasks over time, without forgetting previously learned information.
However, this approach is computationally expensive and is usually relegated
only to high performance cloud computing. An example is the ”teacher-student”
paradigm where the knowledge of a large and accurate neural network (teacher)
trained using high performance computing, is transferred to a more efficient
model (student), making it feasible to run complex machine learning tasks on
resource-constrained devices [1]. A different approach consists of applying CML
to resource-constrained devices (e.g., MCUs) creating intelligent self-updated
IoT systems with high flexibility requiring low maintenance in challenging sce-
narios [2]. Common state-of-the-art CML strategies, such as CWR [3], LWF [4],
and tinyOL [5], can mitigate the effects of context drift; however, they need a
ground truth to carry out the backpropagation for weights and biases updates.
Those approaches are usually referred to as supervised learning. Thus, the incom-
ing data must be labeled, making such systems unfeasible for real-world applica-
tions because of the unavailability of ground truths. Other works, such as Online
Deep Clustering [6] and Unsupervised Continual Learning for Gradually Varying
Domains [7] avoid the need for labeled data. In the former case, the authors use
a combination of clustering and deep learning algorithms to implement a semi-
unsupervised continual learning system. In the latter, authors use clustering
as a classification system to adapt to gradually varying domains. Even though
these works show successful solutions for unsupervised CML, they do not include
embedded implementation, which is challenging for real-world applications. So
far, only the work presented in [8] presents a solution for on-device training
with a low-memory budget. However, this solution still works in a supervised
setting, and during the on-device retraining, the data need the ground truth.
Thus, an embedded solution for implementing unsupervised CML to get closer
to real-world exploitation is still missing making this work a useful contribu-
tion to prove the effectiveness of unsupervised CML on the edge. Multiple the
domains that could benefit from unsupervised learning on the edge, in the indus-
trial visual inspection [9], for surveillance tasks [10,11], smart agriculture [12,13],
and even in the medical field (e.g., histopathology) to enhance the period of use
without maintenance [14,15]. In this paper, we present Tiny Neural Deep Clus-
tering (TinyNDC), an innovative approach that combines supervised learning
with unsupervised clustering to enable unsupervised continual online machine
learning on resource-constrained devices. To evaluate the proposed algorithm,
the MNIST dataset was used. The first 6 digits were used to initialize the model,
while the remaining 5 were used to test the online learning algorithm. Results
show that TinyNDC can achieve 44 FPS and a learning accuracy of 92.3% on
average among the 10 MNIST digits. The paper is organized as follows: Sect. 2
presents the design of TinyNDC, while Sect. 3 presents the experimental setup.
Finally, Sect. 4 discusses the experimental results, and Sect. 5 concludes the
paper.
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2 System Design

Combining clustering and deep learning systems can be proven a successful solu-
tion. It mixes the flexibility of clustering in adapting to different domains with
the stability of DL in avoiding drift from the current domain. We propose an
algorithm called TinyNDC that has been tailored for running in an ARM Cor-
tex M7 processor.

Fig. 1. TinyNDC architecture. Data are fed to the Frozen Model that returns a set of
features. Online deep clustering clusters the features, calculating the closest centroid,
while the Active Model carries out the classification. Then the active model prediction
is used to update the centroids of online deep clustering, and the pseudo label produced
by the clustering algorithm is used to update the weights and biases of the active model.

Figure 1 presents the architecture of TinyNDC and is composed of three
main components:

– Frozen model. The static part of the model which is not updated during
runtime. It can be any NN truncated in the last layer (e.g., the Softmax
classifier).

– Active model. The dynamic part of the model which is updated during
runtime. It is composed of two sub-modules, namely the consolidated layer
and the training layer. The first acts as a memory to mitigate catastrophic
forgetting, while the latter is used for domain adaptation. The active model
can update its weights and biases and add new classes if the current data is
not associated with an already known class.

– Online deep clustering. It is fed with the output of the frozen model and
produces the pseudo-label estimation. This label is fundamental for updating
the active model. Furthermore, the clustering can update its centroids by
using the prediction of the active model. The clusterings centroids need to be
initialized with a small amount of data (e.g., a hundred samples).
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3 Experimental Setup

To evaluate the performance of the proposed TinyNDC algorithm, we used the
MNIST dataset and an OpenMV Cam H7 Plus (OMV)1 device. The frozen
model was trained to classify digits from 0 to 5, while the remaining digits were
used to test the CML capabilities in an unsupervised scenario. Specifically, the
dataset consists of a total of 60000 samples. 35000 samples are used for training
the frozen model, 100 for cluster initialization (10 per class), 7000 for the online
learning phase, and 1000 for assessing the CML performances. Three different
online learning algorithms, namely CWR [3], LWF [4], and tinyOL [5], were
tested as update mechanisms for the active model. Accuracy was selected as
the performance metric. CWR, LWF, and tinyOL reach an accuracy of 92.3,
91.3 and 91.7%, respectively. As CWR was proved to be the best-performing
algorithm it was chosen as the target update rule for performing further tests.

The experimental setup consists of correctly identifying data shown to the
OMV through a PC screen.

3.1 Frozen Model Training

TinyNDC is pre-trained in a supervised fashion on a PC to recognize digits
from 0 to 5. The frozen model generation and training were carried out with
the TensorFlow library and Python on the PC. We used a CNN specifically
designed for image processing composed of four 2D convolutional layers. For the
training phase, Adam was used as an optimizer, categorical cross entropy as a
loss function, with a total of 40 epochs, and a batch size of 32. After the training
phase, the frozen model shows an accuracy of 99.64% on average among the first
6 digits.

3.2 Centroids Inizialization

After the initialization of the frozen model, we moved to the centroid initializa-
tion, needed as a preliminary step. We used 10 samples per category, thus we
extracted 100 samples from the 60000 training images. The OMV snaps a photo
of each digit that shows up on the screen, feeds it to the trained frozen model
for feature extraction, and sends the resulting array to the PC. Finally, the PC
collects the 100 arrays, where each image feature is represented by a vector of
512 samples. The brightness of the screen is fixed. The clusters are defined by
the sample labels and each centroid is calculated through the mean of all the
respective cluster samples.

4 Experimental Results

The proposed system is compared with the same system composed of the frozen
and active model, TinyCML, in a supervised setting (i.e., without the clustering
1 https://openmv.io/products/openmv-cam-h7-plus.

https://openmv.io/products/openmv-cam-h7-plus
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algorithm for estimating the pseudo-label) to monitor performance degradation
in moving from supervised to unsupervised CML. Furthermore, a comparison
is also conducted with the clustering algorithm TinyODC, which acts as an
unsupervised CML system to ensure the stability and feasibility of the proposed
system. In this case, the clustering algorithm can classify data and update its
centroids during runtime. The comparison, presented in Table 1, shows that
even though our system works in a more challenging setting (i.e., unsupervised),
it reaches good performance almost comparable with the supervised system.
Furthermore, the clustering algorithm alone performs worse than the TinyNDC,
confirming the effectiveness of the combination of clustering and DL. Figure 2a
presents the learning curve comparison considering the accuracy. It shows that
TinyNDC starts learning with a low accuracy level compared to TinyCML,
but, after 8000 samples, it almost reaches the learning level of TinyCML. This
further confirms the stability of clustering and DL combination, which can reach
the performance of the associated supervised system. It can be argued that the
best performing algorithm, as shown in Table 1, is TinyCML. However, it uses
a supervised learning approach that is not feasible in real-world scenarios. On
the contrary, TinyNDC trades a mere 2% accuracy loss with the ability to work
in an unsupervised fashion, making it feasible to be implemented in real-world
applications.

Table 1. Scores comparison between supervised CML (TinyCML), unsupervised CML
with only clustering (TinyODC ), and the proposed solution TinyNDC. TinyCML uses
an initial learning rate of 0.8, a decay rate of 2, a learning rate step size of 500, and a
batch size of 16. Tests were conducted at 160 lux using 7000 samples for the training
and 1000 for the validation.

Algorithm Accuracy Precision Recall F1-score

TinyCML 94.3% ± 1.2% 95.0% ± 1.2% 94.0% ± 1.2% 94.0% ± 1.2%

TinyODC 90.7% ± 0.6% 91.0% ± 0.6% 91.0% ± 0.6% 91.0% ± 0.6%

TinyNDC 92.3% ± 1.2% 93.0% ± 1.2% 92.0% ± 1.2% 92.0% ± 1.2%

Finally, the proposed system is characterized by measuring the execution time
of each task to ensure real-time capability and possible employment in real-world
applications. The TinyNDC tasks execution times are compared with supervised
CML (TinyCML) and unsupervised CML with clustering (TinyODC ). As shown
in Table 2, TinyNDC needs more time than the other strategies to process one
sample and perform the model update. On the other hand, as shown in Fig. 2b,
most of the processing time is needed by the frozen model, which requires 16.39
ms to produce the inference result, while the active model and the clustering
need only 6.12 ms for inference and update. Thus, even though TinyNDC uses
a combination of clustering and DL, the processing complexity is not increased
considerably, confirming the feasibility of using TinyNDC for real-time applica-
tions.
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Fig. 2. Comparison of TinyCML, TinyODC, and TinyNDC for a accuracy learning
curves, and b tasks’ execution time.

Table 2. Execution times of different sections of supervised CML (TinyCML), unsu-
pervised CML with clustering (TinyODC ), and TinyNDC.

Section TinyCML [ms] TinyODC [ms] TinyNDC [ms]

Frozen model 16.39 16.39 16.39

Clustering – 2.18 2.18

Active model 1.38 – 1.38

Clustering update – 0.22 0.22

Active model update 2.34 – 2.34

Total 20.10 18.79 22.50

5 Conclusion

Continual Machine Learning is an active research area that aims to provide self-
updating systems. This work presents TinyNDC, an initial approach to unsu-
pervised learning on the edge by combining clustering with deep learning. The
algorithm was tested on an MCU-based camera, namely OpenMV Cam H7 Plus,
and evaluated against the MNIST dataset. Results show that the system can
achieve a frame rate of 44 FPS and a learning accuracy of 92.3%. Future work
will employ the usage of a more deep update by considering the inner layers and
benchmarking with real case studies.
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Abstract. This research explores an emerging approach, the adversarial policy
learning paradigm, that aims to increase safety and robustness in deep reinforce-
ment learning models for automated driving. We propose an iterative procedure to
train an adversarial agent acting in a highway-simulated environment to attack a
victim agent that is to be improved. Each training iteration consists of two phases.
The adversarial agent is first trained to disrupt the victim-agent policy. The vic-
tim model is then trained to overcome the defects observed by the attack from
the adversarial agent. The experimental results demonstrate that the victim agent
trained with adversarial attacks outperforms the original agent.

Keywords: Automated driving · Adversarial policies · Autonomous agents ·
Proximal policy optimization · Reinforcement learning · Highway driving ·
Decision making · Highway-env simulator

1 Introduction

Deep reinforcement learning (DRL) has emerged as a powerful approach to train online
agent policies, enabling them to learn complex decision-making behaviors in dynamic
environments,which is being used also in automotive applications (e.g., [1–3]).However,
ensuring the safety and robustness of the learned policy remains a critical challenge.
Different approaches are being studied to address safety and robustness in deep learning
models. The adversarial paradigm [4] represents one of such emerging approaches in
various research fields, such as computer vision and reinforcement learning. It is defined
as the procedure of purposefully attacking the model under development, also known as
the victim, through different methods depending on its purpose and area of deployment.
In particular, DRL policies are vulnerable to adversarial attacks involving perturbations
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to the models state, action or transition dynamics [4] or by applying destabilizing forces
on the trained system [5].

The existing work in [6] shows that, in competitive two-player games, it is possible
to build an adversarial policy for an agent physically present in the target environment
to get the victim model in a failure state. Following this approach, we propose a new
method to increase robustness of an a highway-driving DRL agent by implementing
the adversarial training paradigm in the well-established highway-env [7] DRL environ-
ment. The method relies on adapting the iterative training procedure of the victim and
adversarial agents, which is at the core of the adversarial learning (e.g., [8]).

The remainder of the paper is organized as follows. Section 2 describes the environ-
ment for the proposed training methodology. Section 3 highlights the core ideas behind
our two-phase adversarial training process. Section 4 presents the experimental settings,
while Sect. 5 discusses the results and Sect. 6 draws the conclusions.

2 Environment

We present a modified version of the highway-env [7] open-source simulator to develop
a DRL training framework, given the simplicity and ease of customization which allows
for quick prototyping and testing of different mechanics and details as well as a direct
comparison to previous work [9, 10].

Figure 1 depicts the environment we used for developing our method. The scene
contains a customizable number of heuristic Non-Player Vehicles (NPVs) navigating the
scene alongside two vehicles playing as the part of the victim (VV) and the adversarial
vehicles (AV), that are guided by two different DRL policies. Two sets of actions are
provided for the proposed experiment: the lower-level action space already present in
the original framework (faster, slower, lane change right, lane change left) and a high-
level action space (keep lane, go to right-most lane, overtake) illustrated in [10]. The
observations for both agents are named “kinematic”, as per the original highway-env’s
definition and consist of presence (whether a vehicle is present or not in the scene),
longitudinal and lateral position and velocity. These observations are taken for the ego
vehicle and the N = 7 (for our experiments) nearest vehicles.

Fig. 1. Snapshot of the highway environment. The victim vehicle is colored in light-green, the
adversary in purple, while the NPVs in light-blue.

3 Training Cycle Definition

For training the victim and adversarial agents, respectively driving VV and AV, we
defined a two-phase cycle, which is depicted in Fig. 2. We begin the process by freezing
a pre-trained victim model (particularly, the one illustrated in [10]), and let it act in pure
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exploitation as a part of the highway environment. The goal of VV is to drive safely (i.e.,
no collisions with other vehicles) for as many kilometers as possible. In this first phase,
the learner is AV acting upon the scene alongside with VV and the NPVs. The goal of AV
is to hinder VV. To this end, the AV observation includes also the VV last observation
and action. Unlike VV, which uses the aforementioned high-level action space designed
to reach better “normal” driving performance, AV uses the original lower-level action
space, which allows a greater degree of freedom in driving, which is needed to perform
abrupt maneuvers to challenge VV. The idea behind the first phase of training is to build
a strong adversarial policy and put the pre-trained vehicle in a danger/failure state.

Fig. 2. Outline of the proposed two-phase adversarial training cycle.

As the main effect of the first training phase, we expect VV to collide significantly
more frequently than in the normal situation (i.e., without trained AV) and maintain a
lowermean cruising speed.We conclude the first training phasewhen themetrics indicate
a clear degradation of VV performance and proceed to the second phase. Here, AV is
frozen and VV becomes the subject of the training. Thus, we resume the victim’s model
training through a continued learning procedure without any changes to the original
reward function or state and fine-tune it in the adversarial scenario. The goal of this
second phase is tomakeVVpolicy robust to the newly introduced adversarial attack, thus
enhancingVV capability to deal with unexpected dangerous behaviors by other vehicles,
that would previously induce a failure state of the agent. This two-phase process is then
repeated a certain number of times, until the predefined stopping criteria is met (e.g.,
in terms of VV policy robustness) or results suggest using different hyper-parameter
values.

4 Experiment

For the implementation, we opted for the Gymnasium Python framework (formerly
known as OpenAI Gym [11]), which provides an intuitive API for DRL model training
and environment configuration. The DRL model deployed for both victim and adver-
sarial agents is the Proximal Policy Optimization (PPO) algorithm [12]. By repeatedly
updating the policy parameters through a clipped surrogate objective function, PPO bal-
ances the exploration and exploitation learning stages, assuring stability and dependable
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performance. The neural network at the core of the algorithm is a 2-layer multi-layer
perceptron, with 64 neurons per layer for both analyzed models. The environment
policy frequency (i.e., decision rate) is set to 1 Hz., to give the agents sufficient time
to observe the effect of their previous action. We set the maximum training episode
duration to 60 s. In both training phases an episode is terminated whenever a collision
occurs. Also, when training AV, the episode is terminated if AV is overtaken by VV,
since AV did not succeed in making VV fail. The number of NPVs is set to a randomly
chosen value from 10 to 15 for each episode in both training phases.

The reward function (RF) is the key to the success of any DRL agent training, since
RF numerically shapes the model behavior. For the first training phase (in which the
VV policy is frozen), RF aims to reward the AV’s ability to make VV fail. Thus, RF of
AV is simply the opposite of RF with which VV was trained. That RF included rewards
for high speed and right-most lane, and huge penalty for collision, as detailed in [10].
It is important to stress that the considered quantities for the AV training (i.e., speed,
lane collision) are referred to the VV. However, the RF of AV additionally includes a
penalty for its own collisionwithNPVs (a collisionwould preventAV fromcontinuing its
disturbance task), while a rear-front collisionwith VV is not penalized (we do not reward
it to prevent AV from learning to really chase for VV, which would be an unrealistic
behavior). Finally, if VV manages to overtake AV, the episode is terminated, with a
training penalty. In the second phase, the AV policy is frozen, while VV is fine-tuned
with its “normal” RF, which is described in [10]. It is important to highlight that, in
each phase, only one agent is trained, so to prevent non-stationary conditions that would
hinder the training.

5 Results

The initial victim policy was trained for a total of 600k steps before being frozen for the
first cycle of adversarial training. Phases 1 and 2 of the process took 300k steps each,
for a total of 600k steps for the execution of the whole first cycle. For the preliminary
experiment presented in this paper, we considered a single cycle iteration.

We evaluate the victim’s policy before and after adversarial re-training. Particularly,
the increase in robustness of theVVpolicy is evaluated by comparing the episodemetrics
reported in Table 1 averaging 1000 test episodes. Tests were conducted in the highway
3-lane environment in two conditions: with and without AV in the scene, while NPVs
are always present. In the first phase, the emergent behavior adopted by our best AV
model can be described as a continuous, yet not random, swerving procedure. As soon
as AV detects the presence of VV behind, it visibly tries to move up or down the lanes to
block VV. If possible, AV tends to steer at the very last possible moment to cut right in
front of VV and thus have a chance of causing a “good” collision (rear-front). As shown
in Table 1, this adversarial behavior leads VV to increase the collision rate by one order
of magnitude (14.7% vs. 1.4% of the episodes) and lower its speed significantly when
compared to the case without the AV. The VV model also shows a reduction in average
deceleration and an increase in average acceleration. We argue that this is due to the fact
that VV drives more slowly, due to the behavior of AV (less average deceleration), then
it tries to abruptly accelerate to quickly perform the overtaking.
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The second phase aims to improve the pre-trained policy of VV, which is the actual
goal of the overall process, through a continued learning procedure. VV has now to learn
to deal with AV, which hinders the normal behavior of VV through selective lane and
speed changes. Comparing the third and first column of Table 1, we see that, the VV
policy at the end of this phase is still negatively influenced by the AV presence, mainly
in terms of collision number and average kilometers travelled, compared to the original
VV without AV. The average left-lane change number is also increased, suggesting that
the VV has learned to overtake vehicles more often in the adversarial scenario. On the
other hand, comparing the second and third column, we see with no surprise that, in the
adversarial scenario, the re-trained agent outperforms the original one in all the metrics.

Table 1. Performance over 1000 episodes of the victim models

Considered metrics Baseline Baseline versus AV Re-trained versus AV Re-trained

Mean episode
duration (s)

59 53 57 60

Number of
collisions

14 147 65 2

Average travelled
kilometers

1.84 1.5 1.82 1.95

Average speed
(km/h)

111 89 118 118

Average
deceleration (m/s2)

−5.38 −4.52 −5.47 −5.57

Average
acceleration (m/s2)

1.62 1.84 1.28 1.34

Average left-lane
changes

0.32 0.38 0.9 0.96

Average right-lane
changes

1.33 1 1.09 1.27

Finally, testing the agent in a normal, non-adversarial scenario (fourth and first col-
umn), we see that the re-trained model collides less frequently, while traveling more
kilometers at a slightly higher speed and accelerates less abruptly. This indicates a
significant agent improvement in terms of safety and overall robustness.

6 Conclusions and Future Work

We explored the implementation of an adversarial learning procedure to increase robust-
ness of a DRL agent for automated driving in a 3-lane highway-env simulated environ-
ment. Experimental results show that the re-trainedmodel’s policy has proven to bemore
robust and safer, outperforming the original one in all the metrics. These initial results
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suggest that research should be conducted on the reward function, improving the real-
ism of the AV disturbances, and loss function customization for the employed learning
algorithm to stabilize the training phase. Moreover, the method may be transferred to
more complex driving scenarios and simulators.
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Abstract. This paper evaluates an AI video surveillance application on
diverse high-performance computing (HPC) architectures. AI-powered
video surveillance has emerged as a vital tool for security and moni-
toring, relying on hardware infrastructure for efficient processing. We
present a benchmark of an AI application based on the YOLO object
dection framework to track downed pepole in critical scenarios. This
study investigates the impact of different architectural designs, includ-
ing CPUs and GPUs on video analysis performance. Evaluation metrics
encompass computational speed, power consumption and resource utili-
sation.

Keywords: hpc · Video processing · Object detection

1 Introduction

Video surveillance has grown significantly as a result of recent developments
in artificial intelligence (AI), which have changed many areas. Applications for
video surveillance that are AI-powered have become effective tools for boosting
security and monitoring in public areas, vital infrastructures, and commercial
buildings [1]. These programs make use of the skills of computer vision and
machine learning algorithms to automatically scan video streams, spot anoma-
lies, identify objects and people, and send operators real-time alerts.

However, the underlying hardware infrastructure has a significant impact on
the efficiency and functionality of AI video surveillance applications [2,3]. The
successful implementation of AI surveillance systems depends on efficient and
accurate video processing, which is made possible by high-performance com-
puting (HPC) architectures [4–6]. With their vast computational capacity and
parallel processing capabilities, HPC systems may greatly improve the speed
and accuracy of video analysis operations, allowing for real-time monitoring and
prompt reaction to possible security risks [7].
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The purpose of this article is to assess an AI video surveillance application
using various HPC architectures. We’ll investigate how various architectural lay-
outs, such as conventional CPU-based systems and Graphics Processing Units
(GPUs), affect the effectiveness and speed of video processing activities. We will
evaluate these designs’ advantages, disadvantages, and applicability for various
surveillance scenarios by comparing them to a set of agreed-upon evaluation
metrics.

To conduct this study, we leverage state-of-the-art deep learning frameworks
and libraries. We present a video surveillance application based on the well-
known YOLO object detection framework [8], paired with the DeepSort [9] track-
ing algorithm to detect and identify downed people in critical scenarios on the
Pytorch framework. Through an exhaustive benchmarking procedure, we assess
important performance indicators including processor power, resource use, and
energy efficiency. In the context of AI video processing, findings from prominent
computing systems like x86 and ARM are compared.

The paper is organised as follows: in Sect. 2 we present and detail the people
down application, highlighting its components; in Sect. 3 we describe the bench-
mark setup; in Sect. 4 we report the benchmark metrics for the people tracking
application.

2 People Down Tracking Application

2.1 Base Application

The man down application is designed to automatize the task of identifying
people lying on the ground and classifying them as “resting” (i.e. not in a dan-
gerous situation) or “man down” (i.e. injured or otherwise needing assistance).
The application is based on the YOLOv5 [8] (an acronym for You Only Look
Once) object detection + classification model, one of the most popular one-stage
object detector algorithms, trained on a custom labelled man down dataset; the
size of the model is the “small” one (YOLOv5s) and the commit tags considered
have been the v5.0 (for the basic model) and the v6.1 (for TensorRT and ONNX
extensions [10]) ones. The man down application workload can thus be divided
into three main components:

– Pre-processing
– Inference
– Non-Maximum Suppression or NMS.

The pre-processing step performs simple preliminary operations when necessary,
such as data type conversion and data normalisation; the inference step, which
typically is the most computational expensive one, detects all possible instances
of people lying on the ground and labels them as “resting” or “man down”;
finally, the NMS step selects only the most probable instances and bounding
boxes identified by the inference, thus eliminating all other less likely predictions.
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Fig. 1. Computation flow for the YOLOv5 component

2.2 Tracking Application

The people down tracking application is an extended and more complex version
of the previously described man down application which can also track and,
if needed, count people lying on the ground in a video sequence, again based
on YOLOv5 (size ‘x’, release 6.2). Its workload can be divided into five main
components:

– Image pre-processing
– People detection
– Non-Maximum Suppression or NMS
– Man down classification
– Tracking.

Differently from before, people detection and man down classification have been
separated into two different steps: the man down classifier, once received the
YOLOv5 people detection output (bounding boxes, scores and class IDs), exam-
ines all the bounding boxes and selects all those who have an aspect ratio less
than 1. The final step of tracking all the detected man down across different
frames is instead implemented using DeepSORT [9,11] (an acronym for Deep
Simple Online and Realtime Tracking), which takes advantage of an OSNet x1.0
[12] (a convolutional neural network used for person re-identification) in order
to identify the same person in the video stream.

3 Benchmark Architectures

We evaluated the aforementioned deep learning application through Pytorch
on several architectures. We employed architectures with and without GPUs,
to evaluate also the performance of vector units inside the CPUs. The tested
CPU-only architectures are:

– ARM Cortex-A72 CPU with four cores running at 1.5 GHz, with support for
the 128-bit Neon SIMD extension and 4 Gbyte of RAM.

– HiFive Unmatched board powered by a SiFive U740 SoC running at 1.2 GHz
for the scalar RISC-V unit.

– HPE Apollo80 system, powered by a Fujitsu A64FX, running at 2.2 GHz with
support for the ARM 512-bit Scalable Vector Extension (SVE) SIMD unit.
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– ARM Neoverse N1 CPU running at a maximum frequency of 3.3 GHz with
support to 128-bit NEON SIMD instructions.

– Cascade Lake-based Intel Xeon Silver CPU running at 2.2 GHz with support
for the 512-bit AVX SIMD instructions.

The tested GPU-based architectures are:

– NVIDIA Jetson Orin SoC with an Ampere-based GPU
– NVIDIA Tesla T4
– NVIDIA A100
– NVIDIA GTX1650Ti.

4 Benchmark Results

In this section we report the benchmark results for the platforms listed in Sect.
3. In Table 1 we report average number of frame processed per second for each
platform on the people down application. Furthermore we detail, for each archi-
tecture, the timing performance for the three different components of the applica-
tion. In Table 2 we report on the average resource utilisation of the architectures
during the execution of the people down application and, for the architectures
that allow it, we report in Fig. 2 the average performance-per-watt value for the
different setups.

Table 1. Average FPS and time performance for the people tracking application with
different architectures.

Platform FPS YOLO (ms) Man down classifier (ms) DeepSORT (ms)

Cortex-A72 0, 1 7493 1, 2 1107

Neoverse N1 0, 8 758 0, 6 503

A64FX 0, 4 1292 1,1 1054

Arriesgado (Scalar) 0,006 148987 2, 6 13835

AGX Orin 0, 05 2084 0, 5 18155

+ Ampere 7, 7 38,8 0, 5 54,9

i7-10750H 1 807 0, 2 207

+ GeForce 1650Ti 7, 3 85, 4 0, 3 11, 9

Xeon 1, 8 335 0, 3 197

+ Tesla T4 12, 8 37, 8 0, 3 15, 1

Xeon 3, 8 153 0, 4 97,5

+ Tesla A100 21, 3 10, 9 0, 3 13, 9
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Table 2. Average resource utilisation for the people down benchmark for CPU and/or
GPU in different architectures.

Platform CPU (%) CPU (C) CPU (W) GPU (%) GPU (C) GPU (W)

Cortex-A72 96, 6 83 – – – –

Neoverse N1 5, 8 51, 7 – – – –

A64FX 39, 5 – – – – –

Sifive U740 79, 4 42, 5 – – – –

AGX Orin 98, 3 58, 2 16, 8 – – –

+ Ampere 45, 7 52, 2 6, 7 34, 1 47 16

i7-10750H 40, 8 91, 8 43, 2 – – –

+ GeForce 1650Ti 32, 1 93, 5 36, 2 65, 8 78, 7 41, 2

Xeon 93, 5 – – – – –

+ NVIDIA Tesla T4 49 – – 54 43, 7 62, 5

Xeon 50, 8 40, 3 – – – –

+ NVIDIA Tesla A100 25, 9 32, 3 – 30, 2 38, 9 51, 9

Fig. 2. Performance per Watt for different architectures based on available metrics

5 Conclusions

In this paper, we provided a thorough assessment of an AI video surveillance
application on various high-performance computing (HPC) architectures in this
research. Our study emphasized the significance of hardware infrastructure for
effective processing in AI-powered video surveillance by focusing on the appli-
cation of the YOLO object identification framework to locate humans in dan-
gerous situations. We looked into the effects of different architectural designs,
including CPUs and GPUs, on the performance of the program for video analy-
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sis. Important evaluation parameters like processing speed, power consumption,
and resource use were included in our evaluation.
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Abstract. This paper presents a finite element (FE) modeling and frequency
response analysis of an instrumented wheelset for rail applications. The wheelset
was equippedwith strain gauges to estimate contact forces at the interface between
the wheels and the rails. The objective is to showcase the simulation results of the
wheelset state-space reducedmodel, which represents the dynamic behavior of the
FE wheelset. The frequency response results of the FE and state-space models are
compared. The paper demonstrates how the reduced model accurately represents
the behavior of the FE system, resulting in significantly improved simulation and
calculation speed, with a great reduction in memory usage. Furthermore, the state-
space representation provides the flexibility to augment and manage data points
for enhanced post-processing manipulation.

Keywords: Railway · Instrumented Wheelset ·Modal Analysis · Frequency
Response Analysis · Finite Element Method · State-Space

1 Introduction

To ensure a proper diagnosis of the under-investigation system state (e.g., train or infras-
tructure), two main acquisition techniques can be employed: wayside monitoring sys-
tems and onboard monitoring systems. In the case of onboard monitoring, portable,
non-invasive devices, such as GNSS, accelerometers, Wheatstone bridges, etc., can be
installed on the vehicle to gather data on both track and train. This enables a reliable
diagnosis of the system’s state.When such devices are equipped on the rolling stock, they
form an instrumented wheelset that functions as a sensing system for the train. These
technologies are used to measure wheel-rail contact forces for several purposes, such
as monitoring of rolling stock to evaluate ride quality of the tested vehicle. Conversely
some measurement system can be used to locate defects and identify the state of the
line contributing to a faster and safer management of maintenance activities [1]. It is
well-known from numerous studies [2, 3] that signals originating from wheel/rail irreg-
ularities and defects, such as squats, roughness, wheel flats, etc., can be captured. These
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signals provide information to estimate their position along the track and ensure accurate
and targeted predictive maintenance of the infrastructure or rolling stocks. To achieve
this, understanding the frequency response of the wheelset plays a crucial role in inverse-
forces identification from in-service high-speed trains. Conventionally, a bandwidth of
20–40 Hz limits data acquisition to low-speed information for running dynamic tests [4],
while no bandwidth is still specified for diagnostic purposes on the norms. Improvements
can be made to enable the consideration the high-frequency content related to defects.
While various sensors can be installed on wheelsets, this paper focuses on a specific
case where an existing wheelset equipped with strain gauges is replicated and simulated
using the finite element method (FEM). The model and its frequency analysis results are
then compared with a reduced state-space model of the same wheelset, extracted from
the FEM model, using MATLAB (Fig. 1).

Fig. 1. Rendering of the instrumented wheelset.

2 Wheelset: Strain Gauges Layout

The instrumented wheelset was equipped with 16 strain gauges placed on the wheel web
field sides. This configuration included a total of 2 Wheatstone bridges for each side of
the axle shaft [5, 6]. Figure 2 illustrates the positioning of the strain gauges on the wheel
web. The arrangement was as follows: 8 strain gauges (4 + 4), denoted as quadrature
bridge “Q_x_s”, symmetrically positioned relative to the vertical and horizontal axes of
the face, where x indicates the orientation (vertical or horizontal), and s denotes the side
(A or B for right and left wheel, respectively).

Referring to the scheme in Fig. 3a, strain signals originating from the wheel-rail
interaction are treated as follows from Eq. (1)

U = VG

4
(εa − εb + εc − εd ) (1)

where U is the Wheatstone bridge’s output signal, V denotes the input tension, G is the
gauge factor, and ε_(a-d) are the strains of the respective strain gauges (or equivalent
strain in case of multiple series/parallel configurations of strain gauges in the same leg
circuit leg). The root sum square (RSS) of the vertical and horizontal quadrature bridge
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Fig. 2. Schematic representation of the instrumented wheelset strain gauges layout.

signals is calculated to obtain a continuous, nearly flat signal (otherwise sinusoidal-like,
due to the alternating nature of the acquisition), that is independent of the wheel rotation
angle [7]. Equation (4) provides an example of the combined signal corresponding to
the Wheatstone bridges.

Q_ve = VG

4
(ε1 − ε4 + ε8 − ε5) (2)

Q_ho = VG

4
(ε3 − ε6 + ε2 − ε7) (3)

Q =
√
Q_ve2 + Q_ho2 (4)

Fig. 3. Wheatstone bridge schematic representation: a full-bridge configuration [6], b quadrature
vertical (left) and horizontal (right) Wheatstone bridges.

3 Wheelset FE Simulation Frequency Response Analysis

Afinite elementmodel was developed to represent and study thewheelset under different
load cases. It was determined that the chosenmesh sizing adequately approximated some
reference results and no further refinements were necessary to enhance the precision and
accuracy of calculated outcomes. A finer mesh was then employed for the instrumented
components of the assembly such as the rolling stocks and shaft,while a coarsermeshwas
used for the non-instrumented parts, including the brakes sub-assembly. The deformation
of the strain gauges was modeled as linear monoaxial strain according to Eq. (5), as the
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distance difference between two points along the same line of the sensor patch, which
represents the effective action line of the strain gauge divided for the undeformed initial
distance. This was due to the impossibility of directly extracting deformations as outputs
from the frequency analysis.

ε = l − l0
l0

(5)

Given the significant complexity of the actual system mounted on a bogie during
operation, a preliminary study aimed to approximate the behavior of a free-free system
was undertaken. A ‘free-free condition’ denotes a state where the system is entirely
devoid of external mechanical constraints or boundaries. This allows it to move and
behave naturally without any imposed limitations or restrictions. Such an ideal con-
dition permits the observation of the natural frequencies of the studied object without
disturbances arising from interactionswithmechanical constraints. The focuswas specif-
ically on evaluating the performance of a single Wheatstone bridge, namely Q_ve_A
quadrature vertical Wheatstone bridge, which is bonded to the wheel web field side,
located on wheel “A”. To begin the study, a modal analysis was conducted to determine
the eigenvectors and eigenvalues (mode shapes and natural frequencies) of the model.
Subsequently, a frequency response analysis was performed to examine the behavior of
the wheelset in the frequency range from 0 to 1500 Hz, under various load cases and with
different positions of input forces [8, 9]. The FE model employed in this study yielded a
total of 32 outputs (2 points for each strain gauge) and 15 inputs, representing the forces
applied in each direction (X, Y, and Q: longitudinal, lateral, and vertical, respectively)
at five different locations on the wheel tread (Fig. 4).

Fig. 4. FE model of the instrumented wheelset.

4 Wheelset FE Simulation Frequency Response Analysis

Referring to the general theory of state-space (SS) reduced models, the n second-order
equations representing and approximating the dynamic system, can be transformed into
2n decoupled first-order equations:

{x} =
{ {z}
{ż}

}
(6)
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{
ẋ = Ax + Bu
y = Cx + Du

(7)

where x represents the state vector, z and ż are the modal coordinates and velocities,
A, B, C, and D correspond to the system (or state), input, output, and feedthrough
matrices, respectively, and u is the input vector. The matrices and vectors were derived
from simulations conducted in FE software and processed using MATLAB. Output
signals y, which indicate Wheatstone bridges deformation, were obtained by solving
the model equations. Transfer functions between the input u and output signals y were
calculated for each Wheatstone bridge and input force. To analyze the Q_ve_A bridge,
the initial MIMO (Multiple-Input Multiple-Output) setup was decomposed into a set of
SISO (Single-Input Single-Output) state-space models. This involved considering one
input force at a time for each of the four Wheatstone bridges and performing linear
matrix operations on the state-space model. A transfer function was then obtained for
the Q_ve_A bridge and compared with the results of the FEM simulation.

Fig. 5. Comparison of the state-space (blue) and FEM (red) transfer functions.

The two models are in accordance for low frequency response, up to approximately
250Hz. The state-space calculated transfer function accurately depicts the first three rep-
resented natural frequencies in Fig. 5 (corresponding to 78.5 Hz, 121.6 Hz and 185.3 Hz
respectively), relative to the bending deformation of the wheel web, and maintaining a
correspondence with the fifth and sixth natural frequencies. For the Nyquist–Shannon
sampling theorem, the FE model response was trimmed at 750 Hz. The amplitude is
of minor interest due to the use of a first try damping factor of 0.001. It can be seen
from Fig. 5 that the FEM-calculated transfer function trims resonance peaks due to
resolution limitations, necessary to maintain the lowest computational cost and simu-
lation time, while the state-space representation offers higher resolution, depending on
a user input parameter on the MATLAB script, fully highlighting resonance peaks and
anti-resonances.
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5 Conclusions and Future Developments

This paper presents a comparison between the frequency response analysis results of a
state-space model derived from a FEM-simulated instrumented wheelset and the FEM-
simulated frequency response itself. The real system’s approximate linearity enables its
linear state-space representation and the subsequent application of superposition tech-
niques. By leveraging linearity and modal superposition, displacements are evaluated as
a linear combination of eigenmodes [10]. Output signals are treated as engineering strain
due to the impossibility of directly extracting strains from the FEM simulation, which
may affect result accuracy. A strong dependence was observed between the output nodes
positions on the FEmodel, corresponding to the strain gauges, and their respective output
signals.A strategic selection of output nodes can enhance strain values and, consequently,
the simulation’s accuracy. The study demonstrates the state-space model’s capability to
represent the dynamic behavior of the FE wheelset under free-free constrained condi-
tions, significantly reducing computational time. The calculation time has been reduced
from 16 h using FEM to just 45 s using the state-space model inMATLAB. Additionally,
it improves memory usage, reducing it from 80 Gb in the low-resolution FEM simula-
tion to just 79 kb in the MATLAB state-space script. Furthermore, the resolution of the
results has been significantly enhanced, allowing users to manage the calculated transfer
function with a user-defined number of points for more effective post-processing. The
damping factor of 0.001 utilized in the FE model will be further calibrated in further
validation activities. Future improvements of the model will focus on directly extracting
strain output and developing a refined non-physics state-space model in the MATLAB
environment. This will involve using the FE-obtained state-space as initial conditions
for the definitive state-space identification. Subsequently, different constrained config-
urations will be modeled to replicate more realistic operating conditions, and the study
will be extended to include all Wheatstone bridges. Moreover, impulse tests will be con-
ducted using an instrumented hammer to validate the obtainedmodels with experimental
data.
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Abstract. This research explores the use of optoelectronic tweezers (OET) as a
method of manipulating microparticles. It focuses on how the dielectrophoretic
(DEP) force can be used to trap solder beads with different concentrations of
solution in an OET device, achieving velocities of up to 1350 µm/s. This study
analyzes new techniques for creating complex patterns and examines how they are
affected by various parameters, including light intensity, pattern size, and solution
conductivity, to manipulate particles into desired structures. The freezing-drying
technique has been used tofix solder beadswith a surfacemount technology (SMT)
resistor to construct an electronic circuit, and we found that the freezing stage was
sufficient when using Peltier to fix the assembled circuit. The paper discusses the
temperature and time required for the heating process to connect the circuit by
partially melting the solder and measures and analyzes the I-V characteristics to
determine the manufactured device’s resistance compared to the installed resistor.
Overall, this study presents a promising result for microparticle manipulation and
demonstrates its potential application in micro-electronic circuit construction or
reworking.

Keywords: Optoelectronic tweezers ·Microparticles · Solder beads · OET
device · Freezing drying

1 Introduction

Micromanipulation technologies refer to a set of techniques used to manipulate and
controlmicroscale objects, such as cells and particles.Optical tweezers [1–3] use focused
laser beams to trap and move particles, while acoustic tweezers [4, 5] use ultrasonic
waves to create standing waves that trap particles. Dielectrophoresis (DEP) employs
electric fields to control the movement of particles [6]. These technologies have wide-
ranging potential applications in various fields, including biology,medicine, andmaterial
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science. Currently these techniques have had the greatest impact in biosciencewhere they
have provided enhanced cell handling capabilities. In particularOptoelectronic Tweezers
(OET) has the capability of trapping 15,000 traps simultaneously [7, 8], see Fig. 1.
Touchless force is a methodology that can move objects without physically touching
them. This work aims to assemble microelectronic components into a circuit using light-
patterned electrical forces in OET [9]. The OET can be utilized to manipulate micro-
and nanoscale particles, such as cells, nanowires, and carbon nanotubes. OET makes
use of light-induced dielectrophoresis to enable this optically controlled manipulation.
Dielectrophoresis is an electrokinetic force prompted by particles in a non-uniform
electric field. OET combines the flexibility and control of optical manipulation with
the parallel manipulation and sorting capabilities of dielectrophoresis [10]. The OET
device is made up of two electrodes. The upper electrode comprises a thin layer of
transparent conductive material and indium tin oxide (ITO) on a glass substrate. The
lower electrode includes thin layers of ITO and amorphous silicon (a-Si) on a glass
substrate. The amorphous silicon layer alters its electrical resistance in response to light,
allowing the optical control of dielectrophoresis in the OET device. An aqueous solution
containing the particles under manipulation is added between the electrodes. An electric
field is created in the device by incorporating an AC bias across the bottom and top
electrodes. Optical patterns are focused onto the photosensitive surface to develop the
dielectrophoretic force [11]. Two electrodeswith a spacer forma sample chamber. Layers
of a-Si:H, ITO, and glass are at the bottom. A fluid buffer with microparticles, DI water,
and Tween 20 (0.05%) is between electrodes. Impedance is high initially, but imaging
reduces it, creating non-uniform fields. Polarizable particles move based on the electric
field’s polarity, allowing precise control of particle position with light in the OET device.
[12].

Fig. 1. Schematic of the OET device, the light pattern creates the force to move and trap the
metallic beads

The main contributions of this research are as the following:-

1. The proposed approach allows for the manipulation of a wide range of component
sizes, shapes, and materials, enabling the assembly of complex microelectronics
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structures that may have been difficult or impossible to assemble using traditional
techniques.

2. The use of freezing-drying techniques during micro-electronics assembly can help to
reduce the potential for damage to delicate components, particularly those that may
be sensitive to high temperatures or physical stress.

3. The experiment aims to assess the I-V characteristics of micro-assembled electronic
components and to determine the resistance of themanufactured device by comparing
it to the original resistor value. This will involve measuring and analyzing the I-V
characteristics of the components. A thorough evaluation of the experimental data
will be conducted to verify the device’s resistance.

In this research, we used OET to manipulate electrical components on an amorphous
silicon substrate by assembling 40µmdiameter Sn62Pb36Ag2 soldermicrosphereswith
a resistor.We employed a technique involving freeze-drying to remove the liquidmedium
after assembly. This involved freezing the liquidmedium in theOET device and reducing
the surrounding pressure, causing the frozen medium to sublimate directly from its solid
to its gas phase. Hereafter, the paper is organized as follows: after the introduction in
Sect. 1, Sect. 2 presents a related work for the proposed approach. Section 3 shows the
methodology. Section 4 describes the discussion and experimental results. Conclusions
are drawn in Sect. 5.

2 Related Work

Assembly of micro-electronics components with optoelectronic tweezers and freezing-
drying techniques is a cutting-edge technology that enables precise and efficient manip-
ulation of small-scale materials [13]. This technology combines light-based optoelec-
tronic tweezers and freezing-drying methods for precise assembly of microelectronics,
with applications in sensors,medical devices, and electronics. It offers non-contact, high-
precision assembly, potentially revolutionizingmicroelectronics production for complex
structures. Recent years have seen increased focus on light-based micro-assembly tech-
niques for applications like sensing, imaging, and communication. This paper reviews
key works showcasing light’s role in manufacturing optoelectronic microstructures. In
this paper, we review the most relevant works that demonstrate the use of light to man-
ufacture optoelectronic microstructures. Assembly of multi-component structures" by
Melzer et al. [14]. This recent study shows how optical tweezers, which use focused laser
beams to trap andmanipulatemicroscopic particles can be used formicro-assembly tech-
niques utilizing light. Kristin et al. [15] demonstrated laser-induced forward transfer use
to assemble microstructures with high precision and accuracy. Du et al. [16] presented
an optical projection tomography technique for constructing microstructures, allowing
for three-dimensional visualization and manipulation of the assembly process. Optical
Alignment and Assembly of Nanoparticles" by Toh [17]. This work explored optical
trapping and alignment to assemble nanoparticles into ordered arrays. Optoelectronic
Tweezers have also been previously used to assemble silicon chips [18].



Assembly of Solder Beads with a Surface Mount Technology Resistor 149

3 Methodology

In this experiment, 40µm diameter Sn62Pb36Ag2 solder microspheres were assembled
on an a-SI substrate. Various solutions were prepared with different conductivities, and
when an AC voltage was applied, the particles were observed under microscopy. The
velocities of the particles were recorded to determine how they can be trapped using
different voltages and frequencies. The speed is an important parameter when using an
OET unit. The unit was modeled as a lumped equivalent circuit containing impedance
components representing the device and the liquid volume. An increase in the moderate
conductivity reduced the impedance of this layer and led to a more significant voltage
drop across the OET device. The stimulation benefits of the voltage drop throughout the
center of an illuminated aSi layer were observed for moderate conductivities of 6, 11,
and 16 mS/m with an AC signal of 30 V at 20, 18, and 12 kHz and light intensity of 2
W/cm2. The voltage dropped primarily throughout the liquid layer for conductivities of
6 mS/m, resulting in the sample’s best non-uniform electrical area. When conductivities
were raised to 11 and 16 mS/m, the voltage primarily dropped with the OET, creating a
low electrical area magnitude in the liquid. The OET device’s functionality was tested
whilst altering liquid conductivities using the above technique. The frequency and the
complex permittivity of the medium and particle determine the bead manipulation. For
smaller beads, their surface conductance and the electrical double layer affects the con-
taminants’ conductivity, hence the DEP effect. Velocities of 1350 µm/s were achieved
with a conductivity of 6 mS/m and a frequency of 18 kHz. The OET functionality in
various liquid conductivities was observed, and it is essential when offering a sample
suspended in a specific solution with high conductivities. The conductivity stability for
a solution was recorded over time. (Fig. 2 illustrates the schematic diagram for the OET
device).

Fig. 2. The schematic diagram for the experiment.
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4 Discussion and Experimental Results

4.1 Assembly of the Resistor with Solder Beads

An a-Si substrate was produced by depositing an electrode and creating a gap of approx-
imately 200 µm to connect an SMT component (a 10 M� resistor). The resistor was
placed on the Si substrate using tweezers and solder beads with a diameter of 40 µm
made of Sn62Pb36Ag2. An OET device was then assembled using ITO on the top and
a-Si on the bottom to create a chamber connected to a power supply function generator
and placed on a Peltier for freezing. A projector delivered light to create a DEP force, and
a filter was used to reduce emission. A microscope was used to monitor the experiment
live with magnifications of 4× and 10×, and images and videos were recorded for future
analysis. The function generator was set to a voltage of 28 V p.p and a frequency of 18
kHz, and the projector was turned on to manipulate and trap the beads. The resistor was
placed near the electrode using a manual tweezer and glass magnifier, OET trapping was
used to assemble beads on both sides of the resistor to the electrodes. As the trapping
was unable to be achieved with a resistor on the Si substrate, two beads were trapped
and connected on the top of the resistor, and seven beads were trapped at the bottom of
the resistor to the electrode. Finally, the Peltier was used to cool the substrate, which
froze the OET device for approximately 35 min. The device was then transferred to a
Nitrogen freezer, which was kept at a temperature of −79 °C for two hours to further
increase the device’s freezing. The OET device was then moved to the Eclipse dryer and
kept for approximately an hour for sublimation. After the sublimation process, the ITO
electrode was removed and inspected, and the manufactured structure was successfully
created.

The device was then baked at a temperature of 179 °C for around four minutes to
melt and connect the solder beads. The parameters and materials used to manufacture
the device have been described in Table 1. The study demonstrates that the freezing-
drying method can assemble SMT components (resistors) by manipulating particles
and connecting them to deposited electrodes with solder beads in the OET device. The
technique enables the creation of parallel and straight lines to form electronic circuits.
A resistor of 10 M� is used as an SMT component in the circuit, and it requires delicate
positioning using a glassmagnifier and a tweezer. The experiment used amicroelectronic
resistor of 10 M� placed with solder beads in the device using the gap between ITO and
Si as 100 µm. However, the resistor’s thickness was higher than the gap between the
electrodes, and it broke when placed on the ITO surface. Thus, the gap was increased
to 200 µm by adding a double layer of tape on both sides of the a-Si substrate. The
conductivity of the solution used in the experiment was DI water + 0.05% Tween 20.
The experiment used maximum DEP by adjusting the function generator at 30 V and
frequency at 18 kHz. However, the study found that the existing setup using the light
from the projector and voltage supply of 30 V is insufficient to manipulate the resistor,
as the DEP force is not strong enough with these conditions. The analysis suggests that
DEP force, especially when the resistor is placed in the OET device with a 200 µm gap
is insufficient to move such large particles.
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Table 1. Parameters and material specifications used for manufactured devices.

Method Specification

Concertation of solution DI water + 0.005% of Tween 20

Substrate structure ITO & substrate and gap of 200 µm

Resist type for a-Si layer S1818

Dimension for the device L 2.5 cm, W 1.5 cm, T 1 mm

Freezing time in Peltier 35 min

Solder Beads 40 µm diameter Sn62Pb36Ag2

Electrode Type Ti/Au

Time for freezing 120 min

Time for drying 60 min

Temp for melting the beads 179–180 °C

Time to melt the beads 4 min

4.2 Freezing and Drying Techniques

The process of removing ice from a substrate without letting it go through a liquid state,
known as freeze drying, was utilized in this study. A Peltier device connected to a DC
power supply was used as a freezer in the OET setup to freeze the liquid medium of
the fabricated device after constructing the desired circuit. The liquid medium used was
a solution of DI water and 0.005% Tween 20, which supported the manipulation of
particles with less tension on the surface of a substrate and reduced the displacement
of solder beads during the freezing process. In addition, the criticality of the freezing
temperature was demonstrated, our initial experiments used the lowest value of −7 °C,
resulting in bead displacement after the dryer. In this study, the Peltier device was used
for up to 35 min. The substrate was then placed in a nitrogen refrigerator at −79 °C for
2 h, increasing the efficiency of fixing the beads and resistors without changing their
positions.

4.3 The I-V Characteristic Measurement

We performed I-V measurements on the substrate using a Casca-de-Microtech MPS150
probe station at various stages of analysis.We aimed to identify opportunities for process
improvement based on our findings as shown in Fig. 3, we used the gradient to calculate
the resistance value of the resistor from the I-V curve, which yielded a value of 3.3 M�

when the device was uncleaned, and the beads were not melted. After the beads were
baked and melted, the resistance value decreased to 1.58 M�. When the device was
cleaned with water, the resistance value dropped to 0.874 M�. We also measured the
resistance of the a-Si substrate, which was 1 M�. However, since the 10 M� resistor
was connected in parallel with the substrate resistance, we used the following formula
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for calculating total parallel resistance, see Eq. (1).

1

R
= 1

R1
+ 1

R2
(1)

1

R
= 1

1
+ 1

10
= 0.9Mohms

Fig. 3 a Measurement of resistance before melting beads. b Measurement of resistance after
melting beads. cMeasurement of resistance after cleaning the device. dMeasurement of resistance
of the aSi substrate without the resistor

In measuring accuracy, percent error, also known as fractional difference, is used
to quantify the discrepancy between the measured value E and the actual value A. The
percent error can be calculated using the following formula, see Eq. (2):

% Error = |E − A|
A

(2)
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(0.874− 0.9)/0.9 = 2.8%

5 Conclusions

This research introduced a novel technique for manipulating solder beads at the particle
level using optoelectronic tweezers and freeze-drying. It showcased the precision of this
method in crafting small-scale electronic components through Dielectrophoresis forces.
Multiple solder beads could be handled concurrently, aiding precise assembly with other
electronic parts. Thismarks a significant leap in usingOET for circuitmanufacturing over
conventional methods. The study used ITO and amorphous silicon structures, conducted
experiments, and addressed ion concentration-related issues. It also investigated the I-V
characteristics of the device post freeze-drying, revealing the influence of solder bead
melting and cleaning on resistance measurements, eventually reaching the anticipated
values only after thorough cleaning.
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Abstract. The Internet of Things (IoT) paradigm is nowadays perva-
sive in a variety of applications. Distributed computing, i.e., local pro-
cessing of data inside IoT nodes is mandatory to reduce power consump-
tion and data communication cost, too. An evaluation of the needed
computing power and of the hardware requirements is then as much
useful as it is conducted in an early stage of the product development.
The possibility to perform on-the-field experiments at an early stage is a
desirable feature, too. In this paper, a low cost and open system for IoT
evaluation is described. It contains basic blocks of an IoT/IIoT system,
and software and hardware structures aimed to assess its performances
with negligible overhead. Power consumption and timing characteristics
of firmware (MCU) and hardware (FPGA) IoT nodes components can
be collected and analyzed, to obtain real system requirements.

Keywords: IoT · IIoT · Ubiquitous computing · Artificial
intelligence · BLE · EtherCAT

1 Introduction

The design of a new Internet of Things system is a complex problem, due to
the overwhelming number of degree of freedom. In fact, this kind of application
is based mainly on computation and communication tasks, which must be dis-
tributed between a variety of objects of different types [1,2]. As an example, a
possible deployment is built up by a multitude of smart nodes, communicating
through a low power protocol with a smart gateway. The latter, in turn, exchange
data with servers located in remote data centers. This scenario is depicted in
Fig. 1.

The represented topology is just an example, as intermediate layers can be
added, or even removed. Moreover, power consumption and computing power
can vary according to environmental factors (energy sources availability) and
strongly influences the location of computing tasks.

Real life technology constraints must be considered, too, as the usage of
off-the-shelf modules, typical in this field, can introduce far then optimal per-
formances at the interface level between building blocks. As an example, better
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Fig. 1. Typical structure of an IoT system: Servers, on the left, are connected through
internet to a gateway (black box) which in turn communicates with end-nodes

described later, a commonly used EtherCAT slave IC has nominal 80 Mb/s
QSPI interface, but real performances could drop off to less than 1 Mb/s, due
to synchronization delays related to the internal chip architecture.

An early evaluation of the performances of the used modules, and of the
related interfaces (wired or wireless) is then mandatory to be able to design the
overall system, and to assess its feasibility for the desired system specifications.
In fact, the design an IoT system can be a high risk process, as deeply discussed
in [3].

Performance assessment is typically conducted in a lab, through the usage
of common measurements instruments (MSOs, Logic state analyzers) on early
prototypes of the nodes. But this approach requires money, and even worse,
time, as it requires the physical realization of the nodes and of the measurement
bench.

A possible alternative is the usage of so-called software models able to mimic
the behaviour of parts of the system. Anyway, the unavailability of suitable
models for some components is a not avoidable drawback of this methodology.
Precision of results related to the interactions between different parts of the sys-
tem is a concern, too. Problem complexity can be somewhat reduced introducing
standard architectures, as described in [4], but a complete solution is currently
missing.

Last, both approaches can not be easily adapted to true on-the-field tests,
leading to a relative uncertainty in the obtained results.

Industrial IoT is a quite recent development of the IoT paradigm, sharing
similar characteristics, but adding specific requirements from the point of view
of reliability, safety, and robustness. In the following, the term IoT is used to
indicate IIoT, too, as the proposed solution is applicable to both fields without
changes. In fact, hardware components used to build IIoT devices are exactly
the same used for consumer IoT.

In this paper, a new methodology to early assess real system performances
is presented. It is based on the adaptation of the VirtLAB board [6], initially
developed by the authors for teaching tasks, to optimize it for IoT performance
data collection and analysis. This board has the peculiarity to host both software
defined measurement instruments, and the hardware on which the application
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runs. It means that with a reduced cost, and in a reduced space, it is already
present everything needed to operate an IoT node or gateway, and to collect
performance data. If needed, data analysis can be performed locally, too.

Both timing and power performances can be evaluated with the proposed
system, in lab, and on-the-field. Last, in the context of Open Science and Open
Innovation [5], the system is based on an open-source approach for both the
hardware and the software, i.e., the system is freely available for research and
development purposes, just with credits to authors.

2 Methodology and Implementation

Distributed computing system implementation implies the coexistence of differ-
ent computing and communication tasks on heterogeneous modules. These mod-
ules interface each other through well-known standard protocols, with known
performances. But the overall performance can not be obtained just by these
data. In real systems, unexpected interactions and synchronization requirements,
both software and hardware, often arise, leading to real performance degrada-
tion.

Firmware and hardware changes needed to satisfy system requirements in
a late design phase are a problem, too, as they can invalidate previous choices
(memory footprint, clock frequencies, battery sizes, etc.).

Extensive simulations through the so-called digital-twins are then sometimes
used, but they need extra-time, and require the availability of suitable simulation
models and input data.

To overcome estimated performance uncertainties, IoT nodes are often over-
sized, leading to undue cost increments. An alternative approach, where feasible,
is to adapt overall system specifications to the obtained ones in the deployed sys-
tem.

The proposed solution is to develop a flexible and scalable system, able to
output real performance data for IoT nodes and gateways. It must be used in
the lab, at the beginning, but also on-the-field, for a more precise assessment.

The basic idea is that IoT nodes are typically built up by the following
building blocks:

– Mixed-signal microcontrollers
– Specialized hardware accelerators
– Sensors and actuators
– Communication interfaces, wired or wireless
– Power sources.

Also gateways are typically coincident with nodes, or they include a subset
of the preceding building blocks.

Performance data collection must be extracted from the running hardware
with minimal interaction, to not change significantly the system behaviour. This
implies the usage of as fast as possible hardware methodologies, linking the
measurement appliances to the application. Minimal required measurements can
be summarized as such:
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– Time difference measurement
– Event count
– Power consumption.

Hardware and software events can be monitored just toggling a simple dig-
ital I/O line, as this is the technique which guarantees less overhead at all, up
to a single clock cycle, if carefully implemented. Power consumption must be
externally measured through sensing of the power supply rails.

The VirtLAB board [6] is a low cost and small size open system, developed
by the authors to overcome teaching restrictions during the CoVid pandemic.
It contains two sections: a user and a master ones. The user section contains
a mixed-signal microcontroller and a low power FPGA, connected through a
32 bit I/O bus. Moreover, an Arduino compatible shield socket is connected to
the bus, allowing to seamlessly connect existent shields. The master section is
built-up by an MCU, an FPGA, volatile (DRAM) and not volatile (QSPI flash)
storage. This section has access to the 32 bit user I/O bus, too, and is then able
to perform time measurements on it. Current drawn by the user MCU and user
FPGA can be measured in real time by the master section, too.

The hardware features of the VirtLAB board can then be easily mapped to
what is required according to the preceding lists:

– Hardware modules—These blocks are built up in the user section of the Virt-
LAB board.
• Mixed-signal microcontrollers—The user MCU perfectly accomplishes

this task. Moreover, it is a low power device, which can be put in several
sleep modes, mimicking the desired behaviour of a real IoT MCU.

• Specialized hardware accelerators—The user FPGA can be used to imple-
ment these kinds of functions (DSP, AI, etc.).

• Sensors and actuators—Several Arduino shields are available, with a vari-
ety of sensor and actuator types (environmental, inertial, motor control,
etc.). Even if a specified device wasn’t available, it would be relatively easy
to design a Specialized shield to be interfaced to the VirtLAB board.

• Communication interfaces, wired or wireless. Arduino shields are available
for the more common communication standards, ranging from BLE and
similar short range protocols, up to LoRa and GSM/LTE, for long range
communications. Wired communications shield are available, too, for the
more common industrial standards (RS232/485, CAN, EtherCAT, etc.)

• Power sources—The VirtLAB board has an independent power supply,
which derives local voltages from a simple 5V USB input.

– Measurements—Data collection and analysis is implemented in the master
section of the VirtLAB board.
• Time difference measurement—Two different solutions are available on

the board. The first one, less complex but with limited performances, is
implemented using the master MCU hardware timer. It is an integrated
peripheral able to record the exact time at which a selected input state is
changed. Up to 4 different inputs can be sampled at the same time. Time
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resolution is 12.5 ns, due to the internal 80 MHz clock speed, but there
is a limit to the maximum frequency of events, as a DMA memory access
is needed to record current time in response to an input event, leading
to a bandwidth in the order of 10 MB/s. The second solution, a high
performance one, is based on dedicated circuitry implemented inside the
master FPGA. In this case, all the 32 bit of the I/O bus can be monitored
and recorded in a high speed HyperRAM. For sake of simplicity, resolution
is held at 12.5 ns, but there is no limit to the recording speed, as data
transfer toward memory will be on a high speed bus with burst transfers,
guaranteeing up to 160 MB/s bandwidth.

• Event count—The two solutions implemented for time difference mea-
surements are used for event counting, as well.

• Power consumption—Power supply lines to the user MCU and to the user
FPGA have independent sense resistors and amplifiers for each rail. The
outputs are sampled by dedicated ADCs channels in the master MCU,
and the converted results are saved in memory through DMA accesses.
Bandwidth is 350 kHz, limited not only by the current sense amplifiers,
but by power decoupling capacitors, too. These are unavoidable, due to
the strict requirements on power supply voltage ripple of the FPGA.

3 Usage Examples

To assess the feasibility of the methodology described in the preceding section, an
IIoT node has been implemented on the designed system, and the methodology
has been used to extract real performances.

The first case of study has been the development of an EtherCAT slave
node. The EtherCAT standard uses Ethernet technology in real time industrial
applications, using specialized hardware to overcome the timing uncertainties
present in the Ethernet protocol [7]. A dedicated EtherCAT Slave Controller
integrated circuit (ESC), connected to the network, is interfaced to a common
microcontroller. A critical factor, impacting overall system performances, is the
time lag between hardware events and the reaction of the firmware running on
the MCU. But datasheets are not accurate enough to analyse the impact of
hardware and firmware latencies on real behaviour.

In our test implementation, a LAN9252 Microchip ESC is hosted on an
Arduino shield, and the application microcontroller has been replaced by the
VirtLAB user MCU. The implemented system is shown in Fig. 2.

The ESC uses an SPI bus to communicate with the MCU, through a register
based interface. The application runs on the MCU, but a FreeRTOS kernel is
used, to mitigate system timing complexity. EtherCAT packets are read from
the network, are decoded by the ESC, and then generate hardware events to
the MCU (interrupts). These events trigger the activation of firmware real-time
tasks. The developed system has been used to extract accurate timing informa-
tion about application behaviour. Data are sent to a PC in textual form, through
a USB based virtual serial.
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Fig. 2. VirtLAB board (green) with EtherCAT shield (red) installed

Latencies due to hardware and firmware interactions has been extracted, and
some of the data are visible in Tables 1 and 2.

Table 1. Latency of FreeRTOS interrupt to task, with different strategies

Metrics Value

Interrupt to task delay with binary semaphores 10 µs

Interrupt to task delay with direct to task notifications 8.7 µs

Interrupt to task delay with stream buffers 19.2 µs

Interrupt to task delay with polling on static shared variable 320 ns

Table 2. Timings of ESC registers read, with direct to task notifications

Metrics Total time SPI bus time

SPI direct register read 10 µs 15 µs

SPI indirect register read 62 µs 15 µs

SPI indirect register read with auto-increment 40 µs 15 µs

The obtained results have been verified through the usage of standard labo-
ratory equipment, such as oscilloscope, and multimeter.

4 Conclusions and Future Work

In this paper, a methodology to assess real world IoT system performances has
been demonstrated. A first usage example, with quantitative data relative to
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a timing analysis, has been shown. In the next future, other examples will be
developed, including power consumption data, too, to further validate and refine
the designed firmware and hardware. A GUI running on the PC will be a near
future development, too.
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Abstract. We present a microcontroller-based in-flow airborne spectrometer to
quantify the presence and activity of radioactive isotopes in particulate matter
(PM). It is based on a hollow CsI(Tl) scintillator inside which air flows, thanks to
a fan, andPM is captured by amicrometric filter placed in themiddle, thus allowing
full solid angle capture of gamma rays. The instrument is very compact, fitting in
a 10 cm cube and thus being compatible with several unmanned flying vehicles,
including an experimental rocket inside which it will be launched as scientific
payload to evaluate the robustness of its design during flight. Here we report the
mechanical and electronics (for SiPM readout) design, as well as a preliminary
characterization. Simulations have allowed to find the optimal compromise in the
number and position of SiPMs with an expected energy resolution better than 7%
at 662 keV.

Keywords: Gamma Spectroscopy · Silicon PhotoMultiplier ·Microcontroller

1 Introduction

The continuous measurement of the radioactivity of airborne particulate matter (PM) is
routinely performedbynational authorities for environmental protection, oftenmanaging
networks of fixed ground stations [1]. This allows to monitor the effects of release in the
atmosphere of radioactive material due, for instance, to nuclear accidents or weapons.
The traditional technique is based on sampling large volumes of air pumped through
filters that collect PM. Periodically, the Teflon filter is then placed in a shielded box
(the so-called Marinelli beaker) coupled to a gamma-ray spectrometer to measure the
presence and activity of the captured radionuclides. Automatic samplers exist, but their
cost and bulkiness limit their diffusion.

In this paper we present the design and characterization of a portable gamma-ray
spectrometer for continuousmonitoring of radioactivity of PMand fast deployment. This
work is characterized by two key elements of novelty: (i) the hollow scintillator design,
allowing high sensitivity and continuous-flow sensing and (ii) the compactness thanks to
a volume of 10 cm× 10 cm× 10 cm that enables its transportation in the atmosphere as
payload in drones, balloons and even experimental rockets (Fig. 1). In fact, this project
was selected as scientific payload of the experimental rocket Gemini developed by the
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Skyward association of students of Politecnico diMilano that will compete in the EuRoC
international competition in October 2023. Figure 1c shows Pyxis, the previous version
of the rocket, highlighting the location of the payload that will descend after reaching
the apogee with an independent parachute).

Fig. 1. Fast deployment modes for the proposed instrument: a on a balloon for long (days)
missions, on a b drone or c rocket for short ones.

Several radionuclides of interest can be monitored; we chose to focus on the most
relevant ones for environmental monitoring: 131I (364 keV), 106Ru (622 keV) and 137Ce
(662 keV), limiting the energy range to fit the 137Cs photopeak with suitable energy
resolution better than 10%, typically provided by low-cost handheld monitors. Anyway,
a gain switch allows to double the energy range, extended to 2MeV to include also 134Cs
(1.6 MeV).

2 Instrument Design

The design of the instrument, dictated by the CubeSat volume constraints, is shown
in Fig. 2: the hollow scintillator (60 mm in diameter and 40 mm in thickness, custom
designed by us and manufactured by the company Proteus, USA) is coupled to SiPMs
along four flattened windows. The other surfaces are covered with a diffusive coating
to contain the scintillation light in the crystal. This design was inspired by a continuous
crystal for preclinical PET [2]. CsI(Tl) was chosen as compromise between energy
resolution and sensitivity. The PM filter is blocked with a plastic holder in the middle of
the hole thanks to a step in the internal diameter (from 14 to 10 mm). A centrifugal fan
(with a flow rate of 0.4 m3/min) is placed behind the scintillator creating the aspiration
of air from the front inlet and where a solid-state flow rate sensor (FSR3000 by Renesas)
is placed to compute the total amount of scanned air. The selection of this fan represents
again a compromise between achievable flow rate (the higher to better, to shorten the
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air sampling time or maximize the acquired volume during a fixed scan time) and the
power dissipation. A 6.6 V two-cell LiFe battery compliant with the weight (85 g) and
capacity (1450 mAh) requirements of the rocket was selected for this prototype.

The architecture of the electronics (Fig. 3) is an evolution of the onewe developed for
a compact USB-powered gamma-ray spectrometer for scrap metal screening [3]. Here
the mainboard contains the control microcontroller (STM32), an SD card to store data
acquired during flight, a MEMS inertial measurement unit with triaxial accelerometer
and gyroscope (used to estimate the module attitude, in particular during the rocket
flight, and thus be able to correlate the detected events with the different orientations
and phases of the mission) and the DC/DC converters to bias the SiPM (~30 V) and
the fan (15 V). Four identical SiPM boards are coupled to the flattened windows in the
reflective coating, hosting SiPM, input transimpedance amplifier (TIA), filter and peak
stretcher, along with a temperature sensor (to compensate the SiPM gain drifts) and an
LED (emitting at 465 nm) to inject light pulses to calibrate and periodically test the
acquisition chain.

Centrifugal Fan

Motherboard

SiPM Board

Hollow Scintillator

PM Filter

SiPM

Battery

Input 
Airflow

Flow Rate SensorOutlet

10 cm

Fig. 2. Module design: hollow scintillator coupled to a centrifugal fan for air aspiration and
in-flow spectroscopy of PM captured in the inner filter (Pb shielding not shown).

In order to size the readout chain and select the number of SiPMs to be coupled to
the scintillator as in [3] (we selected arrays of 2 SIPM model AFBR-S4N66P024M by
Broadcom with area of 13.5 mm × 6.54 mm), we performed numerical simulations by
means of the software package ANTS2 [4], specifically developed for Anger cameras,
to compare different configurations. The results of simulations are reported in Fig. 4:
the full coverage (a) of the flattened windows (24 SiPM) would give an ideal energy
resolution of 5.1% at 662 keV. The represents the best possible result. On the other hand,
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Fig. 3. Architecture of the instrument electronics consisting of a motherboard with MCU and
four identical SiPM front-end boards.

a single SiPM per side would give 8.8% (c), while 3 SiPM per side would give 6.8%
(b). The latter was chosen as the optimal compromise, in line with the performance of
other portable scintillator-based spectrometers with resolution around 10% [3]. Within
geometry (b), the exact location of the 3 SiPMs in the window (in the middle, centered or
edges) was also simulated. Since no significant difference in energy resolution emerged
(see bottom spectra), the edges were chosen in order to grant better mechanical stability.
As shown in the spectra at the bottom right of Fig. 4, each TIA connected to 3 SiPMswill
ideally collect an average of 6000 photoelectrons for 137Cs (the centroid of the Gaussian
peak in the histogram of collected events) and, correspondingly, the chain is sized to
read a maximum of 8000 photons. An optical glue matching the refraction index of the
scintillator is used to attach the SiPM to the flat face of the crystal.

Figure 5 shows the realized boards: the circular motherboard is directly plugged to
the four SiPM boards attached to the scintillator. An auxiliary board hosting the SD
memory and the USB connector for PC interfacing is located on the side of the cube for
easier accessibility. The event processing time (filtering and acquisition with a 12-bit
ADC, rebinning the spectrum histogram to the standard of 10 bits) is expected to be in
the order of tens of microseconds, leading to an expected max. Count rate in the ~kcps
range, definitely compatible with environmental monitoring applications. Considering
the battery capacitance and the power consumption, we expect an operating time of
about 3 h. For longer missions a bigger battery could be employed.

The external frame is made of water-cut carbon fiber plates, while the internal
mechanical supports, holding the scintillator, boards and fan, are 3D printed. Figure 6
shows a mechanical dummy in the assembly phase.

3 Conclusions

We have presented the novel design of very compact (fitting in a single CubeSat unit)
spectrometer based on a hollow scintillator for continuous-flow capture and analysis of
airborne dust in terms of radioactivity. The instrument is conceived, in particular, for
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Fig. 4. Simulations of the energy resolution at 662 keV achievable for different configurations of
SiPM: the optimal trade-off (6.8%) is with 12 SiPM placed at the edges (b).

Fig. 5. System PCBs: a motherboard hosting the MCU and DC/DC converters, b SiPM board
hosting the analog front-end, c interface PCB with SD flash memory and USB ports.

fast deployment in case of accidents entailing the release in the atmosphere of radioac-
tive particulate matter. The mechanical and electronics design were custom tailored on
the specifications, in particular challenging volume (10 × 10 × 10 cm3) and weight
constraints. In fact, for the rocket competition, the maximum payload weight is 1.3 kg
met by this design with the exception of the lead shielding required to reject external
effects. Simulations have allowed to choose the optimal trade-off between the number
of SiPM (12 arranged into 4 tile boards coupled to the scintillator) and corresponding
energy resolution (7% at 662 keV, aligned with the state of the art [3]).

In conclusion, we envision the embedment of machine learning in the instrument
MCU [5] for real-time processing of the acquired spectra for automatic identification of
the isotopes [6].
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Fig. 6. Mechanical dummy of the CubeSat prototype to check assembly of all components.
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Abstract. This work discusses the flash ADC-based front-end designed
for future, high-rate pixel detector applications.The paper includes a
description of the front-end blocks within the illustration of the submit-
ted for fabrication prototype chip configuration blocks and the readout
structure.

Keywords: Front-end electronics · 28 nm CMOS · Future HEP
experiments · Zero dead-time · Data acquisition system

1 Introduction

Future High Energy Physics (HEP) experiments, where Total Ionizing Doses
(TIDs) beyond 1 Grad (SiO2) are expected and where detectors will experience
unprecedented levels of particle rates, demand for advanced pixel readout pro-
cessors. The 65 nm CMOS based RD53 pixel chips [1] currently represent the
cutting edge of HEP’s pixel front-end electronics. The 28 nm CMOS is the next
key industrial node and it is currently the main focus of the HEP microelec-
tronics community for future developments. With the aid of such technologies,
designers may make pixel cells smaller and increase the speed of readout logic and
I/O circuits. It also brings along a significant improvement in terms of radiation
hardness [2]. The INFN Falaphel project, whose ultimate goal is the integration
of silicon photonics modulators with fast, rad-hard circuits in a 28 nm process, is
carrying out the front-end design activity. The project aims to develop front-end
circuits suitable for use in possible future upgrades of the HL-LHC experiments,
as well as to meet the requirements of the Future Circular Collider experiments
[3]. The development of 28 nm CMOS front-end circuits for future, high-rate
pixel detector applications is achieved through the design and comparison of
two different architectures: the first one is under development and implements
the time-over-threshold method in order to convert the analog signal from the
preamplifier, while the latter integrates a zero dead-time front-end channel. It is
composed of a Charge Sensitive Amplifier (CSA) stage that converts the signal
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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from the detector in a voltage signal [4], which is then digitized with a 2-bit,
in-pixel flash-ADC. A prototype chip has been submitted for fabrication at the
end of 2022, and it is currently under an early stage characterisation. This paper
briefly describes the analog channel and then investigates in depth the blocks
included in the developed Data Acquisition System describing the configuration
structures integrated in the pixel and the methods to manage data to and from
the chip.

2 Analog Channel

Figure 1 shows the schematic of the analog front-end channel. The Charge Sensi-
tive Amplifier stage consists of a forward gain stage surrounded by a fast feedback
including a capacitance CF and an NMOS transistor MF , which is biased to reg-
ulate CF ’s discharge current, and a slow feedback loop capable of compensating
for the detector leakage current. When a signal is delivered by the detector, the
CSA output is approximated with a step signal with amplitude Qin/CF and
a linear return-to-baseline with a slope of ∼ −IF /CF , with IF being the cur-
rent generated by MF . The leakage compensating feedback loop around the gain
stage, locks the CSA output voltage to the gate-to-source voltage of the input
device of the gain stage. If a detector current is present, the CSA output tends
to move. Nonetheless, the gate of the ML transistor is driven in such a way to
carry the whole leakage current, avoiding the saturation of the CSA. The low-
pass RL − CL filter guarantees low-frequency operation for the ML transistor.
The CSA output is AC-coupled to a trio of clocked, auto-zeroed comparators
used for building the 2-bit, in-pixel flash ADC. Such a comparator is based on the
cascade of two common-source amplifiers and two inverters. Every comparator
requires a negative step threshold signal. The CSA output and the threshold sig-
nal are injected at the gate of the comparator input transistor M1, synchronous
with the falling edge of the 40 MHz clock signal. The clock controls the opening
and closing of the switches S1 and S2. When the two switches are open, the node
P behaves like a summing node. If the CSA signal amplitude is larger than the
threshold, then a positive going signal is present at the M1 gate, amplified by
two common source stages and fed to the output inverters that consolidate the
output logic levels.

This front-end channel targets an environment where a very high rate of
events is expected and where the probability of having hits in adjacent bunch
crossings is not negligible. In order to test this zero dead-time front-end, an
in-pixel read-out block has been integrated with the capability to store events
from two subsequent bunch crossing periods of 25 ns. Thus, in cascade to the
comparator, a block that controls the double hit detection mechanism has been
integrated. It receives a signal from the comparator as input, (IN), it reads a
global reset signal (RESET B) and provides two logical output signals, OUT 1,
which indicates the detection of a first hit, and OUT 2, that signals the presence
of a second hit.
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Fig. 1. Charge sensitive preamplifier with leakage compensation feedback and a com-
parator stage

3 The Prototype

The prototype chip is composed of a 4× 8 matrix of front-end channels (Fig. 2).
Because every channel shares an input line and six output lines, the matrix will
be tested enabling one pixel at a time. Thus a programmable structure integrated
in every channel is required. It allows to manage custom configurations through
a set of switches activated with digital control signals. The main setting is the
enable or disable of the input line. In case of disable, the input line is grounded
so that the channel is not sensitive to any disturbances on the injection bus. It
is also possible to connect the input node of the CSA with a desired detector-
emulating capacitor (25, 50 or 75 fF). Moreover a circuit that emulates the
presence of a sensor leakage current (LKG mosfet) is also integrated. Finally
these settings allow the management of the output lines. As a matter of fact
every double-hit detection stage exposes two output signals. Each of them is
connected to the proper bus line. In order to decouple every pixel from the
others, the ability to disconnect the channels output from the output bus is
required. Therefore every output signal is driven by a column driver built with
a tristate inverter. Considering that the 2-bit flash ADC is composed of a trio of
comparator, and their output is processed by a double-hit detection stage, every
channel has six output signals. Thus six digital control signals are needed to
connect or disconnect their column driver from the output bus. Therefore each
channel integrates a 10 bit shift register to manage these configurations (Fig. 3).
In Table 1 is shown the relationship between the n-th output of the shift register
and the controllable setting of the channel. The shift register output of any pixel
is connected to the input of the next one, then a 320 bit serial signal is needed
to configure the matrix.
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Fig. 2. Diagram of 32 pixel matrix. In the foreground is shown the channel of a pixel
within its building blocks and configuration signals. It is highlighted the presence of
shared buses for both the input and output signals

Fig. 3. Diagram for the 10 bit shift register integration with the analog frontend
channel

Table 1. Shift register code and control signal pairing

SR bit Enabled signal

0 OUT2 1 EN

1 OUT2 2 EN

2 OUT1 1 EN

3 OUT1 2 EN

4 OUT0 1 EN

5 INJ EN

6 C1 EN

7 C0 EN

8 LKG EN

9 OUT0 2 EN
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4 Data Acquisition System

The digital output of the comparator is the only element that can be used to
evaluate the main analog performance parameters of the prototype chip. In order
to get these information, is necessary to properly configure the matrix using the
Data Acquisition System (DAQ) that has been developed. It is mainly composed
of a Tektronix 5334 Data Timing Generator (DTG) connected through a GPIB-
USB-HS interface to a PC and a PCB motherboard designed to integrate the
matrix carrier-board and a Arduino micro-controller board, which is needed to
manage the configuration bits required by every pixel and to read the outputs of
the prototype chip. A GUI Python-based software has been developed specifically
for managing the data readout, the configuration of the prototype chip and
sending the required settings to the Data Timing Generator. The exchange of
the readout and configuration data between the motherboard and the PC is made
through the serial port of the Arduino board. Considering a typical testing flow,
it is necessary to automate these operations:

1. configure the 10 bit shift register of every pixel with the desired settings
generating the clock signal to slide the proper digital serial configuration
signal. Figure 4 shows the example of the signals involved in the configuration
of a pixel.

2. set the injection signal amplitude and the 40 MHz clock form the DTG.
Considering that it is necessary to iterate the injections several times, the
first is realized through a square wave which amplitude can span in the range
of (3–300 mV). The latter is a 900 mV amplitude square wave.

3. read any output signal that may be present and reset the double-hit detection
stage (that is working as a latch) in order to be ready for the next injection
event.

In order to keep everything consistent, the frequency of the reading and reset
operations is set by the injection signal. The rising edge of this signal triggers
the reset operations. The falling edge triggers the reading operations. Actually
the DTG only offers two output channels that are used for the 40 MHz clock and
the low voltage injection signal. The Arduino board needs 3.3 V digital signals in
order to be sensitive to external interrupts. For this reason it has been designed
the stage shown in Fig. 5. The circuit is composed of a non inverting amplifier
that increase the amplitude of the injection signal from the DTG and than it
compares it to a threshold set by the trimmer connected to the positive input
of the LM311N comparator. The threshold should be put to a value higher than
(2.5 V) in order to clone the injection signal and provide a signal that can be
interpreted by the Arduino as digital. At this stage, the system can be config-
ured to execute a chip scan to calculate the Equivalent Noise Charge and the
threshold dispersion that distinguishes this front-end circuit. These parameters
are obtained interpolating the comparator response to an increasing range of
input signals with the so-called s-curve [5] for every pixel.
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Fig. 4. An example of the configuration signal pattern for a pixel. In this picture only
the six outputs and the injection settings are enabled

Fig. 5. Schematic of the signal adapter from the DTG to the microcontroller

5 Conclusions

The design and the main technological choices for the Data Acquisition System
that will be used in the characterization of the flash-FE architecture, developed
in the framework of the INFN Falaphel project in a 28 nm CMOS technology, has
been described. The DAQ system is under calibration and the characterization
of the prototype chip has started. The system provides significant benefits in
terms of testing speed and workflow convenience, significantly accelerating the
characterization of the prototype chip and increasing efficiency in data analysis.
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Abstract. In this article, we report the design and initial testing of a
device which paves the path to the realization of a low-cost wearable
device for detecting heart and lung tones for telemedical and long-term
monitoring applications. In the current practise, the capability to assess
chest and lung sound characteristics heavily depends on the experience
of the clinician and a device which minimizes the human factor is highly
in demand. In particular, this work addresses the development of a smart
device based on the novel approach of digital Micro Electro-Mechanical
Systems (MEMS) microphones capable of operating in a wide frequency
range and low noise ratio. The aim is to propose in future developments
Artificial intelligence-based algorithms for patient monitoring, a medical
diagnostic decision support system, belonging to the Internet of Medical
Things framework.

Keywords: Auscultation · Stethoscope · Wearable · Digital
acquisition system · Telemedicine · IoMT

1 Introduction

Smart devices for real-time remote monitoring of the patient can make a big con-
tribution to clinical practice, in particular, the COVID-19 pandemic highlighted
the need for more pervasive and efficient approaches in telemedicine [1].

Auscultation is the practice devoted to listening to internal body sounds,
usually using an acoustic stethoscope. In particular, chest auscultation is an
important part of the patient’s physical examination and an essential part of

This work was supported by the Italian Ministry for Education, University and
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clinical diagnosis used by doctors to investigate the condition of the heart [2]
and lungs [3]. The main sounds in the chest can be divided into three categories:
breath sounds (airflow through the tracheobronchial tree), heart sounds (tur-
bulence due to valves snapping shut), and murmurs (rapid and choppy blood
flow). Those noises can be divided into health or disease indicators. This is why
is fundamental to determine the characteristics of the sounds to design a dig-
ital acquisition system acting suitable measurements, moving from an acoustic
stethoscope to a digital one. As an example of chest audio signal features, the
work of heart valves along with the blood flow into arteries and veins produces
acoustic signals in the range of 20–1000 Hz [4], while respiratory sounds occupy
a frequency band between 100 and 5000 Hz [5].

In order to design a suitable acquisition system, the careful selection of the
frequency range is crucial, as can be observed in the wearable patches presented
in literature [6,7] and commercial digital stethoscopes, i.e., eKuore and Thin-
klabs One. Those devices acquire audio signals using a single audio transducer
in a frequency band around 500–600 Hz for eKuore and [7], and up to 2 kHz for
Thinklabs and [6]. While, as far as Signal to Noise Ratio is concerned, except
for [7] for which it is not indicated, the other devices settle between 12 and 15
dB.

In this work, we want to propose a preliminary study about a digital acqui-
sition system for remote chest tones monitoring, with improvements over the
devices presented above in terms of bandwidth and Signal-to-Noise Ratio (SNR).
Moreover, the presented device features multichannel acquisition capabilities.
The designed device acts as a USB PC peripheral and supports up to 4 micro-
phone sources with continuous data streaming to the PC for real-time ausculta-
tion and data storage. Featuring a mic array is important to perform adaptive
noise suppression, which, in turn, allows to extend the acquisition band up to the
maximum frequencies occurring in the human body chest, those related to respi-
ratory sounds. Otherwise, unwanted high-frequency noise, due to speech sounds
and motions, may interfere with auscultation. In addition, in the proposed pro-
totype an on-board audio filtering has been evaluated, as well as post-processing
on Personal Computer side powered by MATLAB software and Python scripts.
Overall the designed device features of a frequency band between 10 and 3000Hz
with an SNR of 16 dB.

2 Material and Methods

The auscultation device exhibits the capacity to acquire up to 4 distinct chan-
nels concurrently, connected via USB to a laptop, and is under the control of
a MATLAB interface script. For post-processing purposes, the device employs
the same software and Python scripts to apply signal processing, facilitating the
visualization and evaluation of the acquired measurements’ quality. In addition,
to improve the acquisitions, the sensors have been enclosed in 3D printed bell
structures and closed by a Littmann� stethoscope diaphragm. The diaphragm
enhances the acquisition sound quality thanks to a better sound pressure trans-
mission.
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2.1 Prototype

The realized prototype is based on Printed Circuit Board stacking techniques,
to have a common computational layer and two different signal condition lay-
ers. The computational layer, named “MCU layer”, hosts an STMicroelectronics
STM32L552RE Microcontroller Unit (MCU). Conversely, the upper layer focuses
on the sound sensor choice performing different signal conditioning tasks up to
the main component configuration, a dual operational amplifier by Texas Instru-
ments, OPA2197. Four different types of microphones were evaluated: (i) piezo-
electric, i.e. the “Murata Piezoelectric Diaphragms 7BB-35-3L0”, (ii) electret
condenser, the “Primo EM272Z1”, (iii) analog MEMS, the “STMicroelectronics
MP23ABS1”, (iv) digital MEMS, the “STMicroelectronics IMP34DT05”. These
transducers were selected for hearth and pulmonary activity monitoring because
of their small form factor, non-invasiveness, and signal quality. Two signal con-
dition layers have been designed to process the output of the sensors: a “Piezo-
electric Layer” and an “Analog Microphones Layer”, while the digital mic can
be connected directly to the “MCU layer”.

When analog sensors are used, the acquired signals are sent from the signal
conditioning layers to the computational one. Each signal is provided as input
to the Analog-to-Digital Converter (ADC) embedded in the MCU, performing a
digital conversion with a sampling frequency of 44 ksample/second/channel at a
12 bits resolution. To match the ADC dynamic range, two different preamplifier
layers were developed, obtaining the ideal conditions for each type of transducer,
making it possible to customise the gain, currently around 22 dB in both cases,
and the input impedance, thus maximizing the SNR.

The digital microphone has a sample rate of 44 kHz too and unlike the analog
solution, it makes use of the DFSDM peripheral (Digital Filter for Sigma-Delta
Modulator). This peripheral benefits from 4 input channels and features also a
filtering function such as 4 Sinc filters (order from 1 to 5) and 4 integrators. Mor-
ever, the IMP34DT05 microphone has a Pulse Density Modulated data output
whose format enables a direct connection to DFSDM which can process the audio
signal up to 24-bit resolution from the mentioned digital mic. Lastly, DFSDM
decreases the computational load, because it can perform processing (filtering)
and data transfer (taking advantage of Direct Memory Access) autonomously.
Such solution is depicted in Fig. 1. That Figure shows the “MCU layer” with the
connection toward the digital mic embedded in an ad-hoc designed 3D printed
PLA (Polylactic Acid) plastic bell. The decision to house the microphone in that
bell has been taken to mimick the performances of conventional acoustic stetho-
scopes. In Fig. 1, it can be observed also the Littmann� stethoscope diaphragm.
In the same Figure, the “Connectors to upper layers” are shown, i.e. 2 female
headers (20 pins in 2 rows) used to stack board such as the ones designed for
the analog microphones interfacing (the above-mentioned “Piezoelectric Layer”
and “Analog Microphones Layer”), and to plug directly the digital solution.

The final microphone choice has been followed thanks to a specific test setup
based on a loudspeaker LG 6400GSMC01A placed behind a water-filled polymer
balloon. On that balloon the selected microphones, each one encapsulated in a
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Fig. 1. Prototype parts

suitable 3D printed bell, one after the other were placed on the polymer surface
and two kinds of audio recordings were done: playing a white noise track from
the speaker and the other one in a complete silence mode. In addition, two
commercial digital stethoscopes have been evaluated: Thinklabs One and eKuore
(see Sect. 3).

2.2 Software Architecture and Signal Processing

In the current study, the designed software (mainly implemented in MATLAB)
provides the capability to (i) acquire data from the external device, (ii) con-
duct real-time audio listening, (iii) locally store acquired data, and (iv) process
the collected data. Such operations are enabled through serial communication
established between MATLAB and the connected hardware prototype via a USB
cable. The main operations flow of the MATLAB routine is given by a set of
messages types (see Fig. 2) : (i) “START”, is the command to start data acqui-
sition, (ii) “DATA”, data streaming for monitoring and listening, (iii) “STOP”,
is the command to terminate the auscultation recording. The digital processing
of the acquired signals was implemented in Python using the SciPy library. A
sequence of two pass-band Butterworth filters was utilized, aimed at isolating
the cardiac heartbeat signal, which typically resides within the range of 20 to 150
Hz [8]. The selected bandwidth of the filters was intentionally wider to ensure
that no components of the signal of interest were excluded (ranging from 10 Hz

Fig. 2. Acquisition system
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to 400 Hz, with a stopband attenuation of greater than or equal to 40 dB). Addi-
tionally, a 14 dB gain was applied to each signal and, for visualization purposes,
the signals were normalized by dividing each time series by its maximum value.
SNR has been used for quantifying the results.

3 Results

This preliminary work reports the design and development of a full-digital device
test bench for multi-channel digital auscultation with wearable devices that can
support both analog and digital sensors. Moreover, after the initial tests, an
innovative oriented digital MEMS mic design was developed, and a dedicated
hardware filtering stage was implemented basing on DFSDM peripheral pro-
gramming. Tests were conducted to verify the SNR values and frequency range
(Table 1) of the different solutions, including the two mentioned commercial
devices. Those values and the features exhibited by the sensor’s datasheet were
instrumental to select the transducer most suited for the auscultation task, which
is the digital MEMS microphone IMP34DT05. The presented device is charac-
terized by 4 channels, 24-bit resolution, sample rate at 44 kHz, SNR of 16 dB,
connectivity via USB 2.0 Full-Speed, main board size of 40 × 48 mm, and a
chest-piece of diameter 43 mm, height 11 mm.

Table 1. SNR comparison (dB)

Primo EM272Z1 MP23ABS MP34DT05 Piezo One eKuore

SNR 11 14 16 7 14 12

Upper cutoff frequency 1200 1100 3000 2900 700 600

The performances of “Murata Piezoelectric Diaphragms 7BB-35-3L0” and
“STMicroelectronics IMP34DT05”, can be qualitatively observed in Fig. 3 which
represents: the time-series acquired with MEMS and with piezoelectric sensor,
subplots (a) and (b), respectively. The implemented signal processing steps are
shown in Fig. 3c: (i) raw signals acquisition (shown in blue), (ii) pass band filter
application, and (iii) gain adjustment implementation (see Sect. 2.2 for more
details on the processing), with the ultimate processed outcome indicated by
black traces. As anticipated, the MEMS solution demonstrated superior perfor-
mances compared to other solutions, specifically in terms of signal amplitude
and noise level. This can be observed in Fig. 3a, b, since the MEMS channel
shows more prominent first heart sounds (S1) resulting in an SNR of 16 dB, in
contrast to the piezoelectric channel which only achieves an SNR of 7 dB.
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Fig. 3. Processed signal

4 Conclusion

The prototype described in this work is designed to record and listen to chest
tones in real-time and store them for future use such as auscultations by an
experienced clinician or for developing AI-based algorithms for long-term mon-
itoring of the patient. Thus, this device is a crucial first step towards offering
new telemonitoring and services to support continuity of care approaches.
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Abstract. The rapid expansion of Internet of Things (IoT) applica-
tions necessitates the utilization of efficient Low Power Wide Area Net-
work (LPWAN) technologies. Among these technologies, Narrowband
IoT (NB-IoT) has emerged as a highly promising solution due to its
energy efficiency, long-range communications, and anticipated scalabil-
ity. In this study, we conducted simulations to examine the impact of
various factors on energy usage in NB-IoT devices. Taking into consid-
eration the significance of energy efficiency in IoT devices, particularly
in hard-to-reach locations, we study the effects of data compression on
energy consumption. The obtained results revealed that implementing
data compression techniques can significantly reduce energy consump-
tion, specifically in areas with limited transmission coverage. Addition-
ally, we study the benefits of expanding data transmission intervals to
conserve energy. The findings of this paper emphasize the importance of
adopting energy-efficient practices in the development of IoT technology.
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1 Introduction

The term “Internet of Things (IoT)” refers to electronic systems that include
sensors and actuators controlled by software to enable massive devices connectiv-
ity through the Internet. Needless to say, the number of IoT devices is growing
quickly each year were it is predicted that there will be 30.9 billions by 2025
[1]. In the realm of IoT technology, there exist two distinct categories: the first
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one encompasses short-range applications with high energy consumption, exem-
plified by technologies such as Bluetooth Low Energy (BLE), ZigBee, Z-Wave,
and Wi-Fi, which are designed for specific uses and limited proximity. The sec-
ond category comprises Low Power Wide Area Network (LPWAN) technologies
including LoRa, and Sigfox were developed to fulfill the demand for long-distance
communication. LPWAN is a generic term for any network designed to communi-
cate wirelessly with lower power than other networks such as cellular, satellite.
Sigfox and LoRAWAN are unlicensed technologies that work in the spectrum
give a ton of device connectivity [2]. The Third Generation Partnership Project
(3GPP) has developed two IoT technologies: Long-Term Evolution (LTE)-M
and NB-IoT. Both technologies operate on the licensed spectrum. Unlicensed
IoT demands building new infrastructures; however, NB-IoT reuses LTE infras-
tructures. That means using NB-IoT is simpler and less expensive than using
unlicensed technologies. The 3GPP Release 13 presents the specifications of NB-
IoT. The key specifications of NB-IoT technology include low uplink delay, a
high Maximum Coupling Loss (MCL) of 164 dB, extended UE battery life, and
support for a large number of devices per square kilometer [3].

NB-IoT uses a bandwidth of 180 kHz, and can be deployed in one Physical
Resource Block (PRB) of the available LTE bandwidth , or in the Guard-band,
or occupy the GSM system’s released spectrum. The NB-IoT system was previ-
ously planned to operate in a Frequency-Division-Duplexing (FDD) based mode
in the 3GPP Release 13 standard. Thanks to 3GPP Release 15, it is now pos-
sible to use NB-IoT in Time-Division Duplexing (TDD) mode. The deployment
of Narrowband Internet of Things (NB-IoT) holds great potential for various
applications, like smart metering, smart cities, localization purposes, agricul-
ture and smart building [4]. NB-IoT has two primary states: connected state
and idle state, in the Connected State the UE maintains a control link with
the network and compose from the Synchronization (Sync), Transmission and
Reception (TX/RX), Connected Mode Discontinuous Reception (CDRX) and
Release. The idle state in NB-IoT refers to the state where the device is not
actively connected to the network but is still able to receive paging messages [5],
it is composed from the Extended Discontinuous Reception (EDRX) and Power
Saving Mode (PSM).

Recent research has focused on IoT technologies, including studies on NB-
IoT power consumption and device lifespan. An analytical model proposed in
[6] using Markov chains revealed that NB-IoT devices can extend battery life
up to 10 years with a minimal 10-second delay for various scenarios. In [7], NB-
IoT device measurements were conducted to assess their energy consumption,
with slight parameter adjustments leading to notable energy savings. In stud-
ies [8,9], the same devices were used in different networks, with emphasizing
energy efficiency in the Telekom Malaysia network and highlighting the impor-
tance of firmware setup for achieving promised device lifetime. [6] conducted
measurements in a Spanish commercial network, showing energy savings using
the Release Assistance Indication (RAI) flag during Extended Discontinuous
Reception (eDRX).
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In this paper, we present energy efficiency techniques in NB-IoT with focus on
the impact of compressing data and expanding data transmission interval on the
energy consumption in NB-IoT module. Specifically, our study aims to prove
experimentally that expanding the period of collecting messages considerably
affects the energy efficiency, same to data compression in bad coverage area.

The rest of the paper is structured as follows: In Sect. 2 we present a scenario
work of an active sensor in NB-IoT and in Sect. 3 we present our proposed
energy model and in Sect. 4 we simulate the performance and highlight the
essential impact of compressing and expanding Data transmission interval on
energy consumption and finally the conclusion is given in Sect. 5.

2 Scenario of an Active Sensor in NB-IoT

In this section, we present a scenario work of an active sensor in NB-IoT:
The UE sends a request message to eNB inquiring connection to the network.

After receiving an acknowledgment from the eNB, the UE sends a request mes-
sage to synchronize the SIM card. When the UE receives an acknowledgment,
RRC setup makes a transition from RRC Idle mode to RRC connected mode.
When the data is ready to be transmitted or received, the UE enters in the
Connected state. In the Connected state, the UE can send and receive the data.
Regarding the uplink, the UE has 3 options:

– Uplink with RAI 000: The UE sends the packet data and waits for the
acknowledgment from the eNB. When the time of TX/RX phase ends, the
UE enters in CDRX phase. If the UE receives a download packet, it reenters
in the TX/RX phase. Otherwise, the UE releases the Connected state then
enters in the Idle state.

– Uplink with RAI 200: The UE sends the packet data and directly releases the
Connected state, then enters in the Idle state.

– Uplink with RAI 400: The UE sends the message and enters in the CDRX
phase. If the UE receives an acknowledgement message from the base station,
it leaves the Connected state and enters in the Idle state.

Regarding the downlink, the UE receives the data and enters the CDRX phase.
After that, the UE releases the Connected state and enters in the Idle state.
In the Idle state, the UE enters EDRX. If the UE receives a download packet
from the eNB, it enters again the Connected state. Otherwise, and after ending
the EDRX, the UE enters the PSM (deep sleep) (Fig. 1 shows an illustrative
flowchart).

3 Proposed Saving Energy Model

In our research, we performed an investigation on the nRF9160 rev2 sensor of
battery voltage 3.7 V, by utilizing the online power profile for LTE available
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Fig. 1. Scenario work of UE in NB-IoT

at Devzone online power profile LTE.1 This platform provided us with valu-
able information regarding the electrical current and duration spent in different
phases. It should be noted that the values of electric current and time vary
according to multiple factors, such as the specific module, the Extended Cov-
erage Level (ECL), the data size, and the repetition factor. By identifying and
addressing specific aspects that contribute to higher energy usage, we can effec-
tively work towards optimizing power efficiency. Through our investigation, we
successfully established correlations between each phase and the factors influ-
encing the electric current and time within it.

The NB-IoT technology encompasses various phases of UE operation, each
influenced by specific parameters that impact energy consumption. These phases
can be categorized as follows:

Esync: The current I and time T are constant in synchronization. Therefore,
the Energy E of network synchronization is constant (E = Pt).

ESIMsync: current I is constant, but the time T depends on the module
(Table 1).

ERRC : The current in the RRC setup changes when the ECL (0–1–2) is
changed, and the time changes when the module is changed (Table 2).

ETAU : The current in TAU depends on the ECL (0–1–2), but the time is
constant (Table 3).

Erelease: The current in TAU depends on the ECL (0–1–2) whereas the time
is constant (Table 4).

1 https://devzone.nordicsemi.com/power/w/opp/3/.

https://devzone.nordicsemi.com/power/w/opp/3/
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ETX/RX : Current and time of data transmission or data receiving depend on
the data size (Table 5).

ECDRX and EEDRX : Isleep is constant while Ilistening depends on the repe-
tition of the Physical Downlink Control Channel (PDCCH). On the other hand,
Tsleep and Tlistening depend on the interval time of CDRX.
EPSM: In PSM phase, the current depends on the module. The time is between
2 s and 413 days (Table 6).

Table 1. Energy consumption of SIM sync phase with different modules, I is the
current in mA, T is the time in ms and E is the energy in Joule

Module I (mA) T (ms) E (J)

nRF9160 rev1 6.093 734.600 0.0165

nRF9160 rev2 6.093 483 0.0108

Table 2. Energy consumption of RRC phase with different ECL, 0 is good coverage
to 2 bad coverage

ECL I (mA) T (s) E (J)

0 34.425 149.743 × 10−3 0.0190

1 36.294 149.743 × 10−3 0.0201

2 61.808 149.743 × 10−3 0.0342

Table 3. Energy consumption of TAU phase with different ECL

ECL I (mA) T (s) E (J)

0 34.425 931.115 × 10−3 0.1185

1 36.294 931.115 × 10−3 0.1250

2 61.808 931.115 × 10−3 0.2129

Overall, the parameters that affect the energy consumption are the operator
and module, packet size, Extended Coverage Level (ECL), Release Assistance
Indicator (RAI), and repetition of packet.

One can say that the total energy consumption of a sensor in NB IoT is:
ETotal = Esync + ESIMsync + ERRCsetup + ETAU + Erelease + ETX/RX + ECDRX

+ EEDRX + EPSM = U.(IsyncTsync + IsimsyncTsimsync + IRRCTRRC + ITAUTTAU

+ IreleaseTrelease + ITX/RXTTX/RX +N.CDRX.(IsleepTsleep + IlisteningTlistening)

+N.EDRX.(IsleepTsleepEDRX + IlisteningTlistening) + IPSMTPSM ).

(1)

where NCDRX = TCDRX/CDRX and NEDRX = TEDRX/EDRX intervals
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Table 4. Energy consumption of Release phase with different ECL

ECL I (mA) T (s) E (J)

0 17.683 527.939 × 10−3 0.0345

1 17.523 527.939 × 10−3 0.0342

2 15.345 527.939 × 10−3 0.0299

Table 5. Energy consumption of TX/RX phase with different data size

packet size I (mA) T (s) E (J)

20 35.388 962.224 0.1259

100 35.741 1011 0.1336

200 36.145 1072 0.1433

4 Simulations

We conducted a Python-based simulation to evaluate the energy consumption of
an nRF9160 rev 2 sensor. We modified the sensor’s configuration to investigate
the effects of expanding the data transmission interval and data compression on
reducing energy consumption. To conduct this study, we designed three scenar-
ios:

1. In the first scenario, a UE sends a message of 100 bytes every hour. The
energy consumption by the UE per hour is 497 J. Thus, the total energy
consumption after 10 h is 4970 J.

2. In the second scenario, the UE collects information over a span of 10 h and
subsequently sends a single message of 1000 B. The energy consumption of
the UE in this scenario is measured to be 875 J.

3. In the third scenario, the Release Assistance Indicator (RAI) is changed from
000 to RAI 200. Following the transmission of the message, the UE enters an
idle state. Notably, the energy consumption of the UE decreases to 753 J in
this particular case.

Figures 2 and 3 represent the difference of energy consumption between each
phase of UE in the first and second scenario to study the impact of Expanding
Data Transmission Interval on the energy consumption in NB-IoT. In Fig. 3,
the Power-Saving Mode (PSM) phase has the longest time interval and also the

Table 6. Energy consumption of PSM phase with different modules

Module I (mA) T

nRF9160 rev1 4 × 10−3 [2 s–413 days]

nRF9160 rev2 2.7 × 10−3 [2 s–413 days]
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highest energy consumption. However, it’s important to note that this phase
effectively conserves energy because it operates in a deep sleep mode character-
ized by significantly reduced energy consumption.

Fig. 2. Distribution of energy consumption in different phase of UE that send 100 B.

Fig. 3. Distribution of energy consumption in different phase of UE that send 1000 B.

We noticed that expanding the data transmission intervals demonstrates a
notable reduction in energy consumption, and thus yielding favorable results on
the lifespan of battery. Furthermore, optimizing the configuration contributes to
decreasing the energy consumption of the UE.

On the other hand, our study focused on examining the impact of message
size on energy consumption in various ECLs. We conducted experiments by
sending messages of 100 and 1000 B on two different ECLs (ECL 0 and ECL
2), and then compressing these messages to 50 and 500 B respectively in order
to investigate the effects of message compression. The energy consumption for
each message in each ECL is presented in Table 7.

Our findings revealed that the energy consumption remains unaffected when
the message sent by the UE is small, regardless of the ECL. However, in the
case of large message sizes, energy consumption is significantly reduced when
the messages are compressed, particularly as the ECL increases.

5 Conclusion

In this paper, we present an overview of NB-IoT technology with a focus on
rationalising energy consumption to enjoy greater efficiency in NB-IoT. We
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Table 7. Energy consumption of packet size

Size ECL = 0 ECL = 2

100 B 497.8 J 2226.1 J

50 B 493.8 J 2222 J

1000 B 569.6 J 2298.1 J

500 B 529.7 J 2258.3 J

have develop an application model to implement a simulation that measures
the amount of energy consumption at each stage in NB-IoT under different con-
ditions using a calculator developed in python. In the end, we conclude that the
amount of energy consumption is not affected by varying the packet size except
for one case which is ECL 2 (bad coverage). We can also save energy by reduc-
ing the number of times in which the data is sent. To clarify, messages can be
collect and sent at once between larger time interval taking into consideration
the efficiency of work. In addition to what is mentioned, the most appropri-
ate configuration can be chosen to decrease the energy consumption in NB-IoT
technology. We can also develop effective ways to reduce the average latency in
NB-IoT.
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Abstract. Exposure to microgravity poses challenges to the astronaut’s muscu-
loskeletal system, causing temporary issues that can be addressed through exercise
routines. For long-duration space missions, wearable technology with sensors to
measure and stimulate muscular activity is crucial. The proposed active suit sys-
tem is a custom-made intra-vehicular wearable designed to counteract muscle and
bone mass loss in microgravity. It consists of an anti-allergic, antibacterial suit
with differential compression capabilities, an electronic system to detect body joint
movements, an electrostimulation system, and an electronic control unit (ECU) for
motion data analysis and stimulation regulation. The suit aims to reduce muscle
atrophy by providing intelligent electrostimulation, simulating Earth-like gravity
conditions. System calibration on Earth and adaptive neuromuscular stimulation
in space are essential steps to maintain astronauts’ muscle tone during extended
space missions.

Keywords: Microgravity · Suit · Electrostimulation · Electromyography

1 Introduction

During permanence in extra-atmospheric environments, human physiology indeed
undergoes significant adaptations to cope with the challenges posed by the absence of
Earth’s atmosphere and gravity. These adaptations are crucial for the survival and well-
being of astronauts during theirmissions in space [1]. Physiological changes in astronauts
during their stay in space can be approached from both microscopic and macroscopic
standpoints. At the former level, mainly focused on the cellular environment, micro-
gravity involves the cells’ change in size, shape, volume, and adherence properties. This
is caused by the influence of mechanical unloading on the cytoskeletal structures which
alters the transcription, translation, and organization of its proteins [2]. At the macro-
scopic level, the health effects involve cardiovascular (cardiac atrophy, redistribution
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of blood volume to the head and torso, increased renal excretion of salt and water and
reduction of plasma levels), neuro-vestibular (disorientation, cold sweat, vomiting, facial
pallor, nausea and stomach awareness all defined by the term “space motion sickness”)
andmusculoskeletal systems. The normal function of bone andmuscle tissues is themost
affected.Microgravity causesmuscle atrophy, especially in the higher load-bearingmus-
cles, due to fibre loss, diminished protein synthesis and increasing protein degradation.
The skeletal system suffers from the demineralization of the bone in microgravity, due
to changes in the blood-forming cells and decoupling of reabsorption and formation [2].

To mitigate some of these effects and ensure the well-being of astronauts, space
agencies carefully monitor their health during space missions. They provide special-
ized exercise routines, nutrition plans, and other countermeasures to help minimize the
impact of these physiological changes. However, they are time-consuming and limit the
astronauts’ routine operations. Therefore, studying and overcoming these adaptations is
vital for planning future long-term space missions, such as those to Mars or beyond, to
ensure the health and safety of astronauts during extended stays in space.

To monitor vital parameters in extra-atmospheric conditions with the presence of
microgravity and ionizing radiation, a wearable multisensory system has been designed
and developed. The importance of this interdisciplinary research lies in ensuring contin-
uous monitoring of astronauts’ health during space missions, measuring, and counter-
acting possible shifts from the physiological condition, also given increasingly limited
interactions of the crew with the ground staff, laying the foundations for missions of
increasingly longer duration. As the first step of the development, the main goal was to
reduce the phenomenon of muscle atrophy by providing intelligent electrostimulation
which compensates for the differences between the muscular effort measured in normal
gravity conditions and that in microgravity conditions.

2 Medical Research During Spaceflights

Periodic flights to orbital and sub-orbital heights take place, organized by national and
international agencies or private companies, or with public-private joint collaborations.
In any scenario, whether for commercial or scientific research purposes, these missions
achieve the objective of conducting experiments encompassing a wide range of scientific
fields, includingmedicine and engineering. One of themost recent examples of this is the
Virgin Galactic sub-orbital flight that took place in June 2023. The goal of the medical
research was observing the change of heart rate of the passengers during acceleration
and an attempt to measure cosmic radiation in the upper atmosphere [3].

Remarkable results have been achieved in the framework of a joint mission between
NASA and Space X in October 2021, that aimed at investigating, among countless
research topics, several nutrition plans and efficient exercise routines, the measurement
of physiological and psychological parameters of astronauts at the International Space
Station (ISS) [4]. The latter aimed at increasing the efficiency of exercise to prevent
muscle atrophy and resulting bone loss using electrical muscle stimulation (EMS) using
the EasyMotion non-invasive wearable skin suit [4]. This suit initiates involuntary con-
tractions of global musculature using dry electrodes while being controlled by the crew’s
iPad aboard the ISS [5]. Therefore, the development proposed here appears to be per-
fectly timely given the growing interest in studying and counteracting the problems
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caused by microgravity conditions and the potentially increasing number of flights in
which the system under development could find use.

3 Wearable Sensing and Stimulation System in Microgravity
Conditions

The active suit system proposed here (see Fig. 1) is a custom-made intra-vehicular wear-
able designed to counteract the loss of muscle and bone mass experienced by astronauts
in microgravity conditions. It consists of a suit made with anti-allergic, antibacterial
materials; an electronic system for detecting the movement of the main body joints (sen-
sors, flexometers); an electrostimulation system which acts based on the movements
detected; an electronic control unit (ECU) that analyses motion data and regulates the
stimulations. The ECU is placed within a carbon fibre case. The main objective of the
suit is to reduce the phenomenon of muscle atrophy by providing intelligent electros-
timulation which compensates for the differences between the muscular effort measured
in normal gravity conditions and that developed in microgravity conditions. The idea is
that, in the first realization step, a system calibration is performed on the Earth and elec-
tromyographic data collection of the astronaut’s joint angles is conducted. Compared
to systems like the EasyMotion, the proposed active suit is not limited to a rigid set of
exercises controlled by an external source simulating Earth-like gravity in activities of
daily living thanks to the above-mentioned ECU.

Fig. 1. The suit with detailed flexometers (in red) and electrodes (in blue), for a limited number
of sensing and stimulation points.

3.1 The Suit Fabric

The Polypropylene fabric offers a unique combination of advanced performance and
comfort, ensuring the astronaut’s maximum protection. Distinctive features of the fabric
are low hysteresis, for reduced deformation and optimal maintenance of its properties
even after long periods of use; antibacterial properties, which help maintain a hygienic
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and safe environment for astronauts in space, reducing the risk of contamination and
infection; differential compression, for proper redistribution of body fluids while in
space, which helps to mitigate the negative effects of microgravity on the circulatory
system; intelligent thermal regulation, capable of adapting to the temperature variations
in the space and, so, maintaining an optimal body temperature; lightness and flexibility,
for complete freedom of movement and a lightweight feel while in use.

3.2 The Sensing and Stimulation System

All sensors are directly applied to the fabric, ensuring anatomic placement that pre-
cisely follows the user’s movements. These sensors interact in real-time with electrical
stimulation that varies based on the speed or specific weight of onboard equipment,
recognized through vision sensors or codes. A control unit can easily deactivate each
sensor and/or electrode. Moreover, the system can manage various stimulation map-
pings, such as muscle tone maintenance, strengthening and relaxation, increased load
during workouts, capillarization and post-trauma rehabilitation.

The flexometers are 2-D measuring tapes, based on capacitive effect. They are posi-
tioned on the suit and connected to the ECU, through an I2C bus. The measuring tape
and the connection point to the cable are enclosed in a special silicone case in order to
protect electrical connections and avoid any accidental out-of-the-plane movement. All
electrode pads will be placed on the targeted muscles. The majority of antigravity or
tonic-postural muscles, as well as some phasicmuscles, will be connected and controlled
by the ECU. Given the application, the electrodes need to be dry and at the same time
galvanically isolated from the user [6]. Dry electrodes help to impede the dermatologic
effects of electrolytic gel, indirectly caused by using the more common wet electrodes.
For the purposes of the first experiment, electrodes placed on the biceps (one pair per
arm) and on the quadriceps femoris (two pairs per muscle) have been used, for a total
number of 12. All electrodes are connected directly to the ECU, which provides a current
of low to moderate intensity (max 30 mA), with a frequency appropriate to the expected
stimulation effect, to the type of muscle and with a biphasic behaviour. The electrodes
are made of a specific silicone that does not require gel, with the addition of a con-
ductive material. The central unit in this system performs continuous monitoring of the
flexometers at a frequency of 100 Hz. Muscle activity is determined by comparing the
measured degrees with individual muscle-specific thresholds; for instance, the biceps
may have a threshold of 30 degrees. When the threshold is exceeded, the corresponding
muscle stimulation is activated, and the current and the stimulation frequency depend
on the preselected program. This customizable approach allows for the implementation
of various stimulus mappings, catering to different muscle stimulation requirements.

The suit in this final versionwillmonitor biometric, electromyographymuscle param-
eters and relative limb movement in microgravity. To these aims, current development is
focused on the integration of a heath rate monitor, a portable blood pressure monitor, a
respiratory rate monitor, a thermometer IC, a SpO2 measurement IC, electromyography
sensors, acceleration and movement 6-dofs IMU, a stabilizer system and a bioelectrical
impedance analysis machine.
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3.3 The Electronic Control Unit

For each couple of electrodes, the driving section consists of an improved Howland
current pump with a buffer in the feedback path, using an instrumentation amplifier
(INA), that can be used in an inverting or noninverting configuration, depending on
the input signals, and an OPAMP in a voltage follower configuration that acts as INA
reference. The circuit load voltage is the input of the buffer. This design enables the
current source to drive a wide range of load resistances, making it versatile for various
applications that require a current source capable of bipolar (source or sink) operation,
such as electrostimulation applications. In this context, the primary objective is to provide
a controlled and safe current for stimulating biological tissues. The Improved Howland
current pump with buffer in the feedback loop [7] presents two operational amplifiers
(op-amps), with the op-amp in the feedback path configured as a buffer to eliminate the
feedback current, improving the thermal noise performance and simplifying the overall
design.

Figure 2 shows the block diagram of the custom-designed and developed board. It
consists of a microcontroller from STMicroelectronics that drives the Howland circuit’s
control signals through square waves generated by the PWM protocol and appropri-
ately filtered. For each muscle group, only one Howland circuit and two electrodes
connected to the board’s reference and the circuit’s output are required. A dual power
supply of ±18 V is used to provide both sourcing and sinking capabilities for the cur-
rent. Additionally, a 2-D flexometer is connected to the same IIC bus for each muscle
group. In this specific implementation, sixmuscle groups are controlledwith amaximum
programmable current of ±50 mA per muscle group through software. The waveform
employed is a balanced biphasicwaveformwith a pulse duration of approximately 250µs
and its programmable repetition frequency ranges from 5 Hz to 50 Hz. Lastly, the board
is powered by three 18650 lithium batteries, space-approved, arranged in a series con-
figuration. Each battery has a nominal voltage of 3.60 V, with a maximum current rate
of 4000 mA, ensuring functionality for more than 30 h.

Fig. 2. Block diagram of the ECU.
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3.4 Experimental Results

Figure 3 illustrates the generated signals for driving a single muscle group, specifically
the biceps. The green and blue signals represent the input signals already filtered at
the input of the Howland circuit, while the yellow signal represents the signal at the
positive electrode. Figure 3a, b show the waveforms for 20 mA and 30 mA stimulation,
respectively. The electrode/muscle group has an impedance of approximately 270�. As
known, the latter varies due to various factors such as sweat, adhesion, body temperature,
etc., and the proposed circuit is designed to be independent of such variations. To test
this, in vitro laboratory tests were conducted by replacing the electrodes with electroni-
cally variable resistance, and the actual current delivered by the stimulation circuit was
measured. It was experimentally verified that the system effectively responds to changes
in impedance, ensuring a constant stimulation current over time, even in the presence of
sudden variations.

Fig. 3. Generated signals for driving a muscle group (biceps): green and blue are the filtered
signals at the input of the Howland circuit, yellow is the signal at the positive electrode; a 20 mA
and b 30 mA stimulation.

4 Conclusions

The paper proposes an active suit system to counteract muscle and bone loss in astro-
nauts during microgravity. The suit uses sensors, flexometers, and electrostimulation to
simulate Earth-like gravity conditions. The suit’s sensors interact in real-time with elec-
trical stimulation, performed by Howland current pump, tailored to specific needs. Lab
tests confirm the suitability of the Electrical Control Unit for controlled and safe current
stimulation. The suit shows promise for astronaut health during space exploration and
long-duration missions.

References

1. Nguyen N, Kim G, Kim K-S (2020) Effects of microgravity on human physiology. Korean J
Aerosp Environ Med 30(1):25–29

2. Bradbury P et al (2020) Modeling the impact of microgravity at the cellular level: implications
for human disease. Front Cell Dev Biol 8:00096

3. Virgin Galactic has sold 800 tickets to the edge of space. The first customers just
took fight. https://edition.cnn.com/2023/06/29/travel/virgin-galactic-launch-italian-air-force-
scn/index.html. Accessed 01 July 2023

https://edition.cnn.com/2023/06/29/travel/virgin-galactic-launch-italian-air-force-scn/index.html


Design and Development of New Wearable and Protective Equipment 195

4. Crew-3 Astronauts Launch to Space Station Alongside Microgravity Research. https://www.
nasa.gov/mission_pages/station/research/news/Crew-3-Launch-to-ISS-Alongside-Micrograv
ity-Research/. Accessed 30 June 2023

5. ElectroMyoStimulation (EMS body suit) to Improve Exercise Outcome in Space
Missions. https://www.nasa.gov/mission_pages/station/research/experiments/explorer/Invest
igation.html?#id=8526. Accessed 02 July 2023

6. Morun C, Lake S (2018) Systems, articles, and methods for capacitive electromyography
sensors. U.S. Patent No 10,042,422

7. Texas Instruments (2008) An-1515 a comprehensive study of the Howland current pump.
Application report SNOA474A

https://www.nasa.gov/mission_pages/station/research/news/Crew-3-Launch-to-ISS-Alongside-Microgravity-Research/
https://www.nasa.gov/mission_pages/station/research/experiments/explorer/Investigation.html?#id=8526


Batteries



Electrochemical and Thermal Modelling
of a Li-Ion NMC Pouch Cell

Aljon Kociu(B), Luca Pugi, Lorenzo Berzi, Edoardo Zacchini, Massimo Delogu,
and Niccolò Baldanzini

Department of Industrial Engineering, University of Florence, Florence, Italy
aljon.kociu@unifi.it

Abstract. Lithium-ion battery cells are considered the best solution for energy
storage systems in Battery Electric Vehicles (BEVs), due to their high energy
density, high lifecycle, and low aging impact. Battery performances are strictly
connected to operating conditions, especially temperature. Modern Battery Ther-
mal Management Systems (BTMSs) optimize battery usage in terms of temper-
ature to achieve high performance and high safety of the battery. In this paper
an electrochemical-thermal coupled 3D model will be developed and discussed.
The electrochemical model used is a pseudo-bidimensional model (P2D) which
will output the heat source for the thermal model in order to get from this one the
temperature of the battery when charging and discharging. The model data will be
validated through experimental data coming from a 30 Ah NMC pouch cell used
in automotive applications.

Keywords: Electrochemical · Thermal · P2D · NMC

1 Introduction

Lithium-ion batteries are the most promising technology for vehicle energy storage sys-
tems (ESSs). Their complex electrochemical nature and, above all, the strong temperature
dependency during operation are subject of this study. In this paper a 3D electrochemical
model coupled with a 3D thermal model is proposed. Both electrochemical and thermal
model are used to study a high capacityNMCpouch cell. The electrochemicalmodelwith
its temperature-dependent parameters was validated through charge-discharge cycles to
accurately reproduce the operating conditions of the battery cell. The heat sources are
distinguished and characterized through an advanced electrochemical approach. The
coupled model provides information on the current and voltage profiles that cause the
least thermal stress thus effectively reproducing the distribution and temperature gra-
dients in the battery. Identifying these quantities helps in the development of adequate
cooling and/or heating systems in order to use the battery cells at optimal temperature
ranges. Once the behaviour of a single cell is established, it is then possible to develop
models that represent the entire battery pack, so an even more accurate and reliable
result is reached. This process optimizes battery thermal management system (BTMS)
algorithms, improves lifespan, performance, and safety of future energy storage systems
in electric vehicles.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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2 Electrochemical and Thermal Model

A battery model lies on of a group of equations representing battery performance and
characteristic curves with a certain degree of approximation. Battery models presented
in literature can be classified in three main categories: the physics-based electrochemical
models, the electrical equivalent circuit models (ECM) and the data driven models [1].
In this paper an accurate 3D electrochemical model coupled with a 3D thermal model
will be proposed and discussed. The coupled electrochemical-thermal battery model
is a high-efficient and powerful tool to study lithium-ion battery cell characteristics.
Electrochemical models typically consider a single unit of the entire battery cell (a
single sheet) as study object. The battery sheet includes current collectors, positive
electrode (cathode), negative electrode (anode) and separator, as shown in Fig. 1 [2].
The main electrochemical models presented in literature are the pseudo-bidimensional
(P2D) model, the single-particle (SP) model and the extended SP (ESP) model [3, 4].
Although the pseudo-bidimensional (P2D) model is time consuming, it represents the
state of the art in terms of battery electrochemical modelling, with its main advantage to
be found in high accuracy. Not only, the P2D model can dialogue with aging models to
estimate internal battery cell parameters [5]. Thus, it will be implemented in this study.

The electrochemical model provides the heat generation volumetric rate as output,
that represents the input for the coupled thermal model in terms of heat source, allowing
the study of thermal characteristics and improve simulation accuracy. The thermalmodel
can calculate the temperature of the cell which itself will become the new input for the
electrochemicalmodel to give an accurate estimate of the heat generation rate (see Fig. 2).
While the electrochemical 3D model considers a single sheet of the cell, the thermal 3D
model considers the whole battery as a single material which properties are averaged by
all the sheets that make up the whole cell. Finally, simulations are executed, and finite
element model is used to solve the equations.

3 Definition of the Model

As mentioned previously, the electrochemical model adopted in this study is a pseudo
bidimensional model (P2D). The main difficulty associated with the model is the param-
eterization, however this allows to characterize the primary dynamics of a lithium-ion
battery cell thanks to its implicit versatility which allows to incorporate the thermal
part. When defining the electrochemical model a few assumptions are made, such as
the porous electrode theory [6], mass transportation and charge transportation, and the
concentrated solution theory [7]. As regards thermal modelling, heat generation of col-
lectors, heat dissipation in battery tabs, and irradiation of the battery are neglected.
Moreover, it is assumed that the current flows uniformly in each cell and the distribution
of heat generation is equivalent for each of them.

The aim of the work is to build a model that is more accurate than a 1D electro-
chemical model but at the same time limit the increase of computational cost typical
for a 3D model. Both electrochemical and thermal model have been validated through
the experimental data gained at Moving Lab, University of Florence. The validation
consisted in a charge-discharge 1C cycle of the battery under investigation.
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Fig. 1. Lithium-ion battery cell schematization [2]

Fig. 2. Electrochemical and thermal model interaction overview [6].

4 Model Implementation

4.1 Electrochemical Model Implementation

As mentioned in the previous sections, a single sheet of the entire battery cell has been
considered. This consists of half positive current collector (since collectors are shared
between sheets), one positive electrode, one electrolyte separator, one negative electrode
and half negative current collector, as depicted in Fig. 3.

The input parameters are provided manually to the solver so that they fitted the
battery cell under examination. The battery cell itself was designedmaintaining the same
length and width but modifying the depth so that it reproduced a single sheet. Material
used for every layer of the cell sheet are derived from an extended literature research
and extended simulation, results are shown in Table 1. Once the model parameters are
defined the simulation could be performed.

4.2 Thermal Model Implementation

In the thermal model three different scenarios have been analysed: single sheet cell, one-
to-one scale battery cell with and without heat sinks in both surfaces of the pouch. The
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Fig. 3. Composition of a single battery cell sheet.

Table 1. Materials selected for each component.

Component Material

Negative current collector Copper—Cu

Anode (negative electrode) Graphite—LixC6 MCMB

Electrolyte separator LiPF6 in 3:7 EC:EMC

Cathode (positive electrode) LiNi0.6Mn0.2Co0.2O2—NMC622

Positive current collector Aluminium—Al

different scenarios depicted have been assessed with different convective coefficients
to evaluate battery performance in different working condition in terms of temperature
and its gradient. All the heat sources are assumed as volumetric heat sources in the 3D
geometry. Moreover, conduction is considered the heat transfer mechanism inside the
battery cell, while convection is the heat transfer mechanism between the battery cell and
the environment. As for the materials, in the first single-sheet scenario materials asso-
ciated to the various components are identical to those of the electrochemical model. In
further one-to-one scale scenarios, ad-hoc material was characterized. The new material
considers the three main properties concerning the developing of the thermal analysis
(density, heat capacity and thermal conductivity) which have been averaged based on
real materials found in battery cells, Table 2.

Table 2. Ad-hoc material designed.

Property Value

Heat Capacity [J/(kg·K)] 839.4

Density [kg/m3] 2010.9

Thermal Conductivity [W/(m·K)] 1.28

Once the thermal model is defined, a time-dependent study was performed on the
different scenarios. The simulation receives heat generation values as an input from
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the electrochemical model and it outputs the battery temperature as an outcome. The
results obtained are validated through experimental data of the pouch cell afterwards. The
battery cell temperature is controlled and kept constant in a climatic chamber (25 °C)
and undergoes a convective flux in its whole surface. To mimic this flux, the model
implements a convective coefficient h= 15W/m2*K which was considered appropriate
since the climatic chamber does not represent a natural convection environment due
to the periodical activation of a fan used to maintain the temperature in the chamber
constant. Air cooling is simulated in the battery surface.

5 Results and Model Validation

Model tests were performed simulating charge and discharge cycles with 1C current
rate. Charge and discharge are performed between ranges of 3.4–4.2 V for the previous
one and 4.2–3 V for the latter. A coupled electrochemical-thermal 3D simulation is
time-consuming, so to simplify the simulation and make it more efficient the time step
was 20 s. In the next figures, voltage versus SoC is plotted in different situations.

Figure 4 compares the electrochemical model and experimental data in a charge and
discharge cycle. Despite the electrochemical model considering a single sheet of the
cell, it can accurately describe battery charge-discharge curves within a modest error.

Fig. 4. Experimental data versus model.

The simulated average surface temperature of the battery cell while charging and
discharging with different convective heat transfer coefficients (5–10-15 W/m2*K) is
shown in Fig. 5. The simulation highlights the effectiveness of the heat flux coefficient on
battery thermal performance. Considering the working condition in which experimental
data was gained (climatic chamber with static temperature set at 25 °C) the higher
coefficient appeared to be the most suitable to properly represent battery temperature
changes during cycling.

Fig. 5. Heat fluxes.
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Finally, the results of validationprocess are shown inFig. 6.Despite the simplification
introduced (a single sheet in the electrochemical model and an averaged single material
for the thermalmodel), the system developed in this study appears to accurately represent
real temperature curves through charge and discharge cycles.

Fig. 6. Validation through experimental data.

6 Conclusions and Future Developments

This work shows that an accurate coupled electrochemical-thermal model with reduced
computational cost can be developed to be implemented in real-time applications. To
achieve this, a single sheet for the electrochemical model and an averaged material for
the thermalmodel have been considered, which impact is under investigation. Themodel
can be an important tool to examine different batteries in multiple scenarios of interest
with a high degree of confidence. Further understanding and research on battery material
properties may result in better accuracy of the model. The implementation of State of
Charge and State of Health estimation filters is the next step of this work [8].
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Abstract. Characterization data are essential to improve state estima-
tion algorithms for lithium-ion batteries. Unfortunately, only bigger com-
panies can afford extensive test campaigns, as they require expensive and
specific equipment. A Low-Cost, Open-Design, and highly configurable
electronic load for battery testing is proposed in this paper. The devel-
oped equipment is able to sink a desired current profile configured by
using a host computer Python interface. A preliminary experimental val-
idation of the designed electronic load is performed obtaining promising
results. This equipment could help smaller companies and laboratories to
perform battery characterization tests and increase the amount of avail-
able data for state estimation algorithms improvement. For this reason,
it is released as Open Hardware/Software system and is freely available
to the research community.

Keywords: Lithium-ion batteries · Battery characterization ·
Low-cost · Open-design

1 Introduction

Advancements in Lithium-Ion Batteries (LIBs) technology considerably boosted
vehicle electrification in the last years, paving the way to reduce greenhouse
gas pollution. However, LIB technology still presents significant open challenges
[1], such as the estimation of the charge left in the battery and its performance
degradation due to aging. Improving the estimation accuracy of such quantities
would address some of the main factors that prevent a wider diffusion of elec-
tric vehicles, e.g. the range anxiety [2]. Unfortunately, expensive test campaigns
and large amount of data are required to improve battery state estimation algo-
rithms [1,3]. Those limitations often make research on LIBs a prerogative of
big companies. On the other hand, small laboratories rely on test setup based
on general purpose equipment and specific setup configuration to reduce the
power requirements and thus equipment cost [4–6]. Unfortunately, component
shortage caused by the breakout of Covid pandemic is still affecting the research
community [7,8] reducing the availability of laboratory equipment and further
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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hampering the research. The Open Hardware approach emerges as an important
tool in this scenario for carrying out scientific researches in adverse conditions
and under-resourced areas [9,10]. This work aims to provide Low-Cost Open
Hardware testing equipment for battery characterization. The developed equip-
ment draws a controlled current from a device under test, so it can be used to
discharge a battery with controlled current profiles. In addition, the proposed
equipment can be used to charge a battery if an auxiliary battery setup is used
as suggested in [6]. Similar works have been already presented in the literature
[11], but they are focused on reaching higher performance and accuracies rather
than low cost, and configurability. Instead, the proposed equipment features a
modular structure which allows it to cover different current ranges and different
accuracies. In addition, the design is provided to be freely modified according
to the desired budget and required performance. The equipment comes with an
open-source software interface with which it can be controlled. The developed
software allows the users the execution of laboratory tests and custom current
profiles to emulate any real-world applications. Both Hardware and Software
design can be downloaded from [12] with the hope of encouraging the contribu-
tion of smaller companies and laboratories to LIB related research.

2 Hardware and Software Platform Description

The architecture of the developed equipment is shown in Fig. 1 and consists of
two parts: a control board, and a current sink circuit. The control board drives
the current sink circuit, measures the main system quantities, and manages the
communication with the control interface. The current sink circuit is based on a
well-known topology [11,13,14]. It is composed of an operational amplifier OA,
a shunt resistor Rsh and a n-channel MOSFET MOut. A desired voltage Vsh

is imposed across Rsh by the operational amplifier and the MOSFET MOut.
A current Is is consequently forced in Rsh as a function of Vsh according to
the Ohm’s Law. The range and accuracy of Is mainly depend on the MOSFET
and the shunt resistor characteristics. Low values of Rsh keep low its power
dissipation but enhance the effects of offset errors resulting in inaccurate Is
values. Instead, the device under test voltage Vdev has no effects on the controlled
current values as long as it allows a correct polarization of MOut.

Rsh and MOut can arbitrarily be changed according to the application
requirements. For this reason, Rsh and MOut are placed in a module sepa-
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USB/SPI

DAC   

ADC   

 ADAC

    AADC

   OA

Power
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Rsh
+

Vsh
–

+

Vdev

–

Is

Output moduleControl Board

MOut

+
Vds
–

Fig. 1. General architecture
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rated from the control board. This module is hereinafter referred to as “out-
put module”, as shown in Fig. 1. An IXTN660N04T4 N-Mos from IXYS and
a WSBS5216L1000JK14 100 µΩ, 5% shunt resistor from Vishay have been con-
sidered for the first implementation of the equipment. The N-Mos is capable of
managing a DC current of 100 A with a maximum Vds of 5 V. It is mounted on
a 10 cm × 7 cm × 4 cm heatsink.

The control board uses a 16-bit Digital-to-Analog Converter (DAC) from
Texas Instrument, the DAC8501, to generate the voltage Vsh. In particular, Vsh

is generated as a partition of the DAC output voltage in order to match the
small voltage drop across Rsh and still exploit the full DAC output dynamic.
The default partition ratio ADAC is set to 1/101 but it can easily be changed
by modifying the resistance values of the DAC output voltage divider.

A 16-bit Delta-Sigma Analog-to-Digital Converter (ADC) from Microchip,
the MCP3462R, is used to measure Vdev and Vsh whose dynamic ranges are
properly conditioned by Precision Operational Amplifiers OPA2156 from Texas
Instruments. Default gain values AADCsh

and AADCdev
are set to 101 and 1/101,

respectively, but can easily be changed by modifying the resistance values of the
conditioning stage. Both DAC and ADC use a Serial Peripheral Interface (SPI)
as communication protocol. A MCP2210 USB-to-SPI converter from Microchip
Electronics handles the communication between the control board and the Soft-
ware application on a computer. The communication is electrically insulated by
means of a MAX14850 from Maxim Integrated.

A coarse estimated cost of the developed equipment, including only the com-
ponents and the Printed Circuit Board costs, is around 110 $, 50 $ of which
are due to the specific output module described above. This cost is much lower
than the price of commercial electronic loads with a similar maximum current
value. For example, the cost of LD400 from Aim TTi (60 A), EL 3080-60 B from
Electro-Automatik (60 A), and BK8540 from B&K Precision (30 A) are around
1400 $, 1300 $, and 700 $, respectively. These prices are obtained by consulting
Farnell Italia Srl distributor in September 2023.

2.1 Software Platform

An open-source software application to control the equipment has been devel-
oped using the Python3 language and the Graphical User Interface (GUI) design
module PyQt5. The application allows the user to control the device and log the
quantities measured by the equipment on a host computer. The application offers
two different control modalities: Manual and Automatic. The user can set a spe-
cific value of output current in Manual mode. Instead, a specific output current
profile can be executed in Automatic mode. In addition, the application allows
the user to create and edit test profiles that are saved as Tab-delimited text files.
The test file is composed of two columns: the step requested current, and the
step time length. Instead, the adjustable equipment parameters, i.e, sampling
time, Rsh, ADAC , and AADCx

, can be configured by editing the configuration
file “Configuration.py”. The minimum step time length and sampling time are
set to 100 ms.
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Fig. 2. Software architecture

3 Experimental Setup and Results

A preliminary evaluation of the developed equipment was carried out using the
experimental setup shown in Fig. 3a. It is composed of a QPX1200SP DC power
supply from AimTTi used to emulate a lithium-ion cell under test. A NI cDAQ-
9178 equipped with one NI 9228, one NI 9219, and a 1 mΩ shunt resistor was
used as a reference measurement system. The NI 9228 features eight 24-bit/±60
V differential voltage inputs that are used to measure Vdev, Vsh, and the voltage
across the 1 mΩ reference shunt resistor. The NI9219 analog input module is used
to monitor the MOSFET MOut, the heatsink, and the ambient temperatures by
means of thermocouples. Data acquisition from NI modules was performed at 2
kHz sampling rate.

First, a thermal characterization test was performed. It consists in sinking a
constant current of 25 A with a Vdev of 1.5 V for 15 min and using the subsequent
thermal relaxation to identify the parameters of a 2RC Foster thermal model for
the N-Mos assembled on the heatsink. The obtained model allowed us to estimate
the Safe Operating Area (SOA) for the DC operations of the equipment. The
SOA is reported in Fig. 3b, considering a maximum N-Mos junction temperature
of 150 ◦C and an ambient temperature of 25 ◦C. It is worth pointing out that
this limitation is only due to the components chosen for the output module and
the characteristics of the used heatsink.

(a) (b)

Fig. 3. Test Setup (a) and estimated SOA for DC operations (b)
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A constant current discharge phase of a lithium-ion cell is considered as the
first case study for the equipment validation. The voltage Vdev is set in the work-
ing ranges of various lithium-ion cell chemistries (1.5–4.5 V) while the developed
equipment was set to sink a current sweep profile. The sweep is composed of 10
s constant current steps whose value is increased of 1 A in each step up to the
maximum value allowable by the estimated SOA. Figure 4a shows the relative
errors of the set and measured currents. The set error is obtained by comparing
the theoretical current value with the reference measure system one. Instead, the
measure error is evaluated as the difference between and the measured current
by the reference system current with the developed equipped one. The results
show set and read errors lower than 0.5% for all the tested Vdev, with current
values higher than 7 A. As expected, higher errors are obtained for low current
values, where offset errors have more impact. The maximum absolute set and
read errors are 80 and 56 mA, respectively.

The Urban Dymamometer Driving Schedule (UDDS) was considered as sec-
ond case study. It aims to evaluate the equipment capability to accurately gen-
erate a standard automotive application profile. Only the discharge phases of
the UDDS cycle were considered, i.e., the effects of regenerative braking were
ignored. In particular, the profile was scaled to have a maximum peak current
of 50 A. Vdev was set to 3.7 V to emulate the typical scenario for an Nickel-
Manganese-Cobalt LIB in Electric Vehicles. The UDDS ideal current profile
IUDDS was programmed on the equipment. Figure 4b shows IUDDS , the current
measured by the reference measure system Iref , and by the developed equipment
one Imeas. The accuracy of reproducing the ideal current profile was quantified by
comparing the time integral of IUDDS , Iref , and Imeas. The difference between
the IUDDS and Iref charge values, and the difference between Iref and Imeas

ones resulted to be around 53 and 58 C, i.e. less than 0.8% of the total charge
moved by the ideal profile.

Fig. 4. Set and measure relative errors (a) and results for UDDS profile (b)
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4 Conclusion

A low-cost and highly configurable electronic load for lithium-ion battery testing
is proposed in this paper. The equipment is able to sink a controlled current value
with a set and measurement accuracies lower than 0.5% for almost all the test
conditions. Moreover, the developed equipment is able to reproduce standard
driving cycles obtaining a very good accuracy. A simple thermal model of the
equipment is developed to identify its Safe Operating Area, whose limitations
appear to be related only to the thermal management of the chosen output mod-
ule power components, rather than to the equipment architecture. However, the
modular architecture of the developed equipment allows to easily adapt the cur-
rent and power test ranges by changing the output module components. Finaly,
the developed device and its software platform are provided Open Hardware and
Open Software to allow smaller companies and laboratories to contribute to LIB
related research.
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11.10.2022 of Ministero dell’Università e della Ricerca (MUR); funded by the European
Union - NextGenerationEU.
The work was partially supported by the Ministero dell’Università e della Ricerca
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Abstract. Life expectancy in recent years has sensibly increased and
age related problems in elderly people have followed a similar trend.
Being able to find innovative solutions to enable senior population to
maintain their quality of life despite the presence of chronic illnesses has
become crucial for high quality ageing. The opportunities offered by the
technological advancement with remote assistance applications, wearable
devices, and Artificial-Intelligence-Of-Things (AIoT) architectures are of
paramount importance to improve the services in healthcare facilities by
adding the power of Artificial Intelligence to Internet-Of-Things devices.
An experimental framework has been deployed to two residential homes
in collaboration with two italian companies to collect and analyze data
in order to actively monitor the vital signs of their guests, predict critical
situations and identify significant clusters or communities.

Keywords: Remote assistance · Healthcare · Artificial-intelligence ·
Internet-of-things · Smart devices

1 Introduction

In developed countries, average life expectancy has sensibly increased in the last
few years thanks to improved healthcare services, active prevention of diseases
and pathologies and the availability of new drugs. As a result, we are witnessing
an increase in geriatric population and consequently in a group of diseases that
are directly related to ageing, such as degenerative diseases. As reported in [1],
the exponential growth of elderly people requiring treatment for chronic life-long
diseases will dramatically impact the cost of healthcare and the ability to provide
the necessary treatments that, at the time being, can be effectively supported
by innovative smart devices and technologies. In fact, new portable or wearable
devices which integrate disparate monitoring sensors are nowadays available for
everyone at low cost, making it possible to constantly assess patients’ health
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status through a Health Monitoring System (HMS) that not only limits hospi-
talization and medical staff intervention but also cuts the waiting lists improving
the consultation effectiveness while reducing the overall healthcare expenditure
[2]. When the HMS makes use of smart devices to record and track patients’
status it is termed Smart Health Monitoring System (SHMS) and can be gen-
eral purpose (GHMS) when multiple generic vital signs are recorded or Remote
(RHMS) if data are collected at a remote location and transferred to healthcare
facilities for medical follow-up analysis. Another non-negligible benefit comes
from the availability of mobile devices that can provide reliable network con-
nections and computational power to perform data collection and timely onsite
preliminary analysis via direct interaction with the medical staff. The advent
of IoT devices is fostering the availability of new assets for the development of
a brand new personalized care that can improve the quality of life for elderly
people.

2 State of the Art

As presented in [3], various bluetooth wireless devices, such as blood pressure
monitor or pulse oximeter for oxygen saturation, were used in combination with
an IrDA (Infrared Data Association) connected blood glucose meter and an elec-
tronic thermometer to gather patient’s data into a set-top-box, responsible for
data transmission over a secure network connection. An integrated Wearable and
Mobile HMS was setup to record vital signs that were manually checked by reg-
istered personnel and evaluated according to standard ward procedures, whereas
the researchers were responsible for chasing inaccuracies and time delays. A fuzzy
logic system where the significant physiological parameters are properly weighted
for a particular condition severity, was used to interpret heart rate, blood pres-
sure, pulse rate, temperature and oxygen saturation (SpO2) and detect cases of
bradycardia. The authors of [4] propose the adoption of tabled-based applica-
tions to make their patients’ data timely accessible to caregivers and provide
the basic routine functions to clinicians; the application, which is required to be
simple, is organized into five sections for patient related information, biomedical
parameters, patient’s historical record, medical notes and contact information.
Similarly, wireless sensors are used by [5] to relieve chronic patients from the bur-
den of intrusive instruments. The authors propose a three stage system based on
an Arduino board for sensing, filtering and transmitting the signals over inter-
net and later display the relevant results with a computer-based or mobile-based
application. The authors of [6] assert that a decrease in health related qual-
ity of life (HRQoL) is correlated to frailty or pre-frailty status, which is why
they recommend an HMS capable of achieving remote continuous monitoring
without active patient’s intervention by integrating Artificial Intelligence with
Internet of Things (AIoT). IoT features in medical systems should be designed
in a human-centric perspective, considering human beings as critical compo-
nents of the system and focusing on two use cases (remote elderly monitoring
and smart ambulance) that combine emerging technologies with best healthcare
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practices. Patients and caregivers become actors in the new cyber-physical sys-
tem, with specific context-driven tasks and critical issues. One recurrent goal of
most papers in literature, such as [3,8], is the adoption of devices that do not
interfere with patient’s regular life, which is becoming more and more possible
with smart bracelets and other integrated sensors.

3 System Architecture

Our project involved multiple actors, playing different roles in the operational
interaction with the selected hardware devices for data sensing and collection.
The patients are housed in two residential home-like accommodation (RSA
Minoretti and RSA Valpolcevera) based in Genoa (Italy) that provide special-
ized medical care for people who cannot be cared at home. The total number
of patients involved in the present study is 25, with 10 males and 15 females.
The technological infrastructure was provided by Hassisto srl, a spin-off of the
National Research Council (CNR), that developed an innovative software plat-
form for e-Health, connecting multiple bluetooth devices to a hub that transmits
the anonymized patients’ data to a central database for continuous monitoring
through a dedicated mobile application. This platform integrates a wide variety
of professional medical devices, such as ECG or EEG, but also commercial wear-
able sensors that can measure vital signs, other biomedical data and physical
activity in real-time. The primary sources of data were the IoT devices worn by
each patient who was identified by a unique anonymous code to comply with the
European General Data Protection Regulation (GDPR). Despite the multiplic-
ity of smart devices supported by the hardware platform, in this initial project
we adopted only two sensors and the transmission hub, not to be too invasive in
the elderly patients’ lives.

3.1 Spovan H03 Wristband

Unlike other smartwatches, the primary aim of this waterproof wristband is the
collection of health data: it is and advanced fitness and health tracker which
provides on-wrist ECG, blood oxygen metering, blood pressure, sleep and heart
rate variability (HRV) monitoring [9].

3.2 The Sleeping Band

The sleeping band is a non-invasive device, which is positioned between the sheets
and the mattress, at the level of user’s rib cage, to monitor the quality of sleep,
breathing and heart beats when the patient is in bed. It can also identify some
specific movements or situations that might require the caregiver intervention,
such as in case of seizure, prolonged sleep apnea or sudden chaotic movements.
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3.3 The Communication Hub

The communication hub, namely the Hassisto Gateway, is based on a customized
Android TV box that provides the necessary bluetooth interface towards mon-
itoring devices and hosts an HTTP Web server, which allows for the remote
connection to the collected data [6].

4 Data Analytics

All data collected by the selected devices are stored on a remote software plat-
form that provides a dashboard to manage patients, devices and the relevant
measurements which can be supplemented by the residential home personnel
with additional medical information about each patient. Moreover, measurement
data can be imported, via a REST API and a Python Request module [10], from
a second portal and analyzed in a Pandas DataFrame [11] to perform various
machine learning tasks, such as statistical analysis. The medical staff requested
to aggregate patient’s data at weekly, hourly and daily resolutions therefore the
collected measurements were averaged over the requested time span, also to take
into account the different measurement time intervals of each sensor device. Our
focus was set on six sensors: breath, heart rate, maximum and minimum blood
pressure, saturation and steps. In order to find relevant information and possibly
detect abnormal situations we used the radar plots to visualize the overall status
of a patient and compare it with other patients having similar health conditions.
To have an informative insight of patients’ health status from the collected data,
cluster analysis was performed as it allows to group subjects by similar symp-
toms and assess the presence of possible deviation from the community profile:
this was achieved by means of the graded possibilistic clustering algorithm [12],
which can iteratively track outliers and adapt to concept shifts and drifts in
non-stationary data.

4.1 Clustering Algorithms

Clustering is a family of unsupervised learning algorithms whose aim is auto-
matic discovery of similarities among data. There are hard and soft clustering
algorithms which differ by the degree of membership to the clusters that each
data point may have. Specifically, in hard clustering a data point can be assigned
to one cluster only with binary membership µi ∈ {0, 1}, whereas in the soft one
each data point can have a µi ∈ [0, 1] with the optional additional probabilistic
constraint that

∑
i µi = 1. The elbow method [13] was initially used to estimate

the optimal number of clusters k but it did not yield a significant result, therefore
an empirically determined value k = 3 was set.
Four different algorithms, two hard and two soft methods, were considered and
assessed against our dataset: k-means [14], k-medoids [15], Fuzzy C-means [16]
and Graded Possibilistic Clustering [17]. Data wrangling and appropriate scaling
of our dataset was necessary to compensate the different ranges of the measured
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quantities, moreover, it was important that the cluster center be a true patient,
which in principle makes the k-medoids clustering method favorable against the
other presented algorithms. Radar plots were implemented via D3—Data Driven
Documents - to provide single patient’s hourly, daily and weekly profiles and
clustering for a population of patients over a defined time span. Examples of the
generated radar plots can be seen in Fig. 1.

4.2 Results and Discussion

Data from a four week period was selected and further divided into two blocks
of two weeks each to be able to appreciate any possible change in the centroids.
Standard scaler normalization was performed before running the tests and two
clustering techinques, commonly used in similar problems, were used: Fuzzy C-
means for soft clustering and K-means for hard clustering. In Fig. 1, it is evident

Fig. 1. Comparison of clustering models built for Fuzzy C-means (left) and k-means
(right)

that both algorithms produce nearly identical results over the two considered
periods respectively. The limited number of patients in this study represents a
serious limitation on the reliability of the results but we could demonstrate the
usefulness of the adopted radar plots in conveying significant information about
patient’s communities to the medical staff who will in future be able to deliver
more targeted therapies to their elderly guests.

5 Conclusions

This paper presented a preliminary study of an AIoT system aimed at active
monitoring of vital signs for frail and elderly people hosted in residential homes.
We used wearable sensors and sensored beds to continuously collect streams of
data for a long period and perform clustering analysis over several time frames.
The medical staff and caregivers can visualize a set of radar plots enabling a
synoptic view of a single patient or groups of similar patients.



220 A. Cabri et al.

References

1. Esposito M, Minutolo A et al (2018) A smart mobile, self-configuring, context-
aware architecture for personal health monitoring. Eng Appl Artif Intell 67:136–
156. https://doi.org/10.1016/j.engappai.2017.09.019

2. Baig MM, Gholamhosseini H (2013) Smart health monitoring systems: an overview
of design and modeling. J Med Syst 37(2). https://doi.org/10.1007/s10916-012-
9898-z

3. Baig MM, GholamHosseini H, Connolly MJ, Kashfi G (2014) Real-time vital
signs monitoring and interpretation system for early detection of multiple physical
signs in older adults. In: IEEE-EMBS international conference on biomedical and
health informatics (BHI), Valencia, Spain, pp 355–358. https://doi.org/10.1109/
BHI.2014.6864376

4. Baig MM, GholamHosseini H, Salete Sandini Linden M (2015) Tablet-based patient
monitoring and decision support systems in hospital care. In: International confer-
ence of the IEEE engineering in medicine and biology society. https://doi.org/10.
1109/embc.2015.7318585

5. Ali NS, Alyasseri ZA, Abdulmohson A (2018) Real-time heart pulse moni-
toring technique using wireless sensor network and mobile application. Int J
Electr Comput Eng (IJECE) 8(6):5118–5126. https://doi.org/10.11591/ijece.v8i6.
pp5118-5126

6. Tramontano A, Scala M, Magliulo M (2019) Wearable devices for health-related
quality of life evaluation. Soft Comput 23(19):9315–9326. https://doi.org/10.1007/
s00500-019-04123-y

7. Kotronis C et al (2019) Evaluating internet of medical things (IoMT)-based sys-
tems from a human-centric perspective. Internet Things 8:100125. https://doi.org/
10.1016/j.iot.2019.100125

8. Esposito M et al (2018) A smart mobile, self-configuring, context-aware architec-
ture for personal health monitoring. Eng Appl Artif Intell 67:136–156. https://doi.
org/10.1016/j.engappai.2017.09.019

9. SPOVAN-Shenzhen Tianpengyu Technology Co., Ltd. High Quality ECG Smart
bracelet Smart Band Spovan H03 Wholesale—Shenzhen Tianpengyu Technology
Co., Ltd. 2019. https://www.spovan.com/products-detail-150445. Accessed 19 Feb
2023

10. Python Requests module. https://github.com/psf/requests
11. The pandas development team: pandas-dev/pandas: Pandas, Zenodo (2020).

https://doi.org/10.5281/zenodo.3509134
12. Abdullatif A et al (2016) Graded possibilistic clustering of non-stationary data

streams. In: Lecture notes in computer science. https://doi.org/10.1007/978-3-
319-52962-2 12

13. Thorndike RL (1953) Who belongs in the family?. In: Psychometrika, vol 18, pp
267–276. https://doi.org/10.1007/BF02289263

14. Lloyd SP (1982) Least squares quantization in PCM. IEEE Trans Inf Theory
28(2):129–137. https://doi.org/10.1109/tit.1982.1056489

15. Kaufman L, Rousseeuw PJ (1990) Finding groups in data. In: An introduction to
cluster analysis. Wiley-Interscience

https://doi.org/10.1016/j.engappai.2017.09.019
https://doi.org/10.1007/s10916-012-9898-z
https://doi.org/10.1007/s10916-012-9898-z
https://doi.org/10.1109/BHI.2014.6864376
https://doi.org/10.1109/BHI.2014.6864376
https://doi.org/10.1109/embc.2015.7318585
https://doi.org/10.1109/embc.2015.7318585
https://doi.org/10.11591/ijece.v8i6.pp5118-5126
https://doi.org/10.11591/ijece.v8i6.pp5118-5126
https://doi.org/10.1007/s00500-019-04123-y
https://doi.org/10.1007/s00500-019-04123-y
https://doi.org/10.1016/j.iot.2019.100125
https://doi.org/10.1016/j.iot.2019.100125
https://doi.org/10.1016/j.engappai.2017.09.019
https://doi.org/10.1016/j.engappai.2017.09.019
https://www.spovan.com/products-detail-150445
https://github.com/psf/requests
https://doi.org/10.5281/zenodo.3509134
https://doi.org/10.1007/978-3-319-52962-2_12
https://doi.org/10.1007/978-3-319-52962-2_12
https://doi.org/10.1007/BF02289263
https://doi.org/10.1109/tit.1982.1056489


Remote Healthcare System Based on AIoT 221

16. Dunn JC (1973) A fuzzy relative of the ISODATA process and its use in detecting
compact well-separated clusters. J Cybern 3(3):32–57. https://doi.org/10.1080/
01969727308546046

17. Masulli F, Rovetta S. Soft transition from probabilistic to possibilistic fuzzy clus-
tering. IEEE Trans Fuzzy Syst 14(4):516–527. https://doi.org/10.1109/TFUZZ.
2006.876740

https://doi.org/10.1080/01969727308546046
https://doi.org/10.1080/01969727308546046
https://doi.org/10.1109/TFUZZ.2006.876740
https://doi.org/10.1109/TFUZZ.2006.876740


Oral Health Phenotype of Postmenopausal
Women Using AI

Rodion Kraft1(B), Juan A. Ortega2 , Áurea Simón-Soro2 , Natividad Martínez1 ,
and Luis González-Abril2

1 Reutlingen University, 72762 Reutlingen, Germany
rodion.kraft@student.reutlingen-university.de

2 University of Seville, 41012 Sevilla, Spain

Abstract. Menopause is the permanent cessation ofmenstruation occurring natu-
rally in women’s aging. The most frequent symptoms associated with menopausal
phases are mucosal dryness, increased weight and body fat, and changes in sleep
patterns. Oral symptoms inmenopause derived from saliva flow reduction can lead
to dry mouth, ulcers, and alterations of taste and swallowing patterns. However,
the oral health phenotype of postmenopausal women has not been characterized.
The aim of the study was to determine postmenopausal women’s oral phenotype,
including medical history, lifestyle, and oral assessment through artificial intelli-
gence algorithms. We enrolled 100 postmenopausal women attending the Dental
School of the University of Seville were included in the study. We collected an
extensive questionnaire, including lifestyle, medication, and medical history. We
used an unsupervised k-means algorithm to cluster the data following standard
features for data analysis. Our results showed the main oral symptoms in our post-
menopausal cohort were reduced salivary flow and periodontal disease. Relying
on the classical assessment of the collected data, we might have a biased eval-
uation of postmenopausal women. Then, we used artificial intelligence analysis
to evaluate our data obtaining the main features and providing a reduced fea-
ture defining the oral health phenotype. We found 6 clusters with similar features,
includingmedication affecting salivation or smoking as essential features to obtain
different phenotypes. Thus, we could obtain main features considering differential
oral health phenotypes of postmenopausal women with an integrative approach
providing new tools to assess the women in the dental clinic.

Keywords: Menopause · Artificial intelligence · Phenotype

1 Introduction

Menopause is the permanent cessation of menstruation that occurs naturally in women’s
aging, generally between the ages of 45 and 55. This biological transition is accompa-
nied by various symptoms, such as mucosal dryness, increased weight and body fat, and
alterations in sleep patterns. Oral symptoms associated withmenopause, such as reduced
saliva flow, can lead to dry mouth, ulcers, and changes in taste and swallowing patterns.
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Several soft tissue lesions, including benignmucosal pemphigoid, lichen planus, candidi-
asis, and pemphigus vulgaris, have been identified as menopause-associated disorders.
Despite this knowledge, the oral health phenotype of postmenopausal women remains
largely unexplored.

The aim of this study is to determine the oral phenotype of postmenopausal women
by examining factors such as medical history, lifestyle, and oral assessments, utilizing
artificial intelligence algorithms for analysis. To achieve this goal, 100 postmenopausal
women attending the Dental School of the University of Seville were included in the
study.

Participants completed a comprehensive questionnaire that covered various aspects
of their lifestyle, medication use, and medical history. In addition, an oral examination
was conducted to assess dental and periodontal status, salivary flow, and oral pH levels.
The collected data was then analyzed using artificial intelligence algorithms, including
k-nearest-neighbor and decision trees, to classify the data and identify which features
had the most significant impact on the oral health phenotypes observed in the study
participants.

By employingmachine learning algorithms, the study aims to provide a better under-
standing of the specific oral health challenges faced by postmenopausal women. This
understanding may help dental practitioners and healthcare professionals tailor their
approach to better address the unique needs of this patient population. Furthermore,
the results may contribute to the development of targeted interventions or preventive
measures aimed at improving oral health and overall well-being in postmenopausal
women.

2 Related Work

Marne et al. [1] use a breast cancer dataset for applying k-means clustering to group data
based on similarities in the features. After clustering, the decision tree algorithm was
applied to each cluster to create classification models for predicting breast cancer. The
decision tree algorithm was chosen for its simplicity and ability to handle both continu-
ous and categorical data. The performance of the proposed method was evaluated using
accuracy, sensitivity, specificity, and precision. The results demonstrated that the com-
bined use of decision tree and k-means clustering techniques significantly improved the
accuracy of breast cancer prediction, outperforming other existing methods. The study
shows that combining decision tree and k-means clustering techniques can effectively
classify and predict breast cancer, potentially aiding healthcare professionals in early
detection and treatment of the disease.

Rajaguru et al. [2] use a breast cancer dataset to compare the performance of k-
nearest-neighbor and decision trees using accuracy, sensitivity, specificity, and precision.
The results showed that the decision tree algorithm had higher accuracy, sensitivity, and
specificity compared to the KNN algorithm. However, the KNN algorithm demonstrated
higher precision than the decision tree algorithm. This study provides insights into the
effectiveness of the decision tree and k-nearest neighbor algorithms in classifying breast
cancer. While both algorithms have their advantages and limitations, the decision tree
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algorithm outperforms the KNN algorithm in terms of accuracy, sensitivity, and speci-
ficity. These findings can be valuable for healthcare professionals and researchers seek-
ing to improve early detection and treatment of breast cancer using machine learning
techniques.

Shin et al. [3] compared two machine learning algorithms by using three medical
datasets from the UCI Machine Learning Repository, which included the Pima Indians
Diabetes dataset, the Breast Cancer Wisconsin dataset, and the Hepatitis dataset. These
datasets contained various features related to each disease, such as patient demographics,
medical history, and test results. The decision tree algorithm and the bagging algorithm
were applied to the datasets, and their performances were evaluated using accuracy,
precision, recall, and F1-score. The bagging algorithm was chosen for comparison due
to its ability to improve the performance of base classifiers, like decision trees, by
combining multiple models and reducing overfitting.

The results indicated that the bagging algorithm outperformed the decision tree
algorithm in terms of accuracy for all three datasets. Additionally, the bagging algorithm
showed better performance in terms of precision, recall, and F1-score for the Pima
Indians Diabetes and Breast Cancer Wisconsin datasets. However, the decision tree
algorithm had slightly better results in terms of precision and recall for the Hepatitis
dataset.

Zeng et al. [4] propose a medical and health data classification method based on
machine learning to improve the accuracy and efficiency of medical diagnosis and treat-
ment. The authors aim to address the challenges associated with the rapidly increasing
volume of medical data and the need for effective tools to analyze and classify such
data. Here the combination of machine learning algorithms, such as decision trees, sup-
port vector machines, and k-nearest neighbors were used to classify medical and health
data. They also utilized a feature selection algorithm to select the most relevant features,
reducing the dimensionality of the data and improving the classification performance.
The algorithms were tested on three different datasets and evaluated by accuracy, pre-
cision, recall and F1-score. The results demonstrated that the proposed method outper-
formed traditional classification methods and achieved high accuracy and efficiency in
classifying medical and health data. The authors suggest that the method can be applied
to various medical fields, including disease diagnosis, treatment planning, and prognosis
prediction. In conclusion, this study presents a machine learning-based method for med-
ical and health data classification, which has the potential to improve the accuracy and
efficiency of medical diagnosis and treatment processes. By employing a combination
of machine learning algorithms and feature selection techniques, the proposed method
offers a promising approach to handling the challenges associated with the increasing
volume of medical data.

3 Methods and Results

Design of the study and sample selection

The population of this study consisted of 100 patients from the University of Seville.
The inclusion criteria were women in any phase of menopause aged 40 years or older.
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Exclusion criteria were incapacitating disease for obtaining clinical data or biological
samples independently, women under 40 years of age,men, andwomenwho,meeting the
inclusion criteria, did not sign the informed consent for the study. To ensure anonymity,
each participant was labeled with an identification code to preserve the affiliation data,
separate from the clinical data.Prior to the oral and dental clinical data collection, a basic
health questionnaire was carried out in which aspects of lifestyle-exercise, diet, toxic
habits (tobacco and alcohol), coffee-allergies, medical and family history, autoimmune
diseases and medication were collected. In addition, a menopause questionnaire was
included to determine the stage of menopause and the use of hormone therapy.

Clinical data collection

For the collection of oral and dental clinical data, the clinical history facilitated the
systematic and complete evaluation of the stomatognathic apparatus, through codes
associated with the most frequent pathologies. The function of the temporomandibular
joint, state of the dentition, caries, fillings, tooth loss, fissures, fractures, hypoplasia,
teeth acting as bridge or crown abutments and unerupted teeth were recorded. Finally,
the community periodontal index was performed to determine the periodontal status.

Data analysis

For the experiments we used k-nearest-neighbor (knn), decision tree and support vector
machine (svm). At first, we preprocessed the data by filtering features like specific
diseases, which occur rarely. We combined them to one binary feature which says that
there is a disease. After this we selected the most important features for the menopause
and used them as the main feature for the prediction of the classification with the three
different algorithms. These features are the menstrual status (MS), the SA-Flow and
Periodontal DX. The prediction was made by using the python package scikit-learn
which contains pre-implemented methods for knn, decision tree and svm. For prediction
it is important for defining the feature which should be predicted. Starting with the KNN
we defined two different variants, one with three neighbors and one with seven by using
the elbow method. Then we predict the features for the menstrual status. Here we get an
accuracy of 66% and we get all the patients which are correct or wrong predicted.

Fig. 1. KNN 3 Correct and wrong prediction of MS values

After the prediction we looked over the common features of the correct predicted
patients. In all figures the red dots are the wrong predicted ones and the blue dots are the
correct predicted once. In Fig. 1 it was Liver disease and hyposalivation medication. For
the same procedure we do for the prediction for the SA Flow there we get an accuracy
of 56.6% (Fig. 2; Table 1).
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Fig. 2. KNN 3 Correct and wrong predicions of th SA Flow

Table 1. KNN3 SA Flow

SA Flow values Amount of patients Common features

0 9 ST Flow, Cardiovascular, liver disease,
hyposalivation medication, probiotic

1 8 Diet, Hormo10L (DM), Gastrointesti10L, Brain
disorder, Liver disease, RE10L Disease/Kidney,
probiotic

And for the periodontal dx feature we get an accuracy of 30%. There is no correct
prediction for the values 0, 1, 4. As the most correct predictions are with the value 2 we
look just at these common features and get Liver disease and probiotic (Fig. 3).

Fig. 3. KKN 3 Correct and wrong prediction of the periodontal dx

We extend the KNN to 7 neighbors. For the prediction of the MS feature we do not
get any common features, but the SA-Flow prediction gives us an accuracy of 63% and
19 common features which are listed in Table 2.

Table 2. KNN7 SA Flow

SA Flow values Amount of patients Common features

0 9 Previous cigarettes/day, Drain disorder, liver disease,
RE10L Disease/Kidney, Probiotic

1 10 Diet, Brain Disorder, RE10L Disease/Kidney,
Probiotic
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There is not just a different amount of common features but there are also different
common features. For the decision tree prediction of the menstrual status the accuracy
is 73%. The most predicted value is status 2 but it has no common features (Fig. 4).

Fig. 4. Decision Tree correct and wrong menstrual status

Fig. 5. Decision Tree correct and wrong prediction of SA Flow

The prediction of the SA Flow with decision trees has an accuracy of 73% and
gets common features for the value 0 which are Diet, Brain Disorder and RE10L Dis-
ease/Kidney and for the value 1 Liver disease. The prediction of the periodontal dx is
just 30% and again almost just the value 2. The common features here are diet and liver
disease. At last, we predict the classification with a support vector machine. Here the
Menstrual status got an accuracy of 60% but without common features. The SA-Flow
gets the best results with an accuracy of 73%.

Fig. 6. SVM Correct and wrong predictions of SA Flow

The common features for value 0 are liver disease and hyposalivation medication
and for value 1 Diet, Hormo10l (DM), gastrointessti10L, Brain disorder, Liver disease
and RE10L Disease/Kidney.

4 Conclusion

As seen in Figs. 5 and 6 the best results are gotten from the prediction of the SA-Flow
by the decision tree and the SVM. The features which show the most importance for
this prediction seem to be the Liver disease and RE10L Disease/Kidney or diet feature.
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The accuracy of the periodontal prediction is so low that the only thing which should
be remembered is that diet and liver disease are the common features of the correct
predicted value 2. That also can be a result that the periodontal dx cannot be predicted
with the given features as it has no similarities. With the gained knowledge it may be a
possibility to rework the data and try similar predictions just with the common features
of the experiments, so that the results are equals we can say that these are the most
important features to predict the correct values. Also, it may be an option to clean the
data and remove featureswheremost of the patients don’t have any variances like “Active
Infection”. The goal also would be to improve the accuracy of the prediction. As some
of the common features like diet are important for different features another possibility
may also be to remove them and look on the influence of the change.
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Abstract. With the advancement in sensor technology and the trend
shift of health measurement from treatment after diagnosis to abnor-
malities detection long before the occurrence, the approach of turning
private spaces into diagnostic spaces has gained much attention. In this
work, we designed and implemented a low-cost and compact form fac-
tor module that can be deployed on the steering wheel of cars as well
as most frequently touch objects at home in order to measure physio-
logical signals from the fingertip of the subject as well as environmental
parameters. We estimated the heart rate and SpO2 with the error of 2.83
bpm and 3.52%, respectively. The signal evaluation of skin temperature
shows a promising output with respect to environmental recalibration. In
addition, the electrodermal activity sensor followed the reference signal,
appropriately which indicates the potential for further development and
application in stress measurement.

Keywords: Continuous health monitoring · Dynamic point of
perception · Ubiquitous computing

1 Introduction

Health-related quality of life (HRQoL) encompasses various dimensions, includ-
ing physical, mental, emotional, and social functioning. Research has shown that
HRQoL, as a broad measure, can predict both morbidity and mortality [1].

According to World Health Organization (WHO) statistics, three of the top
ten causes of death related to diseases are cardiac conditions, three are res-
piratory conditions, and one is associated with physical-related activities. All
three categories involve parameters that can be measured using medical and
non-medical sensors and devices [2].

Having said that behavioral, environmental, physiological, and psychological
domains have been addressed in some other works as the four influencing domains
of health. The intensive correlation and interaction of the four domains are dis-
cussed in earlier investigations. Whether the aim of monitoring is long-term
health prognostics and short-term emergency detection and assistance, the pro-
cessing and decision-making are subject to data acquisition from multi-sensing
systems in multi-domains [3].
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Health-related signals must be measured in the places where people spend
most of their time, i.e., home, work and the means of transport used to commute
between home and work. Wearable devices, such as smartwatches are frequently
used to measure biosignals. However, to some extent obtrusiveness have intro-
duced some other alternative approaches in private places (e.g., car and home),
using non-contact, remote, or touch-based devices where wearing is not manda-
tory [4].

In this work, we aim to develop and implement a compact form factor,
low-cost, and multi-signal measuring prototype with multiple applications for
measuring HRQoL. The proposed module is operating standalone and measures
several physiological and non-physiological parameters.

2 Materials and Methods

2.1 Requirement analysis

We designed a low-cost, compact, integrative, and multi-parameters measuring
module from physiological and non-physiological influencing health domains.
We integrated photoplethysmography (PPG), skin temperature (ST), electro-
dermal activity (EDA) as well as air temperature, humidity, pressure, and
Volatile organic compounds (VoCs) sensors from physiological and environmen-
tal domains. We extracted heart rate (HR) and oxygen blood (SpO2) from the
PPG sensor which addresses the two of vital signs. We addressed the emotional
state recognition using EDA and assessed the environmental conditions using
the environmental sensors [5,6].

2.2 Sensor Deployment

Although the environmental measurements are not dependent on the touch
the physiological measurements require adequate location of sensor deployment.
Therefore, we identified the fingertip as the optimal location of touch for data
acquisition. This is reflected in PPG, ST, and EDA sensors deployment [5–7]. It
is not optimal to measure EDA only on one finger, but the limited size of the
module and setup restricts us to one finger. To improve the signal quality, the
electrodes of the EDA sensor are as far apart as possible and deployed on the
fingertip.

2.3 Electronics Design and Layout

We used Easy-EDA in order to design the electronics circuit, simulate, and build
the PCB layout. The module is battery-powered using the coin cell CR2032
appropriately positioned by a battery holder. We marked the region of fingertip
touch on the module which is 18 × 11 mm. In the contact region, we deployed
the electrodes of EDA, PPG, and ST sensors. The EDA electrodes are at the
largest distance within the contact region. The circles marked with 4 are the sur-
faces on which the electrodes are subsequently mounted. PPG and ST sensors
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are mounted in the middle of the contact region side by side to ensure appro-
priate contact ( see Fig. 1). The environmental sensor is deployed outside of the
contact region as it does not require a direct touch. We utilize inter-integrated
communication (IIC) and analog-to-digital converter (ADC) to support the ST,
PPG, environmental as well as EDA sensor communication with the embedded
system, respectively.

Fig. 1. The 3D model of the module in two layers.

2.4 Data Collection

We utilized the board-to-board connection to attach the module to Arduino
Nano RP 2040 Connect. The combination of the module and the embedded
system structured a two-layer device with a dimension of 44 × 22 mm. The
embedded system supports ADC and I2C wire data transmission protocols to
read out all sensors. It also has a 16 MB storage and a Bluetooth and Wi-Fi
modules [4,5].

2.5 Experimental design

We recruited three subjects in order to validate the module and sensors. The
subjects were healthy including 2 males and 1 female and received the consent
form. We measured data from all sensors at the same time. We used Plux sensors
as the golden standard. The data from the module was compared to the reference
sensors after the synchronization for further processing. We asked subjects to
watch a movie including 5-min neutral, 5-min sad, and 5-min joyful sections. We
fixed the module to the left hand, the second finger of the subject, and asked
the subject to wear the Plux sensors on the right hand. Prior to the experiment,
the subject was asked to relax for 5 min.

3 Results

In total, four sensors of PPG, ST, EDA, and environmental were deployed which
delivered eight parameters HR and SpO2, ST, skin conductance response (SCR),
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and air temperature, pressure, humidity, and VoC, respectively. We collected the
data for a total duration of 45 min and segmented the physiological signals into
portions of 30 s for processing and analysis. The sensors’ data acquisition was
performed at the sampling rates of 100, 1, and 0.1 Hz, respectively for PPG and
EDA, ST, and environmental sensors.

We processed 135 segments of PPG and EDA signals. ST and environmental
sensors were not subject to signal processing. The environmental data of subject
2 during 15-minute experiments shows boundary changes of 26–29 ◦C, 971.8–
971.65 hPa, and 74–63 RH%. At the same time the ST swings between 28 and
31 ◦C (see Fig. 2).

ST output differs from a regular body temperature. However, considering
both changes in the ST sensor and calibration with respect to the environmental
sensor might re-correct the output. The close distance between the two sensors
of ST and environmental indicates the influence of fingertip heat on the envi-
ronmental sensor.

Fig. 2. Example of skin temperature and all environmental parameters.

Table 1. The MAE of HR with respect to the reference sensor indicates the max and
min errors 3,9 and 1,61, respectively.

Subject 1 2 3

MAE (bpm) 3,9 3,08 1,61

The PPG signal was analyzed using the Python library HeartPy. We analyzed
the HR of the signal in 30 s intervals and calculated the difference to the signal
of the reference sensor for every interval. The mean average error (MAE) of
subjects is 2,83 bpm (see Table 1).

We applied the same analysis to the SpO2 measurements, calculated from
the PPG Signal. The average MAE of all subjects is 3,52% (see Table 2).
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Table 2. The estimated SpO2 from the module shows the reliability and consistency
of the measurement.

Subject 1 2 3

MAE (%) 3,59 3,17 3,79

Table 3. Add caption.

EDRlat EDRamp EDRrist tmax RT(50%) RT(63%)

EDA (module) 30,5 1,2 30,5 60,9 25,7 38,1

EDA (reference) 21 28,7 27,9 49 10,5 12,9

The EDA signal from the designed module and the reference sensor is
depicted in Fig. 3. Even though the signal requires further analysis, however,
the pattern of the reference signal is followed by the module, appropriately. We
analyzed some shorter intervals of the signal depicted in Fig. 3 with the Python
library from biosignals, in significant terms (see Fig. 3).

Fig. 3. EDA signal visualization for the sad video.

4 Discussion

The proposed module addresses the measurement of four domains to facilitate
the mutual interaction measurement in the later stage for more complex dis-
eases. Currently, the prototype measures HR, SpO2, and ST (i.e., physiological
domain), EDA (i.e., emotional state recognition: psychological domain), air tem-
perature, pressure, humidity, and VoC (i.e., environment domain), and raw data
of inertial measurement unit (i.e., behavioral domain). In recent years, with
increasing the attention to turning private spaces into diagnostic spaces and
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implementing the dynamic point of perception as a fundamental step in con-
tributing to a smart healthy city, the module can contribute to both approaches.
Due to the compact form factor and low cost, it can be within the interest of
users to attach it to frequently touched objects such as on the steering wheel of
a car or bicycle with which one travels distances and needs to hold the steering.
This could be considered an unobtrusive method that does not impose any addi-
tional workload on the users during their daily routine. Besides, the application
could be extended to objects at home such as a door handle or light switches
(Table 3).

This work presented is a validation of the limited number of healthy sub-
jects. In future studies, it is required to recruit more subjects with particular
applications.

5 Conclusions

We designed and implemented a compact form factor, low-cost, and multi-signal
acquisition prototype with applications in HRQoL measurement. It measures
and acquires the physiological signals from the fingertip. We could measure HR
with as small an error of 2,83. The stability and low error of SpO2 indicated
its reliability and applicability. In future applications, the respiration rate also
could be modeled and estimated based on the PPG signal. The prototype meets
the requirements of an efficient module to be deployed on the steering wheel of
cars to measure stress. As an IoT module it can also play its role in developing
a dynamic point of perception in smart healthy city.
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Abstract. Portable diagnostic tools enable the next generation of in-home sensing
and biosensing devices for screening of pathologies and monitoring of physiolog-
ical parameters. In this context, the reduction in cost of off-the-shelf electronics
components is rapidly advancing the development of affordable and easy-to-use
portable platforms. In this work we describe the development of a multisensing
platform capable of simultaneously or concurrently performing three electrochem-
ical measurements that can provide information in real time about the levels of
important physiological markers, namely pH, antioxidant capacity and conductiv-
ity of biofluids. The developed device can be wirelessly powered via an inductive
charging module and an onboard battery and transmits data via Bluetooth to a
mobile device for rapid and simple data sharing and processing. By integrating
multiple types of electrochemical sensors into an inexpensive, pocket-sized diag-
nostic tool, we demonstrate a low-cost approach to point-of-care healthmonitoring
using open-source hardware that can be readily deployed in resource-limited set-
tings. These types of inexpensive sensing modalities have the potential to provide
actionable health information as initial screening markers for the onset of several
systemic diseases.

Keywords: Point-of-care devices · Electrochemical sensors · pH · Antioxidant
capacity · Conductivity · Salivary diagnostics
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1 Introduction

The convergence of inexpensive printed circuit boards, miniaturized electronics, and
electrochemical sensing technologies has enabled the rapid development of miniaturized
and portable diagnostic devices [1]. Electrochemical sensors provide a fast, affordable,
and accurate way to detect several biomarkers in various body fluids, including saliva
[2–6], opening up opportunities for point-of-care diagnostics and in-home physiological
monitoring. However, for these devices to benefit in-home healthcare, they must be sim-
ple to operate, affordable, and able to be deployed in resource-limited settings. One way
to achieve that would be to have an onboard battery for field use that could be wirelessly
recharged for a better user experience and the reduction of unnecessarywiring. Addition-
ally, wireless data transmission to mobile devices should allow data sharing and remote
processing without dedicated cables or equipment. In this work, we demonstrate the fea-
sibility of rapidly prototyping diagnostic devices using off-the-shelf (OTS) components.
Our customized platform is based on an ARMmicrocontroller with an integrated analog
front end optimized for electrochemical sensing. This enables real-time monitoring of
three sensors, two of which are custom electrochemical sensors: an iridium oxide-based
pH sensor and a cerium oxide nanoparticle-based antioxidant capacity sensor. These
sensors measure key physiological parameters as a first step toward developing inex-
pensive and scalable tools for assessing oral health at a population level. Our device
consists of a print-ed circuit board populated with commercial electronic components
as well as our custom-built electrochemical sensors. Data from the three sensors are
transmitted digitally via Bluetooth to a mobile device for collection, visualization, and
sharing. By leveraging such an “open hardware” development paradigm based on com-
mercial off-the-shelf components, we aim to demonstrate a rapid and low-cost pathway
for prototyping future diagnostic platforms.

2 Proposed System

The structure of the proposed system is reported in Fig. 1. The building blocks of the
developed platform are the following:

• Sensor elements, including a pH sensor and an antioxidant capacity sensor
• Electronic platform, featuring the ADuCM355 as the integrated IC which includes an

ARM M3 chip and the AD5940 dedicated analog front-end, optimized for chemical
sensing. The embedded ADC is a 16-bit SAR ADC, which can work in either low-
power (800 kSPS) or high-power mode (1.6MSPS). The electronics board features
Bluetooth communication and wireless powering via inductive charging.

• Mobile device, which is used to operate the platform as well as to read and process
the output data.

2.1 Electrochemical Sensors

The reagents used in the study were analytical-grade chemicals purchased from Sigma-
Aldrich (St. Louis, MO, USA). The chemical reagents used included potassium hex-
acyanoferrate (III) (K3[Fe(CN)6]), potassium hexacyanoferrate (II) (K4[Fe(CN)6]),
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Fig. 1. Building blocks of the wireless sensing system for at-home point-of-care diagnostics

sodium chloride (NaCl), potassium chloride (KCl), sodium phosphate dibasic
(Na2HPO4), potassium phosphate monobasic (KH2PO4). Cerium (IV) oxide NP (20
wt% colloidal dispersion in acetic acid 2.5 wt%, d = 30–60 nm), which was acquired
from Merck (Darmstadt, Germany). Phosphate-buffered saline (PBS) solutions were
prepared by dissolving 8 g of NaCl, 0.2 g of KCl, 1.44 g of Na2HPO4, and 0.245 g of
KH2PO4 in 1 L of ultrapure deionized water (DI). The iridium oxide solutions for elec-
trodepositionwere obtained from4.5mM iridium tetrachloride, 0.3%hydrogen peroxide
and 40mMoxalic acid dehydrate. The solutions are then left to stabilize at room temper-
ature for one day. A set of screen-printed carbon electrodes (SPCE) of model DRP-11L
were purchased from Dropsens and consisted of a working carbon electrode, counter
carbon electrode and Ag/AgCl reference electrode. A second set of screen-printed elec-
trodes (SPE) of model 250AT were purchased from Dropsens and consisted of a gold
working electrode, a platinum counter electrode and an Ag/AgCl reference electrode.

2.2 Electronic Platform

The readout electronic module was assembled from available OTS components. The
main board that was employed is the EVAL-ADuCM355QPZ, purchased from Analog
Devices. A Bluetooth module HC-06 (Guangzhou HC Information Technology Co.,
Ltd.) and a 3.7 V 1800 mAh LiPo battery (EEMB LP953450) were purchased from
DigiKey.An inductive power transfer charging kit 3.3V500mAand aUSB-CMicroLipo
3.7 V/4.2 V 100 mA were purchased from Adafruit Industries LLC.

3 Experimental Results

The board was assembled with discrete components as listed in the description of the
proposed system. The assembly is shown in Fig. 2, which demonstrates the modularity
of the setup, where different sensors can be added and removed depending on the desired
application. The form factor, while it could be further reduced integrating the different
components into a custom portable circuit board (PCB) is still limited, which allows for
portability and field deployment. Three buttons on the board allow for the possibility
to run each test—pH, antioxidant capacity and conductivity—independently, if needed,
for maximum flexibility of the system. The electrochemical sensors constitute the dis-
posable element of the sensing system, as they are only intended to be used for a single
measurement.
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Fig. 2. Board experimental setup that includes the ADuCM355 IC, LiPo battery with microLiPo
charging module for wireless power transfer via inductive charging kit, HC-06 Bluetooth module
and multiple sensors.

The electrochemical sensors used in the study were developed following different
approaches. The nanoceria based sensor followed a drop-castingmodification, which has
been reported in literature [7–9]where a diluted dispersion of cerium oxide nanoparticles
was deposited on the surface of an activated SPCE. The activation procedure consisted
of the drop casting of 50 µL of a PBS solution followed by the application of a constant
potential of 1.4 V for 300 s.

The iridium oxide-based sensor instead followed an electrodeposition protocol. An
iridium oxide solution was prepared following the protocol first described by Yamanaka
[10]. Different voltage windows and scan rates for the electrodeposition were evalu-
ated, following a Design of Experiments (DoE) approach, in order to select the optimal
parameters for the final electrodeposition protocol. The iridium oxide solution exhibited
a storage time of at least one month, which was confirmed by UV-Vis spectroscopy.

Since the conductivity sensor has not been developed yet, a dummy cell with known
resistance has been used instead to test the developed system in a simulated condition
of known conductivity of the system.

Each developed sensor was tested in replicates (n = 3) using both a laboratory
grade potentiostat (PalmSens 4, PalmSens) and the newly developed electronic readout
device, allowing us to compare the performance of the two instruments for analytical
applications. A solution of a redox probe, potassium ferro/ferricyanide, was used to
characterize the SPCE electrode modified with nanoceria. The pH sensor, based on
iridium oxide modified screen printed gold electrode, was in turn characterized using
standard commercial pH solutions of pH 4, 7 and 10. The conductivity dummy cell has
been characterized by running electrochemical impedance spectroscopy and extracting
the resistance value from the obtained data. The results are reported in Fig. 3.

The results from the characterization tests show how the performance exhibited by
the developed portable platform almost matches the performance of a laboratory grade
potentiostat in all of the reported tests.
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Fig. 3. Analytical performance of developed electrochemical sensors and conductivity dummy
cell. A Characterization of nanoceria-modified SPCE via cyclic voltammetry (CV) over a range
of different scan rates, from 25 mV/s to 200 mV/s. B Characterization of dummy cell used for
conductivity tests simulation. C Characterization of iridium oxide-modified gold SPE via open
circuit potentiometry (OCP) using standard commercial solutions of different pH values, 4, 7 and
10 respectively.
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4 Conclusion

This study represents an initial step toward the development of a miniaturized, wireless
diagnostic device for point-of-care testing. The present work has resulted in a first pro-
totype of a portable system capable of simultaneous potentiometric, voltammetric and
amperometric measurements, powered wirelessly for in-home use. Devices like the one
reported here have the potential to enable continuous, in-homemonitoring of key physio-
logical parameters. The ability to non-invasively track biomarkers over time could allow
earlier disease detection, improved treatment efficacy monitoring, and reduced hospital
visits. Miniaturized, user-friendly devices are key to making this type of frequent, in-
home testing feasible. The diagnostic tool from this study represents an important step
toward that goal.
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Abstract. Motor deficits in the lower limbs are common in people with
multiple sclerosis (MS), impacting mobility and quality of life. Objective
and quantitative metrics are crucial for effective identification and mon-
itoring of motor deficits. Recent advancements in computer vision and
human pose estimators allow for automatic extraction of movement infor-
mation from video data, offering potential insights into human motion
patterns. This exploratory study investigates the use of Gray-Code Ker-
nels (GCKs) in characterizing gait patterns in individuals with advanced-
stage MS compared to age- and sex-matched unimpaired controls. The
preliminary results obtained demonstrate the promising potential of com-
bining GCKs and pose estimators in characterizing gait patterns, war-
ranting further investigation in this area.

Keywords: Human motion analysis · Gray-code kernels · Multiple
sclerosis · Human pose estimation

1 Introduction

Motor deficits in the lower limbs are common symptoms experienced by individ-
uals with multiple sclerosis (MS), impacting their ability to walk and reducing
overall mobility, balance, and quality of life [6]. MS is a potentially disabling dis-
ease of the central nervous system, whose symptoms vary greatly among people
and depend on the location and severity of nerve fiber damage [7].
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To monitor motor deficits effectively, objective and quantitative metrics are
crucial [15]. Such metrics can enable early and accurate assessments, personal-
ized medical decisions, and tailored rehabilitation treatments. In recent decades,
significant progress has been made in this research field, with state-of-the-art
technology offering useful and precise quantitative measures based on markers
or wearable systems [4]. However, these technologies may interfere with natural
movements, cause discomfort, and require specialized personnel [3].

Thanks to the advancements in the computer vision domain, RGB cam-
eras recently emerged as a suitable alternative to marker-based approaches, also
thanks to the recent development of efficient and accurate algorithm for human
pose estimation. The goal of human pose estimation is to determine the spatial
positions and relationships of body keypoints in images or videos. This process
involves inferring the articulated human body’s pose, comprising joints and rigid
parts, through image-based observations. Pose estimation can be performed in
3D or 2D, and the literature offers various approaches to address this problem
[5,10,16]. Human pose estimators have been successfully applied to the prob-
lem of gait analysis in motor control and rehabilitation [8,9], and combined
with data-driven techniques they provide a valuable tool for quantitative human
motion analysis in natural environments, such as home-like settings [14]. Pose
estimators provide a compact representation of pose, that can be used for a
coarse analysis of human movements in a video analysis setting. In this respect,
given the sparsity of the representation, it is beneficial to combine body key-
points with denser representations, able to capture the dynamic evolution of
pixels over time and provide an intuitive visual representation where salient
parts in the image are highlighted. This can be seen as a sort of attention mech-
anism, that can guide the following steps in the analysis. Unfortunately, also
RGB cameras present drawbacks, e.g., privacy, legal and ethical considerations
and data storage. However, the effect of these drawbacks can be reduced with
appropriate regulations.

Inspired by these considerations, in this work, we present an exploratory
study to assess the potential of Grey-Code Kernels (GCKs) [11,12] in character-
izing gait patterns in people with MS. GCKs, proposed by [1], are a family of
filters that can be used to efficiently project the content of images and videos.
They provide a way to represent motion information in a form that is easily
interpretable and computationally efficient. GCKs have been already adopted in
the field of human action recognition [13] and they seem particularly suitable to
characterize simple tasks.

The combination of GCKs and pose estimation allows for the automatic
extraction of movement information from video data, offering richer insights
about human motion patterns without interfering with natural movements or
causing discomfort to the subjects. A global dynamic representation for each
frame is computed by pooling the features obtained by the projection with the
whole family of filters. In the pooling maps relevant spatio-temporal motion
cues are highlighted. For our experiments, we acquired and analysed videos of
five people with advanced-stage MS and five age- and sex-matched unimpaired
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controls. We considered people with an Expanded Disability Status Scale (EDSS)
equal to or greater than 4.

Our preliminary analysis shows promising results in easily characterizing
motion patterns. In particular, we observe that statistics on the pooling maps
reflect impaired mobility and restricted movements in the leg of people with
MS. In contrast, unimpaired controls demonstrated a relatively more consis-
tent motion distribution with higher values in the maximum pooling, indicating
more balanced and regular gait patterns. Such results set the basis for further
investigations.

2 Materials and Methods

2.1 Dataset

We acquired videos (resolution 1280× 720, at 30 fps) of the lateral gait of 5 MS
people (5 females, mean age standard deviation: 47 6, mean disease duration
standard deviation: 12.5 10 years, EDSS mean [minimum, maximum]: 5.3 [4,
6]). The EDSS reflects the level of disability in MS, ranging from 0 (normal
neurological exam) to 10. We used only one computer webcam to minimize the
invasiveness of the setup and to explore the possibility of extracting quantitative
information with cheap tools widely available. In the same way, we acquired
also videos of the gait of 5 unimpaired controls (age and sex-matched with MS
people).

The task consisted of three different walking conditions: (i) normal walking,
(ii) toe walking, and (iii) tandem walking. For each walking condition, partici-
pants were asked to walk following straight paths, from one side of a room to
the opposite, for 6 trials. The path was 4 m long.

The study conforms to the standard of the declaration of Helsinki and was
approved by the local ethical committee (CER Liguria, No. 222REG2017). All
participants provided written informed consent prior to participation in the
study.

2.2 Our Pipeline

In this subsection we highlight the main steps we perform to analyze the videos
(summarized in Fig. 1) and assess the potential of GCKs representations to
characterise gait patterns.

– Pose estimation . We employ Openpose [2], a well known architecture
adopted in other studies [14] in the analysis and characterization of human
motion. Openpose provides accurate and real-time human pose estimation
by detecting and localizing multiple keypoints. Among them, we focus on the
knee and on the foot (those more meaningful to describe the gait) of the leg
visible from the lateral acquisition view-point.
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– Gray-code kernels computation . To efficiently represent motion fea-
tures in the video frames, we generated GCKs following the implementation
described in [12] to compute the video projection and build the maximum
and average pooling maps.

– Metrics extraction . In the maps representing the maximum and the aver-
age pooling of the GCKs, we focus on a neighborhood of the knee and of the
foot locations detected with Openpose. In such neighborhoods, we computed
statistics (i.e., mean, maximum, minimum, and median) of the values of the
maps. The choice of these metrics allow us to capture different aspects of the
motion behavior, such as average motion intensity, extreme motion events,
and typical motion characteristics. Furthermore, it allows us to compare
the gait behaviour of the two population (people with MS and unimpaired
controls).

Fig. 1. Summary of the main steps of the video analysis

3 Experimental Results

Our experimental results reveal that the maximum of the maximum pooling of
Gray-code kernels (GCKs) plays a crucial role in effectively highlighting gait
patterns in individuals with MS compared to unimpaired controls. To define
the neighborhood of the GCKs maps to focus on, we select a number of pixels
that allow us to consider the whole anatomical points: with the resolution of
the camera as reported in the methodological section, we empirically select a
square of 40 pixels side. By utilizing this specific statistical metrics, we are
able to discern differences in the motion patterns of the knee and foot between
the two groups and among all the three different gait tasks. In particular, we
report the most meaningful result: Fig. 2 reports the histograms of the maximum
values extracted from the maximum pooling of each map for each person in a
neighborhood of the foot.
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Fig. 2. Histograms of the maximum values over time of the maximum pooling of
the GCKs in a neighborhood of the foot. Left : behaviour of people with MS. Right :
behaviour of unimpaired controls. The three rows represent the three different gait
tasks: normal, toe, and tandem walk. The x axis represent the values extracted from
the GCKs maps (normalized between 0 and 1). The y axis represent the probability
associated with each value

In the case of maximum pooling, the maximum values within the neigh-
borhood around each keypoint indicate the presence of prominent and intense
motion events. We observe that individuals with MS exhibit less repetitive and
more distributed values (see Fig. 2). On the other hand, unimpaired controls
demonstrate more consistent and smoother motion patterns. Regarding the dif-
ferences across walking condition, both in people with MS and unimpaired con-
trols, it is possible to notice that lower maximum values are associated with
tandem walk.

4 Discussion and Conclusion

The observed differences in gait patterns between individuals with MS and unim-
paired controls may be relevant in the clinical context. Motor deficits in the lower
limbs are a common symptom experienced by individuals with MS, impacting
their ability to walk and reducing overall mobility and balance. Our approach,
based on the combination of human pose estimation and GCKs and subsequent
computation of meaningful metrics, may be useful to provide a quantitative and
objective assessment of these motor deficits.

The behaviour highlighted in Fig. 2 may reflect impaired mobility and
restricted movements in the leg of people with MS. In contrast, unimpaired
controls demonstrated a more consistent motion distribution with higher values
in the maximum pooling, indicating more balanced and regular gait patterns.

The analysis we performed leave some open problems that we will address in
future research. Firstly, the choice of the neighborhood size for computing GCKs
metrics can significantly impact the results. While a larger neighborhood may
capture more contextual information, it might introduce noise and reduce the
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sensitivity to subtle motion changes. Conversely, a smaller neighborhood may
miss relevant motion patterns. In this direction, consideration and further inves-
tigation on the pose estimator adopted are needed to reduce the effect of possible
mispredicitons. Then, a deeper analysis on the maps obtained with different ker-
nels is needed. Furthermore, our approach may be affected when applied to
different datasets with varying characteristics, such as different camera angles,
lighting conditions, or diverse populations. Ensuring robustness and generaliz-
ability across various scenarios remains a challenge and requires the acquisition
of additional data. Lastly, a comprehensive comparison with other state-of-the-
art methodologies (e.g., shoes-based gait analysis) would be necessary to assess
the actual potential of the pipeline.
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de los Andes 950, D5700 San Luis, Argentina

{emanuelacortezm,rpetrinodlv}@gmail.com, arcortez@unsl.edu.ar

Abstract. Auscultation of cracks in asphalt pavements plays a funda-
mental role for ensuring transportation infrastructure maintenance and
longevity. This paper presents a system that combines neural network
algorithms to detect, classify, and segment pavement cracks in order to
produce reports of the concentration of cracks in asphalt pavements. The
proposed approach generates a choropleth map that allows road inspec-
tors to quickly determine the state of the pavement and get more infor-
mation on the type of cracks present on the pavement. By implement-
ing this system, continuous auscultation of asphalt pavements becomes
feasible, contributing to effective infrastructure management and main-
tenance practices.

Keywords: Pavement crack detection · Artificial vision ·
Convolutional neural networks

1 Introduction

Pavement crack auscultation is a critical task in ensuring the maintenance of
transportation infrastructure, since cracks let the water penetrate from the sur-
face to underlying layers reducing pavement life and worsening ridability [1].
Traditional methods often require specialized equipment and manual inspection,
making them time-consuming and costly [2].

This paper presents a practical system that exploits the proven capabilities
of convolutional neural networks to detect, classify and segment asphalt cracks
[3–6]. By combining a You Only Look Once (YOLO) and a U-Net neural net-
work into a single program, the system is capable of processing a recording of a
pavement surface and a position logfile generated by a smartphone’s GPS, and
produce a report that can be used by road inspectors to determine the condition
of the pavement.

Figure 1 shows the workflow of the obtained system. By mounting a smart-
phone on a vehicle, pavement conditions can be recorded with ease in real-time.
The smartphone’s camera captures the pavement surface, while the GPS sensor
logs the vehicle’s position at regular intervals.
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Afterwards, the data is transferred to a computer for processing where the
recorded video is analyzed frame by frame using the YOLO algorithm. Combin-
ing YOLO V5 detection and Norfair tracking [7], each detected crack is identified
with a unique number, so the same crack is not detected twice. The bounding
boxes are then used to extract the cracks from the whole image and, with a U-
Net neural network [8], the crack is segmented, extracting as a result the shape
of the crack to automatically calculate the thickness and longitude of the crack.

Finally, a database is created using the ID of each crack, storing the processed
data, and a choropleth map is generated from it in order to graphically show the
information of the pavement condition regarding cracks, and allowing the user
to inspect each section of the pavement. The system was tested on two roads of
the province of San Luis, Argentina.

Fig. 1. Workflow of the designed system

2 Pavement Recording

The mounting was designed to go on top of a truck bed at a fixed height that
allows recording the entire lane width. For the auscultation of the pavement,
two resolutions were used, one being of 1920 × 1080 and a higher resolution of
3840 × 2160, both at 60 frames per second. Approximately 125 min of video
was recorded on a first run in order to generate the database needed to train the
neural networks.
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3 Crack Detection and Classification

In a first pass, the video is analyzed using the YOLO neural network, as this
is more efficient than using the U-Net network to segment each frame. In this
way, parts of the pavement where there are no cracks are not processed by the
U-Net network. Consequently, YOLO detects and classifies three different types
of cracks—longitudinal cracks, transverse cracks and alligator cracks. The U-Net
network is only responsible for the segmentation of each detected crack.

For this purpose, a custom dataset was made using images obtained from
recordings of different roads. The videos were decomposed into images, reaching
a total of 1329 images. With the help of an annotating tool, ImLabel, approx-
imately 1400 transversal cracks, 800 longitudinal cracks, and more than 500
alligator cracks were labeled. The training was conducted over 100 epochs and
the neural network achieved a recognition rate of approximately 84%. The com-
puter used for the training consisted on a AMD 5900X, a GPU Nvidia RTX 3080,
12GB VRAM and 32GB of DDR4 RAM memory. On average, the training took
around 10 min per epoch using batches of 16 images.

In addition, it is necessary to identify each detected crack with a unique
number and to retain this number until the crack is no longer present in the
video. A SORT algorithm was used for this purpose, specifically the Norfair
algorithm, as it offered better performance than other options such as KCF
or CSRT. With this identification process, it is possible to analyze each crack
individually and create a database to store all the data processed. Figure 2 shows
how the system is able to assign an ID number and keep it as the crack moves
through the recording.

Fig. 2. Tracking and identification of a detected crack.

4 Crack Segmentation

The thickness and the longitude of a crack are key aspects to take into account
when evaluating the condition of the pavement. Therefore, it is necessary to
extract from the bounding box the crack and calculate its dimensions. Figure 3
shows the result of processing an asphalt crack with a U-Net in order to com-
pletely extract the crack from the image and then calculate its proportions. For
that purpose, the U-Net network was trained for 250 epochs using de Crack500
dataset, where it achieved a efficiency rate of 79%. The platform used for the
training was the same as the one used for the training of the YOLO network.



254 E. A. Cortez Médici et al.

The resulting image is just a matrix where a values equall to 1 represent
the crack, while 0 represent the rest of the pavement. By using morphological
operations and calculating the proportion of a image pixel in real life, it is
possible to compute the thickness and longitude of each crack.

Fig. 3. Detected crack segmented by the U-Net network.

5 Map Generation

The last step is to display all the collected and processed data in a visual and
understandable way. A choropleth map allows a quick overview of the concen-
tration of cracks in the pavement. Figure 4 shows the resulting map and the
Popup windows that opens when a section of the map is clicked. The window
shows information of each crack in the zone as well as the segmented image.

Fig. 4. Resulting choropleth map [left] and Popup window [right]

6 Experimental Results

The system was used on two different roads located in the province of San Luis,
Argentina, in order to test how the system performed against varying lightning
conditions, speed of the vehicle and pavement textures.
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6.1 Ruta Provincial N.◦ 15

This road was chosen due to its deteriorated state. The system was then evalu-
ated by testing it on five sections of the road, varying the driving speed of the
vehicle. Figure 5 shows the different maps obtained for each section of the road.

Fig. 5. Results obtained for the Ruta Provincial N.o 15.

In total, the pavement auscultation for the 4 sections took approximately 90
min. The processing time of the data was greatly influenced by the resolution of
the analised video. With FullHD videos, the YOLO network was able to analise
24 frames per second, while with 4 K videos, that number decreased to 10 frames
per second. Thus, taking into account videos recorded at 60 fps, the detection
and classification process took 2.5 times longer than the video’s duration for
FullHD videos and 6 times longer for 4 K videos. Regarding the segmentation
process, it was influenced by the image resolution but also by the size of the
extracted bounding box to analise. However, it can be said that on average the
inference time for each image was around 1 s. The average vehicle speed that
allowed the pavement to be scanned with sufficient quality to properly detect,
and segment cracks was 12 km/h. Although speeds higher than 15 km/h allowed
cracks to be properly detected, the motion blur caused by the vibrations of the
vehicle hampered the segmentation performed by the U-Net.

In terms of resolutions, the one that yielded the most favorable results was
1920 × 1080. This was primarily due to the considerably faster processing speed
and the significant impact of motion blur on high-resolution images.”

6.2 Ruta Nacional N.◦ 146

Figure 6 shows the obtained map of the road auscultation for the Ruta Nacional
N.o 146. The map shows a low concentration of cracks compared to the maps
obtained for the previous test. This is consistent with reality, as this pavement
is in better conditions.

Although the neural network responsible for detection was able to correctly
detect most of the cracks present in the pavement, the U-net was not able to
successfully segment the detected cracks. Since the detection and classification
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did not fail, the system was still able to generate a choropleth map showing the
condition of the pavement and the concentration of cracks along the road.

Fig. 6. Map obtained for Ruta Nacional N.◦ 146.

Therefore, by using two different neural networks for different specific tasks,
it is possible to obtain a more flexible system that is easier to improve. One
implemented solution that drastically improved the performance of the system
was the addition of a better motion dampener to the support on which the cam-
era is placed. This reduced the motion blur in the video and allowed for better
segmentation. In order to solve the segmentation problem, another possibility
is to include more training data containing thinner cracks, images with motion
blur or with shadows from nearby objects.

7 Conclusion

In conclusion, this paper presents an innovative pavement crack auscultation
system that harnesses the power of smartphones and neural networks. By using
a smartphone for data collection and processing the recorded information on a
computer, the system provides a cost-effective and efficient solution for pave-
ment maintenance. Subsequent analysis using neural networks ensures accurate
crack detection and segmentation, enabling informed decision-making for infras-
tructure management.
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Abstract. This work presents the SensiTag, a novel Battery Assisted RFID Tag
with multi-sensing capabilities enabled by a recently introduced versatile inte-
grated sensor interface (the Sensiplus). The suggested tag enables a variety of
sensing capabilities by using both the built-in sensors within the Sensiplus and
external commercial sensors that can be connected through the interface. This
study demonstrates, for the first time, the Sensiplus platform ability to conduct
temperature measurements and communication using commercial RFID systems
at the UHF band. The SensiTag performance was assessed through experimental
testing on the prototype.

Keywords: RFID · Sensing · CMOS · Sensor interface

1 Introduction

In recent years, the Internet of Things (IoT) has experienced significant advancements.
One of the emerging goals is to establish a network of interconnected sensors capable
of collecting and exchanging environmental information [1–3]. By replacing wired con-
nections with wireless interfaces, installation and maintenance costs are substantially
reduced, and network flexibility is enhanced. RFID (Radio Frequency IDentification)
technology, specifically passive UHF (Ultra High Frequency) RFID, has played a crucial
role in developing passive labels that identify objects and store extensive information
[4, 5] also for industrial environments [6]. These labels can be remotely read by an
external reader connected to an antenna. However, the passive nature of these devices
poses limitations when they are required to perform environmental monitoring tasks
in addition to their regular functions [7, 8]. In fact, the addition of sensors increases
the tag power consumption, often requiring the use of batteries. Although incorporating
batteries introduces drawbacks, it enables the creation of wireless sensor nodes with
advanced intelligence and a wide range of functionalities applicable in various domains.
Modern RFID chips are designed to incorporate internal sensors and offer interfaces
that facilitate the integration of external sensors and microcontrollers [9]. The RFID
reader, operating under the constraints of the EPC UHF Gen2 Air Interface Protocol
[10], can be programmed to interact with the tag memory of the RFID chip. This enables
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the reader to send requests to read sensor data and receive the corresponding responses.
Some commercial readers even allow the RFID chip to operate as a bridge, acting as a
remote master node for SPI communications. However, in some instances, a separate
microcontroller connected to the tag is necessary to serve as the master node.

In this work, we propose a Battery Assisted Passive UHF Tag based on an innova-
tive low-power/low-voltage general purpose integrated sensor interface called Sensiplus
(SP-IC) [11]. In this way, the Sensiplus ability to interface with a wide range of com-
mercial sensors and to take advantage of sensors integrated within the chip itself, is
advantageously combined with the UHF RFID method for communication. The SP-IC
has been developed by SENSICHIPS s.r.l. [12] in collaboration with the University of
Pisa. The SP-IC has been already employed in different sensing applications [13, 14]
but it is the first time where it is experimentally tested in a RFID scenario.

2 Proposed System

A simplified block diagram of the proposed SensiTag is shown in Fig. 1, enclosed in the
dashed line. It consists of three main blocks: a BAP RFID TAGwhich embeds the RFID
EM4325chip [15], theArduinoNanoV3platformand theSP-IC.TheRFcommunication
is ensured by means of an Impinj RFID R420 reader connected to a A4030L Times-7
linearly polarized antenna radiating at a frequency of 865.7 MHz, placed at a distance
of 50 cm from the SensiTag. The communication between the BAP RFID TAG and the
SP-IC is managed by Arduino via SPI protocol with dedicated chip-select pins: CSRF
and CSSP. A 3.7 V Lithium-Ion cell is connected to the BAP which includes a 3.3 V
LDO in order to deliver the supply voltage to all the circuits. A commercial Negative
Temperature Coefficient (NTC) resistor (Panasonic ERT-JZEV104F) is connected to the
SP-IC. At the same time, in this work, the SP-IC internal temperature sensor is used.

Fig. 1. Simplified block diagram of the proposed system (SensiTag).

2.1 BAP RFID Tag

The BAP RFID TAG is a custom FR4 PCB based on the EM4325 RFID chip, a popular
integrated circuit for general purpose communication with passive or battery assisted
UHF RFID tag. A dipole antenna has been designed considering the standard FR4 PCB
fabrication parameters (i.e., the substrate thickness and the relative dielectric constant).
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AnL-shaped LCmatching networkwas necessary to obtain themaximumpower transfer
from the antenna to the chip. The EM4325 is programmed for BAP mode and SPI-slave
configuration.

2.2 The Sensiplus (SP-IC)

The SP-IC, whose complete functionalities and characteristics are described in [11],
is a general purpose, single chip, mixed-signal integrated sensor interface, designed
and fabricated with the standard UMC 180 nm 3.3 V CMOS process. It is capable of
interfacing with up to 16 different sensors, by stimulating them with programmable ac
and/or dc current and voltage stimulus. The corresponding response (i.e., a voltage or
a current signals, respectively) is processed by a versatile readout channel. In particu-
lar, the SP-IC can perform Electrochemical Impedance Spectroscopy (EIS) with high
accuracy, enabling the reading of resistive and/or capacitive sensors. All the SP-IC func-
tionalities are handled by the integrated digital finite state machine, which also manages
digital communication with external devices through standard SPI or I2C protocols. A
proprietary single-wire digital communication protocol is also available. As far as the
integrated SP-IC sensors are concerned, they consist in a bandgap-based temperature
sensor, a light and UV sensor and a humidity sensor.

2.3 The Arduino Nano Platform

In this application, the ArduinoNanoV3 platform is configured as SPI-master in order to
communicate with the BAP RFID TAG and the SP-IC. In particular, the microcontroller
(MCU) embedded in the Arduino platform accesses the EM4325 user memory locations
where the RFID reader writes the op-code of the corresponding requested measurement.
In this paper, as simple demonstration examples, we implemented two different mea-
surements: (i) a temperature measurement by means of the SP-IC internal temperature
sensor, (ii) a temperature measured with a commercial NTC resistor connected to the
SP-IC port. Clearly, different types of measurements can also be performed, using dif-
ferent kinds of sensors connected to the SP-IC. Once the desired measurement has been
selected, the MCU initiates the sequence of instructions to be transmitted to the SP-IC.
The MCU receives the measurement results from the SP-IC and stores them in a dedi-
cated EM4325 user memory location, remotely readable by the RFID reader. Figure 2
shows the flowchart of the software implemented in Arduino tomanage of themeasuring
process.

Fig. 2. Flowchart of the software implemented onto Arduino Nano platform.
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3 Experimental Results

A photograph of the proposed system is shown in Fig. 3, where the main components
are indicated. The system size is 15 cm × 5 cm. It is worth noting that the SP-IC is
encapsulated within a 44-pins JLCC package allowing the user to access to all the pins.
A reduction of the SensiTag size can be accomplished by designing an ad-hoc PCB with
both the SP-IC and the MCU directly soldered on it. However, possible size reduction
is limited by the dipole antenna length, designed to work at a frequency of 865.7 MHz
on a standard FR4 PCB substrate.

Fig. 3. Photograph of the proposed system with the main components indicated.

In the following, we present the results of experimental tests concerning temperature
measurements bymeans of both the SP-IC internal temperature sensor and thementioned
commercial NTC resistor connected to the SP-IC. For both the experimental tests, the
temperature was imposed and controlled by a Peltier cryostat. The temperature was
swept in the range 10–85 °C. For each temperature value set by the cryostat, the RFID
reader required one measurement with the internal sensor of the SP-IC and one with the
NTC resistor. For each applied temperature, 10 samples were recorded.

Figure 4 shows the value of the measured resistance as a function of the applied
temperature, comparedwith the characteristic reported in the datasheet of the component.
A good agreement is clearly visible, showing the SP-IC capability of interfacing resistive
sensors while being embedded in a RFID platform.

Figure 5 shows the temperaturemeasuredwith the SP-IC internal sensor (red squared
dots) and the temperature derived from measurements reported in Fig. 4 (blue triangled
dots), compared with the ideal case (black line). For the SP-IC internal sensor, a linear
fit (red dashed lines) gives the following relationship:

Tmeas = 1.0127 · Tapplied − 0.466 (1)
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The small slope and offset errors affecting the measured temperature, which can be
noticed in (1), suggest that the temperature can be measured by the SP-IC with sufficient
accuracy formany applications.As far as the temperaturemeasuredwith theNTC resistor
is concerned, the linear fitting (blue dashed line) highlighted a temperature offset value
close to 5 °C. This error may be due to the fact that the two employed sensors are in two
physically different positions and the reheating process is not uniform on the PCB.

Fig. 4. SP-IC measured NTC resistance as function of the cryostat applied temperature.

Fig. 5. Measured temperature with the SP-IC temperature sensor (red) and with the external NTC
resistor (blue)

4 Conclusions

In this work, the innovative BAP RFID SensiTag has been described. For the first time,
the Sensiplus interface has been used in a battery-assisted UHF RFID tag to perform
temperature measurements, demonstrating its versatility. The employment of the Sen-
siplus combined with a RFID interface paves the way for a promising development of
lightweight wireless sensor nodes to be deployed in a variety of environments.
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Abstract. Digital twins provide virtual replicas of medical systems, reshaping
the E-Health industry towards smart, intelligent, and proactive services. With
most existing biosensor solutions, patient data is transmitted over Bluetooth to a
gateway that in turn connects via Ethernet to a file server (or cloud) for storage and
analysis. In this work, a performance twin of a biosensor is developed, generating
self-similar ECG data at increased rates compared to the actual device. In addition,
we design a biosensor digital twin representation in the open-source Eclipse Ditto
twin management system. We evaluate the scalability of the traditional file server
and the digital twin approach. Our results indicate that the file server scales slightly
better than the digital twin sinceDitto operates in soft real-time only for rates below
4096 pulses/s. The digital twin’s energy costs from the client/server viewpoints
are also much higher.

Keywords: Biosensor · Digital Twin · ECG Monitoring · Energy · Soft
Real-Time

1 Introduction

The concept of digital twins (DT) has evolved since its inception in the early 2000s [1].
Initially focused on improving product lifecycle management, DT gained momentum
with advancements in IoT, cloud computing, and data analytics. The aerospace industry,
particularly NASA [2], played a significant role in early adoption, by applying digital
twins to simulate spacecraft operations. Industry 4.0 and E-Health have also embraced
DT for optimizing manufacturing and enhancing patient care. As technology continues
tomature, DT expands into newdomains, offering real-timemonitoring, data processing,
predictive analytics, and data-driven decision-making.

DT can be categorized into different types based on their application and complexity.
These types provide a semantic framework for understanding different manifestations
and functionalities. A performance twin focuses on real-time monitoring and analy-
sis of operational performance [3]. Performance twins continuously gather data from
sensors and devices, comparing them to expected or desired metrics. They enable orga-
nizations to detect anomalies, identify inefficiencies, and make data-driven decisions to
optimize operations and improve outcomes. They are common in E-Health, industrial
manufacturing, and infrastructure management.
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Eclipse Ditto is the most popular open-source DT platform [4]. It is a robust frame-
work that integrates the Mongo-DB database for managing DT. It supports a wide range
of operations, such as DT creation, deletion, access, search, or update via Web Sockets
or HTTP, e.g., using POST/PUT/GET/DELETE calls. MQTT, AMQP, and CoAP pro-
tocols are supported via Eclipse Hono. Commercial DT platforms like Microsoft Azure
DT, GE Predix, and Siemens Mindsphere cater to specific use cases.

In this paper, we develop a performance twin (called device twin) operating at
higher ECG rates (>256 pulses/s) than the actual pulse sensor STMicro BodyGateway
(BGW). This enables evaluating the scalability of modern E-Health facilities equipped
with higher-rate sensors. We also examine real-time ECG monitoring when the sensor’s
digital twin is represented in Eclipse Ditto, i.e., when Ditto gathers ECG data from the
actual BGW sensor [5], or its device twin. Comparing Ditto with a traditional ad-hoc file
server approach, Ditto operates in soft real-time only for rates below 4096 pulses/s. The
DT energy measured at the client/server is also higher. For the file server, we have con-
sidered a lock-free concurrent queue (called CQ) and lock-based circular FIFOs (called
list) at the Bluetooth-to-Ethernet gateway. Our results indicate that CQ is slightly faster
for large biosensor rates, above 1024 pulses/s.

We next examine how our work relates to state-of-the-art. Experimental work related
to DT in E-Health is practically non-existent. Costa et al. evaluate software aging by
deploying a vehicle DT using a Kubernetes platform on PCs [6]; for the DT, they use
ad-hoc mathematical models without Ditto. Ala-Laurinaho et al. designed a DT of an
industrial crane on a Raspberry Pi 4 using commercial frameworks, including Siemens
Mindsphere [7]. Value pairs are sent from connected subsystems to anAPI gateway using
HTTP GET/PUT requests, and packet latency is measured using Wireshark. GETs and
PUTs appear to have similar latency. Differences from our study are (a) our API service
runs directly on the server, (b) our use case focuses on E-health, and (c) we examine
soft real-time rather than packet delays. Lee et al. examine the dynamic management
of massive IoT devices using Kubernetes and DT services based on Eclipse Ditto with
Hono protocol adapters [8]. In their use case, a 16-core server runs Ditto, while 3 similar
Hono nodes load balance requests amongmultiple adapters; each adapter converts HTTP
requests into AMQP 1.0 for communicating with Ditto. Their system saturates at 700
requests/s when dozens of IoT devices (emulating mobile robots) generate 10 to 100
events/s each. Although this study examines Ditto and Hono’s limitations in massive
DT creation/access, it uses Kubernetes for dynamic management and PCs for emulating
actual sensors. Finally, Kamath et al. explore representation, real-time acquisition, data
analytics, and visualization of a smart factory using Eclipse Ditto and Hono, Apache
Kafka, Influx DB, and Grafana on a Linux server with Intel Xeon E5606 and 64 GB
RAM [9]. With 100 Things created by a laptop, Ditto is the bottleneck; it takes more
than twice the time (0.45s per request) compared to Influx DB and Grafana.

Section 2 discusses the embedded platform and software architecture. Section 3
focuses on the experimental framework comparing the file server approach with the
digital twin. Finally, Sect. 4 provides a summary and discusses future work.
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2 Biosensor, BT-Ethernet Application, and Device/Digital Twins

The STMicro BGW biosensor is a single-lead patch device operating at 128 or 256
pulses/s, supporting Bluetooth. It is like the Preventice BodyGuardian mini patch used
for recording ECG data on the cloud for almost 1 million patients in the USA.

Based on the BGW sensor, we have developed a performance twin (called device
twin) that extends the BGW operating range to 512, 1024, 2048, or 4096 pulses/s). The
device twin abstracts the BT interface, and sends self-similar ECG data at higher rates,
making it amenable for performance/scalability studies. The accuracy of the device twin
is very good since the real BGW device rarely misses its real-time deadline; in this case,
it transmits data using special delayed packets (not modeled).

Fig. 1. The BT-to-Ethernet sw stack with the biosensor and device/digital twin.

We have also developed a BT-to-Ethernet gateway on top of an ARMv7 Odroid
XU4 single-board computer. The gateway manages communication among the BGW
biosensor (or its device twin) and the file server or Eclipse Ditto (managing Things). As
shown in Fig. 1, the BT-to-Ethernet gateway uses 5 software components.

Initialization functions include (a) the BT Connect Function which uses bluez
tools to pair with the real BGW device, or (b) the Things Init (Boot) Function which
registers (using HTTP POST) the DT to Eclipse Ditto (stored inMongo-DB). The JSON
file that partially describes the BGW DT prototype is shown later. It is like a Web of
Things mapping of a physical IoT device [10].

TheBTWriter Thread transmits commands using BT packets to configure the BGW
device to transmit periodic ECG data at a specified rate, i.e., 128 or 256 samples of ECG
data per sec (with 12-bit precision); notice that the BGW device can also support the
transmission of bioimpedance and accelerometer data.
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The BGW Reader Thread uses the rfcomm library to connect and periodically
receive raw BT data from the real BGW device at 128, or 256 pulses/s [11]. Then, it
periodically extracts ECG values from raw BT data using bit operations and inserts them
either into a CQ or list structure. Alternatively, the BGW Device Twin Reader Thread
emulates the BGW device for higher rates, inserting self-similar ECG values to a CQ,
since this structure is faster.

The BT-to-Ethernet Sharing Thread periodically dequeues biometric data from the
CQ (or resp. The list) and transmits them either to (a) a file server (an Odroid XU3 board)
or (b) transfers them via HTTP PUT to the Eclipse Ditto Server (a Dell PowerEdge T330
with 32GB RAM and 4 HDD drives, running Ubuntu 22.04.2 LTS and Eclipse Ditto
3.3.0 from [4]) via a 2.1 Gbit/s TP-Link Archer C5400 router. Transmission occurs when
ECG data exceeds the current BGW rate (or 512, for rates above 1024 pulses/s); this
optimization improves network performance.

In the BGW twin (JSON), acl is the authentication section. Attributes/features
describe static/dynamic (name, value) pairs with defaults (or latest values).

3 Scalability of File Server and Device Twin Use Cases

Fig. 2. The cumulative rate of ECG samples at the file server for CQ and list.
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In our first use case, we consider traditional file server performance for both the con-
current queue and lock-based queue implementation of the BT-to-Ethernet gateway. As
discussed, gateway input is either from a real BGW device (for ECG rates of 128 or 256
pulses/s) or from its device twin (for higher rates) [12].

Large fluctuations are experienced in the instant server rate for small BGW rates of
128 and256pulses/s), sinceBGWtransmits pulses in bursts.However, as shown inFig. 2,
we concentrate on the cumulative average rate at the file server, which is more decisive
from a soft real-time viewpoint. This rate is computed using the number of ECG samples
processed and the inter-arrival latency. During the period of measurements (60 s), both
implementations (CQ and list) sustain even the higher BGW rates in real-time; graphs
for smaller rates are omitted.

In addition, we have profiled power consumption at the gateway during file server
access. For both queues, power consumption is small (~0.2 W on average, with rare
peaks at 0.6 W). Maximum power at the file server is much higher (~50W).

Fig. 3. The rate of PUT Operations on the Eclipse Ditto. PUT is slower than GET.

In our second use case, we focus on the rate of PUT operations at the Eclipse Ditto
server, when the BGW (or its device twin) transmits at 128–4096 pulses/s. As shown in
Fig. 3, the server can update the ECG array of the BGW DT stored in Eclipse Ditto in
real-time, for all sampling rates below 4096 pulses/s. Note that for 1024 or 2048 pulses/s,
there is a larger variation, however, the cumulative rate eventuallymatches theBGWrate.

Power consumption at the gateway is 3.3–3.7 W (with peaks up to 5.3 W). Power
consumption at the Ditto server is again much higher (in the region of ~90 W).

Further experiments with more simultaneously transmitting BGW devices show that
soft real-time is possible when up to two BGWdevices operate at 128 pulses/s. The same
is true, even if simultaneous GET operations occur since GET is much faster than PUT:
8 times faster for a single transmitting device, or twice faster for two devices; graphs for
this experiment are omitted due to lack of space.
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4 Conclusions and Future Work

With Healthcare 4.0, the widespread availability of smart, wearable medical sensors and
related gateway, server, and digital twin platforms can improve patient health by contin-
uously collecting and analyzing patient data. Therefore, modern E-Health architectures
must support the reliability, power efficiency, and real-time requirements of medical
monitoring and decision-support applications. In this context, this study provides a first
glimpse at the performance, scalability, and power consumption of traditional ad-hoc
file servers and digital twins.

In the future, it would be interesting to examine the system efficiency for different
data processing and propagation methods and analytics, including compression and
filtering for heart-beat detection and classification.

Moreover, the symbiosis of performance with security and data privacy in digital
twin systems for E-Health requires careful integration of existing application work-
loads with efficient security patterns, mechanisms, protocols, and policies [13]. Hence,
in this direction, it is interesting to develop reliable authentication protocols, that use
standalone, tamper-proof cryptographical circuits, and provide configurable high-level
security policies among sensor, gateway, and server entities [14, 15].
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Abstract. This paper presents the design of tiny deeply quantized neu-
ral networks suitable for super integration within the Time-of-Flight,
low-resolution, image sensor. They were aimed to achieve ultra low com-
plexity with adequate classification accuracy. First floating-point mod-
els were studied to process 8-bits images 2 × 2 pixel resolution, down-
sampled from 8 × 8 images of a public dataset. Data were acquired
with an off-the-shelf Time-of-Flight sensor. Next, many deeply quan-
tized networks were designed from scratch by using QKeras quantiza-
tion training-aware schema. 8 and 6 bits pixel depth were generated by
the sensor. Ternary, 6, and 8 bits quantizers were used along with con-
volutions and dense layers. Experimental results have shown that the
proposed deeply quantized models achieved in maximum an accuracy of
77.79% compared to 88.48% for the floating-point models. The model
size of the latters ranged from 92,320 bytes for the largest floating-point
model to 151 bytes for the tiniest 6-bits deeply quantized model.

Keywords: Deeply quantized neural networks · Time-of-flight sensor ·
Low-resolution image classification · QKeras

1 Introduction

Since 2019, the TinyML1 community demonstrated practical applications of
Machine Learning (ML) based on resource-constrained artificial neural networks
(NNs). MLCommons/Tiny2 industry benchmarks have proven that NN tiny
inferences can consume energy as low as a few tens of µJ. Recently Deeply Quan-
tized Neural Networks (DQNNs) [1] delivers un-compromised accuracy (w.r.t.
floating point 32bits (fp32) NNs) with the lowest hardware cost. This paper
investigated the applicability of DQNNs to tiny Time-of-Flight (ToF) sensors.
A possible application is detecting hand-hovering above the sensor, enabling
actions such as initiating system power-up or transition to sleep mode. For such
usage, a high resolution sensor is unnecessary and against a compact solution.
1 https://www.tinyml.org/.
2 https://mlcommons.org/en/inference-tiny-10/.
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2 Problem Definition and Requirements

The challenge was to design DQNN models tiny enough to be super-integrated
within the ToF sensor. The DQNN models shall require very limited on-chip
memory. High classification accuracy shall be achieved w.r.t. fp32 NNs. The
computational complexity, the number of multiplications and additions, shall be
the very low and use few bits. Any fp32 NN shall be deployable on a low-power
off-the-shelf micro-controller (e.g. such as the low-power STM32U53) Microcon-
troller Unit(MCU). The DQNNs shall be deemed for further hardware imple-
mentation.

3 Related Works

Reference [2] presented a self-powered module that combined energy harvesting
and gesture sensing using small low-cost photo-diodes. The recognition mod-
ule included a MCU running a robust and lightweight algorithm that could
accurately recognize finger gestures even in the presence of ambient light with
different intensities, directions, and fluctuations. The results demonstrated that
the system achieved high recognition accuracy (>96%) in all tested settings.

Tiny Deep image recognition was performed in [3] by using visual attention
condensers. The AttendNets was presented as a low-precision, compact deep NN
tailored for on-device image recognition. Experimental results on the ImageNet50
dataset showed that AttendNets lowered 3 times the number of multiplication
and addition operations and improved the accuracy by 7.2%. It required 4.17
times less parameters and minimized the memory to store the weights by 16.7
times if compared to MobileNet-V1.

Reference [4] introduced a very tiny re-configurable NN hardware able to
compensate for the sensor drift measures. The circuit required 0.0373 mm2 in 130
nm CMOS technology and a dynamic power of 1.07 µW. These results enabled
its integration in the same sensor package for pressure measures compensation.

4 Dataset and preprocessing

The dataset shapes a case study where data are captured using a low resolution
ToF.

The original public dataset is composed of ToF4 depth images sampled by a
miniature mobile robot navigating in a sand-like terrain [5]. Each image has a
resolution of 8x8 pixels. The task involves classifying the images into two classes:
Background and Robot. It comprises a total of 4,150 samples, with 2,062 samples
belonging to the Background class and 2,088 samples to the Robot class. The bit-
depth is 8 bits per pixel, where each pixel value represents the depth information.
The dataset isn’t normalized.

3 https://www.st.com/en/microcontrollers-microprocessors/stm32u535-545.html.
4 https://www.st.com/en/imaging-and-photonics-solutions/vl53l5cx.html.

https://www.st.com/en/microcontrollers-microprocessors/stm32u535-545.html
https://www.st.com/en/imaging-and-photonics-solutions/vl53l5cx.html
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Pre-processing was applied to the dataset. First, the image resolution was re-
sampled to 2 × 2 pixels. The number of samples per class was balanced resulting
in a total of 4,124 samples for the two classes (Background and Robot).

For the 6-bits and 8-bits DQNNs, the pixel values were normalized, respec-
tively, between –32 and 31 and between –128 and 127.

5 Proposed Neural Networks

The NN architectures were built on top of convolution blocks. In total, three
sets of models were investigated:

1. floating point 32-bits (fp32).
2. fixed point 8-bits (named 8q).
3. fixed point 6-bits (named 6q).

5.1 Floating-Point 32-Bit Models

The main goal was to achieve maximum accuracy. The model footprint, and the
number of parameters, were tuned w.r.t. the amount of training samples. Models
varied the number of convolution blocks, the number, and size of the filters. Some
NNs have been designed with an activation layer and/or a batch normalization
step. Non-linearity was the Rectified Linear Units (ReLU). Also fully connected
layers were used and the Softmax layer computed the probabilities for the two
output classes. The general structure of the fp32 NNs is reported in Table 1.

Table 1. fp32 NNs configurations

Series block Convolution 1D Fully connected

Series details Number of filters filters size: 2,3 or 4 batch normalization ReLU Output size ReLU, Softmax

5.2 6 and 8-bits DQNNs

Using quantization-aware training with Qkeras, the DQNN models were designed
trying to keep the same levels of accuracy w.r.t. the fp32 models.

Different combinations of numbers of convolution blocks, fully connected lay-
ers, numbers of kernels, and sizes of kernels were explored. Moreover, different
QKeras quantization functions were used covering fixed number of bits (e.g. 3, 6,
8), ternary (e.g. –1, 0, 1), and powers of two (–8 to 8). Table 2 sums up the con-
figurations and the different parameters for the proposed DQNNs. The DQNNs
differ by the fixed number of bits of the quantization function being either 6 or
8 bits for 6-bits DQNNs and 8-bits DQNNs respectively.
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Table 2. DQNNs configurations

Series block Convolution 1D Fully connected Quantizer func-
tions

Series details Kernel quantizer,
bias quantizer
quantized activa-
tion ReLU

Kernel quantizer Quantized bits,
ternary, quan-
tized po2, quan-
tized relu

6 Accuracy Studies

Performance evaluation was performed by 5-fold validation with one fold being
used for testing. Across the test fold for the different data splits, the mean
accuracy and the variance were computed. The training was performed using a
cross-entropy loss function. Figure 1 shows that the largest mean accuracy value
achieved across fp32 models was 88.48% corresponding to the model f10 with
a variance of 2%. Figure 2 shows that the greatest mean accuracy value across
DQNN models was 77.79% and was achieved by the model f10 with a variance
of 2%. The fp32 models achieved a significant higher accuracy than the DQNNs
models.

Fig. 1. Mean accuracy and variance with respect to the number of parameters for fp32
models
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Fig. 2. Mean accuracy and variance with respect to the number of parameters for
DQNN models

7 Complexity Analysis

The complexity of the fp32 models was reported in Table 3 in terms of the num-
ber of multiply-accumulate (MACC) operations, random access memory (RAM),
read-only memory (ROM) and inference time measured on the Arm Cortex-M33
MCU running at 160 MHz using an off-the-shelf cloud-based deployment (on the
MCU) service.5 The MCU embedded RAM was 768 KiB and the embedded flash
was 2 MB.

8 Conclusions

Binary classifiers of 2 × 2 ToF images of a miniature robot were studied. Several 6
and 8-bits DQNNs were compared to fp32 models. When comparing these models
in the same range of number of parameters as reported in Table 4, the gap of
the maximum accuracy between DQNNs and fp32 models was 5.58% whereas
the quantized models were significantly lower in ROM size. Future work will use
knowledge distillation in order to take benefit from the higher accuracy achieved
by the fp32 models.

5 https://stm32ai-cs.st.com/home.

https://stm32ai-cs.st.com/home
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Table 3. Complexity of fp32 models

Series model Series MACC Series ROM size [Bytes] Series RAM size [Bytes] Series Inference time [ms]

f1 46928 77440 4456 2.005

f4 46096 88904 4456 2.113

f5 38968 63896 4856 1.857

f6 43064 67992 4856 2.019

f7 17784 42712 4600 1.094

f8 24680 55696 5624 1.532

f9 47440 92320 6040 2.185

f10 44504 72204 6968 2.087

f11 31128 58832 6840 1.603

f12 39864 67208 6232 1.883

f16 6224 28728 5804 0.551

f17 10096 29420 4784 0.633

f19 10760 29200 5200 0.794

f22 3080 20304 4128 0.353

f24 4040 22724 5052 0.400

Table 4. DQNNs and fp32 models in the same range of parameters

Series model Series parameters Series ROM size [Bytes] Series mean accuracy Series maximum accuracy

6q 1 2816 2028 77.79% 78.42%

8q 1 2816 2704 73.38% 77.21%

f19 2818 29200 81.26% 82.79%
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Abstract. In this summary, we introduce a new design of the Latched
Ring Oscillator (LRO), true-random-number-generator (TRNG) on a 7-
Series FPGA, demonstrating the portability of the architecture. The
novel design, combined with a novel sampling strategy, allows to enhance
performance of the previous work, speeding up the throughput of about
265 times. The proposed LRO-TRNG effectively utilizes both meta-
stability, manufacturing variations and accumulated jitter as sources of
entropy, resulting in excellent levels of unpredictability and randomness.
The TRNG’s performance has been validated with considering NIST
and AIS-31 tests. Measurement results indicate that the LRO-TRNG
achieves an estimated entropy of approximately 7.99984 per byte (as
per the T8 test of the AIS-31) and a throughput of 201 Mbits/s using
a 450MHz clock. When compared to existing TRNGs, the LRO-TRNG
surpasses most of previously published designs in terms of the through-
put attaining a good trade-off among speed and FPGA resources usage.

Keywords: TRNGs · FPGA · Ring oscillators · Metastability · Jitter

1 Introduction

Nowadays many essential services used in daily life, such as data storage, booking
and banking, rely on authentication protocols, which should meet hard require-
ments in terms of device security. Several authentication protocols have been
proposed in recent literature [1], in order to effectively protect sensitive data on
devices through the usage of Physical Unclonable Functions (PUFs) [2–5] for the
key generation and True Random Number Generators (TRNGs) [6]. For exam-
ple, the Privacy-Preserving mutual authentication protocol requires the simulta-
neous presence of both PUF and TRNG primitives [7–9]. TRNGs are among the
most hard-to-design building blocks requiring the adoption of ad-hoc strategies
to assure good entropy performance. In addition, deploying TRNGs on portable
devices presents significant challenges due to the multitude of requirements that
must be met simultaneously.

The use of Field-Programmable Gate Arrays (FPGAs) has gained significant
popularity in prototyping and deploying embedded systems. As a result, more
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 277–283, 2024.
https://doi.org/10.1007/978-3-031-48121-5_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48121-5_39&domain=pdf
https://doi.org/10.1007/978-3-031-48121-5_39


278 R. Della Sala and G. Scotti

and more devices are leveraging the capabilities offered by FPGAs. TRNGs
typically rely on dynamic entropy sources, such as jitter accumulation [10], ther-
mal noise [11], and metastability [6]. However, the exploitable entropy sources
on FPGA devices are somewhat limited. One of the commonly used entropy
sources in TRNG architectures is jitter in ring oscillators (ROs) [6,12–15]. The
fundamental principle behind RO-TRNGs is to simultaneously stimulate ring
oscillators with different nominal frequencies and to sample their outputs at a
different sampling frequency. This process generates a random output sequence
that depends on jitter accumulation. The different ring-oscillators outputs can
be XOR-ed between each other in order to enhance the entropy of the generated
bitstream [6], at the cost of reduced Throughput. It is important to note that
these designs often require post-processing encoding schemes (e.g., Von Neu-
mann encoding [16]) to pass statistical tests, and therefore introduce additional
FPGA resources and power consumption.

In a previous study [12], the metastability of latched ring oscillator was uti-
lized as an entropy source combined with the accumulated jitter. The architec-
ture was implemented on a Xilinx Spartan-6 FPGA with a reference clock of
50 MHz, which significantly limited the throughput of the TRNG which resulted
about 0.76 MBits/s.

In this work, we present the porting of the LRO TRNG on a Xilinx Artix-
7 FPGA. As in the previous work [12], the proposed TRNG implementation
harnesses both the jitter in ring oscillators and the metastability of D-latches
as entropy sources. However, differently than [12], the design proposed in this
work instantiates 128 identical LRO cells which are sampled in parallel to bet-
ter exploit manufacturing variations. Extensive investigations were conducted to
explore the interconnections among the Artix-7 FPGA elements and to under-
stand the characteristics and physical behaviors of the built-in blocks. This
research provided valuable insights into the jitter accumulation mechanism and
allowed us to fully exploit metastability, optimizing the TRNG’s performance in
terms of entropy and randomness while minimizing hardware resources utiliza-
tion.

2 The Latched Ring Oscillator

The Latched Ring Oscillator (LRO) architecture is depicted in Fig. 1a. The sin-
gle LRO is composed by an inverter (NOT) gate and a D-type latch with an
asynchronous reset pin R. The output of the latch Q is fed back through an
inverter to the its D terminal. with this arrangement, the circuit is in a ring
oscillator (RO) configuration when the gate pin G of the latch (connected to
the START signal) goes high and the reset pin R of the latch connected to the
RESET signal is low. The startup sequence of the proposed cell is described
below:

– Reset-phase: during this phase, the RESET signal is high and the output
of the latch is forced to 0, thus its input is forced to 1, due to the inverter
behavior.
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– RO-phase: during this phase the RESET signal goes low and at the same
time the START signal goes high, initializing the oscillation.

– Sampling-phase: after Nclk clock cycles in which the ring oscillator was
allowed to oscillate, collecting Jitter, the START signal goes low forcing
the latch to be opaque (in its holed state) and thus locking the oscillation.
During this phase the LRO takes advantage of the metastability of the latch
and of the Jitter accumulated during the oscillation.

 D            Q
R               
G      

OUT

START

RESET

LRO-Cell

 D            Q
R               
G      

128

OUT

1024
FIFO

TRNG_BITSTREAM

START

RESET

SAMPLE

a) b)

Fig. 1. The Latched Ring Oscillator topology (a) and proposed scheme to enhance the
throughput of the latched ring oscillator (b).

Due to its simplicity, the single LRO is very compact, and is able to fit in only
1/4 of a FPGA Slice. Since the focus of this paper is on achieving high throughput
from this simple but effective cell, we changed our strategy, and focused on the
parallel sampling of 128 identical LRO cells, according to the scheme in Fig. 1b.
The throughput of the architecture in Fig. 1b can be expressed as:

Throughput =
fclk · Ncells

Nclk + 1
(1)

where it has been denoted with Ncells the number of instantiated cells and
with Nclk the number of clock cycles after which the output is sampled. For
the proposed design Ncells, and Nclk have been set to 128 and 10 respectively,
whereas a clock frequency of 450 MHz has been chosen. We have taken into
account also the reset phase by considering an additive clock cycle. With these
values the throughput in Eq. 1 results to be 5.24 Gbit/s.

However, as demonstrated in [12], the performance of a single LRO are not
good enough to fulfill statistical requirements, and the outputs of several nomi-
nally identical LROs have to be combined to collect enough entropy in order to
pass NIST and AIS-31 tests. In fact, due to the effect of mismatch and process
variations on routing delays, each LRO oscillates with a frequency that follows
a normal distribution N (μring, σ

2
ring). If the outputs of the 128 LRO cells are

combined, after Nclk clock cycles the output bitstream will depend on the Jitter
accumulation of the different LROs, and also on the oscillation frequency of the
different LRO instances (which is related to mismatch and process variations).
By combining these effects a very high throughput bitstream, with good sta-
tistical performances can be extracted from the scheme of Fig. 1b. The main
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post-processing approaches to combine the outputs of the different LRO cells
in a single bitstream are the Von Neumann encoding and the XOR-combining.
Both these approaches allow to improve the statistical performances, but result
in an output bitstream with lower throughput.

3 FPGA Implementation

The proposed architecture has been integrated on an Artix-7 FPGA with an ad-
hoc strategy to implement the macro cell of the latched ring oscillator, reported
in Fig. 2. Indeed, in order to make the most of mismatch and process variations,
the design should guarantee that all the cells are nominally identical. In this
way the variation of the clock frequency will be given just by the given site in
which the cell is instantiated. The 8 bit macro and the 16 identical 8 bits macros
are reported in Fig. 2a and b respectively. As it can be observed, the adopted
routing strategy allowed to obtain very similar routing connections and thus
also very similar clock frequencies for the different LROs. The average oscillation
frequency of the different LROs has been evaluated to be approximately equal to
370 MHz. For this computation the routing delay from the output of the inverter
to the input of the latch, the routing delay from the output of the latch to the
input of the inverter and finally the propagation delay of the inverter and of the
latch have been evaluated in the Xilinx Vivado environment. Being the inverter
implemented through a look up table (LUT), its delay is strongly related to the
input gate on which the operation is performed. However, this information is
not given by the producer and we considered the delay from the generic input
to the output of the LUT. Anyway, it has also to be remarked that these delays
have been extracted with considering the SLOW MAX corner and thus extracted
oscillation frequencies are a worst-case scenario.

Fig. 2. Macro of 8 bits of the LRO (a) 16 identical 8 bits macros instantiated on FPGA
(b).

4 Statistical Performance and Evaluation

Main performances of TRNGs include the throughput, the resources usage in
terms of Slice/bit, the biasing and complexity of the bitstream evaluated through
ad-hoc statistical tests such as NIST 800-90B, and entropy evaluation, for exam-
ple through the AIS-31 T8 test or through the NIST 800-22A.
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Table 1. 800-90B NIST tests

Test name Result Pass Test name Result Pass

Frequency 0.5982 � Block Frequency 0.3724 �
Cumulative Sums 0.3481/0.1573 � Runs Test 0.7345 �
Longest Run 0.1102 � Rank 0.7754 �
FFT 0.4398 � Non Overlapping 0.4651 �
Overlapping 0.1735 � Universal 0.3379 �
Approximate Entropy 0.3135 � Random Excursion 0.0349/0.2674 �
Random Excursion Variant 0.01735/0.4673 � Serial 0.0137/0.6681 �
Linear Complexity 0.5982 �

As a first characterization step of the proposed TRNG we performed the
NIST 800-90B tests on the bistream generated without any post-processing tech-
nique, and from the results it was clear that some kind of post-processing was
needed to improve the statistical properties and to satisfy NISTs’ requirements.
Then, we considered two Von Neumann rounds on the extracted bitstream, which
have been found sufficient to correct the biasing of the bitstream and to increase
the bitstream complexity. On the post-processed bitstream NIST tests were con-
ducted and results of 800-90B tests have been reported in Table 1. In addition,
AIS-31 tests were performed on the post-processed bitstream and the resulted
byte entropy (T8 test result) has been found to be about 7.99984 .

Finally, the average compression ratio due to the two Von Neumann rounds
has been evaluated on 20 bitstreams, and it has been found to be about 26,
resulting in an overall throughput of about 201 [MBit/s] ( 450·128

(10+1)·(26) [Mbit/s]).

5 Comparison with the Literature

The proposed TRNG design has been compared with others from literature, and
results are summarized in Table 2. Table 2 shows that the proposed design is able
to guarantee the highest throughput (T.P.) with respect to the recent literature.
However, if we look at the FOM reported in [12] defined as:

FOM =
TP

O.F.
· (Bits/Slice) (2)

the proposed design achieves a good value of the FOM, but the highest value
is achieved is achieved by [17] which obtains the best trade-off among resource
consumption and throughput.
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Table 2. Comparison table

Bits/Slice TP [MBit/s] O.F. [MHz] FOM [bits/Slice] Device

This work 0.1538 201 450 0.0687 Artix-7

[12] 1 0.76 50 0.0152 Spartan-6

[18] 0.0065 100 400 0.0016 Virtex-5

[17] 0.25 100 100 0.25 Artix-7

[19] 0.0714 100 400 0.0179 Virtex-6

TP: Throughput, O.F.: Operating Frequency, FOM: Figure of Merit.

6 Conclusion

In this work we ported the LRO TRNG on a 7-Series FPGA, demonstrating
the portability of the architecture. In addition a novel design has been car-
ried out to enhance throughput performance of the previous work, speeding up
the throughput of about 265 times. Despite its small size, the presented LRO-
TRNG effectively utilizes both meta-stability and accumulated jitter as sources
of entropy and make the most of process and mismatch variations by collecting
128 bits in parallel from 128 different sites. Performances have been validated
with considering NIST and AIS-31 tests. Measurement results indicate that the
proposed LRO-TRNG design achieves an estimated entropy of approximately
7.99834 per byte (as per the T8 test of the AIS-31) and a throughput of about
201 Mbits/s using a 450MHz clock.
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Abstract. In this paper we present a circuit simulator based on MAT-
LAB, developed in a dedicated way for the analysis of simple circuit
topologies given by the series between a memristor described by the
Stanford model and a current limiter. The simulator is built taking into
account critical aspects regarding the numerical integration of the Stan-
ford model. The performed simulations demonstrate the ability of the
simulator to manage the considered critical aspects, confirming the reli-
ability of the results it provides.
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1 Introduction

A non-volatile memristor can be defined as a nonlinear device which possesses
an internal state that determines its resistance. The dynamics of this internal
state is influenced by the applied excitation and encompasses an infinite num-
ber of equilibrium points within a specific range [1]. Exploiting this dynamical
property, the memristor resistance can be varied, enabling the utilization of this
device as a programmable resistor or as a component for memory storage [2]. To
investigate memristor dynamics, accurate device numerical models are manda-
tory. In particular, from a circuit design point of view, models should allow the
retrievement of information regarding the relationship between the character-
istics of applied stimuli and the resulting memristor state dynamics, given an
initial state condition. Among the different solutions presented in literature, a
large number of models are deterministic [3–6], based on a relation and a differ-
ential equation of the form: {

fm(i, v,M) = 0,
dM
dt = Gm(i, v,M),

(1)

where M ∈ R
n is the internal state variable and i, v ∈ R are the memristor

current and voltage, respectively. One of the most relevant proposals among this
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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class of models is represented by the Stanford model [7]. In our research activity
we investigate the dynamical aspects of non-volatile memristors programming,
referring to the Stanford model representation [8]. We refer to the generic cir-
cuit topology shown in Fig. 1, given by the series between a memristor and a
generic two-terminal nonlinear resistor acting as a current limiter. In detail, we
relate the static characteristics of the limiting circuit to the dynamical charac-
teristics of the memristor. In the investigation process, a fundamental tool for
the verification of hypotheses is their validation through simulations based on
the numerical integration of the circuit. In this sense, a simple simulator is not
enough, as it does not allow the implementation of the preliminary static analy-
ses of the circuit and the comparison of the simulations with the fixed premises.
For this purpose, despite the fact that a Stanford model official description in
Verilog-A compatible with SPICE is available [9], we developed a dedicated work
environment, capable of configuring the simulation parameters on the basis of
the preliminary theoretical analyses, accurately simulating the circuit, and inter-
facing the simulation results with the initial hypotheses.
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Fig. 1. Generic representation of a current-limited memristor circuit topology.

In this work, we present our dedicated simulation environment based on
MATLAB, purposely designed to provide low-level control of simple circuit
topologies referable to the scheme shown in Fig. 1, in which the current limiter
can be implemented through sub-circuits with different complexities. The paper
is organized as follows. In Sect. 2 the critical aspects of the Stanford model with
respect to its simulation over time are presented. In Sect. 3 the developed simula-
tion environment is described. Experiments, conclusion and references conclude
the paper.

2 Stanford Model

Stanford model concerns filamentary devices characterized by a two-dimensional
state M ∈ Ω = {(g, T ) ∈ [gmin, gmax]×R

+}, where g is the distance from the tip
of the conductive filament to the top electrode of the memristor (i.e., the gap



286 R. Moretti et al.

distance) and T is the device temperature. Without going into detail about the
model equations, we focus for our purposes on the differential equation describing
the gap distance dynamics:

dg

dt
= −v0

(
exp

(
A(v, g)

T

)
− exp

(
B(v, g)

T

))
− n(g), (2)

where A(v, g) ∝ −vg3 and B(v, g) ∝ vg3. n(g) ∈ N[gmin,gmax](g), i.e. it belongs
to the normal cone to the gap domain [gmin, gmax], according to which when
g = gmin the gap time derivative can only be zero or positive, and when g =
gmax the gap time derivative can only be zero or negative [10]. This equation
is problematic from the viewpoint of its numerical integration for two main
aspects. The first problem is its stiffness. The trend of (2) can be approximated
by a hyperbolic sine. This entails that the derivative of the gap passes from
almost negligible values for low voltages to very high values as soon as a threshold
condition is exceeded. This behavior is compatible with the condition of stiffness,
for which explicit numerical integration methods (such as the explicit Runge–
Kutta methods) or implicit methods of higher order than the second become
unstable [11]. The second aspect to deal with is the presence of the normal cone.
When the gap distance reaches one of the extremes of its domain, the simulator
must intervene by verifying the value of the derivative as a function of the current
state of the circuit, canceling it in case the gap distance would exceed its domain.

3 Simulation Environment

The proposed simulator has an object-oriented structure, in which the circuit and
its components are defined as classes providing properties and methods necessary
for their simulation. In the proposed simulation environment objects are instan-
tiated within scripts, which allow for the proper dimensioning of the parameters,
the configuration and launch of the simulations, the collection and plotting of the
results. Compared to a commercial simulator, the developed work environment
allows the user to intervene on the sizing of the circuit, the parameterization of
the simulation and the analysis of the results with dedicated functions, oriented
towards a low-level control. Specifically, the simulator: implements algorithms
for sizing circuit components based on a static analysis; allows to carry out
transient simulations with full control over all the parameters of the numeri-
cal integration method, also including the possibility of performing parametric
simulations, which can be extended to each element of the circuit; has an event
state machine for the correct simulation of the memristor dynamics; performs
intermediate and post-simulation analysis and plotting of the simulated signals.
The structure of the simulator is designed in a modular perspective, so as to
allow the user to add or remove features according to the needs. The result is
a versatile tool, which can be adapted to simulate different circuit topologies
with respect to those presented in this paper, with a limited effort by the user.
Due to lack of space, in the following we limit the presentation to an in-depth
analysis of the solutions developed to manage the chief critical aspects related
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to the Stanford memristor model, introduced in Sect. 2. For a further insight on
the simulator, the reader can refer to the source code available in [12].

3.1 Stanford Memristor Class

The stanfordmemristor class contains the information required to simulate
a Stanford model-described memristor. The model parameters are defined as
class properties, while the equations defining the device behavior have been
implemented as class methods. The gap distance time derivative is computed
by the gaptimederivative method. The method takes as inputs the memristor
voltage, the gap distance value, the memristor temperature value and a special
variable gregion. This variable defines the behavior of the derivative at the
extremes of the domain of the gap. The management of this variable is entrusted
to the circuit class containing the memristor, according to an approach described
in Sect. 3.2.

3.2 Circuit Class

Each circuit is defined by a class, according to a template which guarantees their
interchangeability within the scripts. The components of the circuit are defined
through their respective classes as properties, which must be instantiated at the
time of construction of the object. The template imposes that the methods of
each class are defined with the same name, the same input variables and the
same output variables. What distinguishes one circuit from the other are only
the operations carried out within the methods. This structure allows to analyze
different circuits using scripts by modifying only the name of the constructor of
the object, keeping all function calls unchanged. The transient simulation of the
circuit is carried out through the transient method. To handle the stiffness of
the gap distance time derivative, the method performs the numerical integra-
tion of the circuit using the MATLAB function ode15s. ode15s is a multistep
solver which can use the backword differentiation formulas (corresponding to the
SPICE Gear method), and belongs to the set of stable solvers with respect to
stiff integration problems [13]. The transient method also handles the variable
gregion described in Sect. 3.1. The method defines for the ode15s function four
events that interrupt its execution before the configured stop time is reached.
Events are crossings of the gap distance at the following values:

1. gmin with negative gradient;
2. gmin + ε with positive gradient;
3. gmax − ε with negative gradient;
4. gmax with positive gradient.

ε is a multiple of the machine epsilon corresponding to the minimum variation
of the gap distance detectable by the function ode15s starting from gmin and
gmax. The method initializes the variable gregion according to the initial value
of the gap distance ("gmin" if g ≤ gmin + ε, "gmax" if g ≥ gmax − ε, or an empty
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string), after which it calls ode15s . When exiting the function, the method
checks if an event has occurred, updates gregion and restarts the simulation
from the moment of the event. With reference to the list defined above, events 1
and 4 correspond to the achievement of one of the extremes of the domain of the
gap distance. As a result, gregion is updated to the values "gmin" or "gmax",
respectively, forcing the vanishing of the derivative in the corresponding direction
out of the domain. Conversely, events 2 and 3 indicate that the gap distance has
moved into the interior of the domain, thus allowing positive and negative values
of its derivative.

4 Experiments and Results

To check the previously described simulator properties, the case of a memris-
tor in series with a linear resistor has been considered. Figure 2 shows the time
simulation of the sequence of two pairs of excitation pulses (the first negative
and the second positive), assuming an initial value of the gap distance within its
domain. The resistor is sized to ensure that a pulse carries the gap distance from
one domain end to the other. From the red line in Fig. 2b it is possible to appre-
ciate the stiffness of the equation which describes the time derivative of the gap
distance. In fact, the derivative reaches extremely high peaks in correspondence
with the excitation voltage level transition. Together with this aspect, we also
appreciate the ability of the simulator to manage the dynamics of the gap dis-
tance in correspondence with the extremes of its domain. Notwithstanding the
high values of its derivative, upon reaching the upper or lower extreme, the gap
distance enters a saturation condition, from which it exits only in correspondence
with the next inversely biased pulse. These results confirm the correct behavior
of the simulator, proposed as an alternative to others based on Verilog-A models

Fig. 2. Transient simulation of the series between the memristor and a linear resistor. a
Excitation voltage applied to the series. b Black line: gap distance; red line: gap distance
time derivative absolute value; grey dashed lines: gap distance domain boundaries.
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5 Conclusion

In this paper we presented a circuit simulator based on MATLAB, developed in
a dedicated way for the analysis of simple circuit topologies given by the series
between a memristor described by the Stanford model and a current limiter. The
simulator was developed in the context of a research activity oriented towards
the study of memristor programming techniques. In this activity the analysis of
transient simulations is combined with numerical investigations based on non-
linear equations solvers. This entails the need for a simulation environment that
goes beyond the classic SPICE simulators, also requiring the implementation
of dedicated pre- and post-simulation processing features. The simulator was
built taking into account critical aspects regarding the numerical integration
of the Stanford model. Experiments demonstrated the ability of the simulator
to properly manage the considered critical aspects, confirming its reliability. In
its present form the simulator is suitable for the simulation of low-complexity
programming circuits based on current limiting. Future activities envisage the
extension of the simulator functionalities, aimed at its use for the simulation of
more complex memristor-based circuits.
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Abstract. We investigate the possible application of Artificial Neural
Networks (ANNs) to monitor and test hardware True Random Num-
ber Generators (TRNGs). The preliminary results have been obtained
developing original investigation and design tools, including the char-
acterization of optimized statistical estimators, considering a class of
TRNGs based on binary Markov Chains. Due to the large amount of
data required during the design of the ANN we developed an original
flexible Database Management Systems to manage and generate train-
ing and testing data samples organized in a Object Oriented Database.
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1 Introduction

Machine learning (ML) is a continuing evolving field that has achieved signif-
icant prominence in recent years. Nowadays, the application of Artificial Neu-
ral Networks (ANNs) to hardware security [1] and cryptography [2–4] is an
emerging research topic [5,6]. In this brief, we investigate the possible applica-
tion of ANNs to the assessment and monitoring of hardware True Random Bit
Generators (TRBGs), targeting low/medium-complexity solutions suitable for
hardware-based lightweight cryptography.

Previous research introduces machine learning classifiers focusing on specific
statistical features in data sequences, in particular on highly sensitive statistical
tests designed to validate the output of cryptographic True Random Number
Generators (TRNGs) [7,8]. In contrast to the previous approaches, we focus on
the direct estimation of the TRNG information source entropy, which involves
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 291–296, 2024.
https://doi.org/10.1007/978-3-031-48121-5_41
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a more flexible technical framework that is well-suited for TRNGs monitoring,
development and validation [9,10]. In detail, we target a test system suitable
to detect static or dynamic degradation of the entropy with respect to a given
threshold level.

Fig. 1. Flowchart describing the reference design flow followed in our research.

The reference design flow followed in our research is shown in Fig. 1. Once
given the class of TRBGs under investigation, the statistical feature (e.g., in
our case, the source entropy and the classifier specification and constraints (e.g.,
entropy threshold level, classification accuracy, speed, computational complex-
ity, hardware resources and target device), an iterative design flow is followed,
targeting the system specifications. The design flow shown in Fig. 1 involves
several sub-problems to be addressed, including the design and characterization
of specific statistical estimators, considering the class of TRBGs under investi-
gation.

In this work we present in detail the research activity carried out to investi-
gate the latter mentioned sub-problem, and the original design tools developed
to perform the activity 6 in the flowchart (i.e., “6. Training and Test Dataset
Creation”), considering a specific class of TRNGs based on Markov Chains.

2 Design and Characterization of Specific Statistical
Estimators

The TRNGs considered in this work were based on Markov Chains, that are
low-complexity stochastic models that can offer a variety of dynamical behaviors
suitable to emulate different statistical defects affecting actual entropy sources
[10]. In detail, a binary Markov Chain has been considered, defined by a 2 ×
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2 parametric state transition probability matrix dependent on two parameters
only [10]. On the other side, the statistical feature considered in this work is
the Average Shannon Entropy (ASE) [10] that results particularly effective and
based on low-complexity calculations [9].

Approximated estimations of the ASE can be obtained with parametric esti-
mators, with accuracy that depends on the length of the observed random
sequences, the length of the binary words setting the source alphabet and the
source entropy [9]. As a result, the first problem that we investigated was to
identify an adequate sizing of the ASE estimator, considering the need to label
hundreds of thousands of sources for the creation of the training and testing
dataset.

Accordingly, we investigated the impact on the ASE estimation relative error
of the observed random sequence length, as a function of the nominal source
entropy. As shown in Fig. 2, for random sequence lengths larger than 3 · 106

bits, the relative error is lower than 0.4% for binary words of 12bits (analysis
performed evaluating 100 observations for each parametric point). For the same
random sequence lengths and ASE levels greater than 0.3 bit/symb the relative
error resulted lower than 0.25%. This means, in absolute terms, a worst case
estimation error of 0.0025 bit/symb for the highest source entropy levels (≈ 1
bit/symb).

Fig. 2. The impact on the ASE estimation relative error of the observed random
sequence length, as a function of the nominal source entropy. Error bars report the
maximum and minimum occurrences (100 observations for each parametric point).

Once the random sequence length has been set to 3 · 106 bits, a similar
analysis has been carried out considering the impact on the ASE estimation
relative error of the binary words size ranging between 4 and 12 bits. Results
have been reported in Fig. 3 (analysis performed evaluating 100 observations
for each parametric point). For entropy levels greater than 0.3 bit/symb the
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Fig. 3. Flowchart describing the reference design flow followed in our research. Error
bars report the maximum and minimum occurrences (100 observations for each para-
metric point).

relative estimation error turned out to be lower than 0.5% considering sizes of
the alphabet binary words greater than or equal to 10 bits.

Using the designed estimator, the authors could perform a complete charac-
terization of the parametric Markov Chain model, obtaining a numerical relation
between the source entropy and the two parameters of the binary Markov Chain.

3 Development of an Object-Oriented TRNGs Database
Management System for ANN Training and Testing

Nowadays, Database (DB) Management Systems (DBMSs) are crucial for effi-
cient data storage, recovery and management, enabling scalability and inte-
gration in distributed systems. Object Oriented Programming (OOP) supports
modular, reusable and maintainable code, enhancing software design principles
such as abstraction, inheritance and polymorphism. Joining DBs data persis-
tency and OOP coding results in robust and scalable applications called Object
Oriented Databases (OODs).

Due to the large amount of data required during the design of the TRBG
monitoring ANN, we developed an original flexible DBMS to manage and gen-
erate training and testing data samples organized in a OOD. In the consid-
ered application an ANN has been designed to classify different kinds of images
obtained by pre-processing random data (operation 4 in Fig. 1) [10]. Accord-
ingly, the designed DB has been organized in three tables associated to the
TRBG models, the pre-processed images and the estimated statistical features
(the ASE, in this work) used to label the random sources, respectively. The latter
two tables are related to the first table by a 1 to many relationship, as shown in
Fig. 4.
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Once the database architecture has been defined, adopting the OOP approach
the class objects have been developed in Matlab environment. Table records are
managed by specific methods (i.e., getters and setters) providing the function-
ality of standard queries.

Fig. 4. Entity-relationship model describing the DB architecture.

4 Results & Conclusion

Using the developed design tools and following the flowchart shown in Fig. 1
the authors could first design an optimized ANN built and trained in Python
language, using TensorFlow and Qkeras frameworks. We also performed a prelim-
inary investigation of the hardware complexity involved by the proposed archi-
tecture using high level synthesis tools in the Xilinx and Matlab environments
targeting a Xilinx Zynq Ultrascale Multiprocessor System on Chip (See Fig. 5,
also reporting information about the hardware consumption and timing results).
Referring to an entropy threshold level of 0.98 bit/symb, the relative classifica-
tion error of the classifier resulted not greater than 0.3%.

Fig. 5. Preliminary investigation of the hardware complexity involved by the proposed
architecture using high level synthesis tools in the Xilinx and matlab environments
targeting a Xilinx Zynq ultrascale multiprocessor system on chip.



296 T. Addabbo et al.

In conclusion, we have investigated the possible application of Artificial
Neural Networks to monitor and test entropy sources. The preliminary results
have been obtained developing original investigation and design tools, including
the characterization of optimized statistical estimators, considering the class of
TRBGs based on binary Markov Chains. Also, due to the large amount of data
required during the design of the TRBG monitoring ANN (i.e., in the activity
“6. Training and Test Dataset Creation” reported in the flowchard in Fig. 1),
we developed an original flexible DBMS to manage and generate training and
testing data samples organized in a OOD.
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Abstract. In the last decades, the space sector has been the subject of
significant technological improvements and investments from both gov-
ernment agencies and private companies, generating an increase in data
rates and volumes of exchanged data. Accordingly, the security threats
and the number of documented cyberattacks have grown. In order to
meet the requirements of space applications, the Consultative Commit-
tee for Space Data Systems (CCSDS) has issued and maintained a series
of reports and recommendations over the years, including a set of stan-
dards aimed at efficiently exploiting the communication channels. In this
work, we present the implementation of an Advanced Encryption Stan-
dard – Galois/Counter Mode (AES-GCM) core on space-grade FPGAs,
that is compliant with the latest CCSDS security standards and outper-
forms the state-of-the-art in terms of resource efficiency.
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1 Introduction

The advent of the New Space Economy [1] is favoring the ambitious interven-
tion of private investors in the space sector, which for a long time enjoyed pre-
dominant institutional support, having the effect of pushing to the limits the
requirements related to both data rate speed and security of the communication
links [2]. In 2020, research by Morgan Stanley [3] estimated that the global space
industry could generate revenues of more than 1 trillion by 2040 from the current
350 billion. In this scenario of rapid and significant growth, cybersecurity has
become a central issue in the debate on the development of space applications
[4,5] indeed, the number of cyberattacks has significantly grown [6].

The Consultative Committee for Space Data Systems (CCSDS) has issued
and maintained a series of reports and standards to meet the requirements of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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space applications over the years. These requirements are applicable to both the
satellite-to-ground (downlink) and ground-to-satellite (uplink), actually showing
an average data rate per satellite from 2.04 Gbps to 22.74 Gbps [7]. Remote
controls sent through the uplink as telecommand (TC) packets need protection
against unauthorized tampering; scientific payload data transmitted through
the downlink as telemetry (TM) packets require confidentiality. The CCSDS
reports 350.0-G [8] and 350.1-G [9] provide an overview of possible threats and
introduce multiple options for implementing security mechanisms. In particular,
[8] presents the space link reference model and compares it against the OSI
model (Fig. 1).

Fig. 1. CCSDS space link reference model with security options [8]

According to [10], we focused our work on the development of a hardware
accelerator to address the space security requirements at the Data Link layer,
with the goal to implement a solution that is both high-speed and efficient in
terms of supported data rate per used logic resources.

2 Space Data Link Security

The corresponding layer in the CCSDS space link reference model is the Space
Data Link Security (SDLS) layer, which is regulated by the CCSDS standards
352.0-B [11] and 355.0-B [12]. The SDLS introduces a frame format integrating
a Security Header and an optional Security Trailer, respectively, before and after
the payload (i.e. Frame Data in Fig. 2), and to be set accordingly to the employed
cryptographic algorithm.
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Fig. 2. Transfer Frame structure with/without SDLS fields [12]

Between the algorithms specified by [11,12], this work presents the imple-
mentation of the Advanced Encryption Standard – Galois/Counter Mode (AES-
GCM) [13] because it offers a comprehensive solution for addressing all the secu-
rity requirements for space communications, providing at the same time confiden-
tiality, data integrity, and data authentication (i.e. authenticated encryption).
The implementation of the other algorithms will presented in other works.

3 Implementation of a Hardware AES-GCM Core

The AES-GCM algorithm is a mode of operation of the AES cipher [14] that
exploits the AES—Counter Mode (AES-CTR) algorithm [15] for data encryp-
tion and decryption, and Galois multipliers for the MAC generation and veri-
fication. We designed the core in SystemVerilog, by exploiting the AES engine
proposed in [16–18] for high-performance computing applications. In particular,
we modified and optimized the engine for the implementation on space-grade
FPGAs. The main modification concerned the S-box, the substitution circuit
of the substitution-permutation network on which the AES is based [14]. Since
the release of the AES standard [14], the optimization of this circuit gained
particular interest from researchers, because it is the most expensive in terms
of area and critical delay among all the operations of the AES algorithm. All
the main works typically converge on solutions based on field arithmetic [19,20]
instead of solutions based on Look-up Tables (LUTs), because they lead to more
compact and more efficient implementations on standard-cell technologies. Any-
way, in recent years the trend inverted for FPGA implementations thanks to
technological advances on these devices [21], and we opted for this last.

Fig. 3. Outline of the implemented AES-GCM core

The resulting hardware accelerator is shown in Fig. 3, and it is mainly com-
posed of a GCTR core for encryption/decryption of data and a GHASH unit
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dedicated to the generation of the MAC. The GCTR core is built on top of
an underlying AES-CTR module, that can be replicated in cascade in order to
form a pipeline for maximizing the throughput without affecting the maximum
frequency. The GHASH module is based on a Galois multiplier and works in
parallel to the GCTR core. In addition, the core can be customized through
other synthesis parameters to select the supported key size (i.e. only 128 bits,
only 256 bits, or both), varying the utilization of logic resources accordingly.

4 Results and Comparison with the State-of-art

We implemented the AES-GCM core on different space-grade FPGAs, in partic-
ular on a Kintex Ultrascale KU060 and a Virtex 4QV by Xilinx/AMD, and an
RTG4 by Microsemi. The implementation results shown in Table 1 refer to the
proposed AES-GCM core configured to support both 128-bit and 256-bit keys
and instantiate a single AES-CTR module.

Table 1. Implementation results on space-qualified FPGAs

Space-qualified FPGA Frequency Resource utilization Throughput Power consumption

KU060 224.37MHz 665 CLBs 2.871/2.051 Gbps 239 mW

RTG4 71.39MHz 5967 LEs 913.8/652.7 Mbps 161 mW

Virtex 4QV 139.7MHz 2832 Slices 1.788/1.277 Gbps –

CLBs (Configurable Logic Blocks), LEs (Logic Elements), and Slices in
Table 1 are the programmable logic resources of the corresponding FPGA
device; the column Frequency indicates the maximum frequency (fmax), and
the throughput is indicated, respectively, for the encryption (or decryption) pro-
cess with 128-bit/256-bit keys. Being 128 bits the length of data blocks, the
throughput (THR) can be calculated as:

THR =
128 · fmax

CPD
(1)

CPD in Eq. 1 stands for Clock per Data and indicates the number of clock
cycles required to generate an output data block. Such value depends on the
number N of instantiated AES-CTR modules inside the GCTR core according
to the formula:

CPD =
⌈
L

N

⌉
(2)

L in Eq. 2 is the latency expressed in clock cycles (cc) and corresponds to
10/14 cc, respectively, for 128-bit/256-bit keys. The maximum number of cas-
cadable internal AES-CTR modules is N = 10 (only 128-bit keys), or N = 14
(only 256-bit keys or both 128-bit/256-bit keys), maximizing the throughput in
each case (CPD = 1). For instance, the maximum achievable throughput for the
implementation on the FPGA KU060 is 28.71 Gbps, which gives the possibility



Highly-Efficient Galois Counter Mode Symmetric Encryption Core 301

to support the maximum average data rate per satellite (22.07 Gbps).

The state-of-the-art related to the implementation on space-grade FPGAs
of AES-GCM cores for the CCSDS standards [11,12] offers only one (recent)
work [22]. The authors of [22] use a Virtex 4QV FPGA and propose a pipelined
architecture with 7 stages, similar to ours when configured with N = 7 and
only 256-bit keys. Therefore, we configured our AES-GCM core accordingly to
make a fair comparison. The results are reported in Table 2 highlighting the
better resource efficiency of our proposal. In addition, our solution is able to
double the throughput without doubling the resources. Indeed, if we configure
our core with N = 14, only the number of the AES-CTR modules shown in
Fig. 3 is doubled (i.e. only the GCTR core is doubled), while the GHASH core
that works in parallel to the GCTR core is not modified. As the cascading of
the AES-CTR modules does not affect the maximum frequency, the resulting
(doubled) throughput of 17.88 Gbps can be calculated from Eqs. 1 and 2 by
using L = 14 (due to the usage of 256-bit keys), N = 14 and the maximum
frequency of 139.7 MHz reported in Table 2.

Table 2. Comparison with the state-of-the-art

Fmax Resource Utilization Throughput Resources Efficiency

[22] 139.725 MHz 16393 Slices 8.942 Gbps 0.546 Mbps/Slice

This work 139.7 MHz 15488 Slices 8.941 Gbps 0.577 Mbps/Slice

5 Conclusions

In this work, we present the implementation of a configurable AES-GCM core
in SystemVerilog to protect space communications by satisfying the security
requirements specified by the CCSDS Space Data Link Security protocol. The
proposed core can be configured to find the most efficient solution in terms of
throughput per resource utilization, and it outperforms the state-of-the-art in
terms of efficiency, being able also to support the average data rates of modern
space applications with throughputs up to 28.71 Gbps on space-grade FPGAs.

Future works will include the evaluation of the proposed core for Automotive
Ethernet security applications [17] and the analysis of Side-Channel vulnerabil-
ities [23].
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Abstract. Pedestrian detection has extensive applications in computer vision,
such as intelligent transportation and security surveillance. YOLOv7 is an object
detection model that achieves real-time object detection by dividing the image
into grids and predicting bounding boxes and classes for each grid. This study
explores and optimizes pedestrian detection based on the YOLOv7 model. Firstly,
a large-scale pedestrian dataset is used to train and fine-tune the model to improve
detection accuracy and robustness. The YOLOv7 model demonstrates powerful
pedestrian detection performance, achieving a high average precision (AP) of 0.92
and a recall rate of 0.85. Experimental results indicate that the pedestrian detection
method based on YOLOv7 achieves good results in terms of accuracy and speed,
and it has high practical value and application prospects.

Keywords: Object detection · Pedestrian detection · YOLOv7

1 Introduction

Object detection is a task in the field of computer vision that aims to enable computers
to automatically identify and locate objects in images, providing a foundation for many
applications such as intelligent surveillance, autonomous driving, and medical image
analysis [1, 2]. The significance of object detection lies in enhancing the computer’s
understanding and classification of complex scenes, thereby improving human-computer
interaction and reducing human workload.

Pedestrian detection, as an important research direction in computer vision, has
received wide attention. With the rapid development of intelligent transportation and
security surveillance, accurate and efficient pedestrian detection algorithms are crucial
for real-time object recognition and tracking [3, 4]. However, pedestrian detection still
faces a series of challenges due to the complexity of factors such as pedestrian poses,
scales, and occlusions. Pedestrians may appear in various poses, leading to changes in
their appearance and shape in images, making them difficult to detect and recognize.
Pedestrians can have different scales and proportions, requiring the use of multi-scale
detection algorithms to detect pedestrians of different sizes. Additionally, consideration
needs to be given to different image resolutions for pedestrian detection in different
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environments. Pedestrians may be occluded by other pedestrians or objects, making
them difficult to detect. In such cases [5, 6], occlusion detection algorithms [7, 8] and
corresponding processing techniques [9, 10] are needed to detect pedestrians. In recent
years, object detection algorithms based on deep learning have made significant break-
throughs, and the YOLO (You Only Look Once) model has attracted attention due to its
real-time performance and accuracy. The YOLO model transforms the object detection
task into a regression problem by dividing the image into grids and predicting each grid’s
targets, significantly improving detection speed. YOLOv7, as an improved version of
the YOLO series, further optimizes accuracy and efficiency, making it a powerful tool
for pedestrian detection.

This paper aims to conduct research on pedestrian detection based on the YOLOv7
model. We utilize a large-scale pedestrian dataset for model training and fine-tuning to
improve the accuracy and robustness of pedestrian detection. Additionally, we propose
some improvement methods to enhance detection performance in challenging situations
encountered in pedestrian detection.

2 YOLOv7 for Pedestrian Detection

YOLOv7 is an extended version of the YOLO (You Only Look Once) model, aimed at
achieving real-time object detection without sacrificing accuracy. Similar to YOLOv4,
YOLOv7 is based on the Darknet neural network framework, which includes the back-
bone network, intermediate network, and head network. In terms of pedestrian detection,
YOLOv7 demonstrates excellent results due to its real-time performance and high detec-
tion accuracy. By utilizing pre-trainedweights and transfer learning, the YOLOv7model
can be fine-tuned to detect pedestrians in different scenarios.

2.1 YOLO V7 Model Structure

YOLO v7 network model as shown in Fig. 1. It is mainly includes input (Input), back-
bone network (Backbone), head (Head) three parts, input layer to input picture resize of
640x640 size, input into the backbone network, Backbone module consists of several
CBS convolutional layers, ELAN convolutional layers and MPConv convolutional lay-
ers, of which SBC consists of convolutional layers, batch normalization layers (Batch
Normalization (BN), SiLU activation function, used to extract image features at different
scales. The CBS convolutional layer is an improvement on Batch Normalization. Batch
normalization refers to the standardization of the data in each batch, while the CBS
convolutional layer is to standardize and scale between different feature channels, so
that the features between different channels are more independent and balanced, thereby
improving the generalization ability and robustness of the model. ELAN convolutional
layer is a convolutional layer that introduces attention mechanism, which weights the
features of different channels by calculating the similarity between different channels in
the feature map, so that important features can be better captured and utilized, thereby
improving the accuracy and efficiency of the model. TheMPConv convolutional layer is
a mixed-precision convolutional layer that accelerates the training and inference process
of the model by using half-precision floating-point numbers to reduce the amount of
computation and storage space for convolution computation.
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Fig. 1. Specific structure of YOLOv7.

2.2 Optimization Method

Adaptive Moment Estimation (Adam) is a commonly used optimization algorithm for
training deep learning models. The specific principle of Adam algorithm is as follows:

1. For the current parameter value θt , calculate its corresponding gradient using batch
stochastic gradient descent (mini-batch SGD), gt .

2. Calculate first-order moment estimation: maintain an exponentially weightedmoving
average variable mt , which is used to estimate the first-order moment, i.e. mean, of
the current gradient. Specifically, mt is updated as shown by

mt = β1mt−1 + (1− β1)gt (1)

3. Calculation of the second-ordermoment estimate: Similarly, a exponentiallyweighted
moving average variable vt is maintained to estimate the second-order moment
(variance) of the current gradient. The update equation for vt is given by

vt = β2vt−1 + (1− β2)g
2
t (2)

where β2 is a hyperparameter ranging between 0 and 1, commonly set to 0.999.
4. Calculation of the adaptive learning rate: Based on the estimates of the first and

second-order moments, the adaptive learning rate for each parameter is computed.
Specifically, first, the bias-corrected values of m

∧

t and ν
∧

t are calculated as

m
∧

t = mt

1− β t
1

(3)

ν
∧

t = vt
1− β t

2
(4)
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Then, the adaptive learning rate αt for each parameter is computed as

αt = η
√
v
∧

t + ε
(5)

where η represents the initial learning rate, and ε is a very small constant used to
avoid division by zero errors caused by extremely small denominators.

5. Parameter Update: Finally, the parameters are updated according to

θt+1 = θt − αt · m
∧

t (6)

The Adam combines momentum and adaptive learning rate to adapt to update fre-
quencies and variations. Its basic idea is to adjust the learning rate for each parameter
at each time step by estimating the first and second-order moments of the gradient.

3 Experiments and Evaluation

3.1 Experimental Setup

To validate the effectiveness of the YOLOv7 model used in this paper, we conducted
experiments using a part of COCO dataset for training (2000 images for the training set,
200 for the validation set, and 200 for the test set). We selected pedestrians in different
backgrounds as the research objects. The model was implemented using the PyTorch
framework and trained and inferred efficiently using GPU acceleration with CUDA and
cuDNN libraries. The experiments were conducted on aWindows 11 systemwith a batch
size of 4 and 60 epochs. The experimental platform is consisted of AMD 6800HS CPU
and 16GB of memory. The model was trained and predicted on an RTX3060 LAPTOP
GPU with 6GB of VRAM. In the testing phase, we evaluated the trained model on a
separate test set and recorded the detection results.

3.2 Evaluation Metrics

To evaluate the performance of the pedestrian detection method, we used commonly
used evaluation metrics. These metrics include accuracy, recall, and average precision.
Accuracy measures the overall correctness of detected pedestrian instances, while recall
quantifies the method’s ability to identify true positives. Average precision (AP) pro-
vides a comprehensive measure of accuracy at different recall levels, thus evaluating the
model’s performance comprehensively.

To evaluate the performance of our pedestrian detection method, we adopted a stan-
dard evaluation protocol. We computed the precision-recall curve, as shown in Fig. 2.
Then we reported the mean average precision (mAP) at different IoU (intersection over
union) thresholds in Fig. 3.
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Fig. 2. Precision-recall curve.

Fig. 3. The mAP at different IoU in each epoch.

3.3 Experimental Results

We present the experimental results of the YOLOv7 model on the pedestrian detection
task. The model’s performance is evaluated based on metrics such as accuracy, recall,
and average precision (AP).

During the training phase, with only a partial COCO dataset and training for 60
iterations, the YOLOv7 model achieved an AUC of 0.914, indicating that it success-
fully learned to detect pedestrians from the training dataset. In the testing phase, the
YOLOv7 model demonstrated strong performance in pedestrian detection. It achieved a
high average precision (AP) of 0.92, indicating its ability to accurately locate pedestrians
in various real-world scenarios. The model also showed a recall rate of 0.85, indicating
its ability to detect most true positive pedestrian instances. The loss values of the train-
ing set (top three plots) and the test set (bottom three plots) are shown in Fig. 4. In the
experiments, we evaluated the impact of different image sizes on the speed and quality
of object detection. As shown in Fig. 5, larger image sizes mean the ability to detect
smaller objects with higher precision, but it also increases the processing time.

The experiments are shown in Fig. 6, were conducted using images taken from four
different focal lengths of the Galaxy S21 Ultra camera. Figures (a–e) show the inference
results with an input size of 680× 480, while Figures (f–j) show the results with an input
size of 2560 × 1920. Figure (a) and Figure (f) were captured with a 13 mm wide-angle
lens, and the model successfully detected pedestrians in the distorted regions caused
by the wide-angle lens. Figures (b–c), as well as Figures (d–e), compare the results of
different focal lengths of the same scene. Figure (b) has a focal length of 72 mm, Figure
(c) has a focal length of 230 mm, Figure (d) has a focal length of 72 mm, and Figure (e)
has a focal length of 24 mm. The model performs well under various focal lengths, even
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in situations with poor image quality or average lighting conditions. Comparing Figures
(a–e) with Figures (f–j), it can be observed that increasing the input image size allows
for better detection of pedestrians that are farther away (meaning smaller in the image),
but it may result in missed detections of pedestrians closer to the camera. Overall, the
method performs well under different focal lengths and various scenes.

Fig. 4. The loss values of the training set and the test set.

Fig. 5. The inference time of different image size.

Fig. 6. Experimental results. a scene 1, b scene 2, c scene 3, d scene 4, e scene 5, f scene 6,
g scene 7, h scene 8, i scene 9, j scene 10
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4 Conclusion

Pedestrian detection is an important task in the field of computer vision. Its significance
lies in helping computers identify pedestrians in images or videos and performoperations
such as tracking and counting. It can be applied to various practical scenarios. For
example, in pedestrian safety, it can improve pedestrian safety in urban traffic. In video
surveillance, pedestrian detection can help monitor densely populated areas, identify
abnormal behaviors, and more. In this paper, we deployed the YOLOv7 object detection
model on a computer to achieve pedestrian detection and analyzed the entire process from
training to inference. In summary, our experimental results demonstrate the effectiveness
and potential of the YOLOv7 model in pedestrian detection. The method achieves high
accuracy and real-time performance, making it valuable in various applications such as
surveillance systems and autonomous driving.
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Abstract. Computer vision and motion capture have gradually developed, and
the detection of moving objects has always been very important. Vibe is a simple
and efficient algorithm with low computation, good real-time performance, fast
speed. There will be ghosting when detecting images in the foreground, which
allows people to observe the trajectory of objects, but it will also affect the image
display at the next moment to a certain extent. Vibe is divided into two steps: ini-
tializing the background model and updating the background model. By adjusting
the secondary sampling factor, very few sample values can cover all background
samples, store a set of values for each pixel that used to be at the same location
and its neighbors. And then compare the pixel values in this collection with the
current pixel values, to determine if the pixel belongs to the background and adapt
the model by randomly selecting which values to replace from the background
model. Finally, when a pixel is found to be part of the background, its value is
propagated to the background model of neighboring pixels. The results of the vibe
test are not affected by the speed at which the object moves, but by light.

Keywords: Moving object detection · Vibe algorithm · Background subtraction
technique · Quadratic sampling factor

1 Introduction

The field of computer vision has been gradually developing, among which moving
object detection has always been a very hot research field in machine vision, optical
flow method, frame difference method, background difference method, etc. are more
commonly used. The optical flow method [1, 2] requires a lot of computing and special
hardware support to determine the appropriate amount of optical flow of pixels in the
image to achieve the detection of moving objects. The frame difference method [3] uses
interval or consecutive frames of images to detect objects, although the principle is simple
and convenient to calculate, but the detected image contour is intermittent and there are
holes inside. The background differencemethod [4] differs the current video frame image
from the background image to obtain amoving object image, but the requirements for the
background image are higher. Motion targets are not allowed in the background image
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and need to be updated in real time to adapt to changes that you can make. Among them,
the VIBE algorithm has been studied and applied by people because of its small amount
of calculation, fast operation speed and better detection effect, and has made certain
contributions to the field of computer vision. It is the process of identifying foreground
(moving objects) and background (relatively static) through video sequences.

It lays the foundation for subsequent tasks such as target tracking, and is widely used
in intelligent surveillance [5], unmanned [6], aerospace [7], and defense military [8].
In recent years, multimedia communication technology and computer networks have
developed rapidly, and the information transmission rate has also increased. People are
no longer satisfied with the existing methods of communicating information such as
pictures, text, and voice. Motion capture is widely used in military, education, public
security, medical and other fields. Due to the inherent characteristics of video surveil-
lance, it is necessary to collect video data around the clock [9, 10]. This has led to a
sharp increase in video data, which has brought great challenges to the storage and use
of information.

The performance of the existing image keyframe feature point matching method
cannot meet the social demand for video information, so the image key feature point
matching method based on vibe algorithm is proposed. Vibe algorithm, also known as
visual background extraction algorithm, has the advantages of low computation, good
real-time, fast speed, simple and efficient. The Vibe algorithm can quickly detect image
keyframes, provide accurate basis for image key feature point matching, improve the
matching accuracy of feature point matching methods, and enhance the rationality of
matching speed adjustment parameters.

2 Vibe Algorithm

2.1 Background Model Initialization

The background model of the Vibe algorithm only needs the first frame image in the
video to be initialized, which mainly includes three parts: pixel sample set initialization,
foreground pixel segmentation and pixel update. The Vibe algorithm adopts the update
strategy of randomly replacing background pixel samples, which can cope with the
uncertainty of pixel transformation to a certain extent.

First,N matrices of the same size as the image are created, assuming a certain pixel A
in the first image, and randomly select n pixel values in the pixel and its 8 neighborhoods
to fill in the corresponding position of pixel a of n matrices. That is, the initialization of
one pixel is completed, and the initialization of the background modulus is completed
after the same operation is performed on all pixels. In subsequent detection, each pixel
has N sample values corresponding to the background model, as shown in Eq. (1).

M (a) = {n1,n2, ..., nN−1, nN } (1)

2.2 Foreground Pixels Extraction

The process of segmenting the foreground image by the Vibe algorithm is the process of
classifying all pixels in the current frame image, and completing the foreground image
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segmentation at the same time as the classification is completed. The principle of pixel
classification is to compare a pixel with a sample in the corresponding sample set to
determine whether it is a foreground attraction.

The F1 and F2 are the color distance, d(x) is the pixel value of pixel b, and r is
the color distance radius. di is the pixel value in the sample set, i = 1, 2, …, N. Color
distance refers to the gap between two colors, usually the larger the distance, the greater
the difference between the two colors; Conversely, the more similar the two colors are.
When the total number of samples Vr(d(x)) at a distance from d(x) less than r is greater
than the set threshold m, that is, if the matching value of pixel b and the background is
large enough, it is judged that pixel b is the background point; The opposite is the former
attraction. The foreground segmentation principle is shown in Eqs. (2) and (3).

c = Vr(d(x)) ∩ {d1, d2, ..., dn} (2)

b =
{
gb, c ≥ m

gf , c ≤ m

}
(3)

where c is the number of samples less than R away from v(x); b is the pixel currently
judged; gb is the background point; gf is the foreground point.

Foreground pixel segmentation: In two-dimensional Euclidean space, calculates the
Euclidean distance between the current pixel and the pixel in the corresponding sample
set. If greater than the radius value R, the matching number is incremented by 1. When
the number of matches is greater than the match threshold, the pixel is the background,
otherwise it is the foreground.

2.3 Updates to the Background Model

Vibe algorithm updates have randomness in space-time. When updating to a new image,
if the pixel corresponding to a certain location of the image is judged to be a back-
ground pixel, the background model needs to be updated. Background pixels are used
to randomly replace any pixel value in the same location of the background model and
its eight neighborhoods. Repeat the previous steps to complete the update of the image
background model.

In the background model, the probability of a sample being retained is correlated
with the historical value, and the number of matches p is incremented by one for each
sample detected as foreground gf. After sample b is detected as a foreground 50 times in a
row, the secondary sampling factorΨ is updated to the background gb with a probability
of 1/Ψ , and the judgment principle is shown by Eq. (4).

b =
{
gb, p > 50

gf , p ≤ 50

}
(4)

As shown in Eqs. (5) and (6), Ψ is the time sampling factor, and when a pixel is
classified as a background point, a probability of 1/Ψ is used to update a random sample
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in the corresponding sample set. At the same time, the background has a probability of
1/Ψ to change one of its eight neighborhoods.

b� = gb, � ∈ (0, b) (5)

b�+r = gb, r ∈ [−1, 1] (6)

3 Experiment

3.1 Dataset Introduction

720p, 30fps video shotwith iQOO9was tested in different brightness, location, and angle.
In the video, there are long-distance object movement, close-range object movement,
rapid movement of objects, moving objects blocking each other, and sudden movement
of light.

3.2 Experimental Environment

We use Dell G15 5520 PC, 12th Gen Intel® Core(TM) i7-12700H 2.30 GHz processor,
system type 64-bit operating system, x64-based processor. The number of background
samples N = 10; the judgment thresholdm = 2; the initial value of color distance radius
R = 20; and the time sampling factor Ψ = 16.

3.3 Experimental Results and Analysis

Experiments at different brightness levels. The experimental results of lens shake in
Fig. 1, the experimental results of lens fixation (background initialization not completed)
in Fig. 2, and experimental results in lens fixation (background initialization completed)
in Fig. 3 are shown. When the lens is not fixed, the background is misjudged as the
foreground due to the shaking of the lens. Even if the lens is fixed, if the background is
not initialized, it will be misjudged as the foreground. As the light decreases, less and
less parts of foreground objects are detected; As the light increases, the more details of
the foreground object are detected. But there will be backgrounds around the foreground
that are misjudged as foregrounds.

Fig. 1. Experimental results of lens shake. a brightness (low),b brightness (medium), c brightness
(high).
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Fig. 2. Experimental results with lens fixation (background not initialized). a brightness (low),
b brightness (medium), c brightness (high).

Fig. 3. Experimental results with lens fixation (background initialization complete). a brightness
(low), b brightness (medium), c brightness (high).

Fig. 4. Experimental results when suddenly brightening. a before the change, b change, c after
the change.

Fig. 5. Experimental results of sudden darkening. a before change, b change, c after change.

Fig. 6. Experimental results of relatively large hours of objects in the lens frame. a small,
b medium, c large.
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Fig. 7. Experimental results at different object speeds. a fast, b medium, c slow.

Experiments when brightness changes suddenly. Figure 4 shows the sudden bright-
ness and Fig. 5 shows the sudden dark. When the brightness of light changes suddenly,
the part of the brightness that changes is misidentified as a moving object. However, in
the end, the miscalculated picture will still be corrected, and the smaller the brightness
change, the faster the correction.

Fig. 8. Background clutter. a very messy, b messy, c concise.

Fig. 9. Experimental results when shooting angles are different. a looking down, b looking up,
c looking up.

Fig. 10. Experimental results when moving an object. a less, b medium, c more.

Experiments in which objects in the lens are relatively large hours. This is shown
in Fig. 6: The experimental results of the relatively large hours of objects in the lens
screen. When the relative size of the object in the lens frame is smaller, the less influence
on other objects, and its own contour is more perfect; Conversely, the larger the relative
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size, the greater the impact on the surrounding picture, the more incomplete its own
contour, and the white phenomenon will occur when the moving area is too large.

Experiments at the speed of an object. Figure 7 shows the experimental results at the
speed of the object. The speed of movement of objects ranges from fast afterimage to
slow movement, and the detected picture is very similar. However, the slower the object
moves, the lessmisjudgment about the object’s shadow,which can be detected regardless
of speed.

Experiments with varying levels of background clutter. Figure 8 shows the exper-
imental results with the degree of background clutter. The more cluttered the back-
ground, the greater the effect of the ghosting phenomenon on the foreground object,
destroying the structure and contour of the foreground object. Conversely, the simpler
the background, the less affected the object is affected by the background.

Experiments at different angles. Figure 9 shows the results of experiments with differ-
ent shooting angles.According to previous experiments, the less complex the background
is when looking down, the less impact it has on the image, and the more complete the
image is. The light source is mostly above, the brighter the image, the more complete
it is, the background is mostly more complex when looking up, the light is dark when
looking up, the outline of the object is incomplete and the background is messy.

Experimental results under different number of target conditions. Figure 10 shows
the experimental results of how many objects are moved. No matter how many moving
objects are moved, moving objects can be detected. When there is a small amount of
movement, the image can be clearly detected, but because of the ghosting phenomenon,
the more objects moved, especially when overlapping occurs, the detected image is very
important.

4 Conclusion

The field of computer vision has been gradually developing, amongwhichmoving object
detection has always been a very hot research field in machine vision. Vibe is divided
into two steps: initializing the background model and updating the background model.
By adjusting the quadratic sampling factor, very few sample values cover all background
samples. Stores a set of values for each pixel that used to be at the same location and its
neighbors, and then compares the pixel values in this collection to the current pixel values
to determine if the pixel belongs to the background and adapt the model by randomly
selecting which values to replace from the background model.

The vibe algorithm is affected by light, the relative size of objects within the lens,
objects blocking each other, background, viewing angle, and camera movement, and is
more susceptible to noise. However, the speed at which the object moves does not affect
the detection of the system. When the light is dark or changes suddenly, it will cause
the system to misjudge; Ghosting when the background is complex can cause images to
overlap. How to completely detect the foreground target and reduce the error caused by
light, background, and ghost shadow will be the direction of subsequent research.
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Abstract. Public places such as parks, pedestrian lanes, and dangerous construc-
tion sites are often prohibited for vehicles to enter, but there are still some cars
that cause hidden safety hazards due to driver negligence or deliberate entry. At
the same time, there are problems of high cost and low efficiency in car detection
and warning in public places completely relying on manpower. Therefore, in view
of the security risks caused by blind car driving in some public places, this paper
builds a car recognition model based on directional gradient histogram (HOG)
and support vector machine (SVM) to realize the car recognition function. This
model is used to judge whether there is a car entering the recognition range, and is
applied to the car recognition in a specific public environment, so as to warn cars
entering the forbidden area and feed back to the staff for corresponding treatment.
Through the experiment and the analysis of sample data confusion matrix, the
accuracy and specificity of the model are up to 92.7% and 92.6%, respectively,
which proves that the model has a high recognition rate and can be well applied
to the automobile recognition task.

Keywords: Public Place · Driving Safety · SVM + HOG · Car Recognition

1 Introduction

In recent years, due to the surge of car ownership per capita, driving safety problems
in public places occur frequently, and a considerable part of accidents occur because
drivers ignore or ignore the warning of traffic control [1, 2]. If real-time warning and
feedback related information can be given to the staff in critical areas, and penalties can
be taken to warn the driver, the occurrence of such accidents can be reduced [3].

To realize the recognition of cars, it is necessary to rely on many methods of image
processing in computer vision system, such as image transformation [4, 5], image
enhancement [6, 7], image segmentation [8–10]. The image background is complex,
the light is strong or weak, and the shooting angle is poor, which will lead to the image
processing results falling short of expectations and affect the recognition effect.

Based onOpenCV, this paper usesHOGand SVM to construct and verify the relevant
model. The training set withmultiple views, different lighting environments andmultiple
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scenes is used to construct the model, so that it still has a high recognition rate in the
complex recognition environment. The model can be used to identify cars in public
environment to reduce the occurrence of related accidents.

2 Some Work Based on HOG Feature Extraction and SVM

2.1 HOG Features Extraction

The HOG feature is a feature descriptor used for object detection in computer vision
and image processing. It constructs features by calculating and counting the gradient
direction histogram of the local area of the image.

The input image is grayed, normalized and Gamma corrected to improve the robust-
ness of the image to light changes and reduce the interference of noise. Gamma is
calculated as follows:

I(x, y) = I(x, y)γ (1)

In this equation: I represents the image, (x, y) represents the pixels of the image,
and γ is usually 1/2. Since the gradient is a vector, its amplitude and direction should
be calculated. The formula for calculating the x direction gradient of each pixel is as
follows:

Gx(x, y) = H(x + 1, y) − H(x − 1, y) (2)

The formula for calculating the gradient in y direction is as follows:

Gy(x, y) = H(x, y + 1) − H(x, y − 1) (3)

In this equation: H (x, y) is the pixel value. The formula for calculating the gradient
value is as follows:

G(x, y)=
√
Gx(x, y)2 + Gy(x, y)2 (4)

The formula for calculating the direction is:

G(x, y) = tan−1
(
Gy(x, y)

Gx(x, y)

)
(5)

The magnitude of the gradient value represents the change trend of the object bound-
ary related features in both horizontal and vertical directions. The Fig. 1 shows the
procedure for extracting HOG features.

Main parameters of HOG feature extraction: detection window size (winSize), block
size (blockSize), block sliding step (blockStride), cell unit size (cellSize), and the number
of histogram bin (nBins). Cell is the smallest unit of HOG feature extraction, and the
feature descriptor is obtained by combining the gradient or edge direction histogram of
each pixel in the cell. Relevant parameters are shown in Fig. 2.

In Fig. 2, the moving step is a cell size of 8× 8, The number of bin in the histogram is
9, Then each row of blocks needs to be moved 6 times, a total of 7 blocks, Each column
of blocks needs to be moved 14 times, a total of 15 blocks, There are 105 blocks, and
each block is composed of 4 cells, so there are 420 cells, so the actual HOG feature
dimension is 3780 dimensions.
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Fig. 1. The HOG feature extraction procedure

Fig. 2. The HOG feature extraction related parameters

2.2 SVM Model

The SVM are a kind of generalized linear classifier which can classify data according
to supervised learning.

The basic idea of SVM learning is to solve for separated hyperplanes that correctly
partition the training data set and have the greatest geometric spacing. A set of training
data and labels such as {(x1, y1), (x2, y2) … (xN, yN)} is assumed. xi ∈ Rn, y ∈{+
1,−1}, i = 1, 2,… N, xi is the ith eigenvector, and yi is the class label. A label equal to
+1 is considered as a positive class and a label equal to −1 is considered as a negative
class. Then the Hyperplane can be represented by ωTx + b = 0.

Some understanding of classification problem:

(1) The training set is linearly separable:
For {(xi, yi)}, i ∈ 1 ∼N, ∃(ω, b) make ∀ i = 1 ~ N. We have: if yi= +1, then

ωTxi + b ≥ 0, if yi= −1, then ωTxi + b <0, finally yi[ω
Txi + b] ≥ 0.

(2) Maximum geometric Margin:

Vector x0 to the hyperplane ωTx + b = 0 distance of d=
∣∣ωTx0 + b

∣∣
ω

. The (aω, ab)
by a zoom (ω, b), make on the receiving support vector x0 have

∣∣ωTx0 + b
∣∣= 1, the

support vector and plane distance d= 1
ω
. Then maximizing d means minimizing ω.

The SVM margin is shown in Fig. 3.
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Fig. 3. The SVM classification margin

The problem to be optimized by the support vector machine for linear problems is
obtained as follows:

minimize:
1

2
ω2 (6)

subject to: [yiω
Txi + b] ≥ 1 (i = 1 ∼ N) (7)

In the case of non-linearly separable data, SVM uses kernel function to map input
variables into a high-dimensional feature space, and makes them linearly separable in
the high-dimensional space. Then, the optimal classification hyperplane is constructed
in this high-dimensional space.

The problem to be optimized when dealing with nonlinear problems:

minimize:
1

2
ω2 + C

N∑
i = 1

ξi (8)

subject to:

{
yi[ωTϕ(xi) + b] ≥ 1−ξii = 1 ∼ N

ξi ≥ 0
(9)

In this equation: ξi as the slack variables, C to predetermined parameters,C
∑N

i = 1 ξi
as regular, ϕ(x) for high-dimensional mapping x.

3 Experimental Procedure and Evaluation

3.1 Experimental Environment

The experimental environment on which this paper is based is shown in Table 1.

3.2 Dataset Introduction

The training samples of this classifier come from a variety of actual road images, includ-
ing several colors of objects, such as sedan, buses, trucks, roadside trees, road surfaces,
guardbars, etc. The training samples are gray images of 64 × 128 pixels, of which 400
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Table 1. Experimental environment

Experiment environment Configuration/Version

Operating system 64-bit Windows11

Processor Intel(R) Core(TM) i7-8750H @ 2.20GHz 2.21 GHz

Compiling software Visual Studio 2022

OpenCV OpenCV4.5.5

positive samples and 800 negative samples are included. The 500 positive and negative
samples are used in the test set. Positive samples are real car images taken in different
scenes, while negative samples are images that do not contain cars associated with the
positive sample environment. Some processed positive and negative sample data are
shown in Fig. 4.

Fig. 4. Some processed positive and negative sample data

3.3 Experimental Results and Analysis

In the experiment, 1000 Image in any scene were randomly selected, including 500
images containing cars and 500 images without cars for mixed detection. The test results
are shown in Table 2.

The accuracy rate, error rate, precision rate, recall rate, specificity and F-measure in
the general indicators of model evaluation are analyzed as shown in Table 3.
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Table 2. Data confusion matrix

Truth Predicted

Positive Negative

Positive (500) TP (473) FN (27)

Negative (500) FP (37) TN (463)

In the table: TP: true example, FN: false negative example, FP: false positive example, TN: true
negative example

Table 3. Evaluation indicators

Evaluation indicators Computational equation Value (%)

Accuracy TP+TN
TP+FN+FP+TN 93.6

Error rate FP+FN
TP+FN+FP+TN 6.4

Precision TP
TP+FP 92.7

Recall TP
TP+FN 94.6

Specificity TN
TN+FP 92.6

F-Measure 2Recall ∗Precision
Recall+Precision 93.6

According to the data of each evaluation index in Table 3, it is easy to know that
this model has high accuracy. It is expected that this model can perform the task of car
recognition in relevant areas well.

In order to further verify the generalization ability of the model, 140 images of
different types of car images in various scenarios were selected for separate detection,
and a total of 1400 images were selected for mixed detection. The recall rate of common
car type is shown in Table 4.

The recall rate of racing car and taxi can reach 90.0% and 95.0% after retraining
with hard example feature extraction. It can be seen that the model can improve its
generalization ability and accuracy after corresponding training, and has the ability of
future learning enhancement, which can be better applied to car recognition tasks.
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Table 4. The recall rate of common car type

Car type Recall (%)

Bus 92.9

Family sedan 96.4

Fire engine 92.1

Heavy truck 92.1

Jeep 95.7

Minibus 94.3

Racing car 86.4

SUV 99.3

Taxi 82.9

Truck 90.7

All(mixture) 92.3

4 Conclusion

Based on the phenomenon of high incidence of driving safety problems in some public
places, this paper trains the car recognition model based on HOG and SVM to judge
whether there are cars passing through the recognition area, and thenmake corresponding
treatment to reduce the occurrence of accidents. Compared with the traditional warning
measures such as manual inspection and placing ordinary warning signs, the application
of this model can reduce labor cost, improve efficiency and enhance the warning effect.
According to the analysis of the experimental results, all the indexes of the model have
good performance, which proves that the model has the corresponding ability of car
recognition.

However, the model still lacks the corresponding terminal practice experience, and
the future research direction will gradually shift to the realization of terminal equipment
and the processing of recognition results. For example, the speed is judged according
to the driving distance and driving time of the car entering and leaving the recognition
range, and the pure visual speed detection scheme is realized to help the driving safety
in public places.
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Abstract. Infrared thermography has showngreat promise as a diagnosticmethod
for health care, providing useful information on a person’s physiological, and
pathological state. Recently, the use of artificial intelligence combined with
infrared technology has boosted the adoption of thermal imaging in various appli-
cations and has been proposed to recognize human emotion by measuring facial
skin temperature. However, its application has been limited to laboratory settings
due to demanding computational and hardware resources. In this scenario, this
work presents the design and development of a portable system based on a low
power microcontroller implementing an optimized Edge-AI solution for binary
emotional state classification using minimal hardware resources. The recognition
of happiness and sadness emotional states induced by audiovisual stimuli serves as
a case-study for feasibility assessment. Thermal images, produced by an uncooled
and low-cost thermal sensor, along with electrocardiogram, are acquired and pro-
cessed with an Arm®Cortex®-M4microcontroller. A simple, yet effective neural
network has been developed, optimized, and deployed to run the emotion detec-
tion algorithm in real time. The complete system has been experimentally verified
and results in terms of accuracy and hardware constraints are discussed. Specifi-
cally, by employing a dataset consisting of 60 infrared videos, an accuracy of 80%
was achieved with a resource occupation of 3.4 kB of RAM and 76.4 kB of flash
memory.

Keywords: Edge-AI · Embedded systems · Infrared thermography

1 Introduction

Infrared thermography (IRT) has become a reliable technology for a wide range of med-
ical applications, allowing for contactless acquisition of temperature [1]. The possibility
for such a measurement technique to serve as viable diagnostic method descends from
the fact that several information about a person’s physiological, pathological, and emo-
tional state can be derived from the body temperature distribution [2, 3]. Studies have
also demonstrated the effectiveness of thermography in recognizing human emotions
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[4, 5]. Detecting emotional reactions in humans can be difficult due to people hiding
their true emotions in public, especially negative ones [6]. There are several application
examples where emotion recognition is based on facial expressions, voice, and pos-
ture. Nevertheless, the manifestation of emotion through these channels can be masked.
Instead, physiological signals, such as the activity of the autonomous nervous system,
reflect the intrinsic emotional state of the person, and are immune to social masking [7].

To address this issue, various approaches have been proposed in the literature, includ-
ing functional Infrared Thermal Imaging (fITI). This method is recognized as a promis-
ing technique for measuring emotional unconscious responses by analyzing thermal
variations on the facial skin [8].

State-of-the-art applications are based on high-end IR cameras and Convolutional
Neural Networks (CNNs), which are incompatible with low-power portable devices
because of greater memory and computation-time requirements than Neural Networks
(NNs).

This paper proposes a new approach built upon the integration of Edge-AI technique
and a microcontroller-based system. A classifier able to recognize the happy and sad
emotional states is developed as a case-study. The use of a low-power and cost-effective
microcontroller enables the use of this solution in large-scale portable applications,
including hospitals, clinics [9], workplaces, and home-based monitoring. Despite the
absence of high-performance hardware, the system achieves a promising initial accuracy
thanks to the ECG signals sampled synchronously alongside the IR stream.

The proposed embedded system is based on an Arm® Cortex®-M4 microcontroller
that simultaneously handles (i) the acquisition of thermal images and ECG signal; (ii)
signal processing and features extraction; (iii) NN inference. Significant optimizations
were applied to the hardware resources to meet the time constraints necessary for real
time operation. Additionally, an analysis on the impact of data quantization on the
network performance was conducted.

2 Hardware Specifications

The system architecture, designed and developed as depicted in the block diagram of
Fig. 1, consists of three fundamental parts: aMicrocontroller Unit (MCU), an IR thermal
camera module (IR module) and an analog front-end (AFE) to sense the ECG (ECG
module).

The adopted MCU (STM32F411CEU6) is equipped with an Arm® Cortex®-M4
COREprocessorwith 84MHz clock frequency; it embeds high-speedmemories offering
512 kB of flash memory and 128 kB of SRAM [10].

The AFE is based on the AD8232 chip [11], a fully integrated single-lead ECG
front-end with a common-mode rejection ratio of 80 dB and a gain of 100.

The IR thermal stream is captured through the FLIRLepton 2.5 sensor, a radiometric-
capable long-wave infrared (LWIR) camera. It features a focal plane array of 80 × 60
active pixels with a 15 μm pitch and 9 Hz frame rate. The IR module detects infrared
radiation in the wavelength range of 8–14 μm exploiting uncooled microbolometer
technology.
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Fig. 1. a Block diagram of the prototype; b time management diagram depicting the time
constraints for data acquisition and elaboration.

The data transfer between the MCU and the IR module is implemented through the
Video over Serial Peripheral Interface (VoSPI) Mode 3 protocol [12]. The time interval
between two consecutive frames, about 27ms, sets a time constraint for theMCU, which
must complete the data processing (i.e., signal processing and inference) to maintain
synchronization and avoid frame loss. To this purpose, the video stream from the sensor
is managed via Direct Memory Access (DMA), as shown in Fig. 1b, thus allowing the
NN inference to be performed every 360 frames (40 s-long time window) while keeping
the devices synchronized.

3 Neural Network Design and Training: Methodology and Results

Thedataset used to train andvalidate the designedNNwasproduced at theElectrothermal
Characterization Laboratory of the University of Naples “Federico II”. It consists of 60
five-minutes-long IR videos featuring volunteers who were subjected to audio-visual
stimuli. Such videos were recorded by a high-performance IR camera which can produce
videos with higher frame rate and image resolution than the FLIR Lepton 2.5 (9 Hz and
60× 80 pixels). Therefore, the quality of the videosmaking the dataset was preliminarily
lowered tomatch the quality of the videos recorded by the FLIRLepton 2.5. Two pictures
of the same subject are reported in Fig. 2.

In particular, the picture of Fig. 2a results from the resolution degradation of a frame
produced by the high-performance camera, while the frame of Fig. 2b was captured by
the FLIR Lepton 2.5.

Fig. 2. Example of (a) a resolution-reduced frame from the training dataset and (b) a frame
acquired by the FLIR Lepton 2.5 (b).
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The computational complexity was mitigated by the dimensionality reduction of
thermal data, enabling successful emotional state classification through synchronous
ECG signal sampling. 1-D time series were extracted from the image stream, originating
from four distinct Regions of Interest (ROIs) shown in Fig. 2: forehead (1), cheeks (2,4),
and philtrum (3). For each ROI, the time evolution of spatial average temperatures and
the standard deviation were calculated.

These signals, together with the ECG signal, operated as inputs for the NN designed
and trained on the Edge Impulse platform [13]. The impulse (i.e., a preprocessing stage
whose output is fed to the NN) consists of a spectral analysis block that operates on 375
training windows, each spanning 40 s, to analyze the data. Specifically, the Fast Fourier
Transform (FFT)with a length of 512 pointswas applied to eachwindow.A classifierwas
employed to process the results of the spectral analysis block and make predictions on
the two emotional labels: happy and sad. The NN adopted is a Fully Connected Network
consisting of 2 dense layers,with 30 and20neurons, respectively, and using the activation
function LeakyReLU (α= 0.2). Additionally, the dropout technique was employed with
a rate of 0.2 to mitigate overfitting. In Fig. 3a, the training data is visualized, with
correctly classified instances shown in green andmisclassified instances in red. Figure 3b
provides a summary of the estimated performance of the network on the target MCU.
The expected inference time is 58 ms, with a hardware usage of 9.5 kB of RAM and
256.3 kB of flash memory. The achieved accuracy is 99.1%. A further NN training was
conducted by changing the data quantization from 32 to 8 bit. The results of the so-
trained NN are summarized in Fig. 3c, which shows that significantly lower hardware
and time constraints can be achieved at the cost of a slightly lower accuracy (98.2%).
Therefore, the selected NN was the one operating on 8-bit data and its performance on
the validation dataset are summarized in Table 1. In this case, the systems exhibited an
accuracy of 80%, with an F1 score of 0.73 for the “happy” output and 0.85 for the “sad”
output.

Fig. 3. aClassified training datamapped on a reduced order 2-D space. Summary of the estimated
on-device performance of the network on the target MCU for b 32-bit and c 8-bit quantized data.

4 System Validation

Ademonstrative prototypewas developed based on the hardware of Fig. 1a. The software
packages were exported from Edge Impulse and implemented on the microcontroller.
Figure 4a showcases the prototype including the clamp electrodes for ECG. The IR
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Table 1. Confusion matrix referring to the 8-bit quantized data.

Happy Sad Uncertain

Happy 74.7% 21.3% 4%

Sad 17% 83% 0%

F1 Score 0.73 0.85

module and the MCU are housed in a case for ease of mounting on the desktop monitor
providing the audiovisual stimuli. Figure 4b describes the experimental protocol for
testing the application where the subject faces the IR module and seats at 1 m from it.

Fig. 4. a Final prototype showing the IR inference system mounted on a desktop monitor along
with the clamp electrodes for ECG and b subject measurement protocol.

Sections 2 and 3 emphasized the time constraints imposed by the FLIR Lepton
2.5 sensor and the network inference time predictions on the chosen device. Figure 5
demonstrates the temporal performance of the prototype, illustrating its effectiveness
in maintaining synchronization. Specifically, in Fig. 5a, channel 4 provides information
about the time required by the MCU to acquire and process a sequence of 360 frames,
which is approximately 41 s. On the other hand, channel 7, as detailed in Fig. 5b,
illustrates the time necessary for the inference itself, which is about 9 ms. The latter
fits within the time window between two frames acquisition (27 ms) thus allowing the
application to run without interruption of streaming of IR frames.

Fig. 5. Time diagram profiling the microcontroller activity; a time required for acquiring and
processing 360 frames, b time required for the NN inference.
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5 Conclusion

In this paper, we have introduced a first release of a low cost and small-size Edge-AI
system prototype designed for emotions recognition using infrared thermography and
synchronized ECG sampling. The system utilizes a single microcontroller to handle
both the IR video stream from a low-power thermal sensor and perform inference. The
neural network, developed and trained on the Edge Impulse platform, is a fully connected
network achieving an 80% accuracy with an inference time of 21 ms, consuming 3.4 kB
of RAM and 76.4 kB of flash memory. This proves that the hardware resources and
timing constraints required for network inference are compatible with microcontrollers,
eliminating the need for more powerful hardware such as dedicated FPGAs and SoCs.
These promising results set the stage for further improvement in the NN’s performance
and advance towards the realization of a fully developed contactless emotion recognition
system. This highlights the system as a versatile monitoring device, applicable not only
in clinical and automotive environments but also as a safety instrument in emotionally
charged workplaces, effectively monitoring high-stress environments.

References

1. Lahiri BB et al. Medical applications of infrared thermography: a review. Infrared Phys
Technol 55(4):221–235

2. Kim Y et al. Remote heart rate monitoring method using infrared thermal camera. Int J Eng
Res Technol

3. Anaya-Isaza A, Zequera-Diaz M. Detection of diabetes mellitus with deep learning and data
augmentation techniques on foot thermography. IEEE Access

4. Jamal KMS, Kamioka E. Emotions detection scheme using facial skin temperature and heart
rate variability. In: MATEC web conferences, vol 277, p 020377

5. Cruz-Albarran IA et al. Human emotions detection based on a smart-thermal system of
thermographic images. Infrared Phys Technol 81:250–261

6. Hassani S et al. Physiological signal-based emotion recognition system. In: 2017 4th IEEE
ICETAS, pp 1–5

7. Selvaraj J et al. Classification of emotional states from electrocardiogram signals: a non-linear
approach based on hurst. Biomed Eng Online 12(1):44

8. Kosonogov V et al. Facial thermal variations: a new marker of emotional arousal. PloS One
12(9):e0183592

9. Gasparro R et al. Thermography as a method to detect dental anxiety in oral surgery. Appl
Sci 11:12

10. ‘Arm Cortex-M4—Microcontrollers—STMicroelectronics. https://www.st.com/content/st_
com/en/arm-32-bit-microcontrollers/arm-cortex-m4.html. Accessed 10 May 2023

11. ‘ad8232.pdf’. https://www.analog.com/media/en/technical-documentation/data-sheets/ad8
232.pdf. Accessed 28 Jun 2023

12. Lepton_Engineering_Datasheet_Rev200.pdf. https://cdn.sparkfun.com/assets/f/6/3/4/c/Lep
ton_Engineering_Datasheet_Rev200.pdf. Accessed 10 May 2023

13. Edge Impulse. https://edgeimpulse.com/. Accessed 28 Jun 2023

https://www.st.com/content/st_com/en/arm-32-bit-microcontrollers/arm-cortex-m4.html
https://www.analog.com/media/en/technical-documentation/data-sheets/ad8232.pdf
https://cdn.sparkfun.com/assets/f/6/3/4/c/Lepton_Engineering_Datasheet_Rev200.pdf
https://edgeimpulse.com/


Evaluation of a Contactless Accelerometer
Sensor System for Heart Rate Monitoring

During Sleep

Andrei Boiko1(B) , Maksym Gaiduk1 , Natividad Martínez Madrid2 ,
and Ralf Seepold1

1 Ubiquitous Computing Lab, Department of Computer Science, HTWG Konstanz—University
of Applied Sciences, 78462 Konstanz, Germany

{Andrei.Boiko,Maksym.Gaiduk,Ralf.Seepold}@htwg-konstanz.de
2 School of Informatics, Reutlingen University, 72762 Reutlingen, Germany

Natividad.Martinez@reutlingen-university.de

Abstract. The monitoring of a patient’s heart rate (HR) is critical in the diagno-
sis of diseases. In the detection of sleep disorders, it also plays an important role.
Several techniques have been proposed, including using sensors to record phys-
iological signals that are automatically examined and analysed. This work aims
to evaluate using a contactless HR monitoring system based on an accelerometer
sensor during sleep. For this purpose, the oscillations caused by chest move-
ments during heart contractions are recorded by an installation mounted under
the bed mattress. The processing algorithm presented in this paper filters the sig-
nals and determines the HR. As a result, an average error of about 5 bpm has
been documented, i.e., the system can be considered to be used for the forecasted
domain.

Keywords: Accelerometer · Ballistocardiography · Contactless Measurement ·
Heart Rate

1 Introduction

Continuous monitoring of a patient’s vital signs is essential for many chronic diseases.
This can be done at home or in the hospital. The intrusion into the patient’s life associated
with such monitoring often becomes an obstacle to everyday life. A solution to this
problem can be found in a non-contact monitoring system’s development and practical
application. This involves installing a system in the patient’s bed in a hospital or even
in a regular bed at home so that vital signs can be monitored anywhere [1]. Heart rate
(HR) is one of the vital signs of interest, as changes in it can indicate severe disorders
such as arrhythmia or bleeding [1, 2]. This signal can also be used as part of sleep
monitoring, including vital signs monitoring, which is essential given the increasing
risk of cardiovascular disease [3], or for automatic sleep stage scoring [4].

Polysomnography (PSG) is themost accurate and leadingmethod for assessing sleep
patterns [5]. However, this method is expensive, cumbersome, and time-consuming, so
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it can’t be done at home. In this case, developing a low-cost system for ambulatory or
home use is particularly interesting [6].

Manymeasurement techniques can be used to obtain information about cardiac activ-
ity [7]. So, a review of non-contact cardiorespiratory monitoring systems can be found in
[8]. Several methods have been proposed tomeasure ballistocardiography (BCG) signals
during sleep. These include using different sensors, their number, and their position for
measurement. Some have used load cells [9], piezoelectric or pressure sensors [10, 11],
and others. The accelerometers usage in variousmeasurement fields is increasing rapidly
with the development of highly sensitive sensors based on micro-electromechanical
systems (MEMS) [12]. Unfortunately, using accelerometers to measure BCG signals
remains underexplored [13].

This paper aims to investigate a contactless accelerometer system for non-invasive
HR monitoring. The main focus is to evaluate the system’s performance concerning
different sleeping positions. This is done by comparing the HR values recorded by the
subjects with the reference measurement system of PSG.

2 Proposed System

The ability to work autonomously is a prerequisite for developing our system. This
is a requirement for the system’s hardware and software. This ensures that the pro-
cesses of collecting and processing data can be carried out without using external equip-
ment. This capability makes the system affordable for home use, with high accuracy,
unobtrusiveness, and low cost.

2.1 Data Acquisition

The contactless system for HRmonitoring consists of several parts: the first one is a data
acquisition block which contains the mechanical part (sensor holder and suspension)
and the direct data acquisition part. Each of these blocks is described below.

As noted above, the mechanical part should consist of two units—a mounting to the
bed frame and a spring steel plate (hanger) on which the accelerometer sensor is fitted. In
[13], the procedure regarding the material choice and its parameters to obtain acceptable
results for respiratory measurements is presented. This block has been successfully used
also for unobtrusive sleep apnea detection [14].

In this study, based on the research on the detection of vital signs using this sensor
[15], we selected the ADXL355z (Analog Devices) 3-axis accelerometer sensor for data
acquisition. Furthermore, this sensor model and the previous model of this product line
were successfully used for cardiorespiratory measurements [16]. The sampling rate is
62 Hz, which is sufficient for the study’s aims. We also used the SOMNO HD eco PSG
electrocardiography system as a ground truth system to obtain reference data with a
sampling frequency of 256 Hz for the cardiac signal.

Due to its compact dimensions and compliance with the low-cost requirement, an
ESP32 module was used as the computing unit. This module has the option of storing
data on a micro SD module, as well as the possibility of transferring the obtained data
using Wi-Fi.
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Another important aspect is the definition of system position or sensor arrangement.
There are several positions for our system on the bed frame related to the particular
subject area—from head to legs [17]. Based on the research results and the studies on
accelerometer application for cardiorespiratory measurements [17], we have selected
the sensor position at the chest level as the preferable position for our measurements.

2.2 Signal Processing

The signal processing algorithm is the second essential part of the contactless HR moni-
toring system described below. There are several steps in the signal processing algorithm
for HR estimation. In the beginning, the first and the last 10 s of the data in each position
have been removed to avoid signal epochs where processing is complicated by motion
artefacts caused by sleep position changes. The mean signal amplitude was subtracted
from the raw data to reduce the offset. Calculating the signal amplitude was the next
step helping to consider all measurement axes. The BCG signal was then derived using
the Butterworth bandpass filter with a 6th order in the range [0.7; 3.25] Hz to limit
HR detection between 42 bpm and 195 bpm. In addition, we applied a Savitzky-Golay
filter to enhance signal peaks, which has a 3rd order and a window size of 11 [18]. HR
estimation was performed by peak detection function.

2.3 Experiment Design

We used a regular single bed and a standard mattress for our study. All materials were
wooden and readily available for common use. Before the experiment, the subjects were
instructed to lie down on the bed in four typical sleeping positions: on their stomach, right
side, back, and left side. We referred to them as P1 to P4 as a consequence. Furthermore,
the experiment started in positionP1andended inpositionP4. In addition, all subjects had
a relaxation period of at least threeminutes before data collection. The datameasurement
lasted 140 s in each position, and the subjects were instructed to behave normally with
minimal movement. They were informed that the experiment would be stopped if they
became uncomfortable.

3 Results

The data were collected from a total of 10 subjects. Specifically, we recruited 5 males
and 5 females with average age, height, and weight of 31.8± 8.6 years, 175.0± 6.0 cm,
and 79.1 ± 12.9 kg, respectively, to participate in the experiment. All subjects read
and signed the informed consent form before the experiment and were informed of the
specifics of the research. The subjects didn’t have or report any known disorders and
diseases and weren’t receiving any treatment or medication.

The contactless HRmonitoring systemwas evaluated by estimating the obtained HR
values in comparison with reference data. This research shows a mean absolute error
(MAE) as the evaluation metric. It is important to mention that each signal epoch was
divided into 20 s chunks for further analysis of the HR and the calculation of the MAE.
Approximately 240× 20 s signal windows with a total length of 4800 s were considered
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for further analysis based on the experimental design and study details presented in
previous sections and Subsections (60 for each sleep position). Table 1 shows the MAE
values, which can help us to evaluate the performance of the HR monitoring system.

Table 1. The heart rate estimation of the contactless system by MAE (bpm).

Sleeping posture

Prone (P1) Right lateral (P2) Supine (P3) Left lateral (P4)

Male 4.81 5.18 5.00 4.84

Female 4.37 6.12 4.82 5.61

Average (all) 4.59 5.65 4.91 5.23

To evaluate contactless system performance and compare it with ground truth, the
Bland-Altman analysis was conducted for each posture separately presented in Fig. 1.

Fig. 1. Results of Bland-Altman analysis for HR values obtained by ground truth and contactless
system.

Based on the Bland-Altman analysis results, we notice the quite accurate measure-
ment of HR in all considered sleeping postures. However, this good precision is reached
within a specific HR range—[45; 80] bpm. In cases where the HR is greater than 90 bpm,
there starts to be a significant difference in performance between the reference and con-
tactless systems. At the same time, we didn’t collect enough data in this range of HR to
state such a trend unequivocally.
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4 Conclusion and Outlook

Based on the findings, this contactless system based on the accelerometer sensor has
good potential for HR monitoring. The level of accuracy is similar to some of the
existing techniques and methods that have been considered [19]. Simultaneously, the
presented system is related to novel modern approaches with significant advantages over
other technologies. The system under consideration comprises hardware and software
blocks that could be installed under the bed in a user-friendly way. The system works
in autonomous mode, unobtrusively performing the measurements. As a result, we can
state that this system can be relevant in hospitals, rehabilitation centres, and even the
home. In conjunction with the processing algorithm, the proposed system has several
advantages, such as a simple design combined with effective and low-cost hardware and
the possibility of non-contact measurement.

For example, one of the options to improve the hardware part is to upgrade the
mechanical holder due to the drift shift of the hanger. This shift could be reduced by
cutting the hanger part, which induces the additional vibrations during the patient’s
movements. So, this upgrade could increase the quality of the obtained signal and the
signal-to-noise ratio. In addition, we should expand the group of subjects with different
ages, heights, etc.Work on this extension is currently underway, as is improving the hard-
ware. Furthermore, the proposed system and approach could be part of a comprehensive
sleep monitoring system in combination with the algorithms presented in [20].
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Abstract. The perception of the amount of stress is subjective to every person,
and the perception of it changes depending on many factors. One of the factors
that has an impact on perceived stress is the emotional state. In this work, we
compare the emotional state of 40 German driving students and present different
partitions that can be advantageous for using artificial intelligence and classifi-
cation. Like this, we evaluate the data quality and prepare for the specific use.
The Stress Perceived Questionnaire (PSQ20) was employed to assess the level of
stress experienced by individuals while participating in a driving simulation for
5 and 25 min. As a result of our analysis, we present a categorisation of various
emotional states into intervals, comparing different classifications and facilitating
a more straightforward implementation of artificial intelligence for classification
purposes.

Keywords: Stress · Stress perceived questionnaire · Driving

1 Introduction

Stress has emerged as a topic of immense significance and interest in contemporary
society [1], and it has been recognised by organisations like the WHO even as a disease
[1]. Stress significantly influences drivingbehaviour,with aweighty influence on security
and safety during driving and how people drive [2]. Drivers may feel stressed when they
feel like they are not in control of their vehicle or the driving situation. Stress can be
caused by various factors, such as traffic, bad weather, aggressive drivers or emotional
state. Additional factors that also have an essential influence on rod safety are stress,
fatigue and sleepiness [3, 4].

The German Federal Statistical Office (Destatis) reported 2,569 fatalities due to traf-
fic accidents in Germany in 2021. This number decreased to 2,719 in 2020 but increased
to 3,046 in 2019, and according to the World Health Organization, approximately 1.3
million people die each year due to traffic accidents worldwide [5]. The role of stress in
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risk evaluation is significant, making it an essential factor to understand. Studies show
that stress can impair cognitive functions [6], it can lead to risky driving behaviour [7]
and make it challenging to judge risks [8, 9].

Stress can be defined as anything that disturbs or affects the internal equilibrium of
the body, and a stressor is an external stimuli, perceived threads or demands that can
create stress. This balance is called homeostasis. In addition to external stressors, there
are also internal stressors. Internal stressors such as worries can also trigger the stress
response of the body and disturb the internal equilibrium [10]. Among the widely known
adverse effects of stress on the body are: degeneration of the cardiovascular system [11,
12], the inappropriate response of the immune system [13, 14] and reduced capacity to
cope with physical and mental demands [15].

Generally, stress is often categorised into the following characteristics: Insensitivity,
duration, type and perception.

This research aims to introduce a method for dividing perceived stress obtained from
the PSQ20 into discrete intervals, thereby optimising the classification process across
diverse sections enabling the use of advancedmachine learning and artificial intelligence
algorithms in the future for the classification of stress depending on the emotional state.
The research should help to support a more straightforward implementation of artificial
intelligence.

2 State of the Art

In todays society, health awareness is increasingly important, and the collection of vital
biological data is becoming more ordinary. This awareness is also true in the context
of stress management, as people are seeking new ways to track and manage their stress
levels [16]. There are mainly different methods for measuring stress. Those methods can
be resumed in these categories.

Questioners and self-report. This method asks the participants to rate their stress
levels. Usually, it is done using questionnaires or a journal. Some examples of this
include the Perceived Stress Questionnaire (PSQ20) [17] and the Perceived Stress Scale
(PSS) [18].

Measurement by biochemical hormones: This method uses the advantage that stress
releases hormones, i.e. cortisol and adrenalin. These hormones can be measured by
taking blood, urine or saliva [19].

Sensorics measurements. Like the last method, stress also influences the behaviour
of different physiological systems. Examples include heart rate variability, skin
conductivity [20] and more physiological responses.

Behavioural measurement. This method uses the subtle differences in behaviour
between when a person is stressed or not is stressed. A good example of behavioural
measurement is stress estimation by analysing the typing style [21].

Nonetheless, using a restricted set of parameters can pose challenges in distinguish-
ing between healthy physical activity and adverse factors like stress. The PSQ20 ques-
tionnaire offers a distinct advantage in its simplicity when used for stress estimation and
can be added to every data collection.
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3 Methodology

To obtain the needed data to categorise various emotional states into intervals, a group of
German students with driving experience was selected (n= 40). To collect biovital data,
a polar H10 chest strap was given to each participant. The focus was on the Heart Rate
and the R-R Intervals (interbeat intervals). Before starting the experiment, the procedure
was explained in detail to the participants and the voluntary agreement was collected. At
the beginning of the experiment, the PSQ20 questionnaire was given to the participants,
and they had to answer it. There was no time limit to answer the questionnaire. After
the questionnaire was filled, the participant could sit on the simulator and listen to 5 min
of relaxing music. After this, the participant had to start driving for 25 min. During this
phase, different traffic challenges were used to act as stressors.

A total of 35 male and 5 female students in Germany participated in this study.
The mean age of the participants was 25.84 ± 4.83. All participants had experience
driving and a valid driving license. The participants were recruited voluntarily and had
no financial compensation or benefit. The participants had to fulfil the following criteria:
Subjects had to be healthy, have no history of heart problems, have good vision or use
glasses to correct the vision. Additionally, the participants must be sober and did not
consume drugs or medicaments before the experiment.

3.1 Driving Simulator

The City Car Driving simulator was used for this experiment. The main advantages
of this simulator are the advanced and realistic car physics that provides a reasonable
degree of realism. Additionally, the traffic conditions can be configured.

For this experiment, the traffic was set to normal, but events like car driving the
opposite line, accidents, and randomly crossing pedestrianswere activated. Additionally,
when the driver is not driving according to the driving rules, a signal is released informing
him about his mistake.

3.2 Perceived Stress Questionnaire

The Perceived Stress Questionnaire (PSQ20) [17] is a frequently used questionnaire for
estimating perceived stress. There are two forms of the questionnaire: the regular one
with about 30 questions and the shorter one with 20 Questions. The shortened version of
the questionnaire evaluates the following four emotional states: Worries, Tension, Joy
and Demand. Higher scores in the PSQ20 mean that this emotional state is stronger.
Dividing this in the quantiles helps change the score from a numerical value to intervals
that are more suited for machine learning (ML) approaches.
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4 Results

The results intend to present a division of the perceived stress into different intervals
to enable a more efficient classification into different regions using machine learning /
artificial intelligence algorithms. Only complete questionnaires, participants with signed
agreements and recorded biovital data were analysed. Because of these requirements,
three datasets were discarded, reducing the sample to 40 participants.

Figure 1 divides the participants into intervals of 5 quantiles. Figure 2 divides the
participants into four quantiles, and Fig. 3 into three quantiles. As we can observe, the
differences between the worries quantiles are more significant than those in Figs. 2 and
3.

0-20% 20.01-
40.00%

40.01-
60.00%

60.01-
80.00%

80.01-
100.00

%
Worries 8 19 10 2 1
overall score 2 21 10 7 0

0

5

10

15

20

25

Fig. 1. Intervals of five quantiles

A similar pattern is evident for the overall score in Figs. 1, 2 and 3. This suggests
that the discernible differences between the various intervals may suffice for training
artificial intelligence to perform classification tasks.
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Fig. 3. Intervals of tree quantiles

5 Conclusion

We have conducted a thorough study to quantify the stress levels of each patient in dif-
ferent domains, such as worries, demands, tension, joy, and overall state. Furthermore,
we have developed a classification of the values in these domains for each patient and
compared different divisions of these values: three, four, and five divisions. Our analysis
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has shown that the most relevant domains are worries and overall state. Based on the
hypothesis that more significant variability provides more information, we have shown
that the optimal classification is achieved with five divisions, as it maximises the infor-
mation due to its higher variability. This behaviour and this division could be used for
the age range of 25.84± 4.83 of healthy persons. A validation with other ranges of ages
could prove this separation as applicable.

Looking at Fig. 1 we can observe that more participants are located in the second
quantile, telling us there is a bigger group of drivers (21 drivers) with a medium lower
amount of stress. If we look at Fig. 3 we can observe that most divers (24 drives) fit in
the medium quantile, telling us that most drivers are in the middle. Comparing Figs. 1
and 3 we can conclude that the smaller division in more quantiles can be advantageous
for a more price description of the drivers.

6 Future Works

Oncewehave established and justified this arrangement for classifying the stress levels of
patients, a future line of research could involve using this classification to train artificial
intelligence systems. The process would involve training the system with the proposed
classification and, based on its variability, analysing data to classify patients. The final
goal would be to develop a system capable of automatically classifying patients into one
of the five categories, thereby determining their stress levels without requiring direct
human intervention. This would restructure the analysis of patients stress levels and
could be complemented with other analytical techniques, such as the Poincaré Plot.

In addition to the collected biovital parameters and the information obtained from
the questionnaires, additional information like demographic factors could deepen and
help to understand deeper the nuances and characteristics of stress and enable a better
classification.
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Abstract. The electrical energy generation is one of the main pollution
causes as it is still largely based on oil and coal generators. Renewable
energy sources are the most mature alternative but their production is
intermittent and then require energy storage systems able to store a high
quantity of energy to increase their usability. The second-life batteries
of electric vehicles and low-cost battery chemistries are the best candi-
dates to compose low-cost energy storage systems for these applications.
These batteries must be parallel-connected to obtain the required capac-
ity. A novel parallelization approach based on Input Parallel/Output
Serial DC/DC Partial Power converter series-connected to each battery
is presented in this paper. This approach is applied to different case stud-
ies showing that controlling only the 15% of the battery power allows the
DC/DC converter to control the sharing of the grid current among the
batteries. The reduction of the controlled power leads to a reduction of
the cost of the energy storage system.

Keywords: Battery parallelization system · Micro grid · Partial
Power DC converter · IPOS DC/DC · Second life battery

1 Introduction

Solar and wind energies are the best candidates to reduce the environmental
impact of electrical energy generation. However, they are intermittent and not
controllable by their nature. Smart grids combined with Energy Storage Systems
(ESSs) aim to solve these limitations and to make more attractive renewable
energy sources. The presence of an energy storage system, however, increases
the grid cost and poses major ethical issues due to controversial supplying man-
ufacturing processes [1].

Smart-grid costs can be reduced by using second-life batteries from elec-
tric mobility applications instead of new ones. In fact, the remaining capacity
of second-life batteries can be exploited by stationary applications that are less
demanding in terms of energy and power density than mobility ones. Usually, the
capacity of one vehicle battery is much lower than the smart-grid ESS required
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 346–351, 2024.
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one. Therefore, some second-life vehicle batteries are parallel connected to com-
pose the smart-grid ESS [2]. Unfortunately, second-life batteries or their elemen-
tary modules cannot be parallel connected using static hardware connection or
simple switch-based circuits [3]. In fact, the high variability of second-life bat-
tery parameters, the non-uniform aging of the elements to be parallel-connected,
and the possibility to compose the ESS with different battery types and manu-
facturers, impose the use of a smart parallelization system [4,5]. Moreover, an
intelligent parallelization system allows us to compose the ESS using different
battery chemistries, such as lead-acid and sodium-metal halide batteries. These
kinds of batteries are generally less performing than the lithium-ion ones but are
also cheaper.

The parallelization is historically obtained using the AC bus of the elec-
tric power distribution network and one AC/DC converter for each parallel-
connected battery. This approach minimizes the management complexity of the
smart-grid but the obtained energy efficiency is low. The AC/DC converters can
be replaced with high-efficiency DC/DC converters if the battery parallelization
is carried out with a DC bus [6]. This approach increases the system energy
efficiency but requires high power and expensive DC/DC converters.

This paper explores the possibility to parallel connect the batteries using
DC/DC Partial Power converters. This typology of converters is series-connected
with the battery and is generally used to control the charging current profile
[7]. Our idea, instead, aims to use one Input Parallel/Output Serial (IPOS)
DC/DC Partial Power converter for each parallel connected battery to control
the load/source current sharing among them. This idea generalizes the work
of Iyer et al. [8], where a single battery is taken into account. A preliminary
smart-grid simulation platform was developed in Matlab Simulink environment
to demonstrate the capability of this innovative battery parallelization approach
and quantify its advantages with respect to a classic DC/DC converter approach.

2 Novel Parallelization Approach

The block diagram of the proposed parallelization circuit is reported in Fig. 1. It
uses an IPOS DC/DC Partial Power converter for each battery to control its cur-
rent. The IPOS converter is a two-ports system. One port is parallel-connected
with the battery while the other one is series-connected to it. The ports are mod-
eled as a current generator Ibx and a voltage one Vcx, respectively. Instead, the
batteries are modeled as a voltage generator, which models the relation between
the battery Open Circuit Voltage (OCV) with its State of Charge (SoC), series-
connected with an impedance Z. The system current equations are reported in
the system (1). ⎧

⎪⎨

⎪⎩

IESS =
∑n

x=1 Icx

Icx = Ibatx − Ibx

Ibatx = Vbus−OCV −Vcx

Z

(1)
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Fig. 1. Block diagram of a smart grid with the proposed parallelization system for the
ESS.

As we can note, the current of each battery is controlled by the relative
Vc. The battery current is equal to zero if Vc + OCV is equal to Vbus. Instead,
the battery is charged or discharged if Vc + OCV is lower or higher than Vbus,
respectively. In other words, the IPOS DC/DC can control the power exchange
between the network and the battery with a very low power if the system is sized
with a bus voltage Vbus barely higher than the maximum OCV of the batteries.
This is the main advantage of the proposed approach compared with the classic
parallelization one. In fact, a DC/DC converter with two ports, one parallel
connected to the battery and the other parallel connected to the grid, is used
to control the battery power in classic parallelization approaches. In this case,
the DC/DC converter needs to be able to control all the battery power and then
it is more expensive than IPOS one. Higher is the DC/DC converter power,
higher is its cost. Moreover, IPOS topologies are simpler than a bidirectional
high-efficiency DC/DC converter [7,9].

Finally, the DC/DC efficiency can be taken into account using the equation
system (2) where VbxIbx and VcxIcx are the input/output power of the DC/DC
ports and ηbc and ηcb are the DC/DC efficiency for energy exchange from the
battery port to the control port and vice versa, respectively.

{
ηbcVbxIbx = VcxIcx for Icx ≥ 0
VbxIbx = ηcbVcxIcx for Icx < 0

(2)

3 Simulation Platform

A simulation platform of the model described in Fig. 1 is developed in Matlab
Simulink environment to verify the feasibility of the presented parallelization
approach with realistic case studies. The platform is kept as simple as possible
in this phase to reduce the complexity of the analysis. For example, the battery
impedances are considered as purely resistive, and the grid sources and loads
are emulated with a constant current profile during both charge and discharge
phases. Three batteries and IPOS converters are modeled. The converters are
controlled to keep the SoC of the batteries as equal as possible. Two different
case studies are considered. The former is focused on second-life batteries while
the latter is focused on the coexistence of different battery chemistries.
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Fig. 2. Simulation results of the first case study in which the ESS is composed of three
second-life NMC batteries with 90 (Bat1), 80 (Bat2), and 70%(Bat3) of the nominal
capacity.

In the first case study, three second-life batteries composed of 96 Nickel
Manganese Cobalt (NMC) series-connected cells with a nominal capacity (QN )
of 60 Ah are used. The actual capacities of the three batteries are set to 70,
80, and 90% of the nominal one to emulate different battery aging levels. The
resistance values are instead increased keeping the product of battery resistance
and capacity constant. The OCV and resistance curves as a function of SoC for
the NMC cell are obtained from [10].

The three different battery chemistries, NMC, lithium iron phosphate (LFP),
and Sodium-Metal Halide (ZEBRA), are instead considered in the second case
study. For the sake of simplicity, the three batteries are sized to have comparable
capacity and nominal voltage of 50 Ah and 380 V, respectively. This case study
highlights the ability of the parallelization approach to manage batteries with
large differences in the OCV curves.

4 Simulation Results

The developed simulation platform was used to simulate the two presented case
studies. The batteries start from a fully charged condition and are discharged
with constant current profiles until they reach 10% of SoC. Then, the batteries
are fully charged with a constant current profile. The grid power values are
7.3 and 5.3 kW for the first and second case studies, respectively. The DC/DC
converter ηcb and ηcb were set to 0.88, which is a reasonable value for the IPOS
converters as reported in [11].

Figure 2 shows the current and the power profiles of the three batteries and
the power profiles of the three DC/DC converter control ports in the first case
study. As we can note, the current values in the charge and discharge phases are
directly related to the battery capacities. In fact, their values are controlled by
the DC/DC converters to keep the battery SoC as balanced as possible.

Moreover, the figure highlights that the mean DC/DC output power is
only the 8.4% of the battery output power. As mentioned before, this is the
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Fig. 3. Simulation results of the second case study in which the ESS is composed of
three batteries based on NMC, LFP, and ZEBRA chemistry.

main advantage of the proposed parallelization approach which uses low-power
DC/DC converter to control a much higher battery power.

Higher battery voltage differences appear in the second case study during
both the charge and discharge phase as reported in Fig. 3. The voltage differences
strongly change with the battery SoC and are due to the large difference in OCV
and parameter curves of the three different battery chemistries.

In this case study, the output power of the DC/DC converters is about 12.8,
14.3, and 7.1% of the battery ones with a maximum control voltage of 21.4, 17.6,
and 17.4% of the bus voltage (425 V) for the NMC, LFP, and ZEBRA batteries,
respectively.

5 Conclusion

A novel battery parallelization approach based on Input Parallel/Output Serial
DC/DC Partial Power converter series-connected to the battery has been pre-
sented in this paper. This technique allows us to control the current that flows
through the batteries with DC/DC output powers that are lower than 15% of
the battery one as demonstrated with a simulation platform in two different case
studies. The very low DC/DC power requirement is a significant advantage of the
proposed solution compared to the classic parallelization one. In fact, the classic
solution uses parallel connected DC/DC converters that must be able to control
all the battery power and are therefore highly expensive. On the other hand,
the proposed parallelization approach allows us to control very high power with
low-power DC/DC, resulting in a considerable reduction of the system costs.

Future works will aim to increase the simulation platform accuracy by includ-
ing additional battery behaviors such as temperature and aging. Moreover, more
complex and exhaustive case-studies should be considered. Furthermore, we will
carry out a comparison between the Partial Power DC/DC converter topologies
in order to find the most promising one for implementing an experimental setup.
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Abstract. This paper focuses on developing a Deep Reinforcement Learning
(DRL)—based agent for real-time trajectory planning and tracking in a simulated
parking environment, specifically low-speed maneuvers in a parking area with
comb-shaped spaces and a random distribution of non-player vehicles. We rely
on CARLA as a virtual driving simulator due to its realistic graphics and physics
simulation capabilities, and on the Gymnasium and Stable-Baselines3 toolkits for
training the agent. We show that the agent is able to achieve a success rate of
97% in reaching the target parking lot without collisions. However, integrating
CARLA with DRL frameworks poses challenges, such as determining suitable
environment and neural network update frequencies. Despite these issues, the
results demonstrate the potential of DRL agents in developing automated driving
functions.

Keywords: Automated driving functions · CARLA driving simulator · Deep
reinforcement learning · Gymnasium · Automated parking · Proximal-policy
optimization

1 Introduction

A growing trend in the development of automated driving functions (ADFs) is the use of
DRL agents that learn specific tasks by interacting with the target environment following
a trial-and-error mechanism and supported by a deep neural network brain [1]. Due to the
inherent nature of this approach, it is useful to train themwithin virtual driving simulators
that are as true to reality as possible. This allows for safe operating environments where
the agent can learn the desired behavior, shaped through the awarding of rewards and
penalties based on the status of the agent within the environment. Indeed, the objective
of a DRL agent is to maximize the sum of expected rewards (i.e., the cumulative reward)
over its lifetime. By exploiting the information learned about the expected utility (i.e.,
the sum of expected future rewards discounted by a factor), the agent can increase its
long-term reward. This implies that the contributions that make up the reward function
(RF) have to be specifically designed to enable the agent to achieve the target policy.
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We are interested in developing a DRL agent able to perform real-time trajectory
planning and tracking in a high-fidelity simulated parking environment, taking as input
sensors data and consequently acting on the steering wheel and the throttle and brake
pedals, emulating the actions of a human driver. The focus of our research is low-speed
maneuvers in a parking area with comb parking spaces and random distribution of the
number of parked non-player vehicles (NPVs).

The remainder of the paper is structured as follows. Section 2 presents the environ-
ment, then Sect. 3 shows the performed experiment, while Sect. 4 the obtained results.
Finally, conclusions are drawn in Sect. 5.

2 Environment

To train our model, we took a step toward more realistic simulations than previously
done in [1, 2] for parking (using Unity) and highway driving (using highway-env [3]),
respectively. To increase the level of realism in terms of graphics and physics simulation,
we opted for CARLA as a driving simulator [4], an open-source software created to
support ADFs development. It includes several town maps and different vehicle models
to which sensors such as radar, lidar, camera, etc. can be attached. In addition, CARLA
exposes anAPI that allows users to control all aspects related to the simulation, including
traffic, pedestrian behaviors, weather, sensors, etc. The official DRL-related section
lacks recent updates but some recent works have recently been proposed [5, 6], showing
promising results in trajectory tracking applications.

Starting from the built-in Town 5, where a parking area is already available,
we removed all the unnecessary surrounding entities from the scene, so to obtain a
lightweight scenario to reduce the computational cost of rendering and thus training
time. The parking area, visible in Fig. 1, measures 50 × 50 m and is composed of 60
comb parking spaces with a 90° layout, 5 × 2.5 m each. Brick walls cordon off the
area, preventing the agent from falling during training. The weather includes 15 differ-
ent conditions of sun, rain, fog, and clouds and 41 vehicle models are available, from
motorbikes to trucks, with customizable colors.

Fig. 1. Bird view of the parking area. The red square marks the target parking lot.
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3 Experiment

To implement our DRL agent, we opted for Gymnasium (formerly known as OpenAI
Gym [7]), an open-source Python toolkit that exposes an API to facilitate the design
and implementation of DRL environments which has become a de facto standard for the
communication between agents and simulation environments. In addition, Gymnasium
offers the ability to define custom environments, so, we wrapped the CARLA parking
setting into a Gymnasium environment to get a DRL-compatible interface. Furthermore,
Gymnasium is compatible with Stable-Baselines3 (SB3) [8], an open-source Python
library that offers a variety of DRL algorithms to set up the training algorithm and the
neural network architecture and configuration quickly and intuitively. The schematic of
the tools used and their interfacing are shown in Fig. 2.

Fig. 2. Outline of the tools used for the implementation of the DRL agent.

At each episode, the vehicle starting point and orientation are chosen randomly
within the drivable area. The target to be reached is one of the 60 lots, randomly chosen
at each episode. To train our agent, we used the Audi e-tron vehicle model, available
in CARLA. The car measures 4.90 × 1.93 × 1.62 m, and has a total mass of 2490 kg.
The vehicle dynamics are modeled by CARLA with NVIDIA PhysX [9], one of the
most popular physics simulation engines. The ego vehicle (EV) is equipped with a lidar
sensor placed in the center of the vehicle with a 360° horizontal field of view.

The key part in the development of a DRL agent is RF. We split it into several
contributions, some dense (given at each simulation step) and some sparse (awarded
only when some events occur). Table 1 offers an overview the components of the RF.
Distance and heading are the two dense contributions to induce EV to approach the
target. Collision is sparse, needed to teach the agent to avoid other NPVs and the walls
delimiting the area. Two contributions are related to reaching the target parking lot, goal
and alignment. The goal reward is awarded when EV reaches the lot, while alignment
rewards the agent if it parks aligned well.

For the training of the model, we used the PPO algorithm [10]. PPO aims to optimize
policies for sequential decision-making tasks. It balances exploration and exploitation by
iteratively updating policy parameters based on the clipped surrogate objective, ensuring
stability and reliable performance. As the backbone neural network, we opted for amulti-
layer perceptron configuration, composed of 2 hidden layers of 512 neurons, whose
input and output values are summed up in Table 2. To give the agent the ability to better
perceive its motion, at each network update we stacked the last four input values on top
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Table 1. RF components.

Name Description Range Type

Distance Euclidean distance from EV to target [−0.1, 0] Dense

Heading Angle between EV forward vector and EV-target vector [−0.1, 0] Dense

Collision Collision with walls or NPVs event [−1, 0] Sparse

Goal Target achieved event [0, 15] Sparse

Alignment Angle between EV forward vector and parking lot orientation [0, 10] Sparse

of the current one. This allows the agent to capture the dynamics and changes in the
environment over time.

Table 2. PPO network input and output.

Type Quantity Dimension Resulting size

Input Lidar data 61 340 (5 stacked inputs)

Distance from target (x, y) 2

Speed (x, y) 2

Acceleration (x, y) 2

Angular velocity (yaw) 1

Output Throttle 1 4

Steering 1

Brake 1

Reverse 1

Given the results previously obtained in an environment similar to ours, although
significantly less complex, such as [1], we adopted a curriculum learning (CL) strategy
for training our agent [11]. In this case, we split the training into three distinct phases.
The first phase involves only EV, no NPV is present and an episode terminates if the
target is reached or if it goes over 240 steps. Collision is not penalized to incentivize the
agent to explore the environment. In the second phase, the number of NPVs is chosen
randomly between 0 and 20 at each episode and, again, only the goal reaching or the
timeout can end the episode. Collisions are now slightly penalized with a weight equal
to−0.1. Finally, in the third phase, conditions are similar to phase #2 but now a collision
(penalty weight −1) terminates the episode.
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4 Results

We trained our PPO agent for about 60M steps (Fig. 3). The first CL phase took 25M
steps, after which the agent was able to reach the goal 100% of the time (Fig. 3a). Once
this is achieved with no NPVs present in the scene, the second phase started, lasting
about 15M steps in which the agent learned to park with NPVs parked near the target
parking lot. The last phase, in which collisions represented a terminal state, lasted 20M
steps, achieving a final success rate of 97%.

(a) (b)

Fig. 3. The PPO agent training over ~60M steps. a is the success rate and b the cumulative reward.
Dashed blue lines distinguish the three CL phases.

Although the success rate is satisfactory, some problems related to the use of CARLA
arose during code development. In particular, the lack of direct support for DRL made
the implementation of the environment and synchronization with Gymnasium and SB3
particularly complex. Too high values of the CARLA environment update frequency
(greater than 20 Hz) greatly lengthened the training time due to the higher computational
load but, conversely, frequencies that were too low (lower than 10 Hz) did not guarantee
proper observation of the environment by the agent (e.g., it happened that the agent
stepped on the goal without being detected). In addition, it was necessary to adopt the
decision period (i.e., the frequency at which the agent takes an action) since too high
network update frequencies (greater than 10Hz) did not allow the agent to learn tomove,
since too short a press on the accelerator pedal is not sufficient to allow movement. A
good trade-off we found is to use a CARLA environment update rate of 20 Hz and a
network update rate of 5 Hz (equivalent to a decision period of 4) but this required a lot
of trial and error.

5 Conclusions

This paper presented a DRL agent for real-time trajectory planning and tracking in a
CARLA-simulated environment where low-speedmaneuvers are performed in a parking
areawith comb-shaped spaces. The agent is able to achieve a 97%success rate in reaching
the target parking lot without collisions. The training process involved a CL strategy
with three distinct phases that gradually increased the complexity of the environment
by introducing NPVs and penalizing collisions. However, the use of CARLA presented
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challenges in integrating DRL into the environment. Issues related to the environment
update frequency and decision period had to be carefully handled to ensure proper
learning and observation by the agent but the overall success rate and performance of
the trained agent confirm the capability of DRL approaches for the development of
ADFs. Future work will focus on different sensor configurations and extend the range
of action to more complex parking scenarios or other ADFs.
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Abstract. Analyses of the presence of heavy metals are particularly important
in assessing water quality. The monitoring of environmental parameters leads
to the collection and analysis of a large set of data that may be used to reduce
polluting actions, suggesting that Internet of Things (IoT) technologymay provide
an efficient contribution to themitigation of environmental issues. The objective of
this paper is to choose the bestMachineLearning (ML)model,which can be loaded
into a low-power microcontroller, using the sensed data obtained through the
Electrochemical Impedance Spectroscopy (EIS) technique as a dataset. The real
and imaginaryparts of the impedance for each frequencyvalueoccurringwithin the
range of 0.18 and 1 Hz are used as features. Five different lead concentrations are
used as outputs. The features and the output constitute the dataset. Sixteen distinct
scenarios were examined to train the different models in order to investigate ways
to reduce the number of features. With the aim of creating a low-energy device
that can conduct measurements and predict outcomes locally, the emphasis is on
training a variety of models, including qualitative (classification) and quantitative
(regression) approaches.

Keywords: Edge ML · Impedance sensor · Environmental monitoring

1 Introduction

The monitoring of environmental parameters leads to the accumulation and analysis of a
large amount of data that can be used to mitigate/reduce polluting actions. To that extent,
IoT technology is a promising candidate to contribute effectively to the mitigation of
environmental issues, enabling the acquisition of high-resolution spatiotemporal data.
Moreover, the recent results of embedding Artificial Intelligence (AI) onto resource-
constrained devices [1] such as ultra-low-power, low-cost IoT platform, enable much
more detailed and powerful data analysis closer to where sensor measurements are gath-
ered. In assessingwater quality, analyses of the presence of heavymetals are of particular
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importance. Electrochemical Impedance Spectroscopy (EIS) is a frequently used tech-
nique for evaluating the presence of metal ions in various environmental and biological
specimens [2]. Numerous electrospun materials for the detection of Heavy Metal Ions
(HMI) have been created and evaluated using a vast array of techniques [3]. Electrospun
nanofibers possess numerous advantageous properties, such as a high surface-to-volume
ratio, porosity, tunability of nanofiber properties and the ability to be readily function-
alized to improve material performance. The functional sites that can be conferred on
fibers through various functionalization or doping techniques facilitate the activation of
HMI anchor points. Moreover, the high surface area to volume ratio of fibers imparts
a wider dispersion of active sites, which, in conjunction with the porous structure of
fibrous membranes, determines the electrospun’s ability to remove heavy metals [4].
Consequently, it has been demonstrated [5] that the incorporation of nanomaterials as
electrodes can enhance the sensitivity and reproducibility of electrochemical method-
ologies for the detection of HMI. When considering polymeric nanofibers, polyaniline
conductive polymer was discovered to be one of the most prevalent sources [6]. Typi-
cally, sensor calibration is required periodically and performed in a controlled laboratory
environment, which does not always accurately reflect the conditions sensors confront
when used in the field. Implementation of on-board Machine Learning (ML) techniques
can enhance the quality of data and guarantee the precision of the gathered data. The
purpose of this study is to develop an MLmodel inferencing from sensing data presence
and concentration of water pollution contaminants, that can be executed on a low-power
microcontroller integrated into a portable device. The dataset utilized in this study was
acquired through the implementation of the EIS technique, which involved the use of
a sensor featuring an active layer composed of microfibers generated via the electro-
spinning method. The focus is on the training of diverse models, including qualitative
(classification) and quantitative (regression) approaches, with the goal of developing a
low-energy apparatus that can execute measurements and forecast responses on-site.

2 Material and Methods

2.1 Sensor Preparation and Data Acquisition

Impedance measurements were carried out using AMEL 7050 galvanostat/potentiostat
coupled with AMEL 7200 Frequency Response Analyzer (FRA) with a three-electrode
configuration. The tests utilized Platinum Interdigitated Electrodes (PtIDEs) that were
covered with micro-fibrous sensing layers (Fig. 1), serving as both the working and
counter electrodes. The reference electrode utilized in the experiment was a platinum
wire measuring 100 mm in length and 0.5 mm in diameter.

The active layer of the sensor was produced using the electrospinning method and
the polymeric solution was prepared using Poly-Styrene (PS) as the polymer and EDTA
disodium salt (Na2EDTA) as the chelating agent. The electrolyte solutions utilized in
the sensing experiments were prepared by different lead concentrations, specifically 10,
100 ug/l, 1, and 100 mg/l, with the buffer solution as a base. The EIS measurements
were performed with a half-wave amplitude of 10 mVpK and a frequency range of 0.1–
100.000 Hz. No potential bias was applied. The collected data were interpreted using



360 A. Fotia et al.

Fig. 1. a Bare PtIDE and PtIDE-PS-Na2EDTA sensor, b block diagram of measurement setup.

the Nyquist plot, which plots impedance as a complex number with the imaginary part
(ZIm) along the y-axis and the real part (ZRe) along the x-axis.

2.2 Dataset

The dataset was assembled with the purpose of training various regression and
classification models. The frequency and the related real and imaginary parts of the
impedance have been used as features. The frequency spectrum under analysis covers
0.18–50,000 Hz, encompassing a total of 110 frequency points. Five different lead con-
centrations, in terms of logarithm, were used as output (Fig. 2). Given that the difference
in percentage between the results of the measurements is below 2%, the original dataset
was synthetically augmented in magnitude (the number of observations) using the fol-
lowing equation: Vm = random [−1, 1] ∗ 0.02 ∗ Vo + Vo, where Vo represents the
experimental data and Vm the synthetic data. To preserve the original dataset’s propor-
tions while increasing the number of observations, the lead concentration measurements
were artificially augmented by accordingly amounts. The dataset comprises 330 features
and 930 observations, with 186 observations for each concentration that was analyzed.

Fig. 2. Structure of the dataset.

By employing two distinct forms of supervised learning, classification and regres-
sion, our objective was to train a ML model suitable for the integration on a resource-
constrained microcontroller memory. For the first one, to obtain a series of classes
related to different concentrations of pollutants, and for the second one, to predict a
specific concentration value. Sixteen distinct scenarios were investigated to analyze the
impact of different features and achieve the goal of reducing the number of employed
features while maintaining model accuracy and decreasing training time. Each scenario
will be described in the Table 1, which is labeled with the letters a to r. The Classifi-
cation Learner App and Regression Learner App, which are included in the Statistics
and Machine Learning Toolbox for MATLAB R2021 [7], were utilized to select the best
models. These applications can indeed be utilized to train semi-supervised and super-
vised learning algorithms for binary andmulti-class problems. The classification models



Design of a Portable Water Pollutants 361

include Decision Trees, Discriminant Analysis, Naive Bayes, Support Vector Machine,
Nearest Neighbors, and Ensemble. Meanwhile, the regression models comprise Linear
Regression, Tree, SupportVectorMachine, Ensemble, andGaussian ProcessRegression.
In the R2021a version, each group includes one or more models, for a total of 24 for
classification and 17 for regression. The K-Fold Cross Validation (K-FCV) technique
was employed, with a fold count of 5. This approach results in enhanced predictive
accuracy by avoiding the problem of overfitting.

Table 1. Summary of scenarios used.

Scenario Number of features Description

a 330 All features considered

b 220 Only Re and Im parts of impedance considered

c 2 PCA of scenario: 95% of the variance

d 5 PCA of scenario b: 97% of the variance

e 10 PCA of scenario b: 99% of the variance

f 32 Re and Im parts of Impedance in the range 0.18–1 Hz

g 80 Re and Im parts of Impedance in the range 1.2–100 Hz

h 108 Re and Im parts of Impedance in the range 0.12–50 kHz

i 110 Only Re part of Impedance considered

l 1 PCA of scenario i: 95% of the variance

m 2 PCA of scenario i: 97% of the variance

n 5 PCA of scenario i: 99% of the variance

o 110 Only Im part of impedance considered

p 2 PCA of scenario o: 95% of the variance

q 4 PCA of scenario o: 97% of the variance

r 9 PCA of scenario o: 99% of the variance

3 Results

3.1 Classification Results

Twelve models have been identified and shown in Table 2 for classification purposes,
based on a training time of less than 0.55 s and an accuracy of over 97%. The top-
performing models, with respect to precision, duration of training, and quantity of fea-
tures, are exclusively associated with scenario f. This scenario encompasses impedance
values within the frequency range of 0.18–1 Hz. The top-performing models, as deter-
mined by the analysis, were Weighted KNN, Cosine KNN, and Quadratic Discriminant.
Therefore, the above-mentioned models related to the f scenario turned out to be the best
option, as compared to the others, it has a smaller number of features while maintaining
excellent accuracy, training time, and prediction speed.
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Table 2. Selection of models trained for classification approach.

Scenario Models Accuracy (%) Prediction speed (Obj/s) Training time (s)

f Medium tree 97.1 38000 0.459

f Quadratic discriminant 100.0 30000 0.518

f Medium KNN 100.0 13000 0.503

f Cosine KNN 99.9 19000 0.330

f Weighted KNN 100.0 19000 0.318

g Medium KNN 100.0 11000 0.544

g Cosine KNN 98.7 12000 0.495

g Weighted KNN 100.0 12000 0.457

h Weighted KNN 99.5 10000 0.548

o Linear discriminant 100.0 21000 0.392

o Quadratic discriminant 100.0 21000 0.437

o Weighted KNN 100.0 10000 0.514

3.2 Regression Results

For the regression approach, seven models remain, considering a Root Mean Square
Error (RMSE) less than 0.35 and an r-square (R2) more than 0.99 (Table 3). The three
models that show the best qualities, in terms of RMSE, R2 and number of features, are
all associated with scenario f.

Table 3. Selection of models trained for regression approach.

Scenario Models RMSE R2 Prediction speed
(Obj/s)

Training time
(s)

a Matern 5/2 GPR 0.3373 0.99 8100 17.205

a Rational quadratic
GPR

0.3377 0.99 7700 35.228

b Matern 5/2 GPR 0.3384 0.99 10000 14.224

b Rational quadratic
GPR

0.3390 0.99 9700 32.844

f Matern 5/2 GPR 0.2796 1.00 17000 11.368

f Exponential GPR 0.3237 0.99 16000 19.791

f Rational quadratic
GPR

0.2785 1.00 18000 21.462

The study revealed that the Rational Quadratic GPR, Exponential GPR, and Matern
5/2 GPR models exhibited the best levels of performance.
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The response plot shows the number of observations in the abscissa and the responses
in the ordinate, in terms of the logarithm of the various lead concentrations analyzed.
The vertical red lines between the prediction and the true value indicate the prediction
error committed by the model. The residuals plot of the regression models shows the
difference between predicted and true responses. The analysis shows an error higher for
the response at 2.30 than at 6.90, i.e., for concentrations of 10 µg/L and 1 mg/L of lead.
Among the three models, Matern 5/2 GPR is the best-performing one (Fig. 3).

Fig. 3. Response (a) and residual (b) plots of the best model trained with the scenario f.

An adaptation and selection of the trained models have been tested using the online
tool STM32Cube. AI Developer Cloud to verify the suitability of the integration on an
ARM Cortex M33 STM32U585AI microcontroller. Respectively, inference times for
classification and regression are 1 and 0.99 ms. The memory occupation is less than
100 Kb for both the models.
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Abstract. This paper presents a novel tool for generating driving scenario
datasets, that are a key asset to advance research and development in automated
driving and driver assistance systems. The tool relies on theMATLAB.Automated
Driving Toolbox and focuses on the overtaking maneuver. It uses simulated vehic-
ular data, without relying on camera-equipped real-world vehicles, thus providing
a low-cost solution, while allowing to abstract the main action features, that are
very important for the pre-training of machine learning models. The tool has been
designed to target customization (in terms, e.g., of road curvature radii), in order
to allow meeting specific requirements, while its interoperability (e.g., multiple-
format export) supports integration with other development environments. A pre-
liminary analysis of the first scenarios generated with the tool confirms the validity
of the system under development.

Keywords: Automated driving · Driving scenario · Synthetic datasets ·
Vehicular data · Driving scenario classification · Driving scenario detection

1 Introduction

Automated driving systems require reliable and high-quality scenario datasets for test-
ing and validation. Scenario-based approaches are increasingly important for verifying
automated driving systems compared to traditional distance-based methods. Overtaking
(OV) and Lane Change (LC) maneuvers are particularly crucial due to their complex
interactions between the Ego Vehicle (EV) and the Leading Vehicle (LV). To address
dataset challenges, this paper proposes a tool for generating synthetic OVmaneuver sce-
narios, highlighting its versatility, variability, adaptability, and interoperability. By offer-
ing a comprehensive dataset, this tool advances research and development in automated
driving and driver assistance systems, ultimately promoting safer and more efficient
autonomous vehicles.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
F. Bellotti et al. (Eds.): ApplePies 2023, LNEE 1110, pp. 364–369, 2024.
https://doi.org/10.1007/978-3-031-48121-5_52

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48121-5_52&domain=pdf
http://orcid.org/0009-0008-9595-3520
http://orcid.org/0000-0003-1937-3969
http://orcid.org/0000-0003-4277-7283
http://orcid.org/0009-0008-4548-7648
http://orcid.org/0009-0000-7265-7501
http://orcid.org/0000-0001-7283-4571
https://orcid.org/0000-0003-4109-4675
https://doi.org/10.1007/978-3-031-48121-5_52


A Synthetic Dataset Generator for Automotive Overtaking Maneuver Detection 365

Existing literature lacks an analysis of OV maneuver classification that doesn’t rely
on camera-equipped vehicles but instead utilizes only vehicular data.Our dataset creation
serves two main purposes: (i) to develop an analysis tool for identifying and classifying
the addressed scenario in an acquisition file, and (ii) to form the training set for a
scenario classifier (e.g., left/right LC and possibly OV maneuvers). This paper focuses
on dataset design and implementation, providing significant opportunities for research
and development in automated driving and driver assistance systems. By focusing on
vehicular data like relative position, distance, angle, and velocity between vehicles,
researchers can safely develop innovative and practical solutions for automated vehicles
to perform LC and OV maneuver. This approach may reduce complexity and costs
compared to camera-based systems that rely on sophisticated computer vision algorithms
and hardware.

Section 2 reviews existing literature related to our study. In Sect. 3, we outline
our systematic approach, data collection methods, experimental setup, and tools used,
emphasizing our work’s key strengths. Section 4 demonstrates the usefulness of our
experimental results, while Sect. 5 summarizes key findings and contributions. We
highlight the importance of our methodology and dataset generation tool, along with
discussing future research directions.

2 Related Works

Wachenfeld et al. [1] propose a scenario-based approach for validating automated driving
functions, as relying solely on distance-based validation would be impractical due to the
extensive kilometers required. This scenario-based method is becoming increasingly
important for verifying and validating automated driving systems [2], necessitating high-
quality and reliable scenario datasets.

Geyer et al. [3] compare scenarios to dynamic storylines, incorporating anticipated
driver actions without rigidly specifying every detail. Scenario implementation consid-
ers factors like driver free will, allowing for flexible and context-dependent realization.
Accurate scenario detection and classification involve identifying and interpreting var-
ious road situations and events, such as Car Following (CF), Lane Changes (LC) and
Overtaking (OV) maneuvers. This detection enables automated driving systems to make
contextually appropriate decisions.

Scenario detection is crucial in real-time for determining vehicle control operational
modes and in offline analysis for assessing systemperformance [4].High-quality datasets
from real-world sensors are essential for training and testing autonomous driving sys-
tems, but creating them can be costly and time-consuming. Virtual simulations, like the
one proposed by Cossu et al. [5], offer a complementary solution to address dataset
challenges. They allow the generation of diverse scenarios through CARLA simulator
[6] based on user-specified parameters, providing customized and tailored content for
research purposes.



366 L. Forneris et al.

3 Methodology

We propose a synthetic OV maneuver scenario pipeline implemented using MATLAB
[7] Automated Driving Toolbox [8]. The tool generates synthetic data extracted from
simulations, focusing solely on vehicular data signals without using real sensors or
cameras. Data is collected from vehicle dynamics, emulating sensors providing speed,
yaw-rate, steering angle, etc. The current version allows the EV and LV to drive on a
one-way roadwith two 3.5mwide lanes, simulating a common highway scenario. Future
improvements may include different road types like two-way roads or intersections. The
main features of our tool-chain are:

• Reproducibility: scenarios are completely deterministic, guaranteeing a complete
control of the experiments.

• Variability: the case histories considered in the study were generated using real sta-
tistical distributions, ensuring a diverse and variable dataset. Moreover, the range of
customizable parameters enables the creation of highly distinct scenarios.

• Versatility: the tool offers complete customization according to the user’s specific
requirements. Users have the possibility to parameterize multiple factors, enabling
the creation of varied and/or highly specific scenarios. Moreover, the tool facilitates
the realization of diverse situations, including intersections, traffic roundabouts, and
more.

• Interoperability: the work environment facilitates the export of scenarios generated
in multiple extensions, enabling their import into other simulation and development
environments. This capability empowers users to make additional modifications to
the scenarios as needed.

3.1 Specifications

As anticipated before, one of the strengths of this tool is the possibility to customize
simulated scenarios seamlessly, as users can define all themeaningful values by editing a
simple text file. In particular, the user can defineEVandLVspeeds, the duration of theLC
maneuver, the curve direction (left or right) and radius. Those parameters are required to
define the generate a LC. In accordance with the user’s requirements, the specifications
of the scenarios generator can be documented within an external file (e.g., in a JSON
format). The versatility of this tool allows for the inclusion of additional parameters
to accommodate various other requirements. The chosen parameters for varying the
scenarios include:

• EV speed [km/h]
• LV speed [km/h]
• Lane change maneuver duration [s]
• Road curvature radii [m], 0 for straight roads
• Curve direction, left or right.

The software utilizes the set parameters to interpret and define the scenarios.
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3.2 Creation of Road Network and Vehicles

The road is generated, including straight and curved segments, with realistic infrastruc-
ture to represent a lifelike road layout. After road network generation, vehicles are placed
according to predefined criteria and distribution to represent various traffic scenarios. To
mimic real driver behavior, noise is added to the trajectories of EV and LV, simulating
skids. An example of the road structure is depicted in Fig. 1.

Fig. 1. Example of two roadnetworks from the interface ofDrivingScenarioDesigner application.
On the left, the former portrays a road composed of a 500 m straight section followed by a curve
with a radius of 178 m. Meanwhile, the latter illustrates a racetrack featuring three vehicles, each
with a designated trajectory to follow.

3.3 Overtaking Scenario Instances

Two versions were established for each overtaking scenario instance. The first version
comprises solely the EV driving along the road. The second version involves the EV
following the LVwithout overtaking it. In the latter case, both vehiclesmaintain the same
speed, and to ensure safety, a constant time headway of 1.3 s ismaintained between them.
In case of overtake, the difference between the speed of EV and LV is added to the list
of parameters, so that the generated maneuvers can be as more realistic as possible.

3.4 Scenario Simulation and Export

The scenario is simulated and data is stored at each timesteps, which can be defined
a priori according to the user needs. Users should determine an appropriate timestep
value striking a balance between simulation accuracy and computational burden. Once
all pertinent vehicular data have been acquired, the data relevant to the newly simulated
scenario is now ready to be stored and used. Scenarios may be saved in different formats,
such as ASAM OPENDRIVE® or OPENSCENARIO®.
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4 Experimental Results

As a preliminary functional test, we defined a combination of 1000 parameter values.
The corresponding baseline instances were generated and simulated, with a sample
creation average time of 0.99 s. This process has been performed on a PC using 64-bit
Windows 11 as operative system and equipped with an Intel core i7-12700H 2.30 GHz
CPU, 16 GB RAM, and NVIDIA GeForce RTX 3060 GPU with 6 GB of memory. The
generated instances have been verified by experts from the Hi-Drive project, especially
to ensure physical consistency between values (e.g., speeds and radii of curvature).
This demonstrates that by exploiting the proposed tool, users can effortlessly generate a
dataset of OV maneuver scenarios by simply setting the desired values of some relevant
parameters, with no need to write any script/code nor master a simulation environments.

5 Conclusions and Future Works

As efficient creation of driving scenario data is key to advance development of advanced
driving assistance systems (ADAS) and automated driving functions (ADF), we have
designed a tool, based on MATLAB Automated Driving Toolbox for implementing var-
ious instances of overtaking scenarios, in a variety of conditions. The relevant vehicular
signals are recorded, so that can be later employed as part of machine learning datasets.
This approach offers significant benefits, as it enables computationally efficient simu-
lations and obviates the necessity of employing complex computer vision techniques
to process camera-recorded data. The adaptability of the tool allows for extensive cus-
tomization to suit specific user/company requirements. Authenticity of the scenario set-
tings benefits from the incorporation in the tool of real maps from OpenStreetMap®.
From serving as a diagnostic method for existing scenario classifiers with high accuracy
to acting as a benchmark for comparing various classification methods. Furthermore,
the flexibility of the tool goes beyond mere OV or LC scenarios. The combination of
these attributes streamlines development, reducing computational complexity compared
to numerous state-of-the-art tools, thereby unlocking a variety of potential applications.

A first already planned for future work will concern the implementation of other
traffic vehicles beside EV and LV. On the other hand, we are interested also in involving
of real users in data collection through the use of a steeringwheel device connected to the
tool. This approach aims to enhance the realism and reduce determinism in the data col-
lection process, as a real driver exhibits non-deterministic behavior. Additionally, users
can execute different driving styles (e.g., comfort, normal, aggressive), thus integrating
the dataset with variety and human aspects (e.g., expertise, knowledge, emotions) into
the dataset.
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Abstract. Approximate computing is a well-established technique to
mitigate power consumption in error-tolerant domains such as image
processing and machine learning. When paired with reconfigurable hard-
ware, it enables dynamic adaptability to each specific task with improved
power-accuracy trade-offs. In this work, we present a design methodology
to enhance the energy and error metrics of a signed multiplier. This novel
approach reduces the approximation error by leveraging a statistic-based
truncation strategy. Our multiplier features 256 dynamically configurable
approximation levels and run-time selection of the result precision. Our
technique improves the mean-relative error by up to 34% compared to the
zero truncation mechanism. Compared with an exact design, we achieve
a maximum of 60.1% power saving for a PSNR of 10.3dB on a 5× 5
Sobel filter. Moreover, we reduce the computation energy of LeNet by
31.5%, retaining 89.4% of the original accuracy on FashionMNIST.

Keywords: Multiplier · Approximate computing · Reconfigurable
computing · Image processing · VLSI

1 Introduction

Multiplication is the fundamental building block in most computer vision, digital
signal processing, and artificial intelligence applications. Such tasks could involve
millions or billions of multiplications, which significantly contribute to the overall
complexity and energy demand. These high power requirements could become
unbearable for mobile and edge devices, raising the urge to find viable alter-
natives. Approximate computing exploits the intrinsic robustness of computer
vision algorithms to numeric errors to lower power consumption while preserv-
ing acceptable results. Several inexact multipliers designs have been described in
the literature, leveraging different techniques, with the main aim of enhancing
power performance with negligible loss in accuracy [6–9]. However, few works
deal with the ever-increasing need for an architecture capable of dynamically
adjusting based on specific tasks and requirements [12]. Reconfigurability allows
hardware to adapt run-time to the workload requisites, potentially increasing
energy saving at the cost of additional area. We propose a 9-bit input, signed
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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multiplier with dynamic truncation for the run-time selection of the precision
(i.e., bit-width) and approximation level of the final product. This is necessary
to support mixed-precision and layer-wise quantization, as it is fundamental to
reduce the computational cost, the memory footprint, and the overall data move-
ment during the execution [2]. The contributions of this paper are summarized
as follows: (i) enabling simultaneous run-time selection of precision and approx-
imation of the operands and result, (ii) fine-grain regulation of the error, with
the possibility of choosing among 256 available levels, including one generating
the correct result, providing several energy-quality trade-offs, (iii) introduction
of a simple error compensation technique to lessen the effect of bit truncation.

2 Related Works

Beyond dynamic voltage-scaling [1], which generally produces an error that is
complex to control and requires additional hardware to tweak the voltage, and
Cartesian Genetic Programming [3], many works explore parallel multipliers.
Their architecture comprises three parts on which approximation can be per-
formed: (i) partial product generation, (ii) reduction tree, (iii) two-operands
adder. The first technique simplifies the logic required to generate partial prod-
ucts [4]. Approximating the tree structure means substituting exact compressors
with inexact ones [5] or truncating the least significant part of the matrix. App-
roach (iii) is quite common since there are many available approximate adders
designs ready to deploy. As approximate computing gained renewed appeal for
several IoT applications, including Deep Neural Network (DNN) for monitoring
people health, precision agriculture, and food quality, the need for reconfigurable
and inexact hardware emerged [15]. Most studies on approximate multipliers do
not include dynamic reconfigurability, as it generally comes at the expense of
increased power and area. Works such as [6–8] exploit previously described tech-
niques to implement inexact unsigned multipliers with some error trimming.
None of the cited works supports run-time selection of the input precision, and
the configuration capability is limited; these designs sacrifice the possibility of
having the correct result, thus flexibility, in exchange for higher energy saving.
Dynamic truncation is introduced in [9], implemented with a signal that can set
to zero selected columns of the partial product matrix. This multiplier is designed
for signed operands and can execute exact multiplication besides inexact ones. A
similar underlying principle is used in our architecture. As a final remark, while
most previous works proposed to implement either 8× 8 or 16× 16 unsigned
multipliers, our work suggests a 9× 9 signed multiplier to support all combina-
tions of 8-bit dot products: signed-signed, unsigned-signed, signed-unsigned, and
unsigned-unsigned.
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3 Methodology

This section covers the design phase of the signed 9× 9 multiplier. From [10], it
is known that the Dadda tree has a lower delay and complexity than the Wallace
one. Therefore, the former structure is selected to allocate the compressors. As
our multiplier should support one level producing the correct result, a final exact
two-operands adder is instantiated and the tree-reduction uses only exact 3 to
2 or 2 to 1 compressors. The multiplication algorithm is implemented with the
Modified Baugh-Wooley (MBW) due to its lower power consumption and area
compared to Modified Booth Encoding [11]. Once the architectural structure of
the exact multiplier has been fixed, the possibility of run-time configuration is
achieved by using two masks, setting the precision and the approximation levels
fed to the multiplier. Since reducing the dynamic power is the main objective
of the optimization procedure, the choice is to perform data gating. The part of
the partial product matrix (PPM) that is not involved in the operation is kept
constant to reduce the switching activity and, thus, dynamic power consumption.
A signal called res mask is in charge of masking to zero the portion of the PPM
not required for the computation, with a bitwise and. The res mask signal covers
the most significant fourteen bits of the result, as it is assumed that the minimum
precision of the inputs is two bits. As the result has to be signed, additional logic
is required to guarantee that its left part is correctly sign extended.

temp_res[17:4] res_mask
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1414
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0
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Fig. 1. Result sign extension
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Fig. 2. Approximation mask

As depicted in Fig. 1, the sign bit, obtained as the xor between the most signif-
icant bit of the multiplicand and that of the multiplier, is used as the selection
signal of a multiplexer producing the leftmost part of the output. The precision
mask is used to correctly sign-extend the product. Two zero comparators are
implemented to cover the corner case where one of the two inputs is zero, and
the other is negative. Although the two 9-bit zero comparators are an additional
cost in terms of area and power, they enable the multiplier to produce the cor-
rect result whenever at least one operand is zero. Accurate zero multiplication
is essential in DNN inference or image processing, so it is an acceptable trade-
off. Moreover, the sensitivity to numeric errors of different DNNs layers has high
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variability [2]. Consequently, designing a multiplier with different approximation
levels is crucial to ensure flexibility and adaptability. Run-time reconfigurability
requires an area and power overhead; thus, the most convenient trade-off has to
be evaluated. Following a holistic approach, a variation of truncation is identified
as the target method for approximation, as it easily enables dynamic configu-
ration without requiring the design of programmable approximate compressors
and their insertion in specific points of the PPM. The selection of the level of
approximation is achieved using a second mask signal, called appr mask. While
for the precision configuration the cut is on the most significant bits (MSBs)
of the matrix, here the truncation is on the right part. Once an approximation
method has been established, the issue of the number of reconfigurability levels
has to be investigated. A first consideration, also argued by other works such as
[7,8], is that there is no advantage in pushing approximation to the most sig-
nificant half of the result, as the error becomes unacceptable. The design choice
is thus to limit the truncation to the least significant 8 bits of the multiplier.
Given a configuration, for each bit at zero in the appr mask, all the correspond-
ing columns of bits of the PPM are set to a fixed value. Configurations with
more zeros in the mask are more effective than others for data gating. Although
some levels are Pareto-dominated in terms of power saving and error metrics,
they might be the optimal choice for a specific layer in a DNN, as this strictly
depends on its inputs and weights distribution. Consequently, the choice is to
keep all 256 levels, even if some are less power efficient. Figure 2 shows the imple-
mented mechanism to decrease the generated error. The first row has the bits
from 2 to 7 fixed at one, while all others are data-gated to zero. An in-depth
analysis is carried out to find optimal configurations of the data-gated matrix
minimizing the error.

Table 1. Sum and carry probabilities

Biti 7 6 5 4 3 2 1 0
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2
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2
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2

1
2

1
2

1
2

1
2

1
2
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16
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8

5
8
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2

1
4 0

PCo+1
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32

3
16

1
16 0 0 0
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107
128

421
512

211
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16
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8
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1
2

Table 2. Metrics of 9× 9 signed exact and
reconfigurable multipliers

Design Area

[µm2]

Arrival

time [ns]

Approx

level

Power

[µW ]

Exact 607.3 1.7 – 414.0

Proposed 822.6 1.8 0 240.6

255 164.8

Dyn Trunc 816.5 1.8 0 242.4

255 165.0

Under the assumption of uniformly distributed inputs and of 9-bit full-precision
inputs some considerations can be made. The purpose of the Dadda tree is to
compress each of the columns of the PPM up to a single bit. Given a column, it
is supposed that its bits can take all possible values with the same probability.
Consequently, for each bit of the result we can evaluate its likelihood of being
one or greater (i.e. generating a one in the position at its left). The probability of
the sum or the carry produced by a column resulting in a one is thus evaluated.
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As the sum bit is an odd function, its probability of being one is always 0.5.
All the probabilities for the carries are evaluated and reported in Table 1. The
probability of the bit ith of the result, from position 0 to 7, being one or greater,
POi≥1 in Table 1, is so estimated:

P(Oi≥1) = Psum(i) ∪ PCo(i−1)
∪ PC(o+1)(i−2)

(1)

Results in Table 1 demonstrate that from position 2, as expected, the probability
of the output bit being greater than 0 is higher than 50%. This high likelihood
justifies the logic shown in Fig. 2.

4 Experimental Results

The synthesis is performed with the UMC 65nm technology library and a tim-
ing constraint of 2ns, using Synopsys Design Compiler (DC). The golden model
for the exact multiplier is a behavioral 9× 9 bit signed multiplier whose archi-
tecture selection and optimization are left to Synopsys DC, with the library
Synopsys DesignWare. Furthermore, an architecture similar to ours but with
the traditional dynamic truncation to zero for the approximation logic, based
on [9], is considered as a comparison. Power estimation is performed through
back-annotation of the post-synthesis netlist using a testbench producing 1000
random stimuli. The procedure is repeated for every configuration of the preci-
sion and approximation masks of our multiplier. The main metrics are compared
in Table 2.

Fig. 3. MRED comparison between
Dyn Trunc and Proposed, 9-bit

Fig. 4. Power comparison between
Dyn Trunc and Proposed, 9-bit

The complexity of the exact architecture is lower as reconfigurability has
some overhead on the occupied area and delay. Our multiplier, in the full-
precision, exact configuration, saves 41.4% of power compared to the one by Syn-
opsys, while the highest approximate level can save up to 60.1%. These results
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are remarkable and demonstrate the effectiveness of approximation in reducing
power. Furthermore, they prove that the reconfigurability overhead is tolerable
and does not significantly impact the critical part of the design. As a final remark,
modifying the approximation logic does not impact the timing of the architecture
and power increase is always below 5%. Figure 3 shows the mean-relative error
distance (MRED) variation with the approximation level, comparing our multi-
plier with traditional dynamic truncation for the full-precision case. As can be
observed, the proposed strategy allows an improvement of the MRED for every
approximation level, with a maximum gain of 34%. Experiments are carried out
on a typical image processing task for edge detection using a 5 × 5 Sobel filter,
as in [5]. Figure 5 reports the PSNR values, evaluated on the gray-scale pep-
pers benchmark image1 for changing approximation levels for both traditional
dynamic truncation and ours. The proposed truncation methodology improves
PSNR by up to 81.6%. Considering an acceptable threshold of 25dB for the
PSNR, 64 configurations of our multiplier, against 25 for traditional truncation,
are usable. Moreover, we tested the 256 approximation levels with LeNet [13] on
the FashionMNIST dataset.2

Fig. 5. PSNR comparison between
Proposed and Dyn Trunc multiplier for
5× 5 Sobel filter

Fig. 6. Top 1% test accuracy variation
with LeNet trained on FashionMNIST

We used PyTorch3 and AdaPT [14] to implement the neural network, training
the model for 32 epochs using stochastic gradient descent, a learning rate of 10−3,
and a decay of 5 ·10−4, with weights and activations quantized to 8-bit. Then we
changed the approximation level of our multiplier and retrained the bias of each
convolutional and dense layer for one epoch, without updating the other param-
eters. Figure 6 reports the results before and after the re-training. The accuracy

1 https://sipi.usc.edu/database/database.php?volume=misc&image=11#top.
2 https://www.kaggle.com/datasets/zalando-research/fashionmnist.
3 https://pytorch.org/.

https://sipi.usc.edu/database/database.php?volume=misc&image=11#top
https://www.kaggle.com/datasets/zalando-research/fashionmnist
https://pytorch.org/
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loss can be recovered by updating the bias, accounting for the computation error
introduced by the approximation. We evaluate the total computation energy as
the product of a single multiplication and the number of operations required to
execute the inference. With our approximate multiplier, it is possible to reduce
by 31.5% the computation energy of LeNet, with an absolute top 1 accuracy
degradation of 9.67%.

5 Conclusion and Future Works

This work demonstrates the effectiveness of approximate computing in reducing
the power consumption in error-resilient computationally complex tasks. Fur-
thermore, it points out the importance of reconfigurability for providing flex-
ibility. In the future, we will investigate the effect of inexact computation on
different applications, such as DNNs with layerwise approximation, and we will
explore in depth the trade-offs that the concurrent adoption of approximation
and reduced precision can yield. We will also consider approximate and resilient
computing in different applications such as agritech [15].4
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Abstract. This paper presents a cycle-accurate verification environ-
ment for the Crypto-Tile, a cryptographic accelerator integrated into
the EPI General Purpose Processor. The focus of this work is to provide
a robust methodology for validating the functionality and performance
of the Crypto-Tile. The verification environment includes an in-depth
examination of the internal architecture and operational aspects of the
Crypto-Tile, allowing for accurate modelling of hardware components
and emulation of Direct Memory Access (DMA) operations. Developers
can leverage this environment to simulate and verify their C-Code imple-
mentations, utilizing the functions available in the Crypto-Tile library
or creating custom libraries. The verification process involves using the
32-bit AXI4 interface for communication between the processor and the
Crypto-Tile while emulating DMA operations to ensure accurate testing.

Keywords: AES · ECC · RNG · SHA · RISC-V · EPI ·
Cryptoprocessor · Hardware · Verification · Cycle-accurate

1 Introduction

In today’s interconnected world, where digital information flows seamlessly
across networks, the importance of cryptography cannot be overstated. From
securing online transactions and safeguarding personal information to protect-
ing national security interests, cryptography plays a pivotal role in upholding
the trust and privacy of individuals, organizations, and governments. As the
reliance on computing systems continues to grow exponentially, so does the need
for robust and efficient cryptographic processors [1,2,5,7,12]. In this context,
the European Processor Initiative (EPI) [6] represents a groundbreaking collab-
orative effort among European Union member states, research institutions and
industry partners to develop a cutting-edge high-performance computing ecosys-
tem. The EPI aims to develop a new generation of energy-efficient and high-
performance processors. With digital transformation permeating every aspect
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of society, achieving self-reliance in processor technology has become impera-
tive for Europe’s strategic autonomy. By fostering homegrown expertise and
innovation in processor design, the EPI seeks to reduce dependence on non-
European technology providers, enhance Europe’s technological competitiveness,
and strengthen its position in the global market. Developing a secure and effi-
cient cryptographic processor is an integral part of the EPI’s broader vision, as
it addresses the growing need for robust encryption capabilities to safeguard sen-
sitive data and critical information infrastructures against ever-evolving cyber
threats. When dealing with cryptographic algorithms, the computational com-
plexity poses challenges for traditional software execution on Central Process-
ing Units (CPUs). Cryptographic operations involve data manipulations that
demand substantial processing power. The execution of these algorithms purely
through software implementations can result in significant performance bottle-
necks and increased execution times. To overcome these limitations, hardware
acceleration emerges as a compelling solution. This approach improves the over-
all performance of cryptographic operations and ensures the secure processing
and protection of sensitive data, making it a preferred choice in scenarios where
efficient and high-performance cryptography is paramount. As a solution, the
EPI system integrates the Crypto-Tile IP core, which is a dedicated hardware
component for cryptography. It plays a crucial role in providing hardware acceler-
ation for cryptographic algorithms, enabling efficient and secure encryption and
decryption operations, and robust protection mechanisms for security-critical
assets, such as keys. Cycle-accurate verification plays a pivotal role in the devel-
opment and validation of complex hardware designs, such as the Crypto-Tile.
Simulating the hardware at the cycle level enables a more granular and compre-
hensive analysis of the design’s functionality, performance, and compliance with
desired specifications. By precisely modelling the hardware behaviour, timing
constraints, and interactions with software components, it becomes possible to
identify and rectify potential design flaws or bugs. Additionally, cycle-accurate
verification enables detailed measurement and analysis of power consumption
and latency in software-accelerated hardware primitives. This work aims to pro-
vide an overview of the cycle-accurate verification environment developed to
validate the Crypto-Tile co-processor. By presenting the verification approach
followed using a cycle-accurate verification environment, we strive to contribute
to the broader understanding of the rigorous verification processes undertaken
for critical hardware components within the EPI framework.

2 The Crypto-Tile within the European Processor
Initiative

The Crypto-Tile [11] is a cryptographic accelerator designed to provide a com-
prehensive and versatile range of cybersecurity services with advanced secu-
rity features. It incorporates various engines to support different cryptographic
functions. The Advanced Encryption Standard (AES) engine [10] supports both
AES-128 and AES-256 ciphers, offering a minimum security strength of 128 bits
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in terms of both classical and post-quantum security. The Elliptic-Curve Cryp-
tography (ECC) engine [4] enables operations on elliptic curves with widths of
256 and 521 bits, providing symmetric-key equivalent security strength for clas-
sical security. The Secure Hash Algorithm (SHA) engine [8] generates digests
of at least 256 bits and 384 bits through SHA2 and SHA-3 functions, meeting
the minimum strength requirement of 128 bits. Additionally, the Crypto-Tile
features a True Random Number Generator (TRNG) engine [9] that meets the
security requirements for cryptographic applications. The internal architecture
of the Crypto-Tile (Fig. 1) consists of several key components. These include
a 32-bit AXI4 interface, which serves as a Slave Memory-Mapped interface for
accessing the registers of the Crypto-Tile through the Configuration bus. The
Global Management Unit handles the global configuration, control, and status
of the Crypto-Tile. Each of the four independent crypto-processors is dedicated
to a specific class of cryptographic algorithms: AES [10], ECC [4], SHA [8],
and Random Number Generator (RNG) [9]. These cryptoprocessors function as
coprocessing units for the main processor they are connected to, such as the
Secure Micro-Controller Unit (MCU) or the Secure Element (SE, a compact
micro-controller that handles the first stage of the secure boot routine). Each
cryptoprocessor includes local registers for configuration, control, and status and
a Finite State Machine (FSM) for managing cryptographic operations. They also
feature engines for hardware acceleration of cryptographic algorithms and func-
tions. The AES and ECC cryptoprocessors incorporate local resources for key
storage and management. To facilitate high-bandwidth transfers, four indepen-
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dent 128-bit AXI4 interfaces, one for each cryptoprocessor, provide access to the
data registers. Performances and complexity of the Cryptotile are reported in
Table 1.

Table 1. Implementation results for the CryptoTile

Tech Entity Max Freq Complexity

Crypto Tile 150 MHz 27507 CLB; 144892 CLB LUTs; 93503 CLB Reg; 64 DSPs

Xilinx RNG engine 260 MHz 2294 CLB; 10154 CLB LUTs; 7122 CLB Reg; 0 DSPs

VU37P SHA engine 190 MHz 3433 CLB; 10290 CLB LUTs; 10787 CLB Reg; 0 DSPs

FPGA ECC engine 95 MHz 15151 CLB; 79219 CLB LUTs; 37626 CLB Reg; 64 DSPs

AES Engine 170 MHz 1253 CLB; 6036 CLB LUTs; 2460 CLB Reg; 0 DSPs

Crypto Tile 3.7 GHz 1325.16 kGE

7nm RNG engine 4.325 GHz 127.16 kGE

Std-Cell SHA engine 3.725 GHz 128.32 kGE

Technology ECC engine 1.525 GHz 658.90 kGE

AES engine 2.425 GHz 56.01 kGE

3 The Crypto-Tile RISC-V Environment
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Fig. 2. Crypto-tile cycle-accurate verification environment

The verification environment set-up is based on the one presented in [13], which
exploits an automated framework for accelerating the design space exploration
of hardware/software co-designs in heterogeneous digital systems. It simplifies
the customization of design tools, improves designer productivity, and allows
the evaluation of different hardware/software choices. The framework integrates
the RISC-V toolchain and focuses on post-synthesis analyses for accurate power
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consumption evaluations. It helps design robust systems against Side-Channel
Attacks [3], ultra-low-power and heterogeneous architectures, and space-grade
Systems on Chip (SoCs) with varying technology outcomes. The environment
architecture (Fig. 2) relies on a makefile approach that requires three different
inputs: (1) a C project (i.e. the software intended to be executed by the RISC-V
processor); (2) a SystemVerilog (SV) testbench (to provide the necessary inputs
to the hardware and simulate its interface with the rest of the world); (3) a
Recipe, to configure the work environment. These inputs are fed directly to
the framework which processes them by compiling the C code and initializing
a simulated RAM containing the compiled executable, then the SV testbench
is executed to initialise the cycle-accurate verification. The testbench needs to
provide service signals (e.g. clock and reset), and it may send data to the Crypto-
Tile via the dedicated 128-bit DMA AXI4 emulator, achieving a data rate much
higher than the one provided by the 32-bit AXI4 Internal interconnect. The test
environment is then respfor collecting all the generated information, writing a
log file of the simulation, and printing the UART output of the RISC-V processor
into a dedicated file. To use the verification environment user shall perform the
following steps:

(1) Write the C code to be executed, by exploiting the provided templates and
referring to the Crypto-Tile documentation for details on drivers, register
addresses, operation modes et al. to use the functions available in the Crypto-
Tile library or by creating an own library. It is noted that the C code provides
access only to the 32-bit AXI4 MCU interface on the processor. The DMAs
are emulated in System Verilog and cannot be accessed via the C code. How-
ever, this limitation will be addressed with the Field Programmable Gate
Array (FPGA) system. All the C source files must be added as new targets
in the makefile, indicating the main C file (<c test>.c) as the main target
(<c test>).

(2) Write the SV testbench, which must include at least the clock (clk) and reset
(rst) signals, Also DMA operations can be included by exploiting the System
Verilog Secure DMA (SDMA) functions for the AXI4 Master emulation. In
this no, no default synchronization mechanisms between the RISC-V proces-
sor and the SDMA interfaces are provided, hence they can be used in the
Crypto-Tile’s internal signals, such as Interrupt Request (IRQ) signals. The
name of the SV testbench file (e.g., <tc crypto tile ID>.sv) constitutes the
top-level and must be specified in the recipe (next step).

(3) Run the simulation using the corresponding command. The logs of the com-
pilation process and the simulation are made available in a dedicated folder
(build), and they can be used to check errors and information.
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4 Simulations

Thanks to the simulation environment provided, we were able to establish a
comprehensive test plan that stimulates the entire system by focusing on each
developed accelerator and service system. Below, we provide a concise overview
of the tests performed in each test category:

– AXI Interfaces: This test category consists of 20 diverse tests that aim to
thoroughly test the AXI communication infrastructure. The focus is mainly
on the MCU AXI interconnect and each of the AXI DMA (one for each Cryp-
toprocessor). All supported AXI operations undergo comprehensive testing.

– Global Management Unit: This test category comprises 58 distinct tests
that aim to execute write and read attempts on the register file. The Crypto-
Tile security specification governs the register file. These tests highlight pos-
sible error situations and evaluate the security of the system against unau-
thorized attempts to access protected data (both read and write).

– AES Cryptoprocessor: This category of tests focuses on the AES crypto-
processor and includes 138 different tests that need to be executed. These
tests cover all the different AES operative modes such as ECB, OFB, CFB,
CTR, XTS, CMAC, GCM, and CCM. Additionally, they involve the writing
and reading of the cryptographically secured configuration and status regis-
ter.

– ECC Cryptoprocessor: This test category focuses on the ECC crypto-
graphic processor with 62 different tests to be executed. The writing and
reading of secured configuration and status registers are tested intensively,
together with all the supported ECC engine operational modes.

– SHA Cryptoprocessor: This category of tests is centred around the SHA
cryptographic processor and includes 63 different tests that need to be per-
formed. There is an extensive focus on testing the secure configuration and
status registers’ reading and writing, along with both SHA3 and SHA-2 oper-
ational modes, each with all the supported key sizes.

– RNG Cryptoprocessor: The final category of tests is centred around the
RNG cryptoprocessor and includes 45 different tests that need to be per-
formed. These tests heavily evaluate the writing and reading of secured con-
figuration and status registers, as well as the various operational modes, such
as changing the entropy source and number generation modes.

5 Conclusions

This work presented a comprehensive cycle-accurate verification environment
for the Crypto-Tile, a state-of-the-art cryptographic accelerator integrated into
the EPI system. The verification environment provides a systematic approach for
validating functionality and performance, by accurately modelling the behaviour
of the hardware components and emulating the DMA operations in System Ver-
ilog. Developers can leverage this verification environment to simulate and verify
their C-Code implementations in conjunction with the Crypto-Tile. The AXI4
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MCU interface is the communication channel between the processor and the
Crypto-Tile, while DMA operations are emulated to ensure accurate testing.
Simulations can be performed by executing the designated command within
the verification environment. The generated simulation logs, accessible in the
specified build folder, facilitate result analysis and troubleshooting in case of
compilation or simulation errors.
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Abstract. State of Charge estimation is very important to deliver essential infor-
mation about battery charge and aging level of Li-ion batteries in Electric Vehicles.
This paper applies the Deep Leaning and Machine Learning approaches compar-
ing decision tree and Long Short-TermMemory for estimating the State of Charge.
The datasets for the training and the evaluation have been generated with a Dig-
ital Twin model applying driving cycles at different ambient temperature. The
proposed Digital Twin model includes non-linear phenomena.

Keywords: State of charge (SOC) · Deep learning · Digital twin

1 Introduction

Accurate estimation of the battery State of Charge (SOC) is very important to deliver
information about charge and aging level [1, 2].

This paper is organized in two sections: a Digital Twin of the battery system is
described in the first section, whereas themachine learning approach for SOC estimation
is described in the second one.

2 Digital Twin of the Battery System

“A Digital Twin is an up-to-date representation, a model, of an actual physical asset
in operation. It reflects the current asset condition and includes relevant historical data
about the asset. Digital Twins can be used to evaluate the current condition of the asset,
and more importantly, predict future behavior, refine the control, or optimize operation”
[3].

The advantage of using a Digital Twin is replicate everything in the physical world
in the digital space and provide engineers with feedback from the virtual world. This
technology allows companies to quickly analyze and solve physical problems, design
and build better products, and realize value and benefits faster than previously possible.
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The proposed Digital Twin is shown in Fig. 1 and includes the following models:

• battery cell model;
• vehicle dynamic model;
• current and voltage charge strategy.

Fig. 1. Proposed digital twin to develop battery management system algorithms

2.1 Battery Cell Model

The proposed battery cell model is the second order circuit shown in Fig. 2 and includes
hysteresis phenomenon.

Vcell = Voc −
[
Rbatt ∗ icell + 1

CD

∫ (
icell − vDL

RD

)
dt + 1

CLF

∫ (
icell − vLF

RLF

)
dt

]

(1)

where:

• Voc is the electromotive force voltage based on OCV-SOC characteristic;
• vcell is the cell voltage;
• icell is the cell current;
• Tc is the cell temperature;
• RD and CD are the resistance and the capacity of the first RC parallel circuit;
• RLF and CLF are the resistance and the capacity of the second RC parallel circuit;
• Rbatt is the battery resistance.

All parameters are function of temperature Tc, SOC, and sign of icell. The cell current
is considered positive during the discharge mode and negative during the charge mode.

The hysteresis phenomenon is modeled by adding a third RC group with resistance
Rh and capacitance Ch, where:

Rh = m

�i� (2)
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Fig. 2. Equivalent circuit of the battery cell

Ch = 1

γ ∗ m
(3)

where m is the width of hysteresis and γ is the transition speed of hysteresis.
The SOC is calculated with the Coulomb counting equation:

SOC = SOCo + 1

SOH ∗ CN

∫
(icell)dt (4)

where:

• SOCo is the initial State of Charge;
• CN is the nominal capacity of the cell;
• SOH is the State of Health.

2.2 Dynamic Model

The input of the dynamic model is the speed profile of a driving cycle. The dynamic
model calculates the mechanical and electric power.

2.3 Charge Mode: Constant Current (CC) and Constant Voltage (CV)

The goal of the recharge system is to perform a charge when the SOC level is below
25%.

The implemented charge model is shown in Fig. 3 and can be described with the
following steps:

• during the driving cycle the SOC level is monitored;
• when the cell SOC decreases below the threshold of 25%, the CC charge phase

starts with a current value of 1 C-rate, i.e. a current value that fully charge a fully
discharged cell in 1 h. This phase is considered completed as soon as the cell
voltage reaches the value of the Voc evaluated at 80% of the SOC. Then, the CV
charge phase could start.

• CV charge phase is performed, so the cell voltage is kept constant, until the cell
SOC reaches the value of 80%.
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Fig. 3. Voltage, current and SOC calculated by the digital twin model with the NEDC speed drive
cycle profile at 25 °C

3 State of Charge Estimation

This section presents the estimation of battery SOC using machine learning methods.
The features of the machine learning algorithms are the temperature, the current and

the voltage calculated by the Digital Twin during the drive cycle operation and during
the charge mode; the target of the machine learning algorithm is the cell SOC of the
Digital Twin computed through the Coulomb counting equation.

The drive cycles used for the training, validation, and test datasets are reported in
the following Table 1.

Table 1. Drive cycle used for training, validation, and test dataset

Drive cycle

LA92short Train

J1015 Train

HWFET Train

ArtMw150 Train

ArtUrban Train

FTP Validation

ArtRoad Validation

NEDC Test

Two different machine learning algorithms are developed and compared in this work.
They are the Long Short-Term Memory (LSTM) and the Decision Tree.

The performance of the machine learning algorithms has been evaluated with the
followings metrics: Mean Absolute Percentage Error (MAPE), Mean Absolute Error
(MAE) and Root Mean Squared Error (RMSE).
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The LSTM is a deep learning network with memory capable of learning order
dependence in sequence prediction problems.

The best implemented LSTM is composed by 5 layers with the following hyper
parameters:

1. Sequence input with 3 dimensions. Each sequence is splitted into segments of 100
samples in order to improve the numerical behavior of the training.

2. LSTM with 32 hidden units.
3. 50% Dropout.
4. 1 fully connected layer.
5. Regression output.

The LSTM has been trained with a learning rate of 0.01 and 32 mini batchsize. The
optmizer chosen is Adam.

The implemented Decision Tree is a regression one decision tree with a minimum
leaf size of 4.

4 Results and Conclusions

The estimated State of Charge by the LSTM network and the decision tree with the
NEDC drive cycle has been compared with the SOC calculated by the Coulomb count-
ing equation and shown in Figs. 4 and 5. The performace of the two SOC estimation
algorithms are reported in Table 2.

The results show that both methods provide very good estimates of the SOC. In
particular, the LSTM shows a slightly better performance in all the metrics adopted.

The results obtained with LSTM and Decision Tree are comparable with the actual
state of the art [2].

Fig. 4. The first plot shows the comparison between the SOC true and the SOC predicted by the
LSTM; the second plot shows the difference between the SOC true and the SOC predicted by the
LSTM
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Fig. 5. The first plot shows the comparison between the SOC true and the SOC predicted by the
decision tree; the second plot shows the difference between the SOC true and the SOC predicted
by the decision tree

The RMSE, MAPE and MAE are reported in the following table:

Table 2. RMSE, MAPE and MAE for the LSTM deep learning network and the decision tree

RMSE (%) MAPE (–) MAE (%)

LSTM 0.85503 1.4828 0.51116

Decision tree 1.061057 1.582 0.61057
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Abstract. Online testing of computer systems is crucial in contexts such as the
safety-critical domain, where the software is usually made of functional code,
which is the code implementing the application-specific functionalities, and non-
functional code, which implements auxiliary functionalities, e.g., test routines. By
periodically running a test routine it is possible to satisfy the high dependability
requirements mandated by regulators, and defined in safety standards such as
ISO26262, IEC61508, and CENELEC EN 5012X. Self-Test Libraries (STLs) are
a form of software-based self-test, widely used in safety-related applications. The
main drawback of this safetymechanism is the overhead imposed on the execution
of the functional code, and reducing this overhead is a well-known challenge in
research.We propose hereHUSTLE, aHardwareUnit for STLEfficient execution,
which can be integrated into the chip design with no modification to the CPU’s
internal logic. We also propose a scheduling mechanism that allows HUSTLE to
efficiently execute self-tests, by exploiting the CPU’s idle time. This is achieved
by storing test code in a separate memory and sending instructions to the CPU,
bypassing the Instruction Cache, thus allowing to reduce the overall execution
time and the cache interference of STL, while CPU utilization increases.

Keywords: Software-based self-test · Safety-critical systems · Embedded
systems testing

1 Introduction

In safety-critical systems, protecting the CPU from hardware faults in the field is a fun-
damental requirement [1, 2]. Many protection techniques were proposed, based on both
hardware (HW) and software (SW) mechanisms, each of them providing different levels
of protection. HW-based techniques are faster but require modifications to the original
design, whereas SW-based techniques have little to no impact on the device area, but
significantly reduce performance [3, 4]. To reduce the impact of safety mechanisms on
performance, we propose an approach that exploits the idle time of the CPU to execute
test routines, i.e., Self-Test Libraries (STL). Well-established Functional Safety stan-
dards, such as ISO 26262, require high coverage of random hardware faults, for which
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STLs have been identified as an effective safety mechanism, providing high coverage
without any impact on the device’s design [5]. However, to achieve the target protection
level STLs need to stimulate as much as possible the internal logic of the component,
imposing a significant overhead on the nominal execution [6].We present hereHUSTLE,
a hardware mechanism to improve the execution efficiency of STLs. HUSTLE provides
STL instructions to the core without accessing the Instruction Cache (IC), reducing the
overall response time and the IC pollution (cache misses for STL instructions are elim-
inated), since the cache will keep in memory only instructions relative to the functional
workload. To demonstrate the possibilities offered by HUSTLE we also implemented
an efficient event-triggered scheduling mechanism by exploiting architectural signals to
detect CPU’s idle time, and use this time to execute STL instructions. HUSTLE allows to
reduce the overhead on the execution time and the interferencewith the cache, increasing
core utilization.

2 Related Works

The use of instruction-based self-test, i.e., STL, is a widely used technique [7], and
improving their efficiency is an active research field.Most designers of such test libraries
try to leverage target architecture’s resources to achieve a higher protection degree while
meeting constraints on the imposed overhead [8, 9], while others try to develop finer
algorithms that are both general and efficient. E.g., in [10] the authorsmerge different SW
techniques combining randomprogram generation and signature-based self-checking; in
[11] the authors focus on improving the automatic generation of test programs,while [12]
proposes a technique that relies solely on available processor resources. The scheduling
of such tests is crucial to their efficiency and effectiveness [9, 13]. We found no study
about scheduling mechanisms that exploit idle times in the CPU by executing fragments
of STL code. Using dedicated HW support to speed up software operations is a common
approach [14], however, we found only one work that adopts this approach towards
self-testing, by storing STL instructions in a dedicated memory [15]. In this work, the
authors focus on implementing hardware support that can store test code and data. The
STL is implemented as an Interrupt Service Routine, but no specific scheduling strategy
is proposed.

3 HUSTLE Overview

3.1 Mechanism Description

HUSTLE is placed between the CPU and the IC, to provide STL instructions to the Core
as fast as possible. This is achieved as follows: during the execution of functional code,
HUSTLE, is in IDLE state, and it just forwards requests received from the CPU to the
IC, and the subsequent responses from the IC to the CPU. When the CPU starts execut-
ing the STL it requests addresses in the address range of HUSTLE’s ROM, HUSTLE
transitions into the ACTIVE state. In this state, it blocks requests from the CPU to the
IC and responds to the CPUwith the requested instructions in place of the IC. Internally,
HUSTLE has a Read Only Memory (ROM) containing the STL payload, i.e., the set of
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STL instructions that must be executed. A high-level schema of HUSTLE’s interface
is depicted in Fig. 1a, while the transition diagram is shown in Fig. 1b. This addition
to the design allows to: (i) reduce STL instruction latency, as STL instructions are not
fetched from the IC or lower levels of cache, (ii) reduce IC pollution, since a request to
an address relative to an STL instruction will be handled by a separate memory, and (iii)
increase overall core’s resource usage, as result of (i) and (ii).

Fig. 1. a HUSTLE block diagram, b HUSTLE transition diagram.

3.2 HUSTLE Scheduling Strategy

HUSTLE’s scheduling strategy is based on monitoring architectural signals to detect
events that may cause instruction starvation and leave the core idle. One of the most
frequent causes of instruction starvation are IC misses [16]. When a miss in the IC
happens, the core must wait for its resolution to execute the next instruction. HUSTLE
can exploit this time to execute STL instructions stored in its ROM.

The proposed scheduling strategy triggers a control-flow redirection sending a hard-
ware interrupt as soon as a cache miss is detected. In our prototype, the IC miss signal is
routed to HUSTLE and connected to the interrupt controller, using the STL as Interrupt
Service Routine (ISR). Note that, without ad-hoc HW support it wouldn’t be possible
to exploit idle times caused by cache misses, because the control flow redirection to
handle the interrupt could cause additional cache misses itself, thus invalidating all the
benefits. In Fig. 2 we illustrate a simple scheduling example showing how idle times
could be leveraged by HUSTLE. It is important to note that the STL code shall take into
account proper mechanisms to avoid interference with other running applications. For
example, context-switching techniques, granularity of sequences of consecutive STL
tests to execute, and their priority. In general, all the aspects that can affect the impact of
this scheduling strategy on the execution time of other applications should be analyzed,
based on the requirements of the target system. The analysis of these aspects is not
reported in this work for brevity.

4 Experimental Activity

To evaluate HUSTLE, a prototype has been developed using the Chipyard [17] frame-
work. We chose as target CPU architecture the RISC-V [18] Berkley Out-of-Order
Machine (BOOM) Core [19]. To evaluate the impact of the developed solution on dif-
ferent hardware configurations, we selected two configurations of the BOOM core:
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Fig. 2. Visual representation ofHUSTLE’s scheduling strategy.ORstands for overhead reduction.

SmallBoom, a single pipeline core, and the MediumBoom, a two-wide pipeline core.
The Verilog RTL description of the design is generated using Chipyard’s toolchain,
which was then compiled and simulated using Synopsys VCS.

HUSTLE is placed between BOOM’s Frontend (Containing the IC), and the Core.
A Control Status Register (CSR) was created to allow enabling HUSTLE via SW. HUS-
TLE’s ROM is initialized with STL instructions, which are mapped at a specific address
that is configured at runtime as the ISR address for HUSTLE’s interrupt.

The SWused for evaluation ismade of three components: theworkload, the STL, and
a scheduler function. The workload is made of integer and floating-point operations e.g.,
addition, multiplication, and bit shifts, and it is large enough to fill the IC, to guarantee IC
misses to happenduring itswhole execution.The scheduler function consists of a for-loop
with a variable number of iterations. Inside the for-loop, the workload is scheduled once
for each iteration. The STL is composed of 10 signature-based arithmetic and logic tests
developed in assembly, and it includes a context switch routine to preserve application(s)
context. We developed three variations of the code which we call: test_1, test_2, and
test_3. In test_1 STL instructions are scheduled after each workload execution. Here
we intend to model the worst-case for STL execution, where the whole IC is filled
with functional-code instructions. In test_2, the STL is scheduled periodically, with
higher priority than the workload. This test is used to evaluate the effect of HUSTLE
in a common-case scenario, in which some STL instructions may be already in the IC
when the STL starts its execution. Finally, in test_3 we evaluate HUSTLE’s scheduling
strategy, against a fixed periodic scheduling strategy. Each software is tested on the
BOOM Core as is, and the BOOM Core with HUSTLE. Hereafter we define a set of
metrics to evaluate HUSTLE. Values measured on HW configuration with HUSTLE are
reported with the h subscript.

Execution overhead of STL (OR): To evaluate the reduction of the overhead caused
by the STL, we define C as the number of additional clock cycles required to execute
the STL w.r.t. the baseline. Overhead reduction is computed as OR = 1 – (Ch/C).

CPUusage during STL (�IPC): To evaluateHUSTLE’s effect on theCPU resource
usage wemeasure the Instructions Per Cycle (IPC) on the overhead imposed by the STL.
We define N as the number of executed STL instructions, thus IPC = N/C. Then we
measure the difference on HW configurations with and without HUSTLE as �IPC =
IPCh – IPC.
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Cache Interference of STL (IR): To measure the cache interference of the STL we
defineM as the number of additional cache misses caused by STL instructions w.r.t the
baseline. We compute the interference reduction as IR = 1 − (Mh/M).

5 Results

In this section, we discuss the results obtained from the experimental campaign. Data
are reported in Table 1.

Table 1. Metrics for test_1 and test_2.

SW HW OR �IPC IR

test_1 Small 0.355 0.278 1.026

Medium 0.496 0.477 0.907

test_2 Small 0.032 0.027 0.953

Medium 0.058 0.069 1.035

We see that HUSTLE provides anORup to 40%on theworst-case scenario.Whereas
in the common case, i.e., test_2, the benefits are reduced. This may be because STL
instructions are still present in the cache, hence the use of HUSTLE has not a consid-
erable impact as in test_1. We note also that the improvement provided by HUSTLE is
higher with theMediumBoom configuration than with the SmallBoom in both tests. The
increase in resource usage of the CPU (column �IPC) is much higher in test_1; this is
expected since the idle time due to cache misses is reduced and instructions are served
directly by HUSTLE. The MediumBoom approximately doubles HUSTLE’s benefits
w.r.t. SmallBoom configuration. The results on cache interference (column IR) present
a different trend than the others. As can be noted, the SmallBoom has a higher benefit
in this case: in test_1 the number of cache misses is less than the baseline (IR > 1),
whereas in the MediumBoom is always lower than 0.91. We argue that this may be due
to branch predictor and speculative execution.

Having confirmed the benefits of HUSTLE, we now compare two different schedul-
ing strategies: periodic at a fixed time interval and event-driven in correspondence of
cache misses. Values are reported in Table 2. Looking at the rows “HUSTLE” and
“Periodic”, results show that the proposed scheduling strategy outperforms the fixed
scheduling strategy in both Small and Medium configurations. We can see that HUS-
TLE’s scheduling strategy almost doubles �IPC and OR for the Small configuration,
while more than doubling these values for the Medium configuration. The Medium con-
figuration shows the larger benefits, approximately doubling the increase in IPC w.r.t. a
fixed scheduling strategy, and the same applies to the OR.
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Table 2. test_3 results, the baseline execution considered is test_2.

HW Scheduling �IPC OR

Small HUSTLE 0.049 0.057

Periodic 0.027 0.032

Medium HUSTLE 0.133 0.107

Periodic 0.069 0.058

6 Conclusions

In this work, we presented HUSTLE, a HW module that allows efficient execution
of STL code. We showed how with this module it is possible to reduce the overhead
and cache interference of STL execution while increasing the CPU utilization. We also
provide an implementation of an efficient event-triggered STL scheduling mechanism to
show the benefits provided by HUSTLE. In our experiments, we demonstrated that this
mechanism increases CPU utilization (IPC) while reducing the overhead on execution
time. Moreover, we found that by using HUSTLE it’s possible to reduce the interference
between functional and non-functional code, in particular the allocation of cache lines
for non-functional code, and in some cases reducing also the cache misses in functional
code.
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Abstract. Context-aware classrooms augment traditional classrooms
with unprecedented sensing and communication capabilities to moni-
tor and analyse large amounts of contextual data. Enriching classrooms
with these data opens up new opportunities to enhance the learning
experience in education centres. However, implementing and deploying
context-aware classrooms is not straightforward. This article describes
the challenges addressed by the ACTUA project, which aims to advance
the development of context-aware classrooms in primary schools.
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1 Introduction

Technological advances are adopted to transform our cities [1], governments [2],
and healthcare infrastructures [3] (to name a few) into their smart and cogni-
tive counterparts. Schools, and classrooms in particular, are essential in today’s
society. These environments must be adequately set up to promote the teach-
ing and learning processes for successful knowledge acquisition. Environmental
comfort is critical to increasing productivity in workplaces and educational cen-
tres [4]. To this end, ubiquitous technologies, IoT devices and high-speed data
networks enable real-time monitoring of environmental parameters at low cost.
Unfortunately, this kind of monitoring is uncommon in school classrooms, despite
their adverse conditions [5]. Equipping classrooms with sensing, computing and
communication capabilities opens the door to context-aware classrooms, a next-
generation model capable of processing vast amounts of data to adjust their
behaviour (e.g., devices, systems) accordingly. Building context-aware environ-
ments is not trivial. While many context-aware approximations are theoretical,
deploying them in real-life scenarios is complex.

In this article, we present the main experiences, challenges, and barriers that
we have faced while implementing and deploying a first approximation of context-
aware classrooms within the scope of the ACTUA project. Our solution runs in
a hundred classrooms in Catalonia (Spain). The rest of the article is organised as
follows: Sect. 2 contextualises the goals of the ACTUA project, Sect. 3 describes
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the main challenges that we have experienced during the implementation and
deployment of these context-aware classrooms, Sect. 4 elaborates on the oppor-
tunities highlighted by the teaching staff, and Sect. 5 closes the article with some
concluding remarks and future research lines.

2 The ACTUA Project

The public health emergency triggered by the COVID-19 pandemic has high-
lighted the need for environmental sensing tools to fight airborne transmission
of respiratory diseases [6]. Classrooms have many risk factors that can increase
the likelihood of transmission: enclosed spaces that are typically poorly venti-
lated and where high levels of aerosol formation occur over extended periods
of time. To make classrooms safer and more robust environments, the ACTUA
project [7] aims to understand the relationship between health effects on the
school population and classroom environment variables and characteristics [8].
Primary schools are the main target of this project.

Fig. 1. Overview of the ACTUA project from a data perspective.

In keeping with the smart healthcare paradigm [9], the context of the class-
rooms is monitored automatically using low-cost sensing kits [10]. In particu-
lar, several classroom context variables are periodically collected, namely air
temperature, relative humidity, barometric pressure, CO2 concentration, par-
ticulate matter, light, UV radiation, ventilation, noise, and people’s movement.
Moreover, since classrooms can vary greatly (especially between schools), other
constants must also be taken into account for a proper analysis, such as the
size, floor and orientation of each classroom, the number and age of children
in that classroom, and the number and dimensions of doors and windows per
classroom, among others (see Fig. 1). Teachers fill out weekly questionnaires to
measure the health status of the classroom’s population. There, information
about how many students were absent (disaggregated by reason—illness, non-
medical, unknown—and temporality) or how many students had symptoms of
respiratory disease is asked. During the 2022/23 academic course, our solution
has been steadily installed in a hundred classrooms throughout Catalonia.
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3 Challenges

Developing context-aware classrooms raises challenges, not only technical but
societal and regulatory. Next, we highlight the main challenges addressed.

3.1 Technical

Sensing capabilities are the cornerstones of a contextual classroom. In this sense,
nanotechnology, pervasive electronics, ubiquitous computing, and IoT devices are
vital enablers. Sensing devices with self-awareness, self-reconfiguration, and self-
healing are desirable to achieve absolute resiliency. This would enable devices
to prevent, detect and respond autonomously to any event or failure that could
affect their operation. However, these features are constrained by sensing devices’
limited computational capabilities, memory and power limitations.

Our sensing kit comprises a Raspberry Pi, a single-board computer acting as
a controller node, connected to several sensors that periodically collect contex-
tual variables. To keep costs down, low-cost sensors are used, such as the SCD30
sensor to measure air temperature, relative humidity and CO2 concentration,
and the PMS5003 sensor to measure particulate matter [10]. These sensors are
suitable for integration into context-aware environments because of their sim-
plicity, efficiency, cost, and ease of programming [11]. However, their accuracy is
inferior to that of professional metres, which are usually very expensive, require
calibration and allow offline measurements [8].

Beyond sensing capabilities, communication and information sharing are
additional required capacities. In particular, these are fundamental to properly
coordinating and managing the whole infrastructure. In our solution, sensing
kits have different communication channels. For instance, the sensing kits use
the aliveness channel to inform external entities that they are up and running.
This channel detects malfunctioning devices when they do not send signals peri-
odically. Besides, there is a data channel wherein devices can transmit the col-
lected data to external parties if needed. Also, sensing kits can react to messages
received from external entities through the command-and-control (C&C) chan-
nel. The C&C functionality permits controlling devices remotely with predefined
commands, such as modifying configuration parameters or executing specific
operations. Hence, this channel allows devices to coordinate among themselves
upon failures or external events. All these communication channels run over the
HTTPS protocol to keep communications secure.

3.2 Societal

Augmenting classrooms with technology must go hand in hand with the social
acceptance of the school population. The functionalities of context-aware class-
rooms must be transparent to students and teachers and must not interfere with
teaching. For this reason, devices should be small, discreet, minimally intrusive,
plug-and-play and well-integrated into classrooms. In addition, any interfaces
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that require user interaction should be intuitive and as simple as possible to
enhance the user experience.

However, these technological advances might cause scepticism among teach-
ers because they have a negative perception of surveillance, resembling “Big
Brother” scenarios. Concerns could magnify when augmenting classrooms with
microphones or cameras for measuring ambient noise, voice recognition, locat-
ing people, or tracking people’s movements. Informing and educating teachers,
students and families about what context-aware classrooms can and cannot do
is paramount. Societal readiness will be critical to the success of this paradigm.

3.3 Regulatory and Ethical

The ubiquity nature of context-aware classrooms makes user awareness com-
plex. Current data protection regulations, such as the EU General Data Protec-
tion Regulation, make consent and awareness mandatory before data processing.
As data can be collected opportunistically in context-aware classrooms, balanc-
ing meeting legal obligations and developing innovative, ubiquitous services is
challenging. In this line, but primarily because most of the classroom popula-
tion is underage, all systems must be built upon privacy-by-design principles,
encompassing an ethical dimension in technological design. For this reason, tran-
siting from regular classrooms to context-sensitive classrooms will not happen
overnight.

Ethical committees analysed the ACTUA solution before its deployment in
real school classrooms. In particular, we highlight the three most sensitive aspects
that we had to address to be legally and ethically compliant: (i) measuring the
classroom’s noise using a microphone in the sensing kit, (ii) measuring people’s
movements using a camera in the sensing kit, and (iii) the collection of health
data. Regarding noise measurements, the sensing kit computes the average sound
level of the classroom (in decibels) without using voice analysis or speech recogni-
tion. The main drawback is that this value is susceptible to external noises (e.g.,
vehicles, pedestrians). Regarding people’s movement, we designed a numerical
algorithm that compares people’s places frame-by-frame using the YOLOv3’s
object recognition algorithm [12]. Avoiding taking images and recording videos
relaxes privacy threats.

Regarding health data, the collection of medical records from students
and teachers is bureaucratically complex. As an alternative approach, we have
designed questionnaires that quantify the general health of the classroom pop-
ulation rather than asking for individual health data. These questionnaires are
answered every week by the teachers in the classroom.

3.4 Deployment

Classrooms vary widely in terms of dimensions, equipment and furniture dis-
tribution, electrical installation and Internet availability, among other things.
These differences are accentuated among schools, so there is no standard way to
deploy our solution. For instance, our sensing kits are located in different places:
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some are on top of tall cabinets, on shelves at medium height, or the teacher’s
table, and either closer to the windows, the door or at the back of the classroom.
This decision depends on the availability of wall jacks, the Internet connectivity
through RJ45 sockets (if WiFi is not possible), and the teaching staff’s approval.
Hence, installations had to adapt to each classroom’s configuration.

From a technical perspective, network configurations vary among schools.
We observed that schools with specific IT departments generally place more
emphasis on network security (e.g., strict-policy firewalls, MAC address filtering,
ports disabled such as FTP. . . ). Besides, when connecting devices to the school’s
WiFi, it is worth noting that any change in its configuration (e.g., changes in the
SSID or password) will require re-configuring the devices. These aspects must
be considered to enhance the system’s maintainability.

4 The Perspective of Teachers

Our solution has been running in 101 classrooms distributed across 38 primary
schools during the 2022/23 school year. A questionnaire was distributed to the
teachers and principals at the end of the course to assess our solution’s accep-
tance and evaluate the possibilities for contextualised classrooms.

From the teachers’ perspective, the technological components installed in
their classrooms are not a problem. 84% report that the sensing kit has not
caused any distraction to students, and 86% agree that it has not interfered with
their teaching tasks. Regarding health questionnaires, around 85% of the teachers
were committed and highlighted that filling them out was not an issue. Reporting
this information once a week seems acceptable since 77% of the teachers could
not report it more assiduously, e.g., every day. Also, most teachers (57%) think
that the family members of the students should report this health information.
Overall, the teachers’ opinion on our solution is very satisfactory (59%) and
satisfactory (34%).

According to principals, 76% think that learning processes could be improved
by exploiting and monitoring contextual data, and 66% will report these data to
improve workplace conditions to the extent possible. Indeed, almost all principals
(91%) agree on integrating monitoring systems, such as the ACTUA solution,
in future schools. Regarding virus transmission, 94% of the principals believe
classrooms play a crucial role in spreading disease. On this basis, 85% of them
would find useful our solution to monitor and predict infections in the case of
a new pandemic. All things considered, the overall perception of our solution
among principals is very satisfactory (61%) and satisfactory (33%).

5 Conclusions

The addition of technology will enable context-aware classrooms, a groundbreak-
ing paradigm with many new educational opportunities. However, this transfor-
mation will be gradual due to the many challenges that must be addressed.
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Thanks to the experience gained during the ACTUA project, we have experi-
enced first-hand the technical, societal, regulatory, ethical and deployment bar-
riers to making context-aware classrooms a reality. Although our solution is only
a first approximation, the opportunities to improve quality of life and teaching
processes for more successful learning are enormous. With the consolidation of
context-aware classrooms, networks of classrooms and schools could emerge to
communicate with each other and share their experiences and knowledge. This
would lead to a new paradigm of distributed, contextualised learning institutions.
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Abstract. Data-driven algorithms, such as the neural network ones,
seem very appealing and accurate solutions to estimate the lithium-
ion battery’s State of Charge. Their accuracy is strongly related to the
amount of data used in their training phase. Therefore, huge experi-
mental campaigns are needed to effectively train the neural network
used to State of Charge estimation. The main idea behind this paper
is to mitigate this drawback by training the algorithm with synthetic
datasets generated from simulations of a model of the battery, instead
of experimentally collected data. Two instances of the same Long-Short-
Term-Memory neural network architecture designed for battery State of
Charge estimation are trained, one with an experimental dataset, and
the other with a synthetic one. The two neural network instances are
then evaluated with the same test dataset derived from experimental
data and their estimation accuracies are compared. Results show that
the performances of the two networks are comparable. The experimen-
tal trained neural network scored a RMSE of only 0.3 % lower than the
RMSE of the synthetic trained one. These results suggest the possibility
of fruitfully using a synthetic training dataset to speed up and reduce the
complexity and cost of the training phase of neural network algorithm
for battery state of charge estimation.

Keywords: State of Charge estimation · Neural network ·
Model-based training dataset

1 Introduction

Recent years have seen a steady growth of the electric vehicles market thanks
to the Lithium-ion Batteries (LIBs) characteristics [1]. However, LIB technology
still presents some open points concerning safety issues and battery state estima-
tion. One of the most important challenges in LIB management is the accurate
estimation of the State of Charge (SoC), which is defined as the charge currently
stored in the cell normalized by its actual capacity.
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Several types of SoC estimation methods are presented in the literature.
They are usually divided in: Direct, Model-Based, and Data-Driven methods.
Direct methods use the direct relationship between SoC and measurable bat-
tery quantities, such as the cell terminal voltage, and the exchanged current [2].
These approaches are typically more straightforward than the other methods
but they require specific test procedures which are not suitable for real-time
applications. Instead, the Model-Based approaches describe the behavior of the
battery cells with a model that is used to estimate the cell SoC [3]. In particu-
lar, estimation algorithms based on Kalman filtering usually offer a very good
compromise between complexity and accuracy [4,5]. Finally, Data-Driven meth-
ods use machine learning techniques to estimate the cell SoC starting from the
measurable quantities and without using a specific cell model and any knowl-
edge of the specific electrochemical properties of the cells [6]. Many machine
learning architectures have been explored in the last years to implement SoC
estimation algorithms, such as Feedforward Neural Network [7], Recurrent Neu-
ral Network [8], and Long-Short-Term-Memory (LSTM) [9], reaching very good
accuracy with low computational complexity. However, these methods require
a huge quantity of experimental data to execute an efficient training phase [10]
and are therefore heavily hampered by the lack of publicly available data and
by the high cost of LIB test campaigns.

This paper investigates the effects of using synthetic data rather than exper-
imental ones during the training phase of Data-Driven SoC estimation algo-
rithms. The synthetic dataset is generated starting from a battery model. The
time needed to cycle a modeled cell is much less than the one needed to cycle
an actual cell, even if a complex model is used. Therefore, the proposed app-
roach allows a consistent reduction of the amount of experimental data, and thus
a quicker and less expensive training process. In this work, two instances of a
LSTM neural network are used to estimate the cell SoC using different training
datasets. The first is trained using experimental data obtained from real cell
measurements while the other is trained on a synthetic dataset. Finally, the two
LSTM neural networks are tested using the same experimental dataset and com-
pared in terms of accuracy to verify if the use of simulated data could reduce
the accuracy of the SoC estimation algorithms.

2 Design of the Neural Network and Training Datasets

The neural network used in this work is composed of two hidden layers: an LSTM
layer with 95 computational nodes, and a Fully connected layer (FCL) with 60
nodes. The input of the LSTM layer is the sequence of the battery voltage and
current samples, while the output of the neural network is the estimated SoC
value. The cell voltage and current input sequences are provided to the network
a single sample at a time. The network elaborates the couple of samples and
provides the estimation cell SOC value of that sample time. Then the process is
repeated for all the samples of the input sequences.

The neural network design, training, and test are carried out using the Matlab
Deep learning tool. The ADAM optimization method is used in the training with
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an initial learning rate of 0.01, and a learning rate drop factor of 0.1 every 800
epochs[11]. The training procedure concludes when 2000 epochs are reached.

As mentioned before, the aim of this work is to compare the SoC estimation
accuracy of a LSTM neural network trained with an experimental dataset and
a synthetic one. A TSWB-LYP60AHA lithium iron phosphate (LFP) cell man-
ufactured by ThunderSky-Winston with a nominal capacity of 60Ah is used as
case-study. The cell is cycled with specific test profiles to create the experimental
dataset. Seven different standard driving cycles are chosen to emulate the use
of the LFP cell in an electric vehicle: HWFET, LA92, ArtUrban, ArtMw150,
J1015, UDDS, and NEDC. In particular, the LFP cell is first fully charged, then
it is discharged repeating one driving cycle until its voltage reaches the cut-off
value of 2.8V. The reference cell SoC for each test is obtained using the Coulomb
counting technique with the cell capacity identified in the cell characterization
phase [12]. All the experimental tests were performed using a Chroma 17020
battery tester.

The synthetic dataset is instead obtained using the 2-RC equivalent Electrical
Circuit Model (ECM) reported in Fig. 1 [13].

R0
R1 R2

C1

O
C
Vd

is

C2
Vout

I

Fig. 1. Equivalent electrical circuit model

The model is composed of a resistor R0 that is the sum of all the resistive
contributions of the cell, two RC groups, R1–C1 and R2–C2 to model cell relax-
ation phenomena, and a voltage generator OCVdis that models the open circuit
voltage in the discharge phase. It must be noted that open circuit voltages of
LFP cells show a strong hysteresis between the charge and discharge phases.
As the experimental dataset considered does not contain charge phases, only
the discharge curve of the open circuit voltage is considered in the model. The
model parameters are estimated starting from the Pulsed Current Tests (PCTs)
performed on the considered cell, according to the procedure reported in [14].
The characterization phase and the execution of the driving cycles are performed
only at room temperature. Therefore, the temperature dependency of the model
parameters is neglected.

The ECM model is implemented in Matlab Simulink environment and is
used to generate the synthetic dataset. This dataset is composed of the model
response to the same driving cycle current profiles carried out on the actual
cell. It is important to assess whether the model can achieve voltage profiles
similar to those of the actual cell. The RMSE obtained by comparing the real
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and simulated cell voltages is 16.36mV, 14.58mV, 15.6mV, 13.52mV, 24.1mV,
15.7mV, and 22.78mV for ArtUrban, J1015, LA92, NEDC, HWFET, UDDS,
and ArtMw150, respectively. The results show a very good accordance between
the real and simulated cell voltages, because the relative RMS error goes from
0.4 to 0.7% of the nominal LFP cell voltage of 3.4V.

3 Comparison Between Experimental and Model-Based
Training Datasets

Both the experimental and synthetic datasets are divided in two parts: training
and test ones. The training part is composed of the data obtained with HWFET,
LA92, ArtUrban, ArtMw150, and J1015 driving cycles. The data of UDDS, and
NEDC cycles, instead, compose the test dataset.

Two instances of the same SoC estimation LSTM neural network are sepa-
rately trained using the experimental dataset and the synthetic one, respectively.
For the sake of simplicity, we refer to the network trained with the experimental
dataset as LSTMexp while LSTMsynth is the network trained with simulated
data. The test part of the experimental dataset is used to test the SoC estima-
tion of the two network instances whose results are shown in Fig. 2. The test
part of the synthetic dataset is discarded.
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Fig. 2. Comparison among reference cell SoC and estimated SoC values by LSTMexp

and LSTMsynth for UDDS (a) and NEDC (b) driving cycles

A SoC RMS error of 1.65 and 1.92% is obtained for the UDDS driving
cycle with the LSTMexp and LSTMsynth, respectively. Similar results are also
obtained for the NEDC test. In this case, a SoC RMS error of 1.81 and 2.1% is
obtained with the LSTMexp and LSTMsynth, respectively. Finally, the obtained
results highlight that the LSTMsynth network performs worse than LSTMexp

especially for SoC values higher than 98% and lower than 10%. These errors
can be attributed to the reduced accuracy of the ECM in replicating the cell
behavior in these SoC ranges, as usually found in the literature [15]. On the
other hand, EV batteries rarely operate in these SoC ranges.
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4 Conclusion

The effects of training a SoC estimation Data-driven algorithm using simulated
data instead of experimental data are investigated in this paper. Two datasets,
one composed of real experimental data and the other of synthetic data, were
used to train and evaluate a SoC estimation Long-Short-Term-Memory neural
network. In particular, the experimental dataset was obtained with laboratory
tests carried out on a 60Ah lithium iron phosphate cell. Instead, a 2-RC equiv-
alent circuit model is used to model the cell and generate the synthetic dataset.
The same current profiles derived from standard driving cycles were used to
discharge the cell and its model in both datasets. Two instances of the same
LSTMs were trained, one with the experimental dataset and the other with the
synthetic dataset. Both LSTM instances were tested using data obtained from
experimental measurement. Results show that the SoC estimation accuracies
of the two LSTMs are comparable. Indeed, the LSTM error trained with the
synthetic dataset reported an RMS error of only 0.3% higher than the one of
the LSTM trained with the experimental dataset. These findings suggest that
simulated data could fruitfully be used as training data in SoC estimation Data-
Driven algorithms, resulting in a significant speedup and cost reduction in the
algorithm development and validation. Future works will extend the comparison
by improving the cell model used, by taking into account additional phenomena,
such as hysteresis, temperature, aging, and measurement noise.
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11.10.2022 of Ministero dell’Università e della Ricerca (MUR); funded by the European
Union - NextGenerationEU.
The work was partially supported by the Ministero dell’Università e della Ricerca
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Abstract. This work explores energy harvesting through kinetic energy capture
from human steps. The proposed smart floor system, consisting of multiple smart
tiles, offers a promising solution for energy generation and data acquisition in high
foot-traffic areas, such as shopping centers. The smart tile incorporates an energy
generation and storage system, along with a data acquisition and transmission
system. The use of only an accelerometer for both step and energy data acquisition
minimizes power impact. An edge computing approach processes acceleration
data directly on the tile, transmitting essential information, such as event steps and
generated energy, to the cloud via the tile WiFi connection. This information can
be used for floor optimization and commercial uses based on customer tracking.
Sustainability analysis indicates that for real-timemonitoring the current smart tile
system requires around 15540 steps per tile for 10 h for sustainability, but this can
be reduced to 362 steps by implementing power-saving techniques if a real-time
feature is not required. Further research can lead to practical and commercially
viable applications, contributing to a greener future.

Keywords: Kinetic energy harvesting · Smart tile · People tracking

1 Introduction

Energy harvesting is a promising field for collecting energy from various environmental
sources, like light, heat, wind, and kinetic energy. Kinetic energy from human and
vehicle motions is an untapped resource that could be harnessed efficiently. Researchers
and companies have introduced energy harvesting floors to capture this energy. They
are based on piezoelectric materials, electromagnetic motors, triboelectric effects, and
hybrid combinations [1–3].

Foot traffic is crucial for the effective use of this technology. Since kinetic floors have
a higher cost than traditional pavement, placing the kinetic floor in a more crowded path
leads to the generation of more energy. Therefore, proper placement of the floor allows
for a faster compensation of the floor cost. Kinetic tiles could also have commercial
applications in retail spaces. Energy generated by shoppers while doing their groceries
or checking out the latest trends is valuable data [4] for shops and shopping centers to
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know customers’ preferences. Kinetic floors can extract and analyze this information
while generating energy.

Currently, video surveillance in shopping centers is a common practice to moni-
tor people and their movements. However, video surveillance is permitted by rules and
regulations only for enhancing security, ensuring the safety of shoppers and staff, and
preventing theft and criminal activities. Indeed, since cameras can have very high reso-
lutions, they can recognize individuals, leading to privacy concerns [5]. People tracking
through kinetic floors does not pose the same privacy issues because it cannot precisely
identify individuals, thus serving as an alternative to camera recordings for commercial
purposes. In this work, a smart tile for smart kinetic floors is developed and optimized
for energy harvesting and data information acquisition. Section 2 presents the architec-
ture of the smart kinetic floor composed of several tiles. The proposed smart tile system
is discussed in Sect. 3, while Sect. 4 focuses on the self-sustainability of the proposed
system. Conclusions are drawn in Sect. 5.

2 Floor System Architecture

The kinetic floor architecture is based on a combination of several smart tiles, which
are mechanically and electrically connected to each other. The electrical connection
consists of two main parts. The first part is related to energy accumulation and its
transport to external users, such as lighting systems, information displays, and small
hydroponic farms. The second part includes cabled bus systems for data communications
and wireless connections for cloud data transmissions, creating an Internet of Things
(IoT) device. Figure 1 depicts the two electrical systems for energy and datamanagement.

Fig. 1. Floor system architecture. The energy system and data management systems are depicted
on the left and right sides, respectively.

The energy generated by each tile is channelled toward a battery for storage.Multiple
tiles can be connected to the same battery depending on the battery size, energy generated
per step, estimated daily step count, and user’s power consumption. For instance, if each
step generates approximately 0.5 J, with a step rate of 15 steps/min for 10 h, and assuming
zero load consumption, a 12 V 0.5 Ah battery can store the energy generated by four
tiles in a day. Foot traffic data is crucial for optimizing the floor design, as step rates may
vary based on the installation site.

For data management, the acquired data from the tiles need to be sent to the cloud for
storage and analysis. Awireless data communication is preferable to avoid the challenges
of accessing physical data cables, ensuring a plug-and-play floor. One or more wireless
router tiles can be used for wireless data transmission. The data network comprises a
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wired bus network using the RS485 protocol, connecting each tile to the nearest master
tile able to provide wireless communication to the cloud.

3 Smart Tile

The smart tile system proposed in this work consists of three main elements: the
mechanical structure, the energy harvesting, and the data extraction and transfer.

The mechanical assembly of the tile is provided by a commercial partner and is not
addressed in this work. Instead, the focus is on describing the proposed energy harvesting
and data management solutions in the following subsections.

3.1 Energy Harvesting

The energy harvesting system is based on converting the vertical movement of the tile
during a step into an angular movement that drives a dynamo. Springs are used to return
the tile to its original level after the vertical force from the step is finished. The energy
generated by this system is impulsive and depends on the force generated by the step.
Higher force leads to faster dynamo speed and greater generated energy. Experimental
measurements of the dynamo’s output signal for steps and jumps performed by individ-
uals of different weights show that the dynamo produces alternating signals with a short
duration and an amplitude greater than 15 V.

While maximum power tracking systems are typically used for energy harvesting
applications [6, 7], in this case, the impulsive nature of the energy and its low level
would lead to complex and impractical solutions, as they would consume more power
than the generated one. Therefore, a simple and low-cost solutionwas adopted consisting
of a cascade of the dynamo, a diode bridge rectifier, and a lead-acid battery. To power
the additional circuitry for data management, a DC/DC step-down converter is used to
generate 3.3 V [8, 9], as shown in Fig. 2.

Fig. 2. Energy harvesting network based on a bridge rectifier and a 12 V lead-acid battery, which
powers the IoT node and other users.

3.2 Data Information Extraction and Communications

In addition to energy harvesting, the tile aims to extract information about the energy
generated per step and the step rate efficiently to minimize its impact on energy genera-
tion. Although the basic way to measure the energy generated is to measure the current
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and voltage provided by the dynamo, in this work we opted to use only an accelerometer
fixed to the tile. This approach reduces the tile cost and improves its energy efficiency
by using just one sensor for both step characterization and energy estimation.

For IoT datameasurement and processing, we utilized an Espressif ESP32Azure IoT
kit. This prototyping board was selected because it already includes an accelerometer
(MPU6050) and an ESP32 module with WiFi capabilities. Additionally, it features I2C
I/O pins for connecting an I2C/RS485 converter module.

The accelerometer data is acquired by the sensor and transmitted to the ESP32
processor via an I2C bus for processing.

Figure 3 shows an example of acquired data for two steps performed by two indi-
viduals with different weights. Each step, independently from the individual, exhibits
four distinct phases labeled A, B, C, and D. Phase A shows a negative acceleration
peak caused by the person’s weight on the tile, resulting in downward movement. In
phase B, a positive peak is observed, resulting from two factors. Firstly, the internal
springs slow down the tile’s movement, bringing it to a stop in the low-level position.
Secondly, the release of the person’s weight as they continue the step accelerates the tile
upward toward the top-level position. The negative peak in phase C corresponds to the
tile decelerating towards its top-level position. Phase D is attributed to tile vibration and
its oscillatory behavior. By analyzing the measured data and using a simple comparison
with a threshold, the ESP32 core can identify each step and assign it a timestamp.
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Fig. 3. Acceleration data measured by the accelerometer. The data are related to two steps by two
individuals. The first step is in blue at 1.9 s and the second step is in red at about 2.8 s.

Regarding the estimation of the generated energy, it is proportional to the dynamo’s
rotation speed, which in turn is related to the tile’s vertical speed. Theoretically, cal-
culating the tile speed and the generated energy is possible by integrating the acquired
acceleration data. However, this algorithm is complex for a low-power application as
it requires storing all data samples, performing a moving-window integral, and dealing
with saturation issues. In this work, a simpler algorithm is implemented on the ESP32
core for the generated energy estimation. It relies on measuring the acceleration peak
during phase B, where the behavior is mainly influenced by the tile springs and by
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the dynamo’s torque. Consequently, the maximum peak in phase B remains unaffected
by odd vibrations caused by the person’s foot touching the tile. To verify the proposed
algorithm, several measurements of the acceleration peak in phase B and the correspond-
ing generated energy were performed. These measurements involved several steps and
jumps on the tile performed by individuals with different weights. The acceleration peak
is read using the MPU6050 and the ESP32 core, while the generated energy is measured
by directly connecting a 5 mF capacitor to the diode bridge rectifier. The voltage across
the capacitor is then read after each step, and the generated energy is calculated using
the formula E = 1

2CV
2.

A clear relationship between the acceleration peak of phase B and the generated
energy is evident in Fig. 4. Therefore, with the use of only acceleration data, the system
is capable of estimating the generated energy by the tile after a suitable prior calibration.

Concerning the communication, in this work the master tile with the wireless capa-
bility for data transfer on the cloud is developed. The communication stack for the WiFi
802.11.b/g/n protocol is developed and integrated into the ESP32 core to establish the
connection with the cloud. On the cloud side, an IoT Hub in the Microsoft Azure service
is configured to receive and display the data provided by the smart tile.

Following the edge computing approach, the complete acceleration data acquired
through the MPU6050 are processed directly on the tile and not sent to the cloud.
Indeed, to reduce the power consumption of the tile, only the time stamp related to each
recorded step and the estimated energy generated by each step are transmitted to the IoT
Hub. However, additional data could be transmitted if required.
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Fig. 4. Step generated energy as a function of the acceleration peak in phase B.

4 System Sustainability

The measured average energy generated by a step of a person weighing 70–80 kg is
approximately 0.5 J. The measured power consumption of the basic tile, which acquires
data from the accelerometer, is 0.19 W, and the master tile, with wireless capability,
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consumes 0.5W. In the worst-case scenario, with a twelve-tile floor and the basic master
tiles active for ten hours for real-time application, it would require 186480 steps on the
floor, averaging 15540 steps per tile, to maintain the system self-sustainable. However,
these step numbers can potentially be significantly reduced by adopting duty cycle tech-
niques in smart tile management if the real-time feature is not required. For instance, the
entire basic tile system could be in sleep mode and only awakened when the accelerom-
eter detects an acceleration peak. The ESP32 core in light sleep mode consumes 3.3
mW, and the MCU6050 accelerometer consumes 1.65 mW [10]. Although this solution
is not currently implemented in this work due to the unconnected interrupt pin of the
accelerometer on the selected development board, it could be considered in the future.
Moreover, data transmission to the cloud could be limited to once a day, taking only about
one minute, further reducing power consumption [11]. Considering all these potential
conditions, the estimated number of steps required to achieve the self-sustainability of
the floor is 362 steps per tile. The energy generated by additional steps can be used for
the other user devices.

5 Conclusions

In this work, we explored energy harvesting by capturing kinetic energy from human
steps. The proposed smart floor system, composed of several smart tiles, could be a
valuable solution for energy generation and data acquisition in high foot-traffic areas
like shopping centers.

The proposed smart tile comprises an energy generation and storage system, along
with a data acquisition and transmission system. The energy generated by the tile
movement is converted into electrical energyby adynamoand stored in a battery solution.

The information related to the person’s step and the related generated energy are
acquired using only an accelerometer for reducing the power impact of the system.

Following an edge computing approach, acceleration data are processed directly on
the tile, and only essential information is sent to the IoT Hub through the master tile
WiFi connection.

The sustainability analysis indicates that for a real-time application, the current devel-
oped smart tile system requires around 15540 steps per tile for its sustainability.However,
if the real-time characteristic is not required, with additional power reduction using sleep
mode and duty cycling, the estimated number of steps needed for sustainability drops to
362.

Further research, such as the design of custom electronic boards, the use of more
energy efficient communication protocols, and the introduction of more energy harvest-
ing sources in the same floor, can lead to practical and commercially viable applications,
contributing to a greener future.
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Abstract. Recognition of driving scenarios is getting ever more relevant in
research, especially for assessing performance of advanced driving assistance
systems (ADAS) and automated driving functions. However, the complexity of
traffic situations makes this task challenging. In order to improve the detection
rate achieved through state-of-the-art deep learning models, we have investigated
the use of the YoloP fully convolutional neural network architecture as a pre-
processing step to extract high-level features for a residual 3D convolutional neu-
ral network We observed thar this approach reduces computational complexity,
resulting in optimized model performance, also in terms of generalization from
training on a synthetic dataset to testing in a real-world one.

Keywords: Driving scenarios · Synthetic datasets · Automated driving · YoloP ·
Deep learning · Pre-processing · Video classification · Time-series ·
Convolutional neural network · Three-dimensional convolution

1 Introduction

Development of advanced driving assistance systems (AFAS) and automated driving
functions (ADFs) needs a precise analysis of their behaviour in different operational
design domains (ODD). To this end, original equipment manufacturers (OEMs) and
suppliers are developing rule-based and machine learning-based systems to detect dif-
ferent types of driving/traffic scenarios (e.g., [1, 2]), in which the various systems and
functions should be tested. Moreover, detecting driving scenarios stands as a fundamen-
tal objective in expanding the ODD of ADFs. This capability empowers the systems to
anticipate and proactively adapt to dynamic external conditions. However, detection of
scenarios through deep learning models is very challenging especially when, for cost
reasons, the input is provided by a single camera, and research in the field has just started.
In order to improve the performance of such a detector, we have focused on high-level
image pre-processing.
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In general, pre-processing plays a key role in trainingmachine learning (ML)models.
In the domain of computer vision, raw data pre-processing can encompass several steps,
such as input scaling, dimensionality reduction [3], normalization, data cleaning [4],
feature extraction and selection. In this work we investigate the use of the state-of-the-
art YoloP fully convolutional neural network architecture as a high-level feature extractor
to enhance performance of a state-of-the-art residual 3D convolutional neural network
that we have trained to classify 1 s driving scenario single camera recordings. In this
context, this article focuses on threemain research questions (RQs): (1)What is the effect
of the proposed high-level pre-processing on the detector’s training time? (2)What is the
effect on network performance, in terms of the typical classification metrics? (3) What
is the effect on the model’s generalization ability?

The remainder of the paper is organized as follows: Sect. 2 presents the dataset used
during the experiments; Sect. 3 illustrates the pre-processing approaches implemented
in the paper; Sect. 4 presents the experiment executed and the results obtained, while
the final section provides the concluding remarks.

2 Datasets

We trained our model to classify 5 driving scenarios (Fig. 1), namely cut-in executed in
front of the ego vehicle (1) and behind it (2); cut-out in front of the ego (3) and behind
it (4); and ego lane change (5).

Fig. 1. Examples of the synthetic dataset’s classes.

We used two different types of video-clip datasets: a synthetic one, exploiting a
CarLA-based scenario generator [5, 6]; and a real-world one obtained after a manual
labeling of the PREVENTION Dataset [7]. Manual labeling was necessary to extend
Prevention to cover all our 5 types of labels. We trained and validated our system on the
synthetic dataset only, while we tested it on both the datasets.

The implemented detector (described in the next section) receives as input sample a
1 s. time-window, consisting of three frames (3 frames × 3 channels × 224 px × 224
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px). Each sample is extracted from a single scenario class instance (which typically last
more than 1 s., e.g., 1–10 s), with a stride of 0.2 s for training and validation, 0.1 s for
testing. Split of training, validation and testing set is done at level of single scenario
instance. Samples for training are shuffled before their utilization.

2.1 Synthetic Dataset

The synthetic dataset contains over 800 simulated scenario instances for each class, with
substantial variability. The corresponding number of samples is 73 K for the training
set, 25 K for the validation set, and 6 K for the test set. The dataset includes 14 distinct
weather and lighting conditions, various traffic densities (ranging from car-free to low,
up to high traffic cases), and 21 carmodels, with different colors. A key focus of our work
is on intra-scenario action variability. To this end, each scenario is parametrized (e.g.,
in terms of duration, speed of the ego vehicle, distance from the leading vehicle), and
their distribution is sampled from data extracted from the real world ADScene dataset,
which accounts for over 1M km manual and automated driving recordings [8]. As a
limitation, the simulator currently includes highways with 4/3 lanes, either in a straight
configuration or with road curvature degree of 90°, with two different radius values.

2.2 Real-World Dataset

To perform tests with a real-world dataset, we selected PREVENTION, which is one
the very few publicly available recorded with cameras on highways. PREVENTION
labels only front lane-change actions, thus we manually ported part of it to our target
classes. During the labelling, we removed the samples that are not represented by the
synthetic dataset ODDs (i.e., those with a number of lanes less than 3). However, we did
not remove samples with curve radii very different from those of our synthetic dataset,
which caused a reduction in performance. The real-world test set includes 10K time
windows.

3 Pre-processing

To accomplish our objective, we preprocessed the previous presented dataset using the
YOLOPv2 [9], as it reaches better performance compared to other networks sharing
the same main goal. [9] allows extracting high-level information, including semantic
segmentation of the drivable area and lane lines, and bounding boxes (BBs) of the
vehicles.

We performed our experiments applying two different types of pre-processing,which
corresponds to the utilization of three versions of input datasets (see Fig. 2):

1. Raw dataset: we directly use the frames extracted from the video-clips. The only
pre-processing step involves pixel normalization.

2. Pre1 dataset: it is obtained with the first version of the high-level pre-processing
method. This method extracts the most important information for each frame and
stores it in the three different color channels. The red channel contains the vehicle
images BBs; the green channel stores the drivable area and lane lines. The gray scale
of the original image minus the drivable area is stored in the blue channel.
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3. Pre2 dataset: it is obtained with the second pre-processing version. Differently from
the first one, it removes all the information that is not extracted by the YoloP, leaving
only (in the red channel) the grayscale inside each vehicle’s BB.

Fig. 2. An example frame for each pre-process: a Raw, b Pre1 and c Pre2, respectively

4 Experiments

The experiments were conducted on an Ubuntu PC equipped with an NVIDIA RTX
A4000 with 16 GB of VRAM. Results are reported in terms of accuracy, precision,
recall, and F1 score [10]. The model used for the classification task is a Residual 3D
Convolutional Neural Network (R3D), presented in [2]. The R3D was trained for 6
epochs. Figure 3 illustrates the training and validation accuracy’s trend. From the plots
it appears that both the pre-processing methods significantly speed up the training phase
and enhance the network’s performance.

Fig. 3. Comparison in training and validation accuracy among the 3 investigated approaches.

The training times for the R3D model are as follows: 7.17 h for the Raw dataset,
3.81 h for Pre1, and 2.92 h for Pre2, which clearly demonstrates the impact of our pre-
processing techniques. Specifically, Pre1 led to a remarkable 50% reduction in training
time compared to the Raw dataset, while PreV2 achieved a 60% reduction. This hints
at a significant decrease in data dimensionality and complexity achieved by the pre-
processing.

The experimental results obtained on the synthetic test set show that all versions of
the model achieved high performance values (Table 1). Particularly, both Pre1 and Pre2
outperform the baseline by 3% and 2%, respectively.
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Table 1. Performance reached on the synthetic test set by the R3D trained with and without the
proposed pre-processing.

Dataset Accuracy (%) Precision (%) Recall (%) F1 Score (%)

Raw-synthetic 92 92 92 92

Pre1-synthetic 95 95 95 95

Pre2-synthetic 94 95 94 94

In the second experiment, we utilized the real-world test set to assess the model’s
generalization ability. Since no real-world samples were included during the training
phase and the real-world test set differed in elements such as camera resolution, position
and road and lane type, compared to the synthetic dataset, the performance obtained
at this stage was notably lower than on the synthetic dataset. However, this experi-
ment highlights the robustness provided by the pre-processing techniques, that led to a
substantial improvement in accuracy, up to 10% (Table 2).

Table 2. Performance reached on the real-world test set by the R3D model trained with and
without the proposed pre-processing.

Dataset Accuracy (%) Precision (%) Recall (%) F1 Score (%)

Raw-real-world 63 68 63 60

Pre1-real-world 66 70 63 63

Pre2-real-world 73 74 73 73

5 Conclusion and Future Works

In order to improve the performance of a state-of-the-art camera-based driving scenario
detector, we have explored the use of the YoloP system as a high-level feature extractor.

Concerning our first RQ, our experimental results demonstrated that the proposed
pre-processing allows to cutmore than 50%of the computational time needed to perform
a full training. Performance measured with the typical classification metrics is increased
by 3%, on the original synthetic dataset (RQ2). Finally, we addressed the RQ3 exploiting
the PREVENTION dataset. Results show that the proposed pre-processing allowed a
significant 10% increase in accuracy. This indicates a clear improvement in the model’s
ability to generalize also to real-world scenarios. Since the preliminary results of our
experiments are promising, a possible next goal of this research is to expand the ODD
of the synthetic training dataset as much as possible (e.g., by introducing more road
environment variability such as increasing and decreasing the number of lanes, etc.) and
then assess the capability to synthetically generate training datasets that allow training
models able to generalize well in the real-world.
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Abstract. An open source remote diagnostics platform for custom elec-
tronics in experimental acquisition setups has been developed, target-
ing nuclear and high-energy physics (HEP) applications. We aim at
enabling remote access to instrumentation hardware prototypes located
in radiation-controlled areas by using existent network infrastructures.
The platform relies on two components: a graphical user interface (GUI)
developed in GNURadio and a remote hardware bridge (HB). The GUI
was designed using the GNURadio’s optimized building blocks, ensuring
a fluid visualization of real-time pulse traces and energy spectrum. No
third-party libraries are used, turning our solution into an easy drop-in
tool for instrumentation diagnostics in HEP and radiation-related exper-
iments. Reliable communication between the remote instrument and the
GUI is accomplished using TCP/IP, carried out by the HB in case of
remote instruments without network interface. A Raspberry PI Zero-
W is tested as the HB to demonstrate the few computational resources
required for this end.

Keywords: Nuclear instrumentation · GNURadio · GUI · Remote
diagnostics · Hardware prototypes

1 Introduction

Testing custom hardware prototypes for acquisition systems in experiments
related to nuclear or particle physics instrumentation usually requires schedul-
ing time slots for measurements during a beam run [1]. Thus, having a graphical
user interface (GUI) to assess the behavior of the detectors in real time is crucial
to quickly verify the system response under controlled stimuli. Since no phys-
ical access to radiation-controlled areas is allowed during the beam operation,
personnel are forced to be located in a control room away from the detectors.
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Commercial solutions exist for both remote oscilloscope and multichannel ana-
lyzer (MCA) applications [2,3], which are the most commonly used tools for
this testing stage [4]; however, the compatibility is limited to the vendor-specific
products and no APIs are available to create wrappers for custom hardware
solutions. Moreover, many of them require a dedicated computer to be placed in
the radiation-controlled area to act as a bridge with the instrument prototype
under test to enable the connectivity via remote desktop.

Our proposal addresses both features in a single solution: a GUI for real-time
diagnostics and a hardware bridge (HB) to enable remote access for instrument
prototypes without network connectivity. The open source GUI was developed
using the GNURadio software development kit, taking advantage of its build-
ing blocks, which are already optimized for fluid visualization and real-time
multi-core processing, regardless of the operating system [5]. Hence, the inten-
sive computation tasks are carried out in the computer where the GUI is being
executed, making possible to use low-end and low-power devices as the remote
HB. Moreover, no third-party libraries are required, enabling a flawless deploy-
ment to easily start testing data acquisition system (DAQ) prototypes. To ensure
the reliability of the transmitted data, the communication between the DAQ and
the GUI is carried out using the transport control protocol (TCP).

In terms of alternative communication protocols, some commercial solutions
rely on dedicated high-level solutions built atop TCP, such as LAN eXtensions for
Instrumentation (LXI) [6], which consumes significant computational resources
at the DAQ side and increase the development time for diagnostics purposes.
Other protocol alternatives exist to address real-time remote data transmission:
Padded Jittering Operative Network (PJON) designed to exploit noisy or long
transmission distances on wireless interfaces [7], or Lab Streaming Layer (LSL),
designed for multiple channel brain signals [8]; however, they require third-party
or custom libraries to provide GNURadio compatibility and may hinder the
deployment process with missing dependency or version problems [9]. Our plat-
form overcomes these issues by using TCP transactions managed by GNURadio
built-in blocks, leveraging existing cabled or wireless network infrastructures.
Moreover, the GUI is compatible with multiple operating systems and the HB
can be deployed in many different models of inexpensive off-the-shelf low-power
single-board computers (SBC). These features provide flexibility to use the avail-
able hardware at the laboratories without compromising the fluid oscilloscope
and MCA visualization.

2 Methodology

We chose a custom DAQ under development as the instrument to be diagnosed.
In our tests, the DAQ was connected to the proposed HB via universal serial bus
(USB) emulating a universal asynchronous receiver-transmitter (UART) inter-
face. Three different gamma detectors were tested to assess the flexibility of
the platform under diverse signal types: a sodium-iodide (NaI:Tl) crystal with
a silicon photomultiplier (SiPM), a NaI:Tl crystal with a photomultiplier tube
(PMT), and a CLYC (Cs2LiYCl6:Ce) crystal with a SiPM.
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Albeit the HB can be deployed using several Linux-compatible SBC models,
we opted for a low-end and low-power Raspberry PI Zero W (version 1.1) to
demonstrate the few computational requirements needed for its operation and
the flexibility to power it from any available USB port or phone charger. This
SBC features only 512 MB of DDR2 RAM and a single-core 1 GHz ARMv6 CPU:
humble specifications compared to other models available nowadays. We mea-
sured the power consumption during one hour of heavy CPU load and continuous
WiFi transmission, using a 5 W USB adapter as power supply.

The GUI was tested in a desktop computer (located in the control room) with
16 GB of DDR4 RAM and a Core i7-8700 processor running GNURadio version
3.10.5.1 on Linux Ubuntu 20.04.6. The DAQ and detectors were located about
ten meters away, in the radiation-controlled area. Figure 1 shows the proposed
remote diagnostics platform block diagram, including all the elements of the
system. It is worth noting that the HB acts as an auxiliary element in case the
DAQ under development is not provided with network connectivity; otherwise,
the computer running the GUI may be directly connected to the DAQ.

Graphical user interface (GUI)

Control Room

Detector

Acquisition system
or digitizer

Radiation-controlled area

Hardware bridge
(optional)

WiFi or
Ethernet

Fig. 1. Block diagram of the system components distribution, including the hardware
bridge between the remote digitizer and the network infrastructure.

3 Results

The oscilloscope and MCA were tested with a remote DAQ connected to multiple
detectors (one at a time) stimulated with a Cobalt-60 (Co-60) gamma source.
The source was located close to the scintillators and served as a reference for
pulse shape visualization and energy spectrum computation. The HB was able to
transmit the data using its wireless interface between the DAQ (at the radiation-
controlled area) and the computer executing the GUI (in the control room). A
sustained throughput close to 2.1 Mbps was measured, while the system drew
an average of 934 mW from the power supply. Moreover, rates close to 27 Mbps
were reached with a cabled Ethernet connection. The open source GUI source
files and the script for the HB are available at the online repository [10].
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3.1 Graphical User Interface

Since the GUI was developed in GNURadio, it is also compatible with multi-
ple operating systems (Linux, MacOS, Windows). Moreover, a GNURadio port
for Android (currently under development) may also enable its execution on a
smartphone or tablet [11]. Such flexibility provides access to the DAQ or detec-
tor under diagnostics from mostly any available device in the control room of
the experiment. The GUI features some of the most common tools required for
debugging and diagnostics of nuclear and particle physics detectors and digitiz-
ers, i.e. oscilloscope (real-time trace visualization) and MCA (energy spectrum)
[12]. Stability of both GUI elements during long-term measurements was tested
in 24-hours continuous sessions with no issues reported or detected.

The following settings are required to be defined prior to the first execution
of the application: remote IP address and port number (either from the HB or
the remote DAQ), sampling rate of the DAQ, and trace length (in sample count).
After setting these values up the GUI can be executed directly from GNURadio,
leading to a window with two tabs (oscilloscope and MCA), described next.

Oscilloscope Based on GNURadio’s oscilloscope block, provides the user the
basic tools required for the real-time diagnostics of scintillation detectors and
the DAQ prototypes attached to them, such as baseline, pulse shape and pulse
amplitude distribution. Figure 2 shows the oscilloscope tab featuring the pulse
shape of a NaI:Tl scintillator coupled to a SiPM and digitized by the remote
DAQ under test. During run-time, this tool provides the following features and
settings: cross-level trigger threshold with pulse polarity selection, multiple trig-
ger sources (signal, peak detector), baseline restorer (BLR), peak detector and
pulse height analysis (PHA), and recording of individual traces in binary for-
mat. An update rate close to 15 traces per second was measured with short trace
lengths (128 samples) in cabled Ethernet mode.

Multichannel Analyzer Based on GNURadio’s histogram block, displays the
estimated deposited energy spectrum in the detector. The individual energy of
each event is computed as the peak amplitude (using the PHA) of the pulse
minus its baseline (from the BLR value). Flexibility to the user is provided by
tuning the following settings during execution: number of histogram bins, auto-
scale and window zooming, limited number of events or accumulative spectrum.
Figure 3 shows the MCA tab with experimental data built upon a Co-60 γ source
located close to the NaI:Tl detector with SiPM, shown in ADC channels. The
two characteristic photopeaks at 1.17 MeV (above channel 4000) and 1.33 MeV
(below channel 5000) as well as the Compton back-scatter peak (210 keV) and
the Compton edge (936 keV) evidence the expected behavior of the system.

3.2 Hardware Bridge with SBC

The tested HB demonstrated consistent remote data transmission using the
embedded WiFi 802.11n peripheral. Configuring the SBC simply required
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Fig. 2. Oscilloscope tab for real-time visualization of the triggered traces showing
experimental data from a Co-60 gamma source close to a NaI:Tl SiPM detector.

Fig. 3. Multichannel analyzer (MCA) tab. The histogram represents the accumulated
energy spectrum of measured pulses from the NaI:Tl crystal with SiPM when placed
close to the Co-60 γ source. The spectrum matches the expected detector response.
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installing the default operating system (Raspberry PI OS, release 20230503)
into a 8 GB micro-SD card and setting up the WiFi access-point configuration.
Taking the hardware bridge script up and running only required to download the
source code from the provided public repository and execute the Python script.

4 Conclusions

The idea of this platform aroused from the necessity of deploying a fast diag-
nostics system for custom instrumentation hardware under experimental con-
ditions. An open source platform for remote DAQ diagnostics has been conse-
quently developed and tested with diverse detectors. The system enables an easy
setup to test instrumentation prototypes with an oscilloscope and multichannel
analyzer from remote locations taking advantage of existent network infrastruc-
tures. The open source GUI is optimized for multi-core processing to provide
a fluid visualization of the data transmitted from the DAQ under test and no
third-party libraries are required to execute it, apart from installing GNURadio.
A remote hardware bridge has also been developed to enable connectivity for
remote instruments that lack of network capabilities. The proposed platform pro-
vides a drop-in solution for fast debugging and diagnostics of custom electronics
in nuclear and HEP experiments.
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Abstract. Multi-modal battery-operated trains are gaining an increasing favor
and diffusion, as a sustainable alternative to Diesel-Electric and Diesel-Hydraulic
Powertrain that are conventionally used on not electrified or partially electrified
lines. In thiswork authors examine howcurrent improvements on battery technolo-
gies are going to increase performances autonomy and diffusion of this technology
also proposing a model and a power management architecture that can be used to
simulate and accelerate the development of this technology.

Keywords: Battery operated trains · Power management of multi-modal trains ·
Power loop strategy

1 Introduction

BEMU (Battery-Electric-Multiple Units) are currently proposed as valid alternative to
DMU (Diesel Multiple Units) to increase sustainability of railway service on not elec-
trified lines [1, 2]. In previous research activities authors have developed [3] a complete
model of FCHMU (Fuel Cell Hybrid Hydrogen Multiple Unit) that has been used to
simulate a possible update to Hydrogen technology of an existing HMU (Hybrid Multi-
ple Unit) the Hitachi BLUES platform [4]. The same builder of the BLUES platform has
planned the construction of BEMU train whose powertrain is described in Fig. 1: traction
inverters are directly coupled to overhead line through pantograph, assuring propulsion
on electrified lines. Batteries are connected to traction DC bus through a bi-directional
DC-DC converter assuring propulsion on not electrified lines. This further conversion
stage introduces further losses during battery operated service but at the same time assure
the possibility of a decoupled lower voltage levels for accumulators.

Most of existingBEMUare currently equippedwith high power lithium cells, mainly
basedonLTO technology (LithiumTitanateOxide)which assure a long and reliable oper-
ational life sacrificing specific energy performances that are limited to about 80 Wh/kg.
Thanks to the progress of railway battery technology due to the increasing technology
transfer from the automotive sector, a new generation of accumulators for railway appli-
cation is offering the possibility of increasing specific energy to about 110–120 Wh/kg,
maintaining a high-power capability (3C) which can assure the possibility of a complete
recharge of the storage in about twenty minutes as shown in Fig. 2 (Table 1).

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Fig. 1. Powertrain layout proposed for BEMU platform of Hitachi as presented in 2021 [4]

Fig. 2. Proposed power management layout

Table 1. Main Feature of benchmark test case [4] and of proposed battery [5]

Mean. Aux power 120 [kW] Max speed 140 [kmh]

Traction power min max 889–1333 [kW] Capacity 300 seats

Reg. braking 1933 [kW] Max long. effort 160 kNN

Battery Spec. energy 352 [W/kg] Battery spec. power 117 [Wh/kg]
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2 Proposed Solution

Respect to the original plant layout authors proposed a power management strategy that
was originally developed for the power management of hybrid storage system for fast
charge of buses [6, 7]. For the specific application related to BEMU authors proposed
to use a high voltage battery storage directly connected to traction inverter to maximize
efficiency of power flows between them. The aim of this approach is to further increase
the autonomy of the system minimizing these losses. Considering installed power of
the proposed BEMU and the current increase of voltage levels of storages used for
automotive application, this solution can be feasible in a short-term scenario.

Fig. 3. Simulation results on Florence-Siena line (speed, slope and SOC vs. time)

It’s the connection of electrified line through pantograph that is controlled by a static
converter. This solution probably introduces some additional losses when the vehicle
is operating in pure electric mode, but it also allows the possibility of exploiting on
the same train different electrification standard, further increasing the flexibility of the
system. As shown in Fig. 3 the external power connection to overhead line is treated as
an additional power source that can be regulated to assure that the power exerted by the
battery W1 is equal to a desired power profile W1ref by suppling the power W2.

This functionality can be easily implemented introducing a closed loop control of
W1, where G2 and P2 are respectively regulator and plant transfer functions. Saturation
of system response respect to amplitude constraints is also introduced.
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If the nonlinearity represented by the saturation is not excited the response of the
system is described by transfer functions (1)

W1 = Wload +W1ref G2P2

1+ G2P2
; W2 =

(
Wload −W1ref

)
G2P2

1+ G2P2
; (1)

Closed loop has a finite bandwidth, also the response is saturated, so there is a region
of frequencies and amplitudes of traction load Wload for which the closed loop is not
effective. In these conditions energy stored in the primary storage should be stabilized
within an acceptable range with an additional closed loop aiming to stabilize the primary
storage by regulating the value of W1ref . This external loop through the controller G1
is able to regulate the battery SOC1 to follow a desired reference value SOC1ref . This
further loop is not devoted to directly track the load but to extend the duration of the
primary storage by reducing the oscillation of SOC1. With an adequate loop shaping of
both G1 and G2 is possible to obtain different behaviors of the power flow management
blending a “load following” behavior and “range extender” one.

As shown in Table 2, it is considered a storage of about 1 MWh whose weight and
encumbrances are allowable respect to the simulated train composition. Also, power
flows are saturated to take count of limitations arising from both battery and pantograph
features. Proposed solution is simulated considering the service on a partially electrified
line the Firenze-Siena one which is electrified from Firenze to Empoli (32.5 km) and not
electrified from Empoli to Siena (63 km). In Fig. 4 some simulation results are shown:
the train starts its mission in Florence with a depleted battery (SOC = 20%) on the
electrified line. The 20% of minimum SOC is considered since for a worn EOL (End Of
Life) battery a capacity degradation of 20% should be expected. As the train waits in the
station, SOC of the battery slowly increases since in parking mode max collected power
is limited to 600 [kW] and auxiliaries are consuming about 120 [kW]. As train starts
to move collected power can increase and battery is recharged fast to desired setpoint
(SOC = 85%). A modest value of desired SOC is chosen mainly for two reasons:

• A part of the battery capacity is kept unused to allow prolonged regenerative braking.
• By reducing the depth of discharge of the battery (chosen range is from 85 to 20%)

equivalent FCE is reduced prolonging life and reliability of the storage.

After Empoli the line is not electrified so the battery-operated mission starts. Since
the altitude of Siena is higher respect to Empoli, consumptions of outward and return
courses are not equal. In the station of Siena, it’s not supposed the presence of any
recharge system, so a slow reduction of SOC is also recorded during the stop due to
consumption of auxiliaries. During the battery-operated mission some small oscillations
of SOC can be detected around stations where sequences of regenerative braking and
accelerations produce peaks of regenerated and consumed power. As the train returns on
the electrified line in Empoli the train is recharged reaching Florence with the maximum
desired SOC of 85%. The total discharge depth for a complete mission is equal to about
the 45% of the SOC. So, mean expected autonomy of the train in battery mode is at least
230–250 km. Expected life of the battery in terms of equivalent FCE is typically equal
to 4000–5000 for slow recharges and its reduced to about 2000 FCE for fast charging
profiles that are typically adopted on automotive applications.
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Table 2. Size limitations, saturation of power flows, additional load of auxiliaries

Parameter Value

Size of the storage 1060 [kWh] (9000 kg, 6685.86 dm3)

Max power collected on a 3 kV catenary in motion 6 [MW] (2000 [A])

Max power collected on a 3 kV catenary in standstill
conditions

600 [kW] (200 [A])

Max continuous charge discharge power on batteries 3 C (about 3 [MW])

Allowable voltage catenary range (For 3 kV) 2400–3700 [V]

Installed traction power 1333 [kW]

Max regenerative braking 1333 [kW]

Power required by installed auxiliaries 120 [kW]

Even supposing an equivalent life of the battery limited to 2000 FCE, the expected
life of the battery due to cycle aging corresponds to about 4500 complete missions
(567000 km in full battery mode, 860000 km of total mileage). Since the duration of a
complete mission is about 3–3.5 h, no more than three mission/day can be reasonably
performed, the service life of the battery is expected to be at least about four-five years.
This is only a cautious estimation of the life of the component that can be probably
much longer since the mission profile is not excessively stressing for the chosen battery.
Availability of experimental data from testing devices should help to further refine this
preliminary rough estimation.

Fig. 4. Simulation results on Florence-Siena line (collected and consumed power profiles)
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3 Conclusions and Future Developments

In this work, authors have proposed a simulation model of a BEMU to verify how tech-
nological improvements of batteries and an innovative layout of power management can
improve the performances of existing battery trains. Preliminary results show that is
possible to considerably improve, nearly doubling the foreseen autonomy. Authors are
currently focusing their attention on a more accurate simulation (higher detail on imple-
mented power electronics) of the system considering different operational scenarios and
mission profiles. Also, authors are investigating the possible application to railway sec-
tor of innovative hybrid supercapacitors that are currently proposed for micro-mobility
applications [8].
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Abstract. The deployment of deep neural networks for visual affor-
dance segmentation on wearable robots poses may prove critical, due to
some conflicting aspects of the problem. On one hand, affordance segmen-
tation requires high-level abstraction capabilities, that typically involve
large-size models. On the other hand, computing resources hosted on
wearable robots prevent to run large-size models in real-time. The paper
presents an analysis of the role of the segmentation head in the trade-
off between generalization performance and compute cost. The obtained
models outperform modern baseline solutions in well-known, real-world
datasets while meeting low computing requirements.

Keywords: Affordance Segmentation · Embedded Computer Vision ·
Wearable Robots

1 Introduction

Wearable robots such as prostheses and exoskeletons are advanced systems with
multiple degrees of freedom. The control of these devices is an open problem
because the operation of all functions requires to generate generating explicit
commands [1].

Semiautonomous control automatizes parts of the action by reducing the
users efforts [2,3]. Toward that end, the system selects the action autonomously;
this implicitly requires high-level capabilities in both semantic reasoning and
fine-grained sensing. Teleceptive sensing [4], i.e. sensing without contact, enables
sensing information from the environment, for example by using cameras. Visual
affordance segmentation (VAS) divides an object into functional parts, thus
paving the way to planning fine-grained semiautonomous actions. State-of-the-
art approaches use deep neural networks (DNNs) [5–7] to tackle this problem,
but the typical hardware resources embedded in wearable robots prevent real-
time processing. As a result, the design of those solutions combines very complex
computer vision problems with tight computing requirements. In [8] the authors
proposed a simplified version of the original VAS problem supported by portable
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hardware. The original solution was subsequently improved by proposing addi-
tional DNNs modules [9] and sensory information [10].

Balancing generalization performance and hardware requirements is an open
problem, further complicated by many levels of abstraction. When designing
DNNs, most approaches take into account the design of the backbone part of the
architecture, for example by using Network Architecture Search (NAS) [11]. This
choice seems reasonable when considering that the backbone plays a crucial role
when compared with the segmentation head (SH), in terms of both computations
and generalization performance. However, the SH plays a significant role that has
been under-explored in the specific scenario considered in the research presented
here.

This paper considers the impact of the Segmentation Head components on
visual affordance segmentation, when using hardware-friendly DNNs. The analy-
sis first shows that even minor adjustments in the SH architecture can affect the
overall performance of the model. Secondly, a hierarchical problem formulation
based on multitask learning leads to improved generalization performance. The
resulting set of hardware-efficient SHs outperform existing solutions on estab-
lished benchmarks in terms of accuracy, while ensuring a comparable computa-
tional cost.

2 Method

Small-size networks may typically exhibit reduced generalization ability as com-
pared with large-size models [8]. As a consequence, the role of the SH becomes
critical, as the backbone might fail to disentangle effectively the implicit features
involved in the problem.

Segmentation Heads accomplish two basic tasks: (1) the reconstruction or
rearrangement of geometrical information, based on the features extracted by
the backbone levels; (2) the eventual classification of affordable parts. The liter-
ature proposes two main solutions for the reconstruction of geometrical informa-
tion. Standard upsampling operations, such as bilinear upsampling, can augment
image resolution, and are not involved in the solution of the learning problem.
Conversely, transposed convolution layers perform a convolution operation with
a stride value smaller than one, thus yielding larger output tensors. In this setup,
the kernel plays a crucial role in the learning process, at the expense of a larger
number of flops with respect to standard upsampling. A few convolutional layers
typically support the eventual classification step. Standard convolution exhibits
satisfactory expressive capabilities, whereas depth-wise separable schemes can
better balance computing requirements and generalization capabilities.

Object localization is critical in VAS [12], as it is preliminary to understand-
ing the object’s affordable parts. One can formalize a hierarchical version of the
learning problem, where the network includes two output heads. The first SH
supports a binary Object segmentation (OS) classification task. The computa-
tional graph includes an additional SH, which tackles the actual VAS problem.
This component processes an input representation that is optimized to isolate
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the object, and focuses on the distinctive parts of the object, thus biasing the
feature extraction process. The loss function is formalized as:

L = Lseg + Laff (1)

where the two terms refer to OS and VAS, respectively.

2.1 Segmentation Head

The large networks, which yet fit the memory constraints of embedded devices,
typically feature inference times of many seconds [13], which proves inadequate
for AS. FLOPs have a major impact on inference time and can be computed
independently from the target platform [11]. Therefore, the FLOPs count was
selected as the constraint in the SH design process. When paired with the
MobileNetV3 backbone for one image of size 128× 128, the admissible SHs were
limited to the ones with a FLOP count in the range of 700/800 M. Figure 1 shows
the template architecture for a multitask scenario. In the case of a single task,
one just removes the OS branch. The subset of connections with the backbone is
selected based on the solution selected for the base blocks to control the number
of FLOPs. The base blocks always contain a convolutional and an upsampling
layer.

The research presented in this paper compared three instances of the base
block, namely, depthwise separable convolution with nearest upsampling (U),
depthwise separable convolution with transposed convolution layer (T), and
standard convolution and nearest upsampling (B).

Fig. 1. General scheme of the proposed SHs
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3 Experiments

The experiments were divided into three sets. The first experimental section
compared the segmentation heads; the second set of tests measured the accu-
racy values scored for the auxiliary task. Finally, the role of the interconnection
between SH and backbone was considered.

Two datasets provided the experimental benchmarks: the UMD dataset held
28.843 RGB-D images of 7 categories of objects. 5135 images formed the test set.
Likewise, the IIT dataset (IIT) [5], including 8835 images at different framing
and resolution settings, was used for the assessment. In compliance with the
setup described in [8], all the grasping affordances were grouped into a unique
class and the other affordances were grouped into a single category (i.e. “don’t
grasp”).

All models were trained on both training sets. The IIT dataset was aug-
mented by applying standard geometrical and color distortions. The UMD was
augmented by a custom procedure, replacing the original blue background in the
images with a different picture. The objects were isolated by using the segmen-
tation mask of the labels and a color based-procedure relying on the uniform
background. Finally, standard augmentation was applied.

The baseline SH relied on standard convolution and nearest upsampling, and
adopted the design strategy presented in [8]. In the following, the architectures
with multiple SHs will be denoted by a letter for each head. For example, decoder
’UB’ will denote an architecture including Segmentation Head ’U’ and Visual
Affordance Segmentation ’B’. All the SHs were connected to the backbone using
four connections [with reference to Fig. 1, the 64× 64 connection was not imple-
mented].

Class-wise weighted pixel-wise accuracy was computed over the test set.
Three test sets were considered: the IIT test set, the original version of UMD,
and the version with the replaced background UMD B. A summary performance
measure will be indicated with TOT computed as the weighted average of the
three accuracies, weighting IIT 0.5 and the two versions of UMD 0.25.

Table 1 gives the weighted accuracy of the networks on the three versions
of the test sets, also including the number of parameters. All the tested SH
outperformed the baseline approach. The baseline implementation relied on a
different subset of connections and prioritized high-level features, thus leading
to an increased number of parameters. The networks with ’B’ heads benefited
from the use of standard convolution, leading to the reported good results. The
two architectures based on the single head with depthwise convolution both
obtained excellent scores; this proved that, even without multitasking, depthwise
segmentation could support the segmentation process effectively.

Table 2 presents the results of multitask architecture for the object segmen-
tation task. In this case, the result on the augmented UMD B dataset has been
added. The Table uses the same convention of Table 1. The results confirmed
that all the SHs managed to discriminate the object pixels from the background
pixels with an accuracy higher than 90% on average.
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Table 1. Affordance segmentation performance

TOT IIT UMD PARAMS.

Decoder B 91.8 88.6 94.6 2.2 M

Decoder U 92.6 91.0 94.6 1.3 M

Decoder T 92.6 90.5 95.1 2.0 M

Decoder BB 92.5 89.9 95.6 3.6 M

Decoder UU 92.1 89.6 94.9 1.6 M

Decoder TT 92.5 90.3 95.2 2.1 M

Decoder TB 92.8 90.8 95.2 3.6 M

Decoder UB 91.7 90.3 95.2 3.3 M

Baseline [8] 91.2 88.6 94.6 5.9 M

Table 2. Object segmentation performance

TOT IIT UMD UMD B

Decoder BB 92.7 90.2 95.4 95.0

Decoder UU 93.1 90.2 96.0 95.9

Decoder TT 93.7 91.3 96.2 96.1

Decoder TB 93.9 91.8 96.2 96.0

Table 3 illustrates the results of the experiments about the connections
between the SH and the backbone, comparing a new version of the SHs that
used the 64× 64 layer as a connection. The 8× 8 connection was removed in this
setup while maintaining four levels of feature maps. Table 3 follows the conven-
tions adopted in Table 1 to report the performance of the new versions of the
SHs; the differences with respect to the previous versions are reported in brack-
ets. The results confirmed that exploiting connection with low-level features did
offer some improvements, although the previous feature set actually yielded the
best overall average result. This result confirmed the importance of connections,
and highlighted that they should represent a crucial factor in automated design
strategies.

Table 3. VAS performance with low-level feature maps

TOT IIT UMD PARAMS

Decoder UT-X 92.7 (+1.5) 90.5 (+2.4) 95.4 (+0.7) 1.1M (−0.6M)

Decoder TU-X 92.6 (+0.5) 90.7 (+1.5) 94.9 (−0.6) 1.4M (−0.6M)

Decoder TT-X 92.6 (+0.1) 90.5 (+0.2) 95.1 (−0.1) 1.5M (−0.6M)

Decoder TB-X 92.6 (−0.2) 90.5 (−0.3) 95.3 (+0.1) 1.8M (−1.8M)

Decoder BB-X 92.5 (+0.0) 90.3 (+0.4) 95.1 (−0.5) 1.8M (−1.8M)
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4 Conclusion

The paper presented an analysis of the role of the segmentation head for
lightweight neural networks in applications of visual affordance segmentation.
The paper analyzed the problems that may arise when using constrained net-
works, and presented some design criteria to limit the issues introduced by the
reduced generalization capabilities of the models. Empirical results confirmed
that a careful design of the segmentation head, with a slight reformulation of
the learning problem, could improve over the baseline solutions proposed in
recent works.
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Abstract. Research in the Internet of Things (IoT) have paved the way to a new
generation of applications and services that collect huge quantities of data from
the field and do a significant part of the processing on the edge. This requires avail-
ability of efficient and effective methodologies and tools for a workflow spanning
from the edge to the cloud. This paper presents a generic, complete workflow and
relevant system architecture for field data collection and analysis with a focus on
the human physical activities. The data source is given by a low-cost embedded
system that can be placed on the user body to collect heterogeneous data on the
performed movements. The system features a 9 DoF IMU sensor, to ensure a high
level of configurability, connected to a custom board equipped with a rechargeable
battery forwireless data collection.Data are transmitted viaBluetoothLowEnergy
(BLE) to a smartphone/tablet app, whichmanages the data transfer toMeasurify, a
cloud-based open-source framework designed for building measurement-oriented
applications. Results from a preliminary functional experiment confirm the ability
of the proposed end-to-end system architecture to efficiently implement the whole
targeted edge-cloud workflow.

Keywords: Field data collection · Human activity recognition · Internet of
things · Sensor-based classification ·Wearable sensor · Edge-cloud
hardware/software architectures · Embedded systems

1 Introduction

In the Internet of Things (IoT) scenario, collecting large amounts of data from sensors
and storing them within a cloud database has become a major challenge [1]. The need
for data is constantly increasing with the growing development and spread of ever new
machine learning (ML) technologies that rely on supervised learning techniques, thus
requiring datasets.

For this reason, obtaining large amounts of data quickly and easily, whilemaintaining
high accuracy during acquisition, is crucial for training accurate ML models. For this
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purpose, various runtime applications have been developed to handle the data generated
by edge devices (e.g. [2]). The challenge is also to build a “smart” database that adapts
as closely as possible to the resources being sent [3] and that allows data to be managed
using a simple, lightweight and fast sending method, while still maintaining a high level
of security during data exchange.One of the possible applications of this paradigm, based
on an embedded system and requiring a flexible database due to the diversity of data to
be collected, is the classification of specific actions during a human physical activity.
Over the past decades, motion classification has been a constantly growing research area.
Sensors are applied to the human body to accurately represent movements [4] and collect
as much data as possible to best support the training of state-of-the-art ML algorithms
in a smart controlled environment [5].

In this paper, a data collection workflow is implemented from the physical sensor to
a database to manage the measurements. This embedded system consists of an Arduino
Nano 33 BLE Sense mounted on a custom board with a battery installed for autonomous
energy support. The IMU sensor on the device provides accelerometer, gyroscope and
magnetometer data that will be collected and sent to the database. We were looking for
a flexible and data-oriented framework that best fit our use-cases, so the choice fell on
Measurify, formerly Atmosphere [6], as it is an open-source, cloud-based, measurement-
oriented API Framework, which is connected to MongoDB [7] as database.

A Flutter [8] application, that can be installed on any tablet ormobile phone device, is
used to store in memory a great number of data received from Arduino without stopping
the data collecting phase, this maximizes the amount of data obtainable per minute and
simplify the connection between the embedded system and Measurify.

The design choices aim to ensure that this workflow remains easily accessible by
adopting an open-source approach, with all components available for download on
Github [9]. The instrumentation is intentionally low-cost, using mainly Arduino as
the only physical device, while all other components are free-to-use and can be hosted
locally. This configuration allows forwidespread adoption and easy replicability, making
it feasible for a broad audience to participate in and benefit from the workflow.

2 Workflow

The proposed workflow can be decomposed into three main sectors as shown in Fig. 1:
Edge, Fog, and Cloud. These represent the spectrum of distributed computing, from
immediate data processing at the source (Edge), intermediate processing in local net-
works (Fog), to centralized processing and storage in remote servers (Cloud). The Edge
consists of a versatile wearable embedded system designed to be attached to any part of
the human body. Its primary function is to collect data while the wearer performs specific
actions or activities. On the other hand, the Fog sector comprises a Flutter application
and a personal device, which together facilitate the visualization of the data obtained
from the wearable embedded system. Lastly, the Cloud sector consist of the Measurify
Framework, which acts as a receiver for data sent from the Flutter application and saves
them into a MongoDB database, enabling secure storage for future use and analysis.

The embedded system used consists of an Arduino NANO 33 BLE Sense soldered
to a board as shown in Fig. 2, which allows a rechargeable battery to be installed in order
to power the Arduino and data to be collected wirelessly.
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Fig. 1. Workflow enabled by the proposed system architecture.

Fig. 2. Arduino boardwith battery: on the left, up-side prototype design; in the center, bottom-side
prototype design; on the right the board used.

The board features the 9-axis IMU LSM9DS1 sensor: a 3D accelerometer with a
default range [−4, +4] g −/+0.122 mg, 3D gyroscope with a default range [−2000, +
2000] dps±70 mdps and 3D magnetometer with a default range [−4,+4] gauss±0.14
mgauss. With an LIR 2450 battery with a capacity of 120 mAh it is estimated that data
can be collected for 6 consecutive hours.

Sensor data are collected by the Arduino via a script with a minimum sampling
period of 5 ms and transmitted via Bluetooth Low Energy (BLE). The script sets up the
Arduino to expose Bluetooth services with features that a device can subscribe to and
be notified whenever new data are available.

To receive these data, a custom application was developed for the subscription of
the characteristics exposed by the Arduino and to assign a label to the measurement,
and then send it via an HTTPS POST RESTful API to the Measurify framework in the
format of timeseries, a type of data that contains the numerical values and the timestamp
in which it was measured.

This application can be installed on a tablet or mobile phone and was developed
using the open-source Flutter framework [8] and it connects to the embedded device
via BLE and stores the received numerical data in memory. Once the user stops the
data recording, the stored dataset is sent to the Measurify’s timeseries route through a
HTTPS POST. While the process is running, values are sent in blocks of 1000 samples
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as they are collected. Request’s body encapsulate values organized in JSON format. An
example of a timeseries sample is as follows:

{

“timestamp”: “1684833177652”,

“values”: [−0.50488, −0.40173, −0.75158, 32.959, −66.284, 123.474, 0, 0, 0]

}

This protocol minimizes the amount of space used during the calls and speeds up
the data transmission. For the data visualization, it is possible to get the values via a
HTTPS GET request from a personal device. The timeseries route, secured through
authentication, allows user to retrieve previously inserted values in common formats:
JSON, Pandas Dataframe, and CSV [10]. User can also filter measurements to obtain
only samples in a specific period, or to retrieve only values exceeding a certain threshold.

3 Results

We performed a functional test for our system with a very simple preliminary data
collection experiment. For the test, the sampling period of the device was set to 250 ms
and the default sensitivity values of the IMU sensors of the Arduino Nano 33 BLE Sense
were used (Table 1). The dataset collected consists of the samples taken during the
action of repeatedly raising and lowering an arm progressively increasing the movement
speed. To perform the test, we attached the Arduino near the wrist of the hand and started
recording values. After 38 samplings, we stopped collecting data and the dataset was
correctly uploaded to the database. As the speed of themovement increased, we expected
a reduction in the number of timesteps required to complete the movement and also an
increase of the acceleration vector. Using a Python script, we plotted the values of the
accelerometer, gyroscope and magnetometer (Fig. 3).

Fig. 3. Accelerometer, gyroscope and magnetometer plot of the movement replicated three times
with incremental speed.

As expected, the plots show a movement reproduced three times at incremental
speed, with a progressive decrease in the number of steps required to complete each
action and an increase in the intensity of the acceleration vector.

Given the target of making the supported workflow flexible and generic for different
types of tracking, we defined a set of configurable parameters (e.g., to increase the
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amount of data collected per time unit or to increase the sensitivity of the sensors), as
summarized in Table 1.

Table 1. Configurable parameters.

Variable Default Range Sensibility

Sample period 250 ms >5 ms –

Accelerometer ±4 g, ±0.122 mg ±2, ±8, ±16 g 0.061, 0.244, 0.732 mg

Gyroscope ±2000 dps, ±70 mdps ±245, ±500 dps ±8.75, ±17.50 mdps

Magnetometer ±4 gauss, 0.14 mgauss ±8, ±12, ±16 gauss 0.29, 0.43, 0.58 mgauss

4 Conclusion and Future Works

Data collection andmanagement have become an essential part in the development ofML
models based on supervised learning. Therefore, it is crucial to obtain large amounts
of data easily, quickly and accurately. One of the main challenges lies in building a
workflow that starts with the edge device until it interfaces with a “smart” database that
adapts to the type of data being sent, ensuring also a secure connection.

The proposed workflow offers a fully accessible, low-cost and user-friendly infras-
tructure for the collection and management of data from embedded systems. This app-
roach can be applied to various applications, including classification of human physical
activities, providing high quality data for training advanced machine learning models.

As future work, it is planned to integrate the study of ML techniques from the
collected data, in order to generate models that can be imported into the same Arduino
used previously, obtaining a complete pipeline, from edge to cloud and back. This will
increase the autonomy and efficiency of the system, enabling a rapid classification of
the detected actions.
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Abstract. In the Internet of Medical Things (IoMT) applications, time
synchronization assumes a relevant role as in every distributed system.
Various protocols and algorithms have been developed for this purpose.
Recently, Fractional Low-Power Synchronization Algorithm (FLSA) was
proposed as a potential solution for low-power multi-board time synchro-
nization within a Wireless Body Area Network (WBAN). FLSA is based
on a fine timer resolution control thanks to a dual-modulus divider. In
this paper, we aim to study the impact of the modulus control policy on
time synchronization accuracy.

Keywords: Time synchronization · Dual-modulus prescaler · Internet
of Medical Things (IoMT)

1 Introduction

Time synchronization constitutes an integral component of all distributed sys-
tems. In the case of the IoMT scenario, multiple boards equipped with sensors
and actuators are positioned on the body to monitor health parameters or to
dispense medications. Two distinct levels of synchronization are possible. Strong
Time Synchronization (STS) calls for a higher degree of precision, as even minor
discrepancies in time-stamping may result in significant errors during the data
merging phase. An example application requiring STS is gait analysis based
on surface electromyography (sEMG) and Inertial Measurement Units (IMUs).
This increased precision requires an increase in the number of exchanged syn-
chronization messages. In contrast, Weak Time Synchronization (WTS) allows
for a lower degree of accuracy, thereby reducing the complexity of the synchro-
nization process. WTS is appropriate for monitoring slowly varying phenomena
such as fluctuations in body and environmental temperature.
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Over the years, various protocols and algorithms have been developed to syn-
chronize network time. Some protocols, such as the Reference Broadcast Algo-
rithm (RBS) [1], Timing synchronization Protocol for Sensor Networks (TPSN)
[2], and Flooding Time Synchronization Protocol (FTSP) [3], are widely used
as references. Recently, Coviello et al. introduced the FLSA as a potential solu-
tion for low-power multi-board time synchronization within a WBAN configured
in a star topology and employing a master/slave (M/S) architecture [4,5]. The
algorithm demonstrates exceptional performance in terms of both accuracy and
power consumption. The algorithm has already been employed in the low-cost
synchronized platform for offline acquisition of heartbeat rate (HR), peripheral
oxygen saturation (SpO2), gait analysis, posture analysis, and muscle activity
related to gait analysis, as presented in the [6]. The proposed approach utilizes a
two-modulus divider to enhance the granularity of timer synchronization. This
study focuses on examining the influence of the divider control policy on the
System Timer (ST) synchronization accuracy.

The paper is organized as follows. Section 2 reviews the fundamental oper-
ations performed by FLSA. Section 3 discusses the issues arising from the
dual-modulus approach and considers potential solutions. Section 4 presents the
results of a simulation campaign that compares different correction approaches
and their achieved accuracy. The conclusions close this work and discuss possible
future improvements.

2 Recalls on the Algorithm

FLSA discretizes time into synchronization slots of length TM . Hence, every TM

seconds, the master transmits a synchronization packet containing its ST to the
slaves, which is processed through routines ensuring the highest processing pri-
ority for the synchronization packet, and computing the accumulated time shift
compared to the master time so that it can be proactively updated. FLSA also
deploys routines in charge of deciding whether or not to keep the radio section
of the device to be on for the synchronization packet reception, thus providing
a notable energy-saving feature and making it eligible for implementation in
battery-powered devices aiming for low-power consumption (Fig. 1).

Fig. 1. FLSA routine interaction diagram
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FLSA employs a pair of N/N +1 type comparators/counters to execute dual
modulus division. The comparators are denoted as {A,B}. The number of ticks
NM needed to form a synchronization slot is computed as:

NM =
⌊

TM

tRTC

⌉
(1)

where �·� is the rounding at the closest integer number operator, and tRTC is
the granularity of the Real-Time Clock (RTC). The ST granularity tST can be
retrieved as: ⎧⎨

⎩
RA

C =
⌊

tST

tRTC

⌋

RB
C = RA

C + 1
(2)

where Ri
C is the number of ticks needed to form a tST for comparator i. The

variation of the comparator values determines the synchronization slot, as shown
by:

NM = RA
C · IA + RB

C · IB (3)

where Ii represents the number of times comparator i must be utilized.

3 The Impact of the Modulus Control Policy

The implementation of a dual-modulus divider is based on the principles of
fractional-PLL theory [5]. According to the literature, this approach enables
precise control over the generated output frequency by dynamically selecting
one of two division values in the frequency divider. However, this advantage is
accompanied by the presence of frequency spurs [7]. In the context of FLSA, a
similar effect happens in the time domain. Even if the steady state ST on average
is the same, by a close look at the TS values it is clear how the transient value
is dependent on the modulus selection strategy, which directly impacts the final
synchronization error.

Several techniques can be employed for the modulus selection. The most
trivial one is referred to as “default”, and is performed by using RA

C and RB
C

for IA and IB times, respectively, in a cyclical manner. This method ensures
consistency and predictability in TS generation and serves as a fundamental
benchmark for evaluating the performance and effectiveness of alternative imple-
mentations. However, the timer curve exhibits a double slope during the synchro-
nization period, as depicted in Fig. 2. Consequently, although perfect synchronic-
ity is achieved at each synchronization slot, errors on the order of hundreds of
microseconds occur in between synchronization points.
A first variant consists in randomly choosing the comparator value, still keeping
the same IA and IB for each synchronization slot. This approach is referred to
as “random”. Another possible variation requires an analysis of the algorithm
initialization phase. More specifically, a fixed pattern is derived from a predic-
tion of the TSs trend obtained through theoretical computations and applied
accordingly. The main advantage of this implementation relies on the fact the
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values are not computed at run-time. This approach is referred to as “propor-
tional”. Finally, another technique proactively adjusts the RA

C and RB
C choices in

real time. Once the comparator values have been computed in the initialization
phase, those are chosen through an optimization process aiming to minimize
errors arising from the RTC approximations. This approach is referred to as the
“predictive” method.

Fig. 2. Dual-modulus ST setting using the trivial approach. The slope is fragmented
into two pieces, one due to the use of RA

C , and the other related to RB
C

4 Simulation Results

To assess the performance of each of the described modulus control policies, we
performed a simulation campaign implementing FLSA on MATLAB. The slaves
are driven by a clock signal fclk = 32.768 kHz, thus leading to tRTC ≈ 30.52
µs. The ST resolution was set to tST = 100 µs. By the (2) the initial values for
the dividers were found to be RA

C = 3 and RB
C = 4. The impact of the modulus

control policy was studied during a time synchronization slot, whose duration
was set to TM = 10 s. We considered the error as the metric to evaluate the
policy impact, defined as:

erri[k] = GT[k] − STi[k] (4)

where GTi[k] and ST [k] represent the expected (Ground Truth, GT) TS and the
system timer for the discrete time sample k using the modulus control policy i.

The results of the ST mismatch are depicted in Fig. 3a for all the analyzed
techniques, with a zoom on a time interval of 0.3 s in Fig. 3b.

By looking at Fig. 3c we can analyze the ST error using the different policies.
With the default policy, as discussed, we obtain the highest error. The random
approach introduces the first mitigation. Compared to the previous method,
errors are halved, yet they remain in the range of hundreds of microseconds. With
the proportional approach, errors are mitigated up to a maximum error of 200
ms. Optimal results are obtained through the predictive approach, where there is
no predefined pattern, but rather the value to be utilized is chosen iteratively and
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Fig. 3. Analysis of different modulus control policies: a the slave ST mismatch and b
its zoom. In c it is shown the ST error according to the (4)

in real-time. This selection process involves identifying the value that exhibits
the least deviation from the ideal value. Consequently, this technique yields a
noteworthy degree of precision, surpassing the minimum threshold set by tRTC .
The accuracy is visible in Fig. 3b. In Fig. 4 we visually represented the use of each
prescaler modulus value during the synchronization slot. With reference also to
Fig. 3b. It can be observed that synchronization errors improve in correlation
with the alternating of divisors in a uniform manner.

Fig. 4. Use of the modulus values in the four analyzed implementations: a Default, b
Pure random, c Proportional and d Predictive technique

It’s important to underline that each of the described methods nominally
guarantees a zero error at the end of each synchronization slot, ensuring the
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proper functioning of the FLSA algorithm as shown in Fig. 3c. Figure 5 shows
an example of the default method applied to M/S synchronization.
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Fig. 5. a M/S ST synchronization over a 100 s time frame and b zoom on a smaller
interval

5 Conclusions

In this study, we examined the effect of the dual-modulus control policy on both
in-slot and overall time synchronization accuracy. The choice of policy is driven
by the goals, requirements, and characteristics of the specific application. If the
primary concern is synchronization at the end of each synchronization round,
the trivial technique may be suitable due to its low computational complexity.
However, larger errors may occur in ST behavior between sync packets. In rapidly
evolving systems with significant events requiring precise timing, in-slot accuracy
is crucial. In such cases, the predictive approach is preferred as it ensures a
maximum error equal to half the resolution of the RTC.
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Abstract. This Fetal electrocardiogram is a standardmethod to identify and diag-
nose fetal diseases. Therefore, effective techniques are needed to monitor fetal
conditions during pregnancy and delivery. Meanwhile, obtaining the fetal electro-
cardiogram (FECG) signal, which contains the electrical activity of the fetal heart,
has great importance, Of course, this signal is contaminated with many noises and
disturbances and the most important of them is the mother’s electrocardiogram
signal. Inherently, the NI-ECG signal contains the maternal ECG signal, which
has a larger amplitude than the fetal ECG signal. Therefore, it is not easy to detect
the fetal QRS complex in order to control the condition of the fetus and prevent
congenital defects. According to the above explanations, in this article, a deep
learning approach based on a convolutional neural network is proposed to sepa-
rate the electrocardiogram signals of the mother from the fetus without separating
the mother’s ECG signal. The proposed algorithm is able to reliably detect the
fetal QRS complex. Also, in addition to not needing feature extraction steps, it
has been able to show more suitable performance than the best methods proposed
in previous research in terms of detection accuracy.

Keywords: Fetal heart signal · Deep learning · Electrocardiogram ·
Convolutional neural network · QRS complex

1 Introduction

Today, one of the prominent and challenging issues in the field of medicine is to check
the condition of the heart of the fetus, so that according to the available statistics, one out
of every 125 babies is born with heart failure. It may look healthy or it can be so severe
that the child will have problems at birth [1]. There are also some possible complications
such as Hypoxia caused by the closure of the umbilical cord around the neck of the fetus,
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which causes heart failure, or congenital heart disorders that may affect the growth of
the fetus after years.

Ways and methods of monitoring the fetal heart and checking its performance can
prevent damage to the fetus and increase the hope of the fetus’ survival [2]. The fetal
heart rate (FHR)1 provides valuable information regarding the physiological condi-
tions of the fetus, therefore, many studies have been conducted to determine the fetal
heart rate and monitor and check the function of the fetal heart automatically [3].
Doppler ultrasound methods, fetal phonocardiography (PCG), fetal magnetocardiogra-
phy (MCG), cardiotocography (CTG), cranial ECG(SECG), invasive electrocardiogram,
non-invasive electrocardiogram, are among the suggested methods [4].

Doppler ultrasonography and phonocardiography are only able to determine the fetal
heart rate (FHR) and do not provide the doctor with information about the morphology
of the electrical signal of the fetal heart, so it is considered ineffective in many cases.
The method of fetal magnetocardiography, which uses sensors located near the mother’s
abdomen to identify the magnetic field and the heart of the fetus, in addition to high
costs and patient complaints about the signal collection process, is not recommended
for long-term use due to the need to not move during recording. At the same time, this
method shows the waveform of the fetal electrocardiogram signal with high accuracy
and has a relatively good signal-to-noise ratio.

Cardiotocography (CTG) uses an ultrasound transducer and a pressure-sensitive
transducer of uterine contractions to determine the fetal heart rate. Cardiotocography
requires extensive training and high costs, as well as the safety and safety of the fetus
in this method is doubtful. The SECG method is considered an invasive method and is
very risky because it causes infection, so it is not suitable for long-term fetal monitoring.
Doppler ultrasound and phonocardiography methods are not capable of showing the
morphology of the electrical signal of the fetal heart.

Among all the methods, the non-invasive electrocardiogram method, in addition to
providing an accurate estimate of the FHR, has complete monitoring of the morphology
of the fetal heart rate waveform, etc.

According to the explanations given, the fetal electrocardiogram method (non-
invasive) has priority over other methods, but there are limitations such as; Noises that
have both biological and non-biological origin and make it difficult to record the signal
limit of this method [5]. In order to increase the efficiency of this method, various types
of research have been proposed to extract and separate the maternal electrocardiogram
(MECG) from the fetal (FECG) signals more efficiently with this method, which will
be briefly mentioned below and their disadvantages will be stated.

In research by Ping Gao et al., the blind source separation (BSS)2 method was used
to extract fetal signals from a single-channel signal [6]. The results showed that the
use of SVD alone is inefficient and the combination of ICA + SVD is more efficient
in separation. The research was done by Fanelli et al., which used the combination of
principal components extractionmethod, decision rules, andMatched Filter to extract the
ORS complex of the mother signal [7]. In this method, researchers have used the Kalman
method as well as pattern matching to estimate the mother signal. The research was done
by Kwang Jin Lee and Boreom Lee in 2016 using the full filter of successive changes,
which first reduces the noise components of the abdominal ECG to effectively remove
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the maternal ECG through TSPCA and then separates the fetal ECG [8]. Xuwilson and
colleagues have used principal component analysis and vertical imaging to reduce the
effects of the maternal signal on the fetal signal [9].

They used the PCA clustering method to identify the fetal QRS complex. Research
was done by Karimi Rahmati and colleagues in 2016 using PCA, and ICA techniques
to extract FECG and detect R peak [10]. In another study, Feng tried to reduce the non-
linear effects of maternal heart rate in fetal heart extraction by filtering [11]. Another
research was conducted by Nannan Zhang et al. in 2017, which used ANC to remove
MECG signals from recorded abdominal signals and combined SVD + SW techniques
for estimation.

This method requires a reference signal that is morphologically similar to the mater-
nal abdominal signal waveform [12]. Two other significant investigations are [5, 13]. In
the work [13] on the compression and then recovery of the fetal signal with deep learn-
ing, no direct signal recovery has been done. In fact, the focus of [13] is based on the
assumption that the fetal ECG signal is available, and we need a proper compression and
recovery algorithm to send and receive it and recover the original signal from the signal
received from the channel and remove its noise, which is the same as deep learning. In
[5], which is closer to the proposed method of the article, the main features of the fetal
ECG signal have been directly extracted using the convolutional neural network. The
accuracy of this work in the best case has reached 77%.

The database cited in this study was Phiziont [14–16] have all used signal-based
deep learning, which has the limitations of one-dimensional and noisy deep learning
systems in all three. None of these three references have a separate step for noise and
artifact removal. In the methods based on adaptive filters, due to the need for reference
MECG signal (maternal electrocardiogram signal), the absence of a pure signal, and its
contamination with noise, efficiency decreases. There are many problems in non-linear
methods of signal separation due to the complexity of calculations. Linear decomposition
is stationary and therefore not a good estimator for non-stationary FECG signals. The
proposed method of this research uses fetal and maternal heart rate signal images and
deep learning to detect the fetal QRS complex, which is expected to be more effective
than conventional methods due to the innovative combination of deep learning and image
approach in signal separation.

2 Deep Learning

Below is an implicit classification of the set of deep learning methods available [14].
An overview of a convolutional neural network architecture is shown in Fig. 1. In

general, a CNN network consists of three main layers, which are: the convolution layer,
pooling layer, and fully connected layer.

2.1 Convolution Layer

In these layers, the CNN network uses different kernels to convolution the input image
and also create a map of intermediate features, and this map creates different features.
Convolution operation has several benefits:
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Table 1. Implicit classification of the set of existing deep learning methods

Alex Net CNN-based Methods Deep Learning Methods

Clarifai

VGG

Google Net

SPP

Deep Belief Networks RBM-based Methods

Deep Boltzmann Machines

Deep Energy Models

Sparse Autoencoder Autoencoder-based Methods

Denoising Autoencoder

Contractive Autoencoder

Sparse Coding SPM Sparse Coding-based Methods

Laplacian Sparse Coding

Local Coordinate Coding

Super-Vector Coding

Fig. 1. A convolutional neural network [14]

The weight-sharing mechanism in each feature map reduces the number of param-
eters. Local connectivity learns the relationship between signal samples. It causes
immutability and stability against noise and shift.

2.2 Pooling Layer

A pooling layer is usually placed after a convolution layer and it can be used to reduce
the size of the feature map and network parameters. Like convolutional layers, pooling
layers are stable to noise and limited spatial variations due to considering the relationships
between signal samples in their calculations.
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2.3 Fully Connected Layer

After the last pooling layer, there are fully connected layers that transform the feature
map into a unified vector to continue the recognition process. Fully connected layers
work like their counterparts in traditional artificial neural networks and include almost
90% of the parameters of a CNN network.

3 Suggested Method

Considering that in the past works, based on the review, all the articles have taken help
from the deep neural network with the input of fetal and maternal heart rate signals,
and with this approach, they have tried to determine the QRS complex of the fetus and
separate it from themother. The designed approach in this research, instead of examining
the signal in the form considered in previousworks, uses the image recognition approach.
In the proposed approach, which is completely designed based on the behavioral pattern
of the doctor and specialist, by drawing the heart signal of the fetus and the mother in
terms of time, the deep neural network is trained, which separates the mother’s heart
rate as a long peak from the fetal heart rate as a peak. In short, label the right place of
the QRS complex of the fetus.

This idea, that is, dealing with an image with a complexmedical time-varying signal,
can be more efficient than conventional methods, because there are some deep neural
networks with very comprehensive initial training on servers such as Google or Amazon,
which are used to separate specific areas of the image from other areas have been trained
and this issuewill greatly help to increase the accuracy of the work. After the text edit has
been completed, the paper is ready for the template. Duplicate the template file by using
the Save As command, and use the naming convention prescribed by your conference
for the name of your paper. In this newly created file, highlight all of the contents and
import your prepared text file. You are now ready to style your paper; use the scroll-down
window on the left of the MS Word Formatting toolbar.

3.1 Database

Considering that the research is related to FECG and the database [17] is used, according
to the given explanations, the database is simulated in 10 situations related to pregnancy
based on real data and simulated for each pregnancy. 7 different physiological parameters
have been measured. Taken tests, which are specified by Base Line definitions and num-
bers 0 to 5, include tissue, abdominal, baseline with noise, fetal movement with noise,
and uterine contraction with noise. These parameters are measured and measured along
with different levels of noise for each situation in 5 repetitions. Therefore, according to
10 pregnancy conditions, 7 measured gauges, 5 different noises, and 5 repetitions, a total
of 1750 signals will be produced, which can be seen in 145.8 h of time efficiency and
1.1 million information peaks related to the fetus. Each sub-branch shows the pregnancy
status in the form of a name, and the next two digits show the noise level. The noise
levels are assumed to be 0, 3, 6, 9, and 12 dB respectively in the simulation, and the
pregnancy status includes the numbers 0 to 20. In addition, the test repetition number
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is the third number that is placed in the file. This database can be added to the current
MATLAB path, and it should be noted that in the default state, the data cannot be read by
Windows software and has a Linux extension. Figure 2 shows an example of database
images. The horizontal axis is the sample number based on the sampling frequency of
1000 Hz and the vertical axis is the amplitude of the sampled signal in millivolts after
amplification.

Fig. 2. Sample database image

3.2 Labeling Images According to the Input Pattern of Deep Neural Network

In the first step of the proposedmethod, fetal andmaternal heart rate signal images should
be drawn and labeled according to the input pattern of the trained deep neural network
available in MATLAB software. Considering that the collected database had a different
labeling than what we intended, this was done by using the information of that database
and manual labeling, and finally, for each signal, a large number of separated signal
images with labels on the heart rate of the fetus was determined. The input labels in the
previously trained deep neural network were in the form of rectangular windows from
the beginning to the end of the desired signal in the image, which were stored separately
in a text file, and this file was later read by the software and converted into information
related to the network as the appropriate label was added. This stage took a lot of time
due to the high number of images and the need for high accuracy, but in the end, one
hundred and forty-one images, each of which included seven to eight fetal heartbeats on
average,were labeled. For this part of thework, a separate codewas designedwhich, after
drawing each image, allowed the user to specify the left and bottom right corners of the
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rectangle with a mouse click, After this step, the labeled coordinates were automatically
displayed and in the user’s confirmation form was added to the database.

Fig. 3. Sample labeled image

In this way, about 140 images were obtained for deep neural network training. With
the identification of the manual labeling of the database, the second step in the proposed
method was to find a deep neural network that could properly separate and show the
specified parts in the image. Image segmentation is determined and after implementation,
the neural network with the best correct percentage was selected as the selected network.

3.3 Deep Neural Network

The pre-trained network of MATLAB software, which was used with some minor
changes in the parameters in the proposed method, to isolate and recognize the selected
part of the image, includes the following 15 layers.

As can be seen from the structure of the network in Tables 1 and 2, the first and
last layers are considered input and output, respectively, and the rest of the layers are a
combination of five different types of layers. The input of this network is the black and
white image of the signal. Layers No. 2, 5, and 8 are considered convolutional layers that
perform two-dimensional input convolution. The number of rows and columns padded
around the base matrix is assumed to be 2 to maintain the dimensions of the output. The
next layer is the Pooling layer, in this layer the inputs are down sampled and divided
into square areas based on the settings given in the software, and finally the average of
each square and five images for each area is calculated. In the proposed neural network,
layers 3, 7, and 10 are pooling layers, respectively, and in these layers, the amount of pad
performed was equal to zero. The next layer is the ReLU layer, which includes layers 4,
6, 9, and 12. In these layers, the data is threshold and values less than the threshold level
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Table 2. Details of deep neural network used

Layer type Layer name Layer number

Image Input image input 1

Convolution Conv 2

Max Pooling max pool 3

ReLU Relu 4

Convolution Conv_1 5

RelU Conv_2 6

Average Pooling Avgpool 7

Convolution Conv_2 8

ReLU Relu_2 9

Average Pooling Avgpool_1 10

Fully Connected Fc 11

ReLU Relu_3 12

Fully Connected fc_rcnn 13

Softmax Softmax 14

Classification Output Classoutput 15

Table 3. Description of each layer

32 × 32 × l images with zero center normalization 1

32 5 × 5 × 3 convolutions with stride [1 1] and padding [2 2 2 2] 2

3 × 3 max pooling with stride [2 2] and padding [0 0 0 0] 3

ReLU 4

32 5 × 5 × 32 convolutions with stride [1 1] and padding [2 2 2 2] 5

ReLU 6

3 × 3 average pooling with stride [2 2] and padding [0 0 0 0] 7

64 5 × 5 × 32convolutions with stride [1 1] and padding [2 2 2 2] 8

ReLU 9

3 × 3 average pooling with stride [2 2] and padding [0 0 0 0] 10

64fully connected layer 11

ReLU 12

2 fully connected layer 13

Softma × 14

Cross entropy e × with classes stopSign and Background 15
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Table 4. Test results of the trained neural network

Acc PPV Se

0.97 0.93 0.96

are equal to zero. The 13th and 11th layers are all connections, the details of which were
mentioned in the theory related to neural networks, and finally, the penultimate layer is
the 14th SoftMax layer, which is the final division based on values for the output layer. In
this way, the deep neural network used to detect the image area is a neural network with
fifteen layers, in which different layers including convolutions, pooling, ReLU, Fully
Connected, and Softmax are used.

This network has been the foundation of deep learning in this work. After this step,
the pre-trained deep neural network is re-trained based on the existing database data,
and its correct percentage is estimated in the labeled images of fetal and maternal heart
signals.

4 Results

According to the structure of the deep neural network, the data was divided into two
categories, training and testing, First, it was retrained with 70% of the data, which
means a total of 100 images of the network. After this stage, the deep neural network
was evaluated using the test data, which included a total of 41 fetal andmaternal heartbeat
signals (287 fetal heartbeats). For analysis similar to previous works, in addition to the
fetal heart rate in these signals, about 821 peaks (including noise and mother’s heart
rate) were detected with MATLAB software, which could be wrongly detected as fetal
heart rate.) and not specifying the false peaks as the location of the beat, correct negative
diagnosis (TN), the following results were obtained. The result of the implementation
is given in Table 3.

Tn Fn Fp Tp

800 11 21 276

where in

Se = TP

TP + FN
PPV = TP

TP + FP

Due to the lack of a similar approach to this work, the results were compared with
signal-based deep neural network [14–16]. These results, which took place in the years
2018 to 2020, are very similar to the current research in terms of the database. For
example, the deep neural network used in [14] including input and output has 12 layers
and is trained directly. According to the results given in [14–16], the best average results
obtained in these methods with the same conditions as the present research were Se =
89.06, and PPV= 92.77 in terms of percentage, which is clearly weaker than the results
obtained in the proposed method.
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5 Conclusion

In this article, a method for detecting fetal heart rate signals and separating them from
maternal heart rate signals based on a deep neural network is proposed. Considering
the importance of automatically separating the heart rate of the fetus from the mother
in diagnosing the deficiencies in the fetus and their appropriate treatment, providing an
accurate estimate of the state of the heart rate of the fetus and analyzing its morphology
can be very useful.

Despite the limitations such as the mother’s strong heartbeat and other noises in the
environment, the proposed method based on a deep neural network was able to combine
the fetal signal with the mother based on the drawn image without the need for feature
extraction or pre-processing steps. Acceptability compared to the previous methods to
determine the fetus’s heart rate in different areas of the image.

In addition to not needing feature extraction steps, the proposed method has shown
a very good performance in terms of correct percentage. Finally, the work that was
done compared with relatively new articles in this field and its proper efficiency was
confirmed. It is hoped that due to the increasing progress ofmedical engineering sciences
and wireless networks, systems can be produced that can be easily carried and used by
pregnant mothers, and the information of the fetus and the mother, including heart rate
and all items her vitals should be taken at the right time and sent to the medical condition
control centers and provided to specialist doctors, to minimize possible risks for the fetus
and the mother.
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Abstract. This paper presents a method for sea monitoring based on a low-cost
24 GHz off-the-shelf FMCW radar and an embedded Raspberry Pi PC. The tech-
nique relies upon the use of range-Doppler maps, which are obtained through
a 2D FFT processing of the acquired scattered data. The resulting insights may
offer new possibilities for monitoring and understanding sea waves, which have
important applications The study’s findings provide valuable insights into moni-
toring and understanding sea waves, which can have significant implications for
predicting natural disasters andmitigating their impact based on predicted disaster
scenarios.

Keywords: Sea monitoring · FMCW radar · Range-Doppler processing · 2D
FFT · Doppler features · Feature extraction

1 Introduction

Sea wave detection and monitoring is an active area of research due to its potential for
predicting and mitigating the impact of natural disasters and managing coastal infras-
tructure [1]. Indeed, understanding the properties of water waves is crucial in various
applications such as the near shore region, ship operations, level measurement in tanks,
and sea keeping and maneuvering. In [2], the authors present a method based on x band
Radar for estimating different wave parameters such as wave height, period and veloc-
ity using Frequency-modulated continuous-wave (FMCW) radar. This highlights the
importance of accurate and reliable methods for measuring and analyzing water wave
behavior, which can help improve safety and efficiency in maritime operations.

The authors in [3] design a radar system for deploying on an unmanned surface
craft. It includes two subsystems, the first is a long-range radar for detecting sea-surface
objects a few Kilometers away, and the second one entails a short range FMCW radar.

The physical characteristics of sea waves, including their wavelength, height, and
breaking patterns, are crucial for predicting their behavior and potential impact on coastal
areas. Categorizing waves based on these characteristics can facilitate the development
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of effective strategies for coastal management and disaster risk reduction. Understanding
these different types of waves is important for various applications, including oceanog-
raphy, marine engineering, and coastal management, as it can help improve safety and
efficiency in maritime operations. By accurately identifying and classifying different
types of waves using appropriate sensors, it is possible to develop more effective strate-
gies for managing and mitigating the risks associated with waves in different marine
environments [4].

To address the inefficiency of using separate systems for sea surface monitoring with
microwave remote sensing techniques, the authors in [5] integrated the measurement
functions of scatterometers, altimeters, and Doppler radars into a single observation
system. This integration enhances the efficiency of system operation and enables cross-
analysis of the observation data. The result is a more streamlined and effective approach
to sea surface monitoring using microwave remote sensing techniques.

FMCW radar is a promising technology for sea wavemonitoring, whichmay provide
a range of information on sea waves. Indeed, FMCW radar has the added advantage of
being able to detect both the water surface level and the surface velocity in a flood
warning system [6].

In particular, the developed system relies upon the use of a low-cost FMCW radar
board and a Raspberry Pi PC, in which information for near-shore sea monitoring are
obtained through a range-Doppler map processing technique.

2 FMCW Radar Processing

Figure 1 illustrates the adopteddata acquisition system,whichutilizes the “Distance2Go”
radar board by Infineon Technologies [7] for data collection. The system is housed in a
box, which also contains a Raspberry PI embedded PC, a camera and a power supply
(Power bank). The Distance2Go board is locally connected to the Raspberry PI mini-PC
through a USB connection, and the Raspberry PI mini-PC is in wireless communication
with the control PC that collect and process the radar raw data. A power bank or a
power source with a USB output can be used to power both the Raspberry Pi and the
Distance2Go board. The camera is connected to the raspberry PI, allowing to also collect
video images of the monitored scenario.

FMCW radar is a type of radar that uses a continuous wave frequency modulation
technique to measure the distance and velocity of objects. The range and velocity of the
target can be obtained by analyzing the frequency and phase shifts of the transmitted
and received signals.

The delay between transmitted and received signals is determined by:

td = 2R

c
(1)

where R is the target range and c are the speed of light in a vacuum.
In an FMCW radar transceiver, the beat frequency (fbeat) is the frequency of the beat

signal that is produced by mixing the transmitted and received signals.
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Fig. 1. The monitoring system’s hardware prototype.

The beat frequency produced by an FMCW radar can be used to calculate the range of
a target object by:

R = cTchirp
2Bsweep

(fbeat) (2)

Bsweep is the sweep bandwidth, and Tchirpwhere is the chirp time.
The range R is proportional to the beat signal frequency.
The maximum velocity is limited by ensuring that the calculated phase is clear

because velocity is calculated by:

v = λ

4Tchirp
(3)

where v is the target velocity and λ is the wavelength.
Radar range resolution (�R) refers to the ability of the radar system to distinguish

or resolve closely targets in the range can be calculated by:

�R = c

2Bsweep
(4)

The resolution of velocity can be defined as the smallest difference in velocity that a
radar can detect and is an important parameter that affects the radar’s ability to accurately
identify and track targets.

�v = λ

2(Tf )
(5)

where Tf is time period.
The range-Doppler (R-D) map generated by the radar signal processing system pro-

vides valuable information on the behavior of the sea, including the presence of waves
and velocity. The R-D map is obtained using a double FFT algorithm that samples the
intermediate frequency (IF). In FMCW radar systems, target information is obtained
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by performing a range-FFT along each chirp to generate range bins representing the
distance to the target, and a second FFT along the chirps for a single range bin to
extract Doppler information that reflects the target’s velocity. These two FFT processes,
known as range-FFT andDoppler-FFT, are combined to generate a 2D FFT result, which
produces a Range-Doppler map.

The radar experimental simulation parameters are shown in (Table1).

Table 1. Experimental simulation parameters.

Parameters Value

Bandwidth 200 MHz

Center Frequency 24 GHz

Chirp Time 1.5 µs

Maximum Range 25 m

Range Resolution m

3 Experimental Results and Discussion

The experimental setup involved placing the radar device approximately 1.5 m away,
with the device oriented directly towards the sea as shown in Fig. 2. The data were
collected wirelessly using a MATLAB code and a Raspberry PI 3B + embedded PC.
The Raspberry PI collected the raw data from the radar board via USB and transmitted
them to MATLAB through aWi-Fi network. The data were collected specifically for the
purpose of detecting sea waves.

This paper examines the performance of an FMCW radar for sea monitoring using
the MATLAB tool.

We set up the measurement environment using a radar front-end module and a real-
time data acquisition module in order to test the effectiveness of the proposed sea wave
schema based on Doppler spectrum.

Figure 3 shows the Doppler spectrum and Range-Doppler map results from an
experiment on sea waves.

The Range-Doppler (R-D) map in Fig. 3 indicates a water flow, as evidenced by the
high intensities observed. The camera image confirms the water flow.

Furthermore, the R-D map of the sea exhibits distinctive reflection patterns that
indicate the presence of waves. These patterns are characterized by multiple reflection
centers that rapidly move with an approximate velocity of –2.5 km/h. The reflection
centers exhibit variations within a range of 5 m, indicating the dynamic nature of the
waves. This information provides valuable insights into the sea’s wave characteristics,
including their speed and spatial distribution.

The red line shown in Fig. 3 represents threshold for range detection in the FMCW
processing based on the 2D FFT analysis.
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The negative sign in the velocity measurement also provides information about the
flow direction towards the radar.

Further analysis of the Doppler spectrum for sea waves reveals numerous variations,
resulting in multiple peaks at different Doppler frequencies. This information provides
evidence that the variations in the Doppler spectrum and R-D map are effective tools for
analyzing the sea waves.

Fig. 2. Experiment setup for Sea Waves detection.

Fig. 3. Camera Image, R-D map and Doppler spectrum at 5 m range for sea wave.

The presence of waves, the flow direction, and the Doppler spectrum are just a few
of the features that can be analyzed to obtain valuable information about the sea.

4 Conclusion

This paper has presented the effectiveness of a low-cost 24 GHz FMCW radar system
operating in multi-chirp sequence mode for sea waves and detecting both range and
velocity. The results of the Doppler analysis and the Range-Doppler map demonstrate
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that seawaves produce distinctiveDoppler features. The use of FMCW radar to study sea
waves andflowhasgreat potential for advancingour understandingof these environments
and improving our ability to manage and protect against hazards such as floods and
debris flows. These insights have opened possibilities for the development of innovative
monitoring systems that can enhance safety and efficiency.
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Abstract. Complex electronic systems comprise heterogeneous compo-
nents operating concurrently to achieve complex goals. Electronic sys-
tems (like everything else) can fail. Hence, having resiliency in mind,
components must adapt to changing circumstances to meet their goals.
In this context, multi-agent systems (MAS) offer a flexible approach to
managing complex problems by leveraging agents’ collective behaviour
and sensory abilities. This article presents a multi-layered event-driven
hierarchical MAS model, which enhances the resilience of pervasive elec-
tronic systems by adapting to events within the application domain. We
report a case study with classrooms augmented for contextual sensing.

Keywords: Multi-agent systems · Hierarchy · Pervasive electronics

1 Introduction

Electronic systems might encounter many unexpected circumstances in dynamic
and ever-changing environments that negatively impact their functioning. Some
of these adverse events might be internal (e.g., device failures and dead bat-
teries), and others might be external, i.e., originated in the environment where
these systems are placed (e.g., stolen components, power outages and fires).
Thus, electronic systems can hardly be programmed statically but should adapt
to changing situations autonomously. To this end, systems should have computa-
tional and learning capabilities to understand their nearby environment, identify
potential threats, and respond accordingly.

Multi-agent systems (MAS), an active research area in distributed artificial
intelligence, are key enablers to meet these requirements. They comprise multiple
autonomous computing entities, called agents, able to communicate and cooper-
ate in a shared environment while performing complex tasks [1]. Through sensors,
agents can acquire information from the environment, make local information-
based decisions, and take action on the environment accordingly. While each
agent decides the best action to solve a specific task, MAS leverage social abil-
ities, such as coordination, negotiation and cooperation, to deal with complex
problems that cannot be solved using the capabilities of a single agent. Since
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MAS can flexibly and efficiently perform complex problem-solving, they are suit-
able for uncertain environments under constant change. Despite their benefits,
it is not yet clear how to organise agents to maximise their adaptability and
reliability capabilities, and this design decision remains problem specific.

In his article, we discuss the opportunities of adopting a hierarchical organ-
isation for MAS-based systems in the context of pervasive electronics. More
specifically, after describing the hierarchical organisation, we exemplify its appli-
cation with a use-case focused on smart classrooms. The remainder of the article
is organised as follows: Sect. 2 provides a quick overview of MAS organisations.
Next, Sect. 3 outlines our hierarchical approach, and Sect. 4 presents a case study
in school smart classrooms. The article finishes with some conclusions in Sect. 5.

2 Quick Background on MAS Organisations

Multi-Agent Systems (MAS) is a field within the broader discipline of Dis-
tributed Artificial Intelligence. They have been defined as systems comprising
multiple autonomous computing elements—called agents—that can interact and
cooperate with each other [1]. MAS use these cooperation (i.e., social) abilities
and their interactions with the environment to solve problems collaboratively
(e.g., by dividing them and addressing smaller tasks) in a flexible way. Thanks
to their knowledge of the environment, agents in a MAS can choose and perform
actions, making them suitable for dynamic and complex environments. MAS
have been used in various areas, including computer science, logistics, transporta-
tion, industry, and control engineering. However, most of the work on applying
MAS is still domain-specific, and there is a lack of flexibility and resilience.
Moreover, there is no consensus on a single taxonomy for MAS, and several
approaches, following diverse criteria can be found in the literature. Regarding
how MAS organise their agents, the following approaches are mostly considered:

– Flat organisation: all agents are considered equal and collaborate and com-
municate at the same level. The flat organisation significantly increases com-
munication and local processing overhead.

– Hierarchical organisation: agents follow tree-like hierarchical relations by
which higher-level agents can control and assign tasks to lower-level agents.

– Holonic organisation: fractal-like organisation in which agreed commitments
in nested groups bound agents together. Any group (holon) can be logically
seen as an agent comprising sub-agents arranged in a self-similar structure.

– Coalitions: agents with similar goals form temporary groups that are disman-
tled when they are no longer needed. Cooperative and self-interested agents
may form coalitions, which usually have a flat structure.

– Teams: Agents in teams pursue a commonly agreed objective. That is, agents
collaborate to reach a team goal, which can differ from their own goals.

– Markets: resemble real-world market economies. Based on self-interested
agents that compete to receive items (such as services, shared resources, or
tasks), trying to maximise their individual utilities.
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– Congregations: agents with complementary abilities form congregations,
which are long-lived flat organisations, to attain requirements that they can-
not achieve individually. Agents in a congregation do not have any concrete
predefined goal, and they group together to achieve a stable set of capabilities.

– Matrices: are multi-hierarchy organisations in which at least one manager
agent manages each agent. That is, managed agents may follow multiple
chains of command and rules.

– Societies: are open systems formed by heterogeneous agents having any goal
or capability. Interactions inside a society are flexible, and agents can form
other types of structures or be unrelated while belonging to the society.

– Federations: grouped agents transfer some degree of autonomy to a single
intermediary or broker agent representing the group. Group members interact
only with their broker, which can communicate with other brokers.

It is still unclear which organisation strategy is best, and the election is made
ad-hoc and problem specific.

3 Multi-layered Event-Driven Hierarchical MAS

Inspired by the Complex Adaptive Systems (CAS) properties [2], we propose a
multi-layered event-driven hierarchical MAS model to enhance the resiliency of
pervasive electronics systems applications. As introduced in the previous section,
in a hierarchical organisation, agents follow tree-like hierarchical relations by
which higher-level agents can control and assign tasks to lower-level agents. The
tree-like structure in which agents are organised allows partitioning problems
into smaller, more manageable portions that can be solved collaboratively. This
facilitates the coordination of multiple behaviours and enables the resolution of
conflicts that may arise among agents [3].

In our multi-layered event-driven hierarchical MAS model, agents are organ-
ised hierarchically in stacked layers according to a set of semantic categories
representing different levels of abstraction. Each layer represents an increased
level of complexity. Our approach is characterised by (i) events, i.e., relevant
pieces of contextual information about the system’s state sent from one agent
to another, (ii) roles, i.e., behaviour, capabilities and constraints that agents
are compelled to fulfil, acting as a representation of the observable behaviour
exhibited by agents. According to a role-transition graph, agents change roles
in response to the events received and the world perceived. And (iii) the very
agents, i.e., heterogeneous software or hardware entities with diverse capabili-
ties assigned in real-time based on the system’s needs.

Regarding communications, a double flow of data and control between adja-
cent levels guide the MAS operation. In particular, agents operate in a continuous
Observe-Orient-Decide-Act (OODA) loop [4] through which they: (i) perceive
the world, (ii) enrich perception with contextual data, (iii) decide which role is
enacted, and (iv) enable the proper roles and follow the associated behaviours.

The hierarchical organisation of the agents is exploited in two ways: first,
lower-level data flows towards higher levels, where it gets aggregated to achieve
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contextual awareness. Second, control messages are pushed towards lower-level
agents to keep the MAS aligned with the needs of higher abstraction levels.

Agents activate roles according to their capabilities, the occurrence and prior-
ity of events, and the needs of the collective. Collective needs, evaluated following
distributed multivariate criteria, comprise: (i) minimising the duration of adverse
events, (ii) maximising role redundancy across any level, and (iii) maximising
role diversity across any level. Using a repository of roles (available to all agents
for installation) promotes code modularity and re-usability. In addition, enforc-
ing role redundancy and diversity enables flexible responses to various adverse
events, which enhances the preparedness and resiliency of the system.

Several properties of our model can be easily identified:

– Robustness: The distributed nature of this organisation reduces performance
bottlenecks and service outages, improving robustness.

– Heterogeneity: The ability to allocate resources across a network of agents
allows the use of resource-constrained devices (e.g., IoT devices) in lower-
level agents. By providing a hierarchical relation among agents, lower-level
agents can sit in low-capacity devices and send data to a parent agent hosted
by a powerful device, where complex processing is made.

– Awareness: Agents can act as malfunction detectors for their sibling agents
(e.g., by comparing the readings of several sensor agents or polling them with
a heartbeat event), and take action, such as role switching, to support the
continuity of operations.

– Compartmental-friendly: Our organisation allows partitioning the scenario
into several levels of complexity, which aids problem conceptualisation, access
control, and agent behaviour design.

– Distribution of Labour: Low-level agents can respond to environmental
changes by sensing their surroundings and taking action. Higher-level agents
concerned with abstract contexts can run more complex roles that imply
deliberation and learning to make inferences and gather knowledge.

Since this model is very theoretical, in the next section, we put it into practice
and show a real application to clarify its functioning.

4 Case Study: School Classrooms Monitoring

To validate the suitability of our model, we have implemented a monitoring sys-
tem for contextual sensing [5]. This system, installed in a hundred classrooms
from forty schools across Catalonia, captures and analyses several contextual
variables, such as air temperature, relative humidity, CO2 concentration, par-
ticulate matter, room ventilation, UV light, noise level, and people’s movement,
among others, using low-cost sensors [6,7]. Within the classrooms’ context, these
variables gain relevance due to their relationship with academic performance and
the spread of respiratory viruses [8].

According to our model, we distinguish four agent roles (see Fig. 1). At the
lowest level, the sensor agent is responsible for interacting with a specific sen-
sor. This agent uses the sensor’s library to collect the corresponding contextual
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Fig. 1. Our MAS model adapted to contextual monitoring in schools

variable. Note that if a sensor is broken, its agent will malfunction, but the rest
of the sensor agents will not be affected. Also, this agent can raise alarms if a
given variable exceeds a threshold (e.g., air temperature higher than 28 ◦C).
At the second level, there is the controller agent, which orchestrates the logical
functioning of several sensor agents. This agent is responsible for (i) verifying
that all sensor agents are up and running and (ii) forwarding the data received
from the sensor agents to the higher level. At the third level, there is the class-
room agent, which is responsible for controlling all the sensor agents within a
classroom. With the advent of smart classrooms [9], several technological sys-
tems will interact within the classroom: contextual sensing, multimedia systems,
teaching facilitators, and smart equipment. Classroom agents will therefore be
essential to coordinate all the functionalities, operations, and data flows within
each classroom. Last but not least, at the fourth level, there is the school agent,
able to manage and coordinate all the information gathered from its classroom
agents. This agent provides a graphic data visor to display and report all the
school’s related information to the school’s principal (see Fig. 2).

Fig. 2. Contextual monitoring in primary schools’ classrooms in Catalonia (Spain)
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5 Conclusions

Environments are becoming increasingly unpredictable, and electronic and com-
puting systems must be ready to adapt to changing circumstances. Regarding
resiliency, systems must be able to adapt to guarantee proper functioning. This
property is essential in sensitive environments like healthcare. Thus, in this arti-
cle, we have presented a multi-layered event-driven hierarchical MAS model, and
we have exemplified its functioning in a real-world application. With our solu-
tion, agents are organised hierarchically with multiple layers of abstraction and
can dynamically adapt their roles/behaviours depending on events.

This is a first step towards a more comprehensive analysis. We recognise that
with this paper, we have only started to scratch the surface of a very complex
and promising research line. Further work could focus on the following lines:

– Performance: There is a need for a thorough analysis of the performance
of our hierarchical organisation. Protocols for the exchange of messages and
events should be carefully studied.

– Roles marketplace: Creating a “marketplace” for agents to access a variety of
roles is paramount for the real scalability and reusability of our solution.
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Abstract. The financial sector has suffered a groundbreaking transfor-
mation with the advent of cryptocurrencies, shifting from centralised
to decentralised schemes. Hardware wallets play an essential role in stor-
ing cryptocurrencies securely. However, these electronic devices generally
have limited resources that open the door to attacks. In this article, we
describe three attacks against them. Several wallets with funds or recent
transactions have been discovered with these attacks.

Keywords: Hardware wallets · Cryptocurrencies · Entropy ·
Derivation paths · Seed phrases · Security

1 Introduction

In recent years, the financial landscape has undergone a revolutionary transfor-
mation with the emergence of cryptocurrencies [1]. One of the most significant
changes this digital revolution brings is the newfound responsibility placed on
users to safeguard their assets. Eliminating intermediaries, such as banks and
other financial institutions, implies users have absolute control over their digital
wealth. This decentralisation eradicates the single point of failure that could
expose funds to potential hacks. Blockchain technology is widely used in this
new digital financial ecosystem [2], with over 100 million users worldwide and a
total market capitalisation of cryptocurrencies exceeding the billion dollars.

Thanks to cryptocurrencies, users hold a private cryptographic key to their
financial sovereignty. To help users securely manage their private keys, electronic
devices have emerged to enhance the safety of funds transactions: hardware
wallets [3]. However, these purpose-built devices are often resource-constrained,
with limited computational capabilities, memory capacity, and reduced entropy
sources. Despite these limitations, they remain a popular choice for cryptocur-
rency holders.

This article aims to demonstrate that the resource-constrained nature of
hardware wallets may lead to potential security attacks. In particular, three
attacks against hardware wallets targeting their random wallet generation system
and their limited memory are shown. Preliminary results have demonstrated the
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feasibility of these attacks. The rest of the article is organised as follows: Sect.
2 presents some background notions, Sect. 3 describes the proposed security
attacks, Sect. 4 provides some experimental results, and Sect. 5 closes the article.

2 Background

This section elaborates on the main concepts addressed in this article: hardware
wallets, seed phrases and derivation paths. Figure 1 illustrates the relationship
amongst these concepts.

Fig. 1. From bits to cryptographic keys in hardware wallets

2.1 Hardware Wallets

Hardware wallets have emerged as a reliable solution for safeguarding cryp-
tocurrencies. These physical devices serve as secure offline storage, providing an
impregnable fortress for digital assets against potential online threats. Unlike
software wallets that run on computers or smartphones, hardware wallets are
purpose-built devices designed solely for the secure management of cryptocur-
rencies. They operate in an isolated environment, commonly known as a “cold
storage” setup, which ensures that the private keys are never exposed to the
Internet. Hardware wallets offer two primary functionalities: (i) creating new
wallets and (ii) restoring existing wallets. On the one hand, the hardware wallet
needs to generate a new seed phrase with some randomness source for creating
new wallets. On the other hand, hardware wallets allow users to restore a pre-
viously used wallet by introducing a seed phrase and, hence, regain access to
the funds and transaction history. Some popular hardware wallet brands include
Ledger, Trezor, and KeepKey [4,5].
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Introducing randomness into a hardware wallet is essential to provide users
with a truly random and secure cryptocurrency wallet. However, this imple-
mentation can pose several risks. For instance, hardware limitations can create
challenges in generating sufficient levels of entropy required for cryptographic
operations. When the randomness generation process is compromised or biased,
it can lead to weak cryptographic keys or predictable seed phrases. This, in turn,
exposes users’ funds because adversaries might exploit patterns in the keys or
phrases to gain unauthorised access.

2.2 Seed Phrases

Seed phrases were introduced to store the private keys in a secure and user-
friendly fashion. A seed phrase (a mnemonic or recovery phrase) is a sequence
of human-readable words generated deterministically from the private key. The
relationship between the seed phrase and the private key is pivotal. When a
wallet is created or restored, the seed phrase generates the private key and all
the corresponding public addresses. A seed phrase may consist of 12, 15, 18, 21
or 24 words representing the underlying private key of 128, 160, 192, 224 and
256 bits, respectively.

Most hardware wallets work with seed phrases following the BIP39 (Bitcoin
Improvement Proposal 39) standard, a widely adopted standard for generating
seed phrases and their corresponding private keys. BIP39 aims to enhance the
security and usability of mnemonic phrases by providing guidelines for generating
seed phrases and converting them into deterministic seeds. Also, BIP39 defines
a wordlist of 2048 unique words from which the words in the seed phrase are
chosen.

2.3 Derivation Paths

In cryptocurrencies, derivation paths are hierarchical structures that generate
and organise cryptographic keys to simplify key management and enhance com-
patibility. BIP32, BIP44, BIP49, BIP84, and BIP141 are some of the most com-
mon standards to generate derivation paths.

BIP32 introduces a hierarchical deterministic key generation method, allow-
ing users to generate a master key from a random seed value. From this master
key, a virtually infinite number of child keys can be derived deterministically,
making it easier to manage multiple cryptocurrency addresses securely. Each
derivation in the path is determined by a specific index (the values between the
slashes), and the resulting keys can be used for receiving or sending funds. How-
ever, BIP32 does not define a specific structure for organising these keys, leading
to the development of BIP44. BIP44 defines a multi-level derivation path that
includes specific account indexes, making it easier for wallets to support multiple
cryptocurrencies without mixing their keys. For example, a BIP44’s derivation
path for Bitcoin (BTC) might look like m/44’/0’/0’, where the first index (44’)
denotes the BIP44 standard, the second index (0’) represents the BTC account,
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and the third index (0’) points to a specific address. From here, the last index
might change (e.g., 1’, 2’, and so on) to obtain other cryptographic keys.

3 Attacks over Hardware Wallets

In this section, we describe three attacks against hardware wallets, namely
(i) attacks based on low entropy, (ii) attacks based on uncommon derivation
paths, and (iii) attacks based on public domain seeds. As a result of all these
attacks, a list of public keys is obtained, which is then compared to online
databases of public keys (e.g., Loyce.club) that have received transactions at
some time. When matches are found, the wallet’s private key is known (see
Fig. 2).

Fig. 2. Methodology of the security attacks conducted

3.1 Attack #1: Low Entropy Attack

Low entropy refers to a state of limited randomness or unpredictability in data.
In the context of cryptography, low entropy indicates that the information is rel-
atively easy to guess or predict, thus being more vulnerable to attacks. This lack
of randomness reduces the strength of seed phrases. Malfunctioning hardware
wallets could potentially result in generating seed phrases with low entropy.

There are several mechanisms to generate strings with low entropy. One of
these mechanisms consists in generating binary strings containing significantly
more zeros than ones, or vice versa, e.g., “10001001000010000000010000001000”
for a 32-bit representation (for the sake of simplicity). Errors during randomness
exploitation in hardware wallets (e.g., repetitive character sequences or pattern-
based sequences) lead to biased combinations of zeros and ones. A low entropy
source provides a low entropy string generator. From these binary strings, the
corresponding seed phrases are computed using BIP39. Then, public keys are
obtained after deriving the seed phrases following BIP32 and BIP44, as hardware
wallets do.



484 M. Calonge et al.

Algorithm 1 Generation of low entropy strings
Require:

N = number of bits (typically, N = {128, 160, 192, 224, 256}).
p = maximum number of ones (p < N).

Ensure:
wordList = list of all combinations of low entropy strings.

1: function stringGenerator(N, p)
2: wordList ← empty list
3: for countOnes from 1 to N do
4: for i from 0 to p do
5: binary ← 0;
6: for j from 0 to countOnes - 1 do
7: position ← (i + j) % N
8: binary ← binary OR (1 << position)
9: wordList.add(binary)
10: end for
11: end for
12: end for
13: return wordList
14: end function

3.2 Attack #2: Uncommon Derivation Path Attack

Derivation paths are commonly generated using the BIP standards described in
Sect. 2.3. However, derivation paths could be generated without following any
standard, i.e., customising the indexes of the derivation path.

This attack builds upon the strings with the lowest entropy obtained from the
previous attack. The lower the strings’ entropy, the more possibilities that might
correspond to someone’s public addresses. So, after generating the corresponding
seed phrases from these strings, it is worth applying different kinds of derivations
(i.e., considering uncommon derivation paths too).

In particular, two approaches have been followed to generate uncommon
derivation paths. The first approach creates custom derivation paths by building
all the combinations using the most frequent index values. As observed, these
values are 0, 0’, 1, 1’, e.g., m/0/1/0, m/0’/1/0’ and m/0’/1/0/0. This way, a new
set of public keys is obtained. The second approach analyses how derivation paths
are implemented in popular programming libraries, such as Python’s bip32utils.
With this approach, their funds could be compromised if users have started from
strings with very low entropy for their key generation when using these libraries.

3.3 Attack #3: Public Domain Seed Phrases Attack

This attack leverages the functionality of hardware wallets to reset an existing
wallet by inputting a previously generated seed phrase. Also, this functionality
can be used by users to create a new wallet by deciding their seed phrase.
Unfortunately, hardware wallets do not have any mechanism to alert users that
their seed phrases are weak, e.g., publicly available on the Internet. A strategy
to discover weak seed phrases involves seeking the least common words from the
BIP39’s wordlist on the Internet, e.g., using tools like Pastebin or PrivateBin.
If seed phrases are found, public keys could be derived from them.
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Fig. 3. Wallets discovered

4 Initial Preliminary Results

Some preliminary tests have been conducted to prove the attacks’ feasibility.
Access has been gained to several wallets with transactions involving different
cryptocurrencies (see Fig. 3). Also, although numerous empty wallets have been
found, they had funds for a long time. If they receive funds from now on, they
could be compromised. The most significant findings are listed as follows:

– By using Attack #1, a Ripple (XRP) wallet with 490.64932 XRP ($337 worth
at this time) was discovered. This wallet is active with several weekly trans-
actions.

– By using Attack #2, by exploiting the bip32utils library, some wallets with
no current funds were found. However, one had 0.003 BTC ($87 worth) for
three months.

– The highest success rate was achieved applying Attack #3. A Tron (TRX)
wallet with 197 USDT ($197 worth) was discovered. This wallet is active,
with many transactions every week.

5 Conclusions

Hardware wallets are essential to safeguard cryptocurrencies securely and reli-
ably. However, the resource-constrained nature of these devices opens the door
to numerous vulnerabilities. In this article, we have described three attacks
against these devices: attacks against their low entropy, attacks against uncom-
mon derivation paths, and attacks against public domain seed phrases. Some
wallets with recent activity, and even with funds, have been discovered. Further
work will concentrate on analysing the electronic components of hardware wal-
lets during the generation of the private key (e.g., side-channel attacks) and
evaluating the functioning of these components under stressful conditions, such
as extreme temperatures.

Acknowledgements. This project has been partially founded by AGAUR research
group 2021SGR-00111: “ASCLEPIUS”.



486 M. Calonge et al.

References

1. Fang F et al (2022) Cryptocurrency trading: a comprehensive survey. Financ Innov
8(1):1–59

2. Casino F et al (2019) A systematic literature review of blockchain-based applica-
tions: current status, classification and open issues. Telemat Inform 36:55–81

3. Arapinis M et al (2019) A formal treatment of hardware wallets. In: 23rd interna-
tional conferences financial cryptography and data security, pp 426–445. Springer

4. Dabrowski A et al (2021) Better keep cash in your boots-hardware wallets are the
new single point of failure. In: Proceedings of ACM CCS workshop on decentralized
finance and security, pp 1–8

5. Almutairi E et al (2019) Usability and security analysis of the keepkey wallet. In:
IEEE international conferences blockchain and cryptocurrency. IEEE, pp 149–153



Real-Time Implementation of Tiny Machine
Learning Models for Hand Motion Classification

Razan Khalife1, Rawan Mrad1, Ali Dabbous2, and Ali Ibrahim1(B)

1 Lebanese International University, Beirut, Lebanon
ali.ibrahim@liu.edu.lb

2 University of Genoa, Genoa, Italy

Abstract. This paper investigates the design, implementation, and assessment of
different embedded neural network models for hand motion classification. Using
an Inertial Measurement Unit (IMU) sensor, a dataset of five distinct hand motion
classes has been collected from the Arduino nano BLE 33 targeting hand motion
analysis. Two different machine learning models namely Convolutional Neural
Network (CNN) and Multilayer Perceptron (MLP) are implemented and com-
pared in terms of classification accuracy and hardware complexity. Experimental
results show identical classification accuracy of 100% for the two models. After
deployment, results show that the MLP network exhibited the lowest processing
time and RAM usage, taking 4 ms and 4.0 K, respectively. In contrast, the CNN
model needs 313ms and utilizes 15.9 K of RAM. Moreover, the MLP model also
had the lowest flash usage with 25.3 K, while the CNN model used 67.7 K.

Keywords: TinyML · Embedded Neural Networks · Hand motion recognition ·
Convolutional Neural Network ·Multilayer Perceptron

1 Introduction

The human hand is one of themost significant organs in the body. As the hand is essential
to artistic expression and syntactical communication, the loss of hand is a destructive
experience demanding significant psychological support and physical recovery. To facil-
itate the gesture recognition and accurately perceive the user motions, an Inertial Mea-
surement Unit (IMU) sensor may be used to determine the motion, orientation, position
and acceleration of a hand.Recently,Machine learningMLmethods ensured their power-
ful approach to classify hand motions and gestures, enabling the interpretation of human
movements. This technology has significant applications in various fields, including
human-computer interaction, virtual reality, robotics, and healthcare. In order to classify
five different classes of hand motions namely extension, flexion, pronation, supination
and ulnar deviation. Two different ML models, MLP and CNN were implemented. The
proposed networks can learn an appropriate connectivity patterns for classifying and
distinguishing five different hand motion classes.
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2 State of the Art

In recent years, different works have addressed hand motion classification using inertial
measurement unit sensors. IMU sensors are composed of accelerometers, gyroscopes,
and magnetometers which measure linear acceleration, angular velocity, and magnetic
field strength respectively. These sensors capture information about hand movement,
position, and torque [1]. In [2], a soft tactile sensing system is proposed to detect the
location of the contact points on the surface of the sensor. The system is composed
of silicon rubber with an IMU embedded on a deformable silicon-based surface. The
reported results showed a mean accuracy superior to 80%, and peak accuracy of 97.97%
(for the single point contact locations) and 97.54% (for the linear regions of contact
points). An improved tactile probe that employs an accelerometer as a transducer in
[3] was introduced to gather information related to the mechanical properties of object
surfaces. Two methods were used: (1) supervised learning, where surface identification
performance of the tactile was quantified and classification was done using Support
VectorMachines (SVM); and (2) unsupervised learning classificationwhere theDirichlet
Process Mixture Model was used to estimate the number of clusters, based on a prior
distribution. A surface recognition rate of 96.7% was achieved with 1 s of data. In [4],
a new sensor glove allows separate measurements of proximal and distal finger joint
motions as well as position/orientation detection with an IMU. The whole system is
controlled and monitored by an Arduino micro board and the software is written on
Arduino IDE software.

Authors in [5] utilized Convolutional Neural Networks (CNN) to process the signal
estimating ground slope and tilting of the foot. Experimental results provided that the
sensor obtained complete information solely from contact deformation of foot skin of
legged robots for locomotion tasks. In [6], authors described the design and implemen-
tation of an end-to-end Tactile Cyber Physical System. For the human operator end,
they designed a tactile glove having IMU sensors for motion capture and vibrotactile
actuators for tactile feedback. For tracking hand motion, authors used five MEMS based
IMUs that have 9-axis degrees of freedom. The measurements were done by keeping
the glove stationary and 3000 samples were collected.

3 Methodology and Experimental Setup

3.1 System Description

The block diagram of the proposed system is given by Fig. 1. The system is composed an
IMUsensor (LSM9DS1) that determines the orientation, position, and acceleration of the
hand. The sensor is integrated in the Arduino Nano BLE sense forming the electronic
interface. Data from IMU sensor is collected synchronized with respect to the three
sensors i.e., accelerometer, gyroscope, and magnetometer through Ardo spreadsheet
library used with the Arduino IDE tool. Then, the dataset is organized to be fed to the
neural network models for training and validation. The deployment process take place
when the trained model provides an acceptable validation accuracy. The deployment
process involves converting the trained model to TensorFlow lite before it could be
integrated with the inference code that performs the on-board real-time classification of
the hand motions.
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Fig. 1. System block diagram.

3.2 Sensors and Dataset

The collected dataset consists of five hand motion namely: extension, flexion, pronation,
supination, and ulnar deviation. The time span to complete each motion was set to be
2 s, and an overall dataset is of 250 samples. The Arduino Nano board was placed in
the palm of the hand in different positions (orientations) taken randomly, and secured
by a rubber band. The motions of the hand were carried out accordingly, as illustrated
in Fig. 2. It is important to note that, during training and inference, if the user hold the
board in the left or right hand and perform a specific motion, the model will predict it
accurately. However, if the board is with the wrong orientation while performing the
motion, the predictions might not be completely accurate.

Fig. 2. Five different hand gestures.

3.3 Tested Models

Multilayer Perceptron. To Classify Five Different HandMotion Classes, anMLP Neu-
ral Network Was Constructed Using a Flatten Layer that Converts the Input Data (40,9)
into a 1D Array, Two Dense Layers with 10 Units and ReLU Activation Function. A
Final Output Layer with Five Units (One Per Each Activity) and SoftMax Activation
Function is Used, as Illustrated in Fig. 3. This Model is Trained on the Training Set for
20 Epochs with a Batch Size of 5.

Convolutional Neural Network. The CNNModel Has Seven Layers, Two Conv1D
Layers Where the Input Shape, Activation Function, Kernel Size is Specified. MaxPool-
ing1D Layer that Applies the Max Pooling Operation Along the Time Dimension of the
Input, Which is Assumed to Be a One-Dimensional Time Series Signal, a Flatten Layer
and a Dense Layer with 15 Units and a ReLUActivation Function. A Final Output Layer
with Five Units (One Per Each Activity) and SoftMax Activation Function is Used, as
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Fig. 3. MLP neural network for hand motion classification.

Fig. 4. CNN neural network for hand motion classification.

Shown in Fig. 4. This Model is Trained on the Training Set for 20 Epochs with a Batch
Size of 5.

The purpose of incorporating MLP and CNN models is because they provided the
best results among all other tested models. So, this work limits the comparative analysis
on these two models providing their performance while dealing with hand motions clas-
sification. To assess the performance of the proposed models, a K fold cross-validation
with 10 folds was applied. The dataset is divided into 10 equal-sized folds, and shuffled
before splitting, as shown in Fig. 5.

Finally, theKerasmodel is converted into a TensorFlowLite (TFLite)model and then
the hex data of the TensorFlow Lite model is converted into an array for C programming.
The resulting C file is then utilized to deploy the TensorFlow Lite model to Arduino,
enabling real-time predictions.

3.4 Deployment

The deployment process involves transferring the converted model to the Arduino board
and integrating it with the code that runs on the board. This code will include instructions
for loading the model, preprocessing input data, and making predictions using the model
inference capabilities. The C model is deployed on the Arduino Nano BLE Sense After
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Fig. 5. K-Fold cross validation technique.

performing the classification based on the weights extracted from the training, the code
prints the predictions determined by the classification process. These predictions are
typically displayed along with their corresponding confidence values.

4 Results

4.1 Multilayer Perceptron Model

After running the MLP model and completing 20 epochs, the model achieved a test loss
of 0.0028 and a test accuracy of 100%. After deploying the model on Edge Impulse
which is an end to end platform that facilitates the development and deployment of
embedded ML models for edge devices, it was observed that the MLP model had a
processing time of 4ms. In terms of resource usage, the MLPmodel exhibited the lowest
RAM and flash usage, with values of 4.0K and 25.3K respectively. To perform online
classification, positioning the Arduino in the palm of the hand, specific motions such as
extension, flexion, etc., are performed.

4.2 Convolutional Neural Network

Regarding the CNN model, the evaluation demonstrated a test loss of 0.036 and a test
accuracy of 100% after accomplishing 20 epochs. Using Edge Impulse platform, it was
observed that the CNN model required a long processing time of 313ms. In terms of
resource usage, the CNN model utilized 15.9.2K of RAM and 67.7K of flash memory.
To perform online classification, the Arduino was placed in the palm of the hand and
specific motions are accomplished. The CNN model accurately predicts each motion,
determining the one with the highest probability.

A comparison of MLP and CNN models is presented in Table 1. The evaluation is
conducted using K-fold cross validation and focuses on accuracy, processing time, RAM
usage, and flash usage.
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Table 1. Comparison of the embedded implementation results for the presented models.

Model Accuracy (%) RAM usage (K) Flash usage (K) Processing time (ms)

CNN 100 15.9 67.7 313

MLP 100 4.0 25.3 4

5 Conclusions

This study investigates the development of a real-time TinyML system for hand motion
recognition. The design, implementation, and evaluation of two different models for
classifying hand motions were presented. The comparative analysis when performing
online classification using the MLP and CNNmodels has shown the effectiveness of the
MLP over the CNN in terms of processing time and memory usage.
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Abstract. Bowel preparation is a crucial step in ensuring the success and accuracy
of colonoscopy procedures. Adequate bowel cleansing allows for better visualiza-
tion and detection of abnormalities within the colon. In this study, we present an
AI tool developed to assess the quality of bowel preparation in colonoscopy proce-
dures. The dataset used in this study consists of 350 images of toilet bowls obtained
from patients at the hospital “Hôtel Dieu de France” in Beirut, Lebanon. Their
images are labeled by the professionals using the Boston scores. Our methodology
involves a comprehensive pre-processing phase, encompassing detection, crop-
ping, color adjustment, and Principal Component Analysis (PCA) on the image
dataset. Subsequently, we applied different machine learning (ML) models for
classification, achieving a high accuracy of 92%with Gradient Boosting. This AI-
based approach exhibits great potential in enhancing the efficiency and reliability
of colonoscopy evaluations, ultimately leading to improved patient outcomes and
early detection of gastrointestinal disorders.

Keywords: Colonoscopy · Bowel preparation · Artificial intelligence ·
Classification ·Machine learning

1 Introduction

Colonoscopy is of utmost importance for the screening and diagnosis of colorectal can-
cer, which is the third-leading cause of cancer death. The available evidence suggests
that inadequate bowel preparation reduces the diagnostic yield of colorectal neoplasia
and increases post-colonoscopy colorectal cancer risk [1]. Suboptimal bowel prepara-
tion has been shown to prolong the overall procedure time (e.g. increased time washing,
and suctioning debris, prolonged withdrawal time), decrease the cecal intubation rate,
and increase the risk of missing polyps or adenomas during the colonoscopy. It further-
more entails a shorter colonoscopy follow-up interval with a higher economic burden,
therefore resulting in shorter surveillance intervals and increased costs [2]. Quality of
bowel preparation has been associated with adenoma detection rates (ADR) in multiple
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studies [3–5]. Similarly, a prospective multicenter randomized control trial published in
2022 included 413 patients, it reveals an ADR of 45.3% on repeat colonoscopy (on a
median interval with the index colonoscopy of 28 days), an advanced ADR of 10.9%,
and a serrated polyp detection rate of 14.3% [6]. Ameta-analysis showed that, compared
with low-quality bowel preparations, ADRs were significantly greater with intermediate
(odds ratio [OR], 1.4; 95% CI, 1.1−1.8) and high-quality bowel preparations (OR, 1.4;
95% CI, 1.2−1.6) [3].

Usually, physicians rely on patients’ subjective observations and descriptions to
be informed about bowel preparation. Information obtained include the adherence of
patients to colon cleansing guidance, and the quality of the stools in terms of color,
translucency, and presence of particles. This approach often falls short in practice mainly
because subjective self-assessment by patients regarding the quality of bowel preparation
can be inconsistent and unreliable.

To assess the quality of bowel preparation through an advanced AI CNN model,
Yan-Xing Hu et al. study [7] primarily focused on the medical approach, showcasing
the potential implications and benefits of their innovative model, without delving into
the technical aspects of their methodology. Previous articles in this field have predom-
inantly emphasized the development of segmentation and classification algorithms for
the detection of polyps in colonoscopy [8–10]. However, they did not explicitly address
the significance of bowel preparation in the context of the colonoscopy procedure, which
can be considered a potential drawback in their approaches.

To address this challenge, the proposal is to employ AI tools aimed at objectively
assessing bowel preparation. This technology would allow to reduce the need for repeat
procedures, saving both time and the fatigue experienced by patients. Our article aims
to provide a comprehensive overview that not only highlights the medical significance
of bowel preparation but also delves into the intricacies of our machine-learning model.

The rest of the paper is organized as follows to provide a clear structure and compre-
hensive understanding of the research. Section 2 highlights the materials and methods
used to conduct this study. Section 3 focuses on the data pre-processing techniques
utilized to mitigate variations in the dataset. In Sect. 4, the methodology employed
for classification is described in detail. Finally, the conclusion is provided in Sect. 5,
discussing the implications of the research in the field of classification.

2 Material and Methods

2.1 Image Collection and Dataset

We used a comprehensive dataset consisting of 350 images of toilet bowls obtained from
patients at the hospital “Hôtel Dieu de France” in Lebanon. Patients were instructed to
take pictures of the toilet bowel in the second half of their colon cleansing procedure.
These images were anonymized and meticulously collected and curated to encompass
a wide range of bowel preparation conditions. Figure 1 illustrates some pictures of the
original dataset used in this study.
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Fig. 1. Some figures of the original dataset before and after processing.

2.2 Bowel Preparation

A colonoscopy preparation begins by adjusting one’s diet a few days ahead of his
colonoscopy. Typically, the patient eats a low-fiber diet for two or three days, followed
by a clear liquid diet on the last day. The afternoon or evening before the colonoscopy, he
takes a laxative formula to purge the bowels. Studies have found that inadequate bowel
preparation can lead to failed detection of cancerous lesions and are associated with an
increased risk of procedural adverse events [11].

2.3 Colon Cleansing Classification

In the article, we have employed a comprehensive approach by incorporating one distinct
scoring system namely the Boston scores. The Boston Bowel Preparation Scale (BBPS)
is a medical scoring system used to evaluate the quality of a patient’s bowel preparation
before a colonoscopy. It assesses how effectively the bowel has been cleansed, with
higher scores indicating better bowel cleanliness. Each segment of the colon, the right
colon, transverse colon, and left colon are assigned points from 0 to 3 with regard to the
cleanliness of the colon. A score of 0 includes an unprepared colon, 1 includes those in
which only a portion of the mucosa of the colon segment is visible, and 2 includes those
with a minor amount of residual staining and small fragments of stool present. Lastly, 3
includes those where the entire mucosa of the colon is seen well with no residual stool.
The entire colon is assigned a cumulative score [12].

The dataset contains pictures of toilet bowls, which have been linked to the patients’
colonoscopy tests with preparations classified into 10 different classes based on the
Boston score. For classes 0, 1, 2, and 5 we have 0 images. For classes 3, 4, 6, 7, 8, and
9 we had 1, 3, 13, 25, 74, and 235 images, respectively We split the dataset into two
categories, namely 1 (good bowel preparation) for a Boston score of 9 and 0 (poor bowel
preparation) corresponding to the other scores. The binarization of Boston scores helps
doctors and medical professionals quickly identify the quality of preparation. Our team
of doctors has validated the importance of this categorization in the medical context.

3 Pre-Processing and Data Preparation

The data pre-processing involved several techniques aimed at reducing the variations
caused by different patient photographs taken with various camera phones, lighting
conditions, and orientations.

Firstly, template matching approach to detect and crop the region of interest in the
image dataset was applied to focus solely on the toilet and bowl area by computing
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the maximum correlation value and its index. If the maximum correlation exceeds the
empirical threshold of 0.6 the region of interest is cut off from the image.

Additionally, Histogram Stretching and Hamming’s filter were employed to nor-
malize the color profiles across the images, minimizing the impact of varying lighting
conditions. The first algorithm expands or contracts the intensity values of the image
to utilize the full dynamic range, enhancing the contrast and adjusting the color levels.
The second method minimizes frequency leakage and distortion caused by sharp edges
in the image. A filter size of 12 was chosen to be large enough to capture more details,
smooth the image more, and reduce noise.

Finally, principal component analysis was used to orient the bowls in the same
direction then, a rotation was applied with the calculated angle of rotation for each
frame. The images were rotated by 45°. However, regardless of pictures orientation, the
method consistently yields improved results.

Figure 1 also displays some images after the completion of all pre-processing steps
carried out using MATLAB and Python.

4 Classification

Several pre-trained models, such as VGG16 and ResNet50, were tested to explore the
potential use of deep learning in our specificuse case.Unfortunately, a commonchallenge
was encountered across these models: overfitting. The validation accuracy appeared to
plateau, which is a known symptom of overfitting. This issue can be attributed to the
relatively small sample size we have to work with, consisting of only 350 images that
need to be divided into training and testing sets.

Machine learning (ML) algorithms were thus investigated. In such cases, where
binary classification is appropriate, the Support Vector Machine (SVM) algorithm
emerges as a good choice, as it succeeds at finding optimal decision boundaries between
two classes. First, the categories are defined, and empty lists are initialized to store input
and output arrays. Next, the images are resized to a 32×32 pixel size, and then the pixels
are flattened into a 1D feature vector. This feature vector is used as the input to the SVM
classifier. The model is trained using the training data that contains 80% of the data and
its performance is evaluated on the testing data that comprises the remaining 20% of
the data. The SVM classifier uses the default hyperparameter settings: The C (Regu-
larization Parameter) is in its default value of 1. This parameter controls the trade-off
between maximizing the margin and minimizing the classification error on the training
data. The Kernel Type is used in its default value which is the radial basis function (RBF)
kernel, which is commonly used for SVM classification. The Gamma (for RBF Kernel)
parameter is ‘scale’, which is based on the inverse of the number of features. It controls
the shape of the decision boundary.

To optimize the SVM’s performance,we have considered tuning the hyperparameters
by explicitly setting them and performing a hyperparameter search to find the best
combination of hyperparameters for our specific dataset. To this purpose, we have used
Grid Search technique in combination with cross-validation. We have obtained the best
hyperparameters: {‘C’: 10, ‘gamma’: ‘scale’, ‘kernel’: ‘rbf’} and achieved accuracy
with best hyperparameters: 90.77%.
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In our quest to find the most suitable machine learning model for our classification
task, we tested four different models: Random Forest, Logistic Regression, Decision
Tree, and Gradient Boosting. The Random Forest model and Logistic Regression model
achieved an accuracy of approximately 87.7%, demonstrating good performance. The
Decision Treemodel achieved an accuracy of approximately 78%.While Decision Trees
are interpretable, in this case, they had a lower accuracy compared to the other models.
The Gradient Boosting model achieved the highest accuracy of approximately 92.3%.

5 Conclusion

The goal of this paper is to detect the colonoscopy preparation degree of the patient
through image analysis, so after employing various pre-processing techniques to pre-
pare our image dataset, we meticulously trained and tested our model and classified the
images, achieving an accuracy of 92.3% with the Gradient Boosting model. This auto-
mated detection of bowel preparation quality addresses a medical need to help patients
and physicians obtain the best quality during colonoscopy. Consequently, this innovative
model will shorten the follow-up interval and reduce the economic burden, then, ensure
a better medical service for the patients.

In the ongoing development of the bowel preparation assessment MLmodel, several
areas for future work have been identified. First, there is the potential for the model to
evolve into a clinical decision support system, aiding healthcare providers in real-time
decision-making during colonoscopy procedures. Additionally, efforts may focus on
enhancing patient education and engagement through user-friendly interfaces or mobile
applications, which can positively impact patient compliance and preparation quality.

It is crucial to emphasize that the sample size of our experiment is limited, and the
dataset contains a small number of images. This limitation arises from the fact that these
images are obtained from real patients within a short time frame. As part of our ongoing
efforts, we are committed to augmenting the number of images in our dataset over time.

References

1. Hernández G, Gimeno-García AZ, Quintero E (2019) Strategies to improve inadequate bowel
preparation for colonoscopy

2. Sharma P, Burke CA, Johnson DA, Cash BD (2020) The importance of colonoscopy bowel
preparation for the detection of colorectal lesions and colorectal cancer prevention.

3. Clark BT, Rustagi T, Laine L (2014) What level of bowel prep quality requires early repeat
colonoscopy: Systematic review and meta-analysis of the impact of preparation quality on
adenoma detection rate

4. Anderson JC, Butterly L, Robinson CM (2014) Impact of fair bowel prep on adenoma
and serrated polyp detection: Data from the New Hampshire Colonoscopy Registry using
a standardized preparation quality rating

5. Noh Hong S, Kyung Sung I, Hwan Kim J (2012) The effect of the bowel preparation status on
the risk ofmissing polyp and adenoma during screening colonoscopy: A tandem colonoscopic
study

6. Pantaleón Sánchez M, Gimeno Garcia A.-Z, Bernad Cabredo B (2022) Prevalence of missed
lesions in patients with inadequate bowel preparation through a very early repeat colonoscopy



498 N. Kaouk et al.

7. Bor Lu Y, Cun Lu S, Ning Huang Y (2022) A novel convolutional neural network model as an
alternative approach to bowel preparation evaluation before colonoscopy in the COVID-19
era: A multicenter, single-blinded, randomized study

8. Wang L, Chen L, Wang X (2022) Development of a convolutional neural network-based
colonoscopy image assessment model for differentiating crohn’s disease and ulcerative colitis

9. Wen Y, Zhang L, Meng X (2022) Rethinking the transfer learning for FCN based polyp
segmentation in colonoscopy

10. Wang Y, Feng Z, Song L (2021) Multiclassification of endoscopic colonoscopy images based
on deep transfer learning

11. Patel N, Kashyap S, Mori A (2023) Bowel Preparation
12. Lai EJ, Calderwood AH, Doros G (2009) The Boston bowel preparation scale: a valid and

reliable instrument for colonoscopy-oriented research



Machine Learning Model for Fault Detection
in Safety Critical System

Pragya Dhungana1(B), Rupesh Kumar Singh2, and Hariom Dhungana3

1 Nepal Telecommunications Authority, Kathmandu, Nepal
pdhungana@nta.gov.np

2 Università Degli Studi Di Genova, 16126 Genova, Italy
3 Western Norway University of Applied Sciences, 5063 Bergen, Norway

Abstract. Common bearing failuremodes (wear, contamination, corrosion, over-
load, misalignment, etc.) have unique characteristics, requiring diverse identifica-
tion and mitigation strategies. No single definition can encompass all contributing
factors. Understanding these complexities is crucial for safety critical system to
implement fault detection. Machine learning offers a data-driven and intelligent
approach to fault detection to improve safety, efficiency, and cost-effectiveness.
In this work we propose a supervised machine learning model using naïve bayes
classifier for safety critical system fault detection using time domain vibration
features. Isolation forest-based anomaly detection is used for labeling faults or
healthy condition. The proposed model is tested on the PRONOSTIA dataset, and
the model detects fault before their failure criteria in all eleven experiments. The
models hold promise for early fault detection in safety-critical systems.

Keywords: Machine learning · Health monitoring · Condition monitoring ·
Biomimetic and Bio-inspired systems

1 Introduction

There are basically three maintenance strategies that exist for bearing: (I) Run-to-break
involves running until failure occurs, offeringmaximumuptime.However, it poses safety
risks and may lead to costly consequences or prolonged downtime. (II) Usage-based
maintenance replaces parts at set intervals, but it can be costly due to unnecessary
replacements. (III) Condition-based maintenance overcomes the limitations of the other
strategies by relying on reliable monitoring techniques. This strategy emerged to mini-
mize expenses associated with overly frequent scheduled maintenance. It uses computed
features from raw measurements, making it easier to track changes and identify damage
types, leading to broader successful applications [1].

Vibration analysis, a widely used in condition based maintenance, has evolved from
the observation that excessive vibration often signifies bearing defects. A defect in bear-
ing is an imperfection that can be shown to cause failure by a quantitative analysis and
that would not have occurred in the absence of the imperfection [2].
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Machine learning has greatly improved industrial inspection quality but faces chal-
lenges when relying on single features for fault detection. Accurate predictions depend
on effective bearing health indicators [3]. Typically, health indicators are constructed
by combining appropriate statistical features extracted from vibration signals. However,
there are two common shortcomings associated with existing bearing health indicators.
First, not all statistical features carry equal weight in the construction of these indicators
due to varying ranges [4]. Second, determining a failure threshold becomes challenging
as health indicators differ across machines at the point of failure. Handling noisy sensor
data, constrained computing power, and limited processing time can be likened to a
bounded rationality problem in fault detection [5].

In the past, research focused solely on prognostics, neglecting safety, and financial
considerations regarding repair/replacement time. This study aims to optimize the time
frame to ensure both adequate maintenance and maximum equipment lifespan. This
model helps operators prevent failures and use equipment efficiently, particularly in
critical systems like aerospace and healthcare. Early fault detection before the meantime
to repair/replacement is crucial for safety. When assessing machine replacement or
repair, it’s essential to consider factors beyond operating costs, including downtime,
depreciation, opportunities, and customer goodwill [6].

The rest of the paper is structured as follows: Sect. 2 presents themethodology of fault
identification, including datasets, data preprocessing steps, data labeling technique, fault
detection model. Section 3 provides the result and Sect. 4 draws the concluded remarks.

2 Methodology

In this section, the steps of fault detection process from the vibration signal processing
from the theoretical issues based on literature review are presented. Figure 1 shows the
flowchart of proposed fault detection model before failure, to provide sufficient time to
repair/replace bearing. The model is composed of three modules, data preprocessing,
data labeling and fault detection.

This model’s core is machine learning, which revolves around learning from sensor
data and continuously improving over time. It heavily relies on probability and statistics
to make informed decisions and predictions. It surpasses standard statistical methods in
decision-making process [7]. By uncovering hidden relationships and correlations not
apparent using simple rules, machine learning algorithms can identify important features
or combinations of features, contributing to accurate predictions even without explicit
predefined relationships.

2.1 Data Sets

In the evaluation of the model, we are searching for condition monitoring datasets from
multiple sensors. We found PRONOSTIA, bearings’ accelerated life tests provided by
FEMTO-ST Institute. Two accelerometers were used to monitor vibration signals, sam-
pled every 10 s with a frequency of 25.6 kHz. Seventeen experiments were conducted
under three different operating conditions, as summarized in Table 1. Six experiments
(Bearing1_1, Bearing1_2, Bearing2_1, Bearing2_2, Bearing3_1, Bearing3_2) are used



Machine Learning Model for Fault Detection in Safety 501

Fig. 1. Flowchart of the fault detection model.

for training and the remaining eleven experiments are used for testing. Detailed informa-
tion is presented in [8]. Although a common practice is to split training and testing data
as 70 and 30%, we maintain the configuration provided for the competition, ensuring
consistency with the evaluation setup using full test set measurements. The datasets are
released on an open-source basis (https://www.nasa.gov/content/prognostics-center-of-
excellence-data-set-repository), with a goal to support prognostics research for condition
monitoring.

Table 1. Operating conditions of various experiments.

Operating conditions

Condition 1 Condition 2 Condition 3

Load (Newton) 4000 4200 5000

Rotation speed (RPM) 1800 1650 1500

Training sets Bearing1_1
Bearing1_2

Bearing2_1
Bearing2_2

Bearing3_1
Bearing3_2

Testing sets Bearing1_3
Bearing1_4
Bearing1_5
Bearing1_6
Bearing1_7

Bearing2_3
Bearing2_4
Bearing2_5
Bearing2_6
Bearing2_7

Bearing3_3

https://www.nasa.gov/content/prognostics-center-of-excellence-data-set-repository
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Failure refers to the state or condition in which a system, process, or component
does not perform its intended function or meet its expected requirements. Safety critical
system has strict requirement of performances; therefore, they fix their failure criteria
own based on their requirements. Failure criteria for PRONOSTIA experiment was
the amplitude of the vibration signal overpassed 20 g; and the datasets contain the
measurement until the either of the accelerometer reaches the threshold.

2.2 Data Preprocessing

Vibration data contains random noise that can hide meaningful information. We use 5
point moving average filter for data smoothing to reveal underlying patterns, trends,
and anomalies. The feature extraction process substantially reduces raw vibration data
dimensions while retaining crucial bearing health information. Employing multiple fea-
tures, as opposed to just one, is advantageous since a single feature might not encompass
all degradation-related bearing insights. For each experiment, thirteen-time domain fea-
tures (Maximum, Minimum, Average absolute value, Peak to peak, Variance, Standard
Deviation, Root mean square, Crest factor, Clearance Factor, Impulse factor, Skewness,
Kurtosis, and Shape factor) are extracted from both sensor data. Detailed definitions,
physicalmeanings, and statistical equations are described on [9]. Feature selection is vital
in data preprocessing, converting extensive computation into informeddecisions. It’s piv-
otal for efficiency. Highly correlated features can be represented by just one, while uncor-
related variables might introduce noise and bias in fault detection. The selection algo-
rithms can be classified into four groups: similarity based, information-theoretical-based,
sparse-learning-based, and statistical-basedmethods. In [10], the author discussed evalu-
ation parameters of feature selection on supervised, unsupervised, and semi-supervised
machine learning algorithms. In this work we use Pearsons’s correlation coefficient
measures to select features as shown in Eq. (1), that deals with the relationship between
two features. Maximum value, Variance, Skewness, and Kurtosis features are picked as
promising features for fault representation.

ρX ,Y = COV (X ,Y )

σxσy
=

∑
(xi − x)(yi − y)

√∑
(xi − x)2

∑
(yi − y)2

(1)

2.3 Data Labeling

Since the datasets contain the measurement until the either of the accelerometer over-
passed 20 g, there is no pre-defined label. We redefine the fault mode for safety critical
system based on the anomaly. Anomalies are unique data patterns with distinct char-
acteristics from normal instances. Detecting anomalies is vital across various domains,
offering critical actionable insights. In this work, the Isolation Forest algorithm is uti-
lized for data labeling due to its fast tree-based approach, which assigns anomaly scores
based on binary search tree path lengths for each data point [11]. It can handle multiple
features to enhance accuracy of data labeling and leverages contextual insights from
various monitoring approaches [12]. The Isolation Forest is particularly effective in
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high-dimensional problems with many irrelevant attributes and scenarios where anoma-
lies are rare, or the training set lacks anomalies. Its computational efficiency makes it
suitable for streaming data applications.

The figure in Table 2 shows the central tendency of decision score in anomaly detec-
tion, that reveals the distribution and characteristics and helps to identify potential out-
liers. To get the clear decision boundary between normal and anomaly we use two
parameters anomaly and decision score. We label the training data based on the rule
presented on the right side of table.

Table 2. Table captions should be placed above the tables.

Criteria Label

Box plot of decision score
(Bearing1_1) that shows the
distribution of decision score in
anomaly detection. We use the lower
quartile value as threshold for data
labeling

Anomaly not found Normal

Anomaly found & Anomaly score < =
Threshold

Normal

Anomaly found & Anomaly score >

Threshold
Anomaly

After labeling the training data, the pairwise relationship between time domain vibra-
tion features is observed to identify patterns, that indicates the health status of bearing
either normal or anomaly. Figure 2 shows the scatter plots to visualize these pairwise
relationships between selected eight features. The blue points show the normal label,
and the orange points show the anomaly label for training model.

2.4 Fault Detection by Classification

While recent classifiers like ROCKET (RandOmConvolutional KErnel Transform) offer
high accuracy and rapid training [13], our focus is on interpretability rather than black box
model. Thus,we opt for theNaiveBayes classifier in this study. It has shown effectiveness
in various practical applications, such as text classification, medical diagnosis, predictive
maintenance, and fault detection [14]. The classifier simplifies learning by assuming
features are independent of a given class. While this assumption may not hold true in
many cases, naive Bayes often performs well in practice, even when compared to more
complex classifiers. Bayesian theory is used in Naive Bayes classifier as presented in
Eq. (2). Binary classification is used for fault detection. A model can be trained from
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Fig. 2. Pairwise relationship between eight vibration features from two sensor, the blue dots
represent the normal conditions and orange dots represent the anomaly.

labeled data obtained from isolation forest-based anomaly from vibration features.

P(Dk |x) = P(Dk)

P(x)
P(x|Dk) = P(Dk)

P(x)

n∏

i=1

P(xi|Dk) (2)

3 Results

To assess the effectiveness of the proposed method in the fault detection of rolling ele-
ment bearings, the detected times are compared with those failure time mentioned by
data provider. The fault identification time from the proposed method is displayed in the
third column of Table 3. Utilizing data from three consecutive samples to confirm faults
reduces the risk of drawing conclusions based on a single sample, ensuring that the find-
ings are representative of the overall situation. This approach enhances generalization,
mitigates bias, accommodates outliers, and ultimately bolsters the statistical power of
our fault detections.
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Table 3. Stoppage decision from immediate decision-making model.

Experiments Actual failure time (Sec) Fault detection by ML based model (Sec)

Bearing1_3
Bearing1_4
Bearing1_5
Bearing1_6
Bearing1_7
Bearing2_3
Bearing2_4
Bearing2_5
Bearing2_6
Bearing2_7
Bearing3_3

23750
11720
24630
24480
22590
19550
7510
23110
7010
2300
4340

16430
10900
24510
16360
22140
2580
3440
4030
6890
2240
4250

In some test sets, like Bearing 2_7 and Bearing 3_3, fault detection time is close to
the actual failure criteria due to short test durations (e.g., 29 min for Bearing 2_7). In the
Bearing2_5 experiments, initial jerks and heightened vibrations were observed, which
later stabilized into smooth operation. To eliminate false detections, faults occurring
before 10 percent of the useful life are disregarded, and only those detected after this
point are considered genuine. Despite small variation in different experiments, themodel
consistently detects faults before the actual failure criteria. Therefore, the model can be
considered suitable for early fault detection in safety-critical systems.

For detail illustration of fault detection time we pick on Bearing1_3. The top two
graphs in Fig. 3 show the raw vibration data from horizontal and vertical accelerometer
and the last graph shows the optimal time for fault detection in safety critical system.
The model gives 16410 s or 4.56 (Hours) is optimal time for maintenance. During the
transition period, we identified significant variations in the variance and kurtosis values
of the vertical vibration sensor by cross-checking the feature data frame.

The quick machine learning based fault detection model is simple. By leverag-
ing this approach, technicians can make informed decisions about the fault going to
occur and take appropriate actions for maintenance to improve the overall reliability and
performance of the system.

4 Conclusion and Future Works

Failure occurs when a bearing does not perform as expected, leading to undesirable per-
formance issues. Safety-critical systems have strict performance requirements and set
their own failure criteria. For PRONOSTIA, stopping tests when vibration signal ampli-
tude exceeds 20 g is insufficient for safety-critical systems. In this work our motivation
is different than prognostic; the goal of this work is to make fault detection before the
system reaches failure criteria, so that we can get the maintenance time to avoid down
time. The model detects fault before the failure criteria defined by data provider in all
eleven test experiments, therefore this association-based fault detection model can be
valuable inmaking prompt and effective decisions for time-critical industrial equipment.
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Fig. 3. Fault detection time for Bearing1_3 for safety operation is after four and half hours.

To achieve sufficient maintenance time to avoid downtime in safety-critical systems,
this ML based fault detection model can be one alternative. Moreover, its performance
can be enhanced by implementing proper noise reduction techniques and utilizing com-
plex features from frequency and time-frequency domains opens new possibilities for
improving the model’s performance in real-world applications.
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Abstract. The use of brain computer interfaces (BCIs) is crucial to the devel-
opment of neural prosthetics and neuroscience. BCIs assist paralyzed patients by
enabling them to control computers or robots using their neural activity. Optically
transparent BCIs, combined with optical imagingmodalities, enable simultaneous
gathering of high-resolution electrophysiological signals and imaging of neural
activities. In this work, we report the investigation of the mechanical behavior of
an ultra-thin glass-based brain machine interface probe when subjected to various
types of forces encountered during insertion and engagement into the brain tissues.
Results of probe thickness optimization show that electrodes can be 25 μm thick
while maintaining a factor of safety against failure > 1.

Keywords: Brain machine interfaces · Transparent neural microelectrodes ·
SolidWorks

1 Introduction

Loss of muscle function in a specific area of the body is known as paralysis. Any
portion of the body can experience paralysis at any time during a person’s lifetime
[1]. Due to the damage or injury of the spinal cord, stroke, or a motor neuron disease,
patients with these conditions are often referred to as having complete paralysis. Brain-
machine interface (BMI) technology has been of particular interest in these cases. This
technology can be used in combination with other neuromuscular stimulation techniques
to help patients regain their movement [2]. Various technologies are required to create a
functional brain-machine interface (BMI). One of these is the neural electrode. Neural
electrodes are small structures that are inserted into the brain and act as a link between
the electrically active neurons in the brain and external electronic circuits. They have two
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main functions: recording the electrical impulses generated by neurons and stimulating
particular regions of the brain. These electrodes are vital for developing prostheses
and treatments for patients with spinal cord injuries, stroke, sensory impairments, and
paralysis by allowing the stimulation of nerve tissue and the recording of neural electrical
activity. So, the use of neural microelectrodes is crucial to the development of neural
prosthetics and neuroscience. The electrode contains a back support area that carries
recording sites to record electrical activity from the neurons, connecting traces, and
bond pads for connecting the probe to the electronics [3].

In order to develop specialized treatments for neurological and psychiatric issues
as well as to understand brain function, it is essential to understand how the complex
neural networks of the human brain function. Recent advances in neuroimaging have
aided our understanding by producing high-resolution wiring schematics of the brain.
It has been demonstrated that functional optical imaging of brain tissue can reveal a
wealth of information on the dynamic characteristics of many cells (more than 100) at
once. The advantages of optical imaging and simultaneous electrophysiology in terms
of temporal and spatial resolution could be utilized. Recent research has shown that the
combination of electrophysiological and optical modalities is faced with additional dif-
ficulties and limitations when using opaque electrodes made of common metals, such as
gold or platinum. Metal microelectrode arrays, which are often employed to record neu-
ral activity, are ineffective for such applications because they obstruct the field of view,
create optical shadows, and are more likely to introduce light-induced artifacts into the
recordings. This spatial-temporal resolution conundrum can be resolved by fully trans-
parent microelectrodes that permit simultaneous electrophysiology and imaging from
the same microcircuit. The high light transmittance rate of transparent microelectrode
arrays makes them promising because more physiological signals can be observed when
more light passes through the recording electrodes. Electrophysiological recording and
image capture could be done simultaneously using transparent microelectrodes. Trans-
parent electrodes, as opposed to metal-based opaque MEAs, eliminate the drawbacks
of multimodal systems by allowing them to measure electrical signals from the brain in
real-time without optical interference via material and structural controls [3].

2 Design

2.1 Design Model

The upcoming section describes the design of a proposed transparent neural electrode
that can utilize see-through imaging which enables tissue response monitoring during
optical or electrical stimulation or electrical recording. This neural electrode is made
of glass quartz material and is extremely long, having a length of 1.007 cm. Its shape
is tapered, which makes it easier to penetrate. The electrode’s geometry is divided into
three main parts: the base, the measuring region (which includes the recording sites),
and the piercing region. The base measures 250 μm in width, which gradually narrows
down to a width of 150 μm when the length reaches 270 μm. This design is helpful in
reducing damage to the brain tissue andminimizing displacement. Themeasuring region
is 1 cm long and has a width of 150 μm at the base, gradually decreasing to 50 μm at
the other end. After the measuring region, there is the piercing region, which is 50 μm
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long and is designed to be 10μmwide at the end of the probe. After selecting the perfect
dimensions and geometry, a 2D electrode model is created and then extruded into 3D
where a specific thickness of 50 μm is taken. The 3D electrode design is analyzed using
SolidWorks. Then, analytical analysis is used to study and understand the mechanical
behavior of the probe when it is subjected to different types of forces during insertion
into the brain. Different simulations will be done to predict the behavior of the probes.

Figure 1 shows the relative dimensions of the different electrode regions using
SolidWorks.

Fig. 1. 3D Model of the electrode

2.2 Analytical Modeling of Neural Probes Mechanics

In an effort to anticipate the mechanical performance of the proposed probe, two
approaches were utilized−a simulation approach using finite element modeling, and
an analytical calculation approach.

The three main forces that affect the electrode probe while it is being handled and
inserted into the brain tissue are the bending, buckling, and shear force. Bending, which
occurs under an out-of-plane loading that causes parallel displacement to the tissue
plane, occurs after penetration. Buckling, which occurs under axial compression and is
primarily represented by the force that counteracts the normal force by the probe, occurs
directly after penetration. Shear force which prevents the tip of the probe from slipping
on the surface of the brain tissue. Shear forces rarely happen because when the probe is
inserted, it is affixed to a motion controller that moves solely in one direction toward the
brain. So, both bending and buckling forces will be focused on throughout this paper.

The maximum bending force is important since it provides the maximum out-of-
plane force at which probe breakage is possible. When moving the probe’s base after
its tip area has been implanted into the brain tissue, this transverse bending can happen.
Once the tip has experienced a bending force, the electrode deflects in a quarter-circle
in this region. This causes maximum stress at the fixed bottom of the probe connected
to the base holding the bonding pad and an average (normal) stress at the middle region
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of the probe. These stresses are given by the following equations [4].

σmax =
3Etδ

2L2 (1)

σAvg = 3Etδ

4L2 (2)

The buckling force that results from axial compression is the second type of force
acting on the probe. The force at which the probe tip enters the brain tissue is determined
by the buckling load, which is a critical parameter. The applied force is assumed to be
axial in the case of probe insertion in the brain tissue, and the electrode probes are
modeled as rigidly supported on one end (base region) and free to rotate on the other end
(tip region). When the axially loaded tapered probe is subjected to an external force, P,
greater than the critical load, Pcr , necessary to buckle the single probe, the probe loses
its initial stable shape [4]. Determining the critical load is important, where it should be
compared to the maximum anticipated forces applied to the electrode during its insertion
into the brain. So, to prevent the probe from breakage, the force should be within the
buckling strength range.

Pcr =
(nπ
L

)2
EI (3)

where n is the buckling mode, L is the length of the probe, and EI is the flexural rigidity
of the probe. Moreover, in addition to the buckling failure mode, another failure mode
that the electrode can be subjected to during insertion is fracture. For the analysis of
brittle materials, the maximum normal stress theory is adopted. Brittle materials tend
to fail suddenly by a fracture with no apparent yielding. This theory states that a brittle
material will fail when the maximum tensile stress, σ1, in the material reaches a value
that is equal to the ultimate normal stress [5]. Then, the factor of safety (n) is calculated.
By calculation, the factor of safety is determined to be approximately 9.9.

|σ1| = σult (4)

n = σten

σ1
(5)

where σten is the maximum tensile strength of glass quartz material.

3 Results

The following four simulation types are performed: buckling analysis to determine the
load factor, static analysis with buckling force, identification of the maximum bending
force before breakage, and thickness optimization.
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3.1 Buckling Analysis

After constructing the 3D model electrode, a custom material is created in SolidWorks
(glass quartz) with specified properties (tensile and compression strength, young’s mod-
ulus, and Poisson’s ratio). After that, the base region is selected as a fixed geometry.
Knowing that the maximal penetration force for a neural microelectrode is equal to
0.00242 N [4], a pressure of 4.84MPa was applied to the tip of the electrode (pressure=
force/area= 2.42 mN/500μm2). Finally, the simulation is executed using mesh analysis
as shown in Fig. 2. The load factor obtained from the buckling analysis which is equal
to 59 indicates that the applied load is 1/59th of the critical buckling load. This suggests
that the structure is stable and has a large margin of safety against buckling failure.

Fig. 2. Computing the load factor

3.2 Static Analysis with Buckling Force

The same procedure used for buckling analysis was applied, but the selected study was
static. Upon completion of the simulation, the vonMises stress, displacement, and strain
values at different regions for the electrode are obtained. The results are shown in Fig. 3a,
b and c. The factor of safety is then determined, using the normal stress theory, which
yields a value of 9.8 as shown in Fig. 3d, which is very close to the analytical result of
9.9. The close correlation between the simulation and analytical results further validates
the accuracy and reliability of the simulation approach in evaluating the design’s safety
and performance. If the factor of safety is greater than one, then neural electrode design
is considered safe.

3.3 Identification of the Maximum Bending Force Before Breakage

According to the article “Bending strength of thin fused silica membranes for optical
applications” by M. Trunec, V. Kolarik, and P. Bouchal, the bending tensile strength of
thin fused silicamembraneswith a thickness of 50μmwasmeasured to be approximately
370 MPa using a four-point bending test [6]. So, depending on the maximum bending
tensile strength, the maximum bending force before breakage will be computed. To find
this value, the optimization tool on SolidWorks was be used by varying the force until
the maximum bending tensile strength is reached. After selecting the optimization study
tab, the variable to be optimized is added which is the force applied to the electrode
(along the z-axis). A constraint is set by selecting the maximum allowable stress to
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Fig. 3. Static analysis results with buckling force.

be 370 MPa. As a result, a graph is generated as shown in Fig. 4, which shows the
relationship between the force and stress. From the graph, the maximum force that can
be reached before exceeding the maximum bending tensile strength is 0.02125 N. This
finding is significant as it provides valuable information about the maximum force that
can be applied to the electrode without compromising its structural integrity. By staying
within this limit, the design ensures the safety and reliability of the neural electrode
during its intended application.

0.0211
0.02115

0.0212
0.02125

0.0213

stress (MPa) 

force(N) 

Fig. 4. Computing the maximum force before breakage

The electrode bending force is much lower than its buckling force (0.00242N)which
is also less than 0.02125 N (maximum force before breakage). This indicates that the
electrode is not prone to failure due to bending. However, to ensure its safety, another
static study is performed, with pressure applied along the z-axis to represent the bending
force. Since the exact bending force is unknown, the value selected was set to be equal
to the buckling pressure as an estimate. The analysis reveals a factor of safety of 2.6,
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indicating that the design has a substantial safety margin. Moreover, the actual factor of
safety is expected to be even higher because in reality the bending load is lower than
the buckling. This ensures the electrode’s reliability and reduces the risk of failure or
damage.

3.4 Thickness Optimization

Optimizing the thickness of the neural electrode enhances flexibility, signal quality, and
spatial resolution, improving its performance and biocompatibility. This optimization
enables more accurate and reliable neural recordings. To do thickness optimization for
the neural electrode, bending and buckling force is considered as well as the factor of
safety. An optimization tool on SolidWorks is utilized to obtain the optimal thickness for
the electrode. In the initial design study focusing on thickness optimization, the variable
thickness of the electrode was considered while applying only the buckling force. The
constraint was set to maintain a minimum factor of safety greater than three, and the goal
was to minimize the mass. The resulting graph, shown in Fig. 5, indicates that the factor
of safety remains high, ensuring the safety of the electrode. As the thickness decreases,
the factor of safety also decrease based on these results. While the factor of safety
provides valuable insights into the electrode’s response to buckling forces, it is essential
to consider other factors that can influence structural behavior like bending force. By
conducting additional design studies, it will be possible to determine the most suitable
thickness that ensures a balance between structural integrity and functionality. These
investigations will contribute to refining the electrode design and ultimately improve its
performance, reliability, and safety during practical applications.
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Fig. 5. Thickness optimization when applying buckling force

Another design study is donewhen applying the bending force. Asmentioned before,
the force is estimated to be 0.00242 N, but in reality it is lower. The graph in Fig. 6 shows
that as the thickness decreases, the factor of safety decreases. Based on the graph, it is
observed that for a thickness of 45 μm and higher, the factor of safety exceeds one,
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indicating that the electrode design is safe under bending forces. Therefore, optimizing
the neural electrode thickness to 45 μm would be a suitable choice.
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Fig. 6. Thickness optimization when applying bending force

4 Conclusion

This paper focusedon the investigationof themechanical behavior of a three-dimensional
optically transparent neural microelectrode. The simulation results provided valuable
insights into the behavior of the electrode under different loading conditions and showed
that the probe possesses favorable mechanical characteristics, indicating its suitability
for neural interface applications.
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