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Preface

This volume contains the articles presented at the 28th Nordic Conference on Secure IT
Systems (NordSec 2023). The conference was held from November 16th to November
17th, 2023, at Oslo Metropolitan University in Norway. The NordSec conference series
started in 1996 with the aim of bringing together researchers and practitioners in com-
puter security in the Nordic countries, thereby establishing a forum for discussion and
cooperation between universities, industry, and computer societies. The NordSec con-
ference series addresses a broad range of topics within IT security and privacy, and over
the years it has developed into an international conference that takes place in the Nordic
countries. NordSec is currently a key meeting venue for Nordic university teachers and
students with research interests in information security and privacy.

NordSec 2023 received 55 submissions, which were double-blind reviewed each by
three members of the 64-person reviewer group. After the reviewing phase, the Pro-
gram Committee selected 18 of the manuscripts for publication and inclusion in the
proceedings (an acceptance rate of 30 per cent).

We were honored to have two keynote speakers:

– Øyvind Ytrehus, Simula UiB and the University of Bergen, who spoke on Post-
Quantum Cryptography; and

– Jon Ølnes, Tribe Lead signing and trust services, Signicat, who gave an in-depth talk
on Digital Identity.

We sincerely thank everyone involved in making this year’s conference a success,
including, but not limited to, the authors who submitted their papers, the presenters who
contributed to the NordSec 2023 program, the PC members and additional reviewers
for their thorough and constructive reviews, OsloMet’s supportive administrative staff,
and Springer Nature publishers for providing their EquinOCS review and production
platform.

November 2023 Lothar Fritsch
Ismail Hassan

Ebenezer Paintsil
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Cyber Security

Cybersecurity Challenges and Smart Technology Adoption in Norwegian
Livestock Farming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Karianne Kjønås and Gaute Wangen

Mean Value Analysis of Critical Attack Paths with Multiple Parameters . . . . . . . 126
Rajendra Shivaji Patil, Viktoria Fodor, and Mathias Ekstedt

RAMBO: Leaking Secrets from Air-Gap Computers by Spelling Covert
Radio Signals from Computer RAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Mordechai Guri



xii Contents

Legal Considerations on Gray Zone Operations – From a Norwegian
Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

Lars Berg, Kirsi Helkala, and André Årnes

Aspects of Trust

Mobile App Distribution Transparency (MADT): Design and Evaluation
of a System to Mitigate Necessary Trust in Mobile App Distribution
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Mario Lins, René Mayrhofer, Michael Roland, and Alastair R. Beresford

DIPSAUCE: Efficient Private Stream Aggregation Without Trusted Parties . . . . 204
Joakim Brorsson and Martin Gunnarsson

What is Your InformationWorth?ASystematicAnalysis of the Endowment
Effect of Different Data Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

Vera Schmitt, Daniel Sivizaca Conde, Premtim Sahitaj,
and Sebastian Möller

Defenses and Forensics

Towards Generic Malware Unpacking: A Comprehensive Study
on the Unpacking Behavior of Malicious Run-Time Packers . . . . . . . . . . . . . . . . . 245

Thorsten Jenke, Elmar Padilla, and Lilli Bruckschen

A Self-forming Community Approach for Intrusion Detection
in Heterogeneous Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

Philipp Eichhammer and Hans P. Reiser

To Possess or Not to Possess - WhatsApp for Android Revisited
with a Focus on Stickers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

Samantha Klier and Harald Baier

Machine Learning and Artificial Intelligence in Information Security

A More Secure Split: Enhancing the Security of Privacy-Preserving Split
Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

Tanveer Khan, Khoa Nguyen, and Antonis Michalas

Force: Highly Efficient Four-Party Privacy-Preserving Machine Learning
on GPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

Tianxiang Dai, Li Duan, Yufan Jiang, Yong Li, Fei Mei, and Yulian Sun

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351



Privacy and Data Protection



Analysis of a Consent Management
Specification and Prototype

Under the GDPR

Jonas Palm1 and Meiko Jensen2(B)

1 Kiel University of Applied Sciences, Kiel, Germany
2 Karlstad University, Karlstad, Sweden

Meiko.Jensen@kau.se

Abstract. Consent requests for the processing of personal information
are ubiquitous for users of web services across the European Union (EU).
However, their form and contents differ greatly, and often include decep-
tive design patterns (so-called dark patterns) meant to influence users’
choices.

In this paper, we provide the results of a research project to define
a new specification that can be used to handle consent requests based
on cookies in a standardized and GDPR-compliant manner. We define
and evaluate a set of requirements for consent management systems and
we illustrate the advantage of our proposed specification to the state of
the art based on a prototype implementation and evaluation. Based on
a small usability study, we found our solution to reduce the necessary
interactions with respect to consenting, consent withdrawal, and consent
configuration by far.

Keywords: consent management · usability · requirements elicitation

1 Introduction

When the GDPR came into effect in 2018, consent requests regarding the pro-
cessing of personal data became ubiquitous in the sphere of internet related
services across the EU [9, p. 10]. While small and unobtrusive “cookie banners”
at the website’s corners were introduced several years earlier with the ePrivacy
Directive [11], the unequivocal consent definition of the GDPR resulted in new
user interfaces requirements. These include allowing the user to reject requests
without refusing service, providing specific information for each request, as well
as requiring an explicit affirmative action. With the omnipresence of advertise-
ment, user behavior analysis and inclusion of third party contents (see e.g. [27, p.
7]), it has become a continuous task for the user to interact with consent manage-
ment interfaces while using internet services. Service providers utilize psycholog-
ical methods to influence users, often successfully, to accept all consent requests
regardless of their own preferences [6,25]. These methods include requiring the

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
L. Fritsch et al. (Eds.): NordSec 2023, LNCS 14324, pp. 3–17, 2024.
https://doi.org/10.1007/978-3-031-47748-5_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47748-5_1&domain=pdf
http://orcid.org/0009-0003-2397-9813
https://doi.org/10.1007/978-3-031-47748-5_1
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user to interact with multiple control elements, hiding preferences behind multi-
ple layers, or threaten the loss of functionality when rejecting requests [25]. Being
overwhelmed by the amount of requests [26] or pressured by indicated notifica-
tions, such as unread messages, and without an option to ignore the requests,
users might just choose the interface controls they expect will close the consent
interface fastest and let them continue to the website’s content [25, pp. 27–31].

From a privacy perspective this clearly is not an ideal solution. While courts
and Data Protection Authorities (DPAs) continue to limit the legal use of these
psychologicalmethods (see e.g. [8,10]), the fundamental problemof answering very
similar requests across many websites, remains. First steps in the automated objec-
tion to data processing were taken with the development of the Global Privacy
Control (GPC) standard [1]. Proposals for unified consent management platforms
exist [23], but none that is developed by a leading actor in the development of
web standards (see e.g. [14, p. 2]). These proposals only offer solutions for individ-
ual problems such as request presentation with Advanced Data Protection Con-
trol (ADPC) [24] or standardization with the Transparency and Consent Frame-
work (TCF) [15]. But even these limited approaches have obvious shortcomings,
as ADPC’s requests only consist of a single description attribute [24, Sect. 6.1] and
TCF’s requests standardization was ruled insufficient for legal compliance due to
being too vague [5, para. 535]. With many current DPAs and court decisions pro-
hibiting established methods and enforcing a privacy-centric interpretation of the
General Data Protection Regulation (GDPR) (see e.g. [5,8,16]), new approaches
to consent management become necessary. Features like preventing manipulative
design and descriptions and reducing the amount of user interaction across web-
sites appear to be fundamental to ensure that responses to consent requests actu-
ally reflect upon the user’s preferences.

In this paper, we provide the results of a research project on defining and
evaluating a novel policy exchange specification for the web (see [20]). Based on
this specification, users can manage their consent, i.e. give, reject, or withdraw
their consent, in general or for selected categories of cookies. In particular, we
analyze the state of the art in consent management on the web, and derive
a set of functional, legal, and interface requirements for consent management
systems that comply with the GDPR. We then provide a technical description
of the prototype developed in this project based on these requirements, which is
implemented as a browser plugin, and we analyze its utility and effectiveness in
selected real-world scenarios and against the set of requirements elicited. We then
provide the results of a usability study, comparing our prototype to said state
of the art frameworks for a set of scenarios and websites typically representing
today’s Internet landscape.

The paper is organized as follows. The next section briefly iterates over the
state of the art in consent management frameworks and related work. Section 3
then describes the methodology followed during the project, explaining the main
concepts and artifacts elaborated. Section 4 then provides the set of requirements
elicited, which are evaluated against the prototype (which is described in Sect. 5)
in Sect. 6. The results of our usability study are provided in Sect. 7, and the paper
concludes with future research indications in Sect. 8.
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2 Background

2.1 Consent Management Frameworks

HTTP Privacy Headers (DNT/GPC). Do Not Track (DNT) and Global
Privacy Control (GPC) are Hypertext Transfer Protocol (HTTP) headers that
can be set by a user agent to indicate that users do not want to be traced across
visited websites, respectively that they do not want their personal data shared
with, or sold to third parties. Both settings default to not-enabled, meaning that
while their presence indicates the user’s preference, their absence does not [22,
Sect. 4], [21, Sect. 3.2]. DNT was proposed in 2009 as an approach to regu-
late user tracking by voluntarily acknowledging the header [7]. The responsible
World Wide Web Consortium (W3C) working group was closed in January 2019,
citing insufficient deployment of the header and support from third parties to
justify further advancements [4]. Apple removed DNT support from its Safari
web browser in 2019 to “prevent potential use as a fingerprinting variable” [3]. In
2020, GPC was introduced as a replacement, aiming to accommodate the legal
requirements of the GDPR and California Consumer Privacy Act (CCPA), for
service providers to accept automated objection from their users [1]. To make
this system comparable with the other Consent Management Platforms (CMPs),
the specifications and Firefox’s implementation of the DNT header settings are
evaluated together.

Transparency and Consent Framework (TCF). The Transparency and
Consent Framework (TCF) (see [15]) is a standard for consent management
in the advertisement industry. It defines policies and categories for data pro-
cessing (so-called purposes) to request and store user consent across participat-
ing CMP vendors. Noteworthy, the developer, Interactive Advertising Bureau
Europe (IAB Europe), was recently fined due to compliance issues of TCF ver-
sion 2.1 with the GDPR (see [5]). A new version, 2.2., was published recently.

Advanced Data Protection Control (ADPC). ADPC (see [23]) is a pro-
posed mechanism to request user consent for privacy decisions in a simple
JSON format. It uses HTTP headers and a JavaScript interface for requests
and responses and depends on the HTTP client to process these. The prototype
implementation has the form of a browser extension and presents the user with
a unified interface on websites implementing the specification.

CookieBlock (see [2]) is a browser extension that automatically manages
browser cookies and deletes unwanted ones. Neither does it process requests
from a service provider nor does it send any information about user’s choices to
service providers. Therefore, CookieBlock cannot be used for consent manage-
ment, but this comparison can still help to understand challenges and solutions
regarding categorization of consent requests and the reduction of necessary user
interaction.
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2.2 Deceptive Design

Deceptive design patterns, sometimes also referred to as dark patterns, are User
Interface (UI) patterns that are used to influence users into doing things that
are not in their own interest, but in the interest of the service provider [6].

In their report “Deceived by Design”, the Norwegian consumer council (For-
brukerraadet) analyzed CMPs of Facebook, Google and Microsoft with regard
to consumer privacy and the right to make informed choices [25], which provides
a list of such deceptive design patterns of relevance for this paper:

Default settings: setting defaults in the interest of the service provider,
Ease: make the provider-friendly option more easy, e.g. by hiding other options

in multiple layers, or using deceptive coloring,
Framing: use of positive and negative wording to influence the user’s choice

towards the provider-favored option,
Rewards and punishment: rewarding certain choices with (perceived) more

or better functionality, or other benefits,
Forced action and timing: increase pressure on users based on timing or

urgency indicators, and
Illusion of control: exploiting the fact that users become less cautious if they

perceive to have control over their data.

All of these qualify as deceptive design patterns, and most of these are either
directly or indirectly violating the GDPR. For a detailed analysis of these pat-
terns with respect to GDPR compliance, see [20].

2.3 Related Work

In [9], Degeling et al. compared changes in privacy policy and cookie consent
banners in top 500 websites for each European Union (EU) country before and
after the GDPR came into effect. They found that the overall prevalence of
privacy policies and consent banners increased from 79.6% before January 2018
to 84.5% in end of May 2018 [9, p. 7] and from 46.1% to 62.1% respectively [9, p.
10]. Additionally, they analyzed different types of consent interfaces regarding
their ability to reject requests. From websites with consent banners, a large
majority gave users no choice or a confirmation only option, and only a minority
allowed for any choice at all [9, p. 11, without exact numbers]. Furthermore,
they identified technical problems with the deletion of third party cookies due
to same-origin browser policies, misuse of libraries by adding all requests to a
“strictly necessary” category and general information deficits of the requests.

In [14], Human et al. introduced an interdisciplinary set of classifiers to com-
pare consent management in web browsers and used it to analyze ADPC and
GPC. They found various problems with both samples, including validity of use
under the GDPR and insufficient information [14, p. 7], as well as legal chal-
lenges regarding standardization and technical challenges regarding the use in
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non-HTTP settings [14, p. 8]. They conclude that further research and develop-
ment in this field is warranted and that their classification system can be used
to analyze progress thereof [14, p. 8].

In [27], Utz et al. analyzed the use of third party services on websites and
their impact on user privacy. They surveyed website creators and maintainers for
websites they currently worked on and collected a set of 361 unique websites [27,
p. 6]. They found that on average each website contacted 6.2 third party domains,
and only 80 websites (about 22%) did not contact any third party domain at all.
Identified reasons for the preferred inclusion of third party resources are mainly
ease of integration and familiarity with the solution [27, p. 9]. Only about a
quarter of the participants indicated that they employed specific measures to
protect user’s privacy [27, p. 9] and, while they displayed a good understanding
of data collection regarding the core functionality of a third party service, they
commonly lacked awareness about data collection that happens by just including
third party resources, such as Internet Protocol (IP) addresses [27, pp. 10–11].

3 Methodology

For the project described in this paper, a mixed evaluation approach was chosen,
consisting of a qualitative and a quantitative part. The qualitative part includes
the development of requirements, the analysis of existing consent management
systems, the development of an exploratory prototype, and the evaluation of the
prototype using the requirements. This is described in the next 3 sections.

The quantitative part compares the prototype to existing systems by measur-
ing and comparing user interaction and deceptive patterns to determine whether
and to what degree this prototype approach actually improves consent manage-
ment for the user. This is described in Sect. 7.

For the first part, the requirements elicitation process started with the iden-
tification of the project scope, actors and requirement sources. From these, user
stories were produced that highlight different approaches to consent manage-
ment and helped to identify new requirements. The requirements were updated
throughout the research process, and especially after each evaluation step. The
resulting requirements are detailed in [20] and listed in the next section.

The evaluation of existing systems was done by a comparative analysis of
different samples based on these requirements. They were selected by reviewing
proposed and referenced solutions in the analyzed literature (see e.g. [9,14]) and
by searching for appropriate terms via Google and GitHub. Outdated standards
and user-side programs with repetitive functionality were dismissed, resulting
in a remaining total of four samples. These consist of two existing standards
(DNT/GPC and TCF), one proposed standard (ADPC) and one user-side pro-
gram (CookieBlock).

Based on the requirements and findings from this study, we defined a policy
exchange specification, which we then evaluated based on a prototype imple-
mentation (see [20] for details on the policy exchange specification). In short,
the policy exchange specification defines a standardized file format that declares
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intended processing of personal information and supports workflows for consent
requests, as well as for objection to and information about the processing. The
prototype was realized as a browser extension that implements these workflows
and allows the user to react to them via a unified interface. Combined, they pro-
vide a measurable advancement over the previously discussed state-of-the-art
solutions.

The developed prototype was analyzed qualitatively using the established
requirements, and core features were tested with automated unit tests and man-
ual system testing.

4 Requirements

Resulting from the requirements elicitation process discussed above, the follow-
ing set of requirements was derived (for more details on this process, see [20]).

4.1 Functional Requirements

The system must provide the following functionalities.

FR1: Request categorization: The system must organize consent requests
into a defined set of categories. It should limit the number of categories to
an amount that does not discourage users from making a conscious choice
about each category. As this depends on the specific implementation, no exact
number is given.

FR2: Preset configuration: The system must allow the user to configure their
preferences regarding the processing of personal data globally and in defined
categories so that no further consent requests for the configured categories
are required.

FR3: Preset exceptions: The system must allow for site and data processor
specific exceptions to to the general category settings.

FR4: Controller notice: The system must inform the controller about the
user’s acceptance of consent requests and objection to processing. It may
inform the controller about rejection of consent requests.

FR5: Third party resources: The system should specify consent requests for
the loading of third party media and other web resources.

FR6: First/third party differentiation: The system should differentiate
between the processing of personal data through the controller or other pro-
cessors and allow the user to configure presets accordingly.

FR7: Request-resource relationship: The system should specify all relevant
relationships between a request and locally stored data, accessing third party
contents or first party contents that impact the processing of personal data.

FR8: Active protection: The system should react to known request-resource
relationships and protect the user against unwanted resources.
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4.2 Legal Requirements

The system must abide by the following legal requirements.

LR1: Consent for all locally stored data: The system must allow consent
requests for all data stored locally on the user’s device in accordance to [11,
art. 5(3)].

LR2: Affirmative action for consent: The system must request consent in
such a way that only affirmative action by the user will result in accepting
the request in accordance to [12, art. 4(11)]. Specifically, the system must not
interpret pre-selected options as consent or derive such from similar requests.

LR3: Rejection equally easy as consenting: The system must make rejec-
tion of a consent request equally easy as accepting it in accordance to [12,
art. 4(11)]. Specifically, the system must not require more user interactions
with the CMP (such as scrolling, deselecting options, opening a new layer) to
reject the request, than it would for accepting it.

LR4: Purpose limitation of requests: The system must allow for individual
requests for each purpose of the processing of personal data in accordance to
[12, art. 5(1)(b)]. Accepting or rejecting each purpose individually must be
possible.

LR5: Proof of consent possible: The system must inform the data controller
about the user’s choice regarding the acceptance of consent requests so that
the controller can use this answer for the demonstration of consent as required
by [12, art. 7(1)]. The system may inform the controller about the user’s
rejection of a consent request.

LR6: Requests in clear and plain language: The system must allow
requests in clear and plain language in accordance to [12, art. 7(2)]. It should
support standardization of user facing texts so that at a minimum the general
purpose of the request becomes clear to the user.

LR7: Withdrawal of consent at any time: The system must allow for
consent to be withdrawn at any time in accordance to [12, art. 7(3)]. It must
provide a mechanism to inform the controller about the withdrawal in real-
time.

LR8: Withdrawal equally easy as consenting: The system must make the
withdrawal of consent equally easy as giving it as required by [12, art. 7(3)].
It should provide an obvious way for accessing the CMP again. The CMP
must not be hidden behind multiple user interactions or in large amounts of
options.

LR9: Required information given: The system must allow consent requests
to contain all information required by [12, art. 13–14]. It should provide a
specification on providing this information to the user in a structured way
that makes it easy for the user to access information relevant for their decision.

LR10: Objection to processing possible: The system must provide a way
for users to object to the processing of personal data in cases where previous
consent is not required in accordance to [12, art. 21(1)].
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LR11: Objection by automated means: The system must provide a way
for users to object to the processing of personal data by automated means in
accordance to [12, art. 21(5)].

4.3 Interface Requirements

The system must abide by the following UI requirements.

IR1: Uniform interface: The system must use uniform control elements across
consent requests and service providers.

IR2: Uniform explanations: The system should use uniform explanations
across consent requests and service providers.

IR3: Minimal contents: The system must not show unnecessary information
for individual requests or anywhere else in the CMP. Especially, the system
must not show associated data processors who do not take part in the current
requests.

IR4: No default settings: The system must not use the default settings pat-
tern, as discussed in Sect. 2.2. Particularly, the legal requirement on affirma-
tive action for consent must be enforced by the interface.

IR5: No ease: The system must not use the ease pattern. Particularly, the
legal requirements that Withdrawal and Rejection must be equally easy as
consenting must be enforced by the interface.

IR6: No framing: The system must not use the framing pattern.
IR7: No rewards and punishments: The system must not use the rewards

and punishments pattern.
IR8: No forced action and timing: The system must not use the forced

action and timing pattern.
IR9: No illusion of control: The system must not use the illusion of control

pattern.

5 Prototype

The prototype of the browser plugin to enforce the developed policy exchange
specification was built using the WebExtension API that is supported by all
major browsers [17]. It was designed with the following functionality in mind:

– Fulfillment of all of the requirements above,
– Adherence to the policy exchange specification described in [20],
– Reduction of the amount of interactions necessary to achieve the desired

responses to data processing requests to a minimum,
– Provision of a freely configurable automation logic that allows for personalized

responses to data processing requests,
– Support for a configuration preset that enables automatic privacy by default

responses, and
– Adherence to known UI patterns used in the Firefox web browser to provide

a familiar experience.
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As an exploratory prototype, the implementation demonstrates the capabil-
ities of the specification, but does not claim to be employable for everyday use
as a finished product. For this, it was deemed sufficient to implement only a
subset of interaction methods to demonstrate its capabilities. The prototype’s
interfaces were developed to fulfill the identified interface requirements. They
are not meant as an ideal solution from the perspective of the average internet
user, but to demonstrate capabilities of the specification and possible solutions
for concrete problems.

The prototype consists of the following components:

– The content script that accompanies each tab, loads and parses the manifest
file, receives and responds to Data Processing Item (DPI).

– The background script that is responsible for communication between com-
ponents.

– The options page that provides the interface to inspect and manage automa-
tion rules.

– The popup that provides an interface to review and answer the requests for
a website supporting the specification (Fig. 1).

Fig. 1. Browser extension components
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Table 1. Comparison of consent technologies (entries marked with ✶ depend on the
CMP vendor (TCF) or the service provider (ADPC, prototype), but it is allowed by the
specification. Blank entries are out of scope for the particular sample).

Requirement D
N
T
/
G
P
C

T
C
F

A
D
P
C

C
o
o
k
ie
B
lo
c
k

P
ro

to
ty

p
e

Functional

FR1: (Request categorization) ✓ ✗ ✓ ✓

FR2: (Preset configuration) ✓ ✗ ✗ ✓ ✓

FR3: Preset exceptions ✗ ✓ ✗ ✓ ✓

FR4: Controller notice ✓ ✓ ✓ ✗ ✓

FR5: Third party resources ✓ ✶ ✶ ✓

FR6: First/third party differentiation ✗ ✗ ✶ ✗ ✓

FR7: Request-resource relationship ✶ ✗ ✓

FR8: Active protection ✗ ✶ ✗ ✓ ✗

Legal

ePrivacy Directive

LR1: Consent for all locally stored data ✓ ✶ ✓

GDPR

LR2: Affirmative action for consent ✓ ✓ ✓ ✓

LR3: Rejection equally easy as consenting ✶ ✓ ✓ ✓

LR4: Purpose limitation of requests ✓ ✶ ✗ ✓

LR5: Proof of consent possible ✗ ✓ ✓

LR6: Requests in clear and plain language ✗ ✶ ✓ ✶

LR7: Withdrawal of consent at any time ✓ ✓ ✓ ✓

LR8: Withdrawal equally easy as consenting ✶ ✓ ✓ ✓

LR9: Required information given ✗ ✶ ✓

LR10: Objection to processing possible ✓ ✓ ✓ ✓

LR11: Objection by automated means ✓ ✗ ✓ ✓

Interface

IR1: Uniform interface ✓ ✗ ✓ ✓ ✓

IR2: Uniform explanations ✓ ✓ ✗ ✓ ✗

IR3: Minimal contents ✓ ✶ ✶ ✓ ✓

Deceptive Design Patterns

IR4: No default settings ✗ ✶ ✓ ✓ ✓

IR5: No ease ✓ ✶ ✓ ✓ ✓

IR6: No framing ✓ ✓ ✶ ✓ ✶

IR7: No rewards and punishments ✓ ✓ ✶ ✓ ✶

IR8: No forced action and timing ✓ ✶ ✓ ✓ ✓

IR9: No illusion of control ✓ ✶ ✓ ✓ ✓

The WebExtension API supports multiple storage locations. Local storage is
used to make the tab state available for all components, including the current
loaded manifest, additional DPIs and evaluated answers. Sync storage is used to
store the custom and site specific decisions permanently, and can be synchronized
between browser instances on different devices.
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6 Requirements Evaluation

In order to evaluate the fulfillment of requirements, we compared our prototype
to the most common state-of-the-art solutions in the market, as described in
Sect. 2.1. The overall results in terms of fulfillment of requirements in comparison
to these other approaches is shown in Table 1.

On the functional level, the prototype sufficiently satisfies requirements FR1-
FR7 directly. Requirement FR8, active protection against unwanted resources,
is possible by analyzing the DPI’s list of resources and blocking cookies or the
loading of other resources, but was not yet implemented in the prototype due to
time constraints.

Similarly, all legal requirements are fulfilled satisfactorily, where LR6 depends
on the texts provided by the controller, obviously.

Concerning the user interface, most requirements were satisfied (IR1, IR3-5,
IR8, IR9) sufficiently by the prototype in each scenario. For IR2, the purpose
of processing and list of processed data are not standardized and can be freely
formulated by the service provider, hence this one is not satisfied immediately.
Similarly, as the specification does not come with uniform explanations, the
framing as well as the rewards and punishment patterns are possible, but ham-
pered with the initial presentation of processing categories (making both IR6
and IR7 dependent on the controller).

7 Usability Study

In order to soundly evaluate the usability of our prototype, three evaluation sce-
narios were developed and evaluated against samples from 10 randomly selected
websites (taken from the 500 most popular websites according to [18]). This
study was performed in summer 2022.

The following scenarios were chosen:

Scenario 1: The user wants to find the fastest way to close the CMP while
rejecting all consent requests (“Reject all”).

Scenario 2: The user chose the “accept all” option on the CMP in the past
and tries to re-open it again to withdraw all given consent (“Withdraw all”).

Scenario 3: The user wants to reject and object to all processing perceived as
tracking, advertising, or third party performance analytics (“Reject unneces-
sary”).

We used these scenarios to measure the usability of the specification and
prototype in two metrics: the steps necessary to fulfill the scenario and the
amount of encountered deceptive design patterns. Steps are any user interactions
on a website, specifically clicking on or hovering over UI elements with the mouse
cursor, or scrolling the current page. Each scenario starts with the loading of the
sample page and is finished after all consent requests were answered according
to the scenarios aims and the initial website is displayed in the browser.

The websites used in this study are:
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amazon.co.uk An American operating shopping platform, using a custom
CMP. Their British site was selected.

bbc.com The British national broadcasting service, using a TCF based CMP
with unknown vendor and a second, custom CMP.

cnbc.com An American business news channel, using a TCF based CMP by
OneTrust.

elpais.com A Spanish daily newspaper, using a TCF based CMP by Didomi.
google.es An American search engine provider, using a custom CMP. Their

Spanish site was selected.
mailchimp.com An American e-mail marketing service, using a cookie specific

CMP by OneTrust.
parallels.com An American visualization provider, using a cookie specific CMP

by OneTrust.
sciencedaily.com An American science news aggregator, using a TCF based

CMP with unknown vendor.
spotify.com A Swedish audio streaming service, using a TCF based CMP with

unknown vendor.
thetimes.co.uk A British newspaper, using a TCF based CMP with unknown

vendor.

All scenarios were simulated in a new private instance of the Chrome web
browser in version 103. In private instances, all local data, such as cookies and
browser storage, is deleted after the browser window is closed [13], resulting in
a clean environment for each scenario. While it was not tested explicitly in a
scenario setting, it is worth noting that the option to accept all requests was
available for each sample with a single click.

The amount of necessary user interactions and encountered deceptive pat-
terns to reach the scenario’s goals for each website was documented and compiled
into a list. These representative measurements were then compared to the sce-
narios’ results for the prototype. This approach is derived from usability metrics
testing to track interface improvements as described in [19].

Table 2 shows the results of applying the scenarios to each website. The num-
bers given under “Prototype” refer to the number of steps necessary when uti-
lizing our browser plugin, and these numbers result from the following usage:
Scenario 1 is completed by clicking “Reject All” in the popup. Scenario 2 is
completed by opening the popup again, selecting the drop-down menu and
clicking “Withdraw all given consent”. Scenario 3 is analogous to having the
“Reject unnecessary data processing” preset selected and is completed by click-
ing “Accept All” in the popup for the remaining requests. Each scenario can be
completed without inspecting individual requests, thus also preventing deceptive
design patterns that could be used in the custom purpose text for each DPI.

It shows that both, the amount of steps, i.e. user actions necessary, and
the number of deceptive design patterns encountered to fulfill each scenario,
differs widely. The sample mailchimp.com has shown the best result by only
requiring 7 steps and deploying 2 patterns across all scenarios. In contrast, the
samples bbc.com and amazon.co.uk have shown the worst results by requiring 27
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Table 2. Measured steps and Deceptive Design patterns

Sample Scenario 1 Scenario 2 Scenario 3 Total

(reject all) (withdraw all) (reject unnecessary)

Steps Patterns Steps Patterns Steps Patterns Steps Patterns

amazon.co.uk 6 6 8 5 6 6 20 17

bbc.com 3 2 12 2 12 3 27 7

cnbc.com 2 2 7 1 2 2 11 5

elpais.com 2 4 16 1 2 4 20 9

google.es 1 2 7 1 4 2 12 5

mailchimp.com 1 1 3 0 3 1 7 2

parallels.com 1 0 7 1 3 1 11 2

sciencedaily.com 1 1 4 1 4 1 9 3

spotify.com 3 3 13 1 5 1 21 5

thetimes.co.uk 2 4 3 1 13 5 18 10

Average 2.2 2.5 8.0 1.4 5.4 2.6 15.6 6.5

Prototype 1 0 3 0 1 0 5 0

steps and are deploying 17 patterns respectively. Low step numbers for the first
scenario show that it is usually possible to reject all consent in 1 or 2 clicks (in 7
samples), but these numbers more than double when a custom selection is made
by the user, as is shown in scenario 3. Choosing the minimum necessary data
for the desired functionality (scenario 3) requires an average of 5.4 steps and
requires the user to overcome 2.6 deceptive patterns. On average, the sampled
websites require more than 3 times as many steps (15.6) as the prototype (5) to
fulfill all scenarios while confronting the user with 6.5 patterns. Only one sample
in scenario 1 (parallels.com) and scenario 2 (mailchimp.com) achieved the same
results as the prototype. Every other sample required more steps or presented
the user with one or more deceptive design patterns.

The substantial difference between amazon.co.uk and the other samples in
scenario 1 stems from hiding preferences for personalized advertisements on a
different settings page than their default “Cookie Preferences” page. The large
step numbers in scenario 2 are mainly caused by websites hiding their CMP after
it was closed (amazon.com, bbc.com, google.es, parallels.com) or requiring users
to withdraw their consent individually for multiple items (cnbc.com, elpais.com,
spotify.com). Notably, the samples amazon.co.uk and bbc.com are using two
instead of one CMP, making it especially difficult for users to answer them
according to their preferences.

8 Conclusion

As we have demonstrated, the proposed policy exchange specification in [20] rea-
sonably implements the set of requirements elicited for GDPR-compliant con-
sent management frameworks—in contrast to the most commonly utilized state
of the art frameworks. Moreover, the prototype implementation as a browser
plugin demonstrates real-world utility of the approach, and the evaluation and
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usability study results clearly show the advantages of this approach over the
state of the art.

The evaluation of the specification and prototype has shown that the pro-
posed system works as expected and can be used to replace web based CMPs
reasonably. With its capability of preventing many forms of user manipulation
through deceptive design patterns and substantially reducing user interaction
across websites, it provides a novel way to effectively answer consent requests in
accordance to user preferences. Providing a simple way to reject the processing
of personal data for purposes of personalized advertisement and user behavior
analysis is presumably desired by many users and would be a great improvement
to the current situation from a privacy perspective.

Concerning future work, the completion of the prototype into a fully devel-
oped browser plugin has highest priority. Once completed, public release and
standardization are intended. On the concept level, it remains to be evaluated
more precisely to what extent such a semi-automated consent management sys-
tem actually can be fully compliant to the GDPR, to what extent it actually is
desired by the users, and to what extent website operators are willing to adhere
to such a specification. Here, more quantitative studies are planned.
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Abstract. Stalkerware is malicious software found in mobile devices
that monitors and tracks a victim’s online and offline activity. This harm-
ful technology has become a growing concern, jeopardizing the security
and privacy of millions of victims and fostering stalking and Intimate
Partner Violence (IPV). In response to this threat, various solutions have
emerged, including anti-stalkerware apps that aim to prevent and detect
the use of monitoring apps on a user’s device. Organizations dedicated to
assisting IPV victims have also enhanced their online presence, offering
improved support and easy access to resources and materials. Consid-
ering how these tools and support websites handle sensitive personal
information of users, it is crucial to assess the privacy risks associated
with them. In this paper, we conduct a privacy analysis on 25 anti-
stalkerware apps and 323 websites to identify issues such as PII leaks,
authentication problems and 3rd-party tracking. Our tests reveal that
14/25 apps and 210/323 websites share user information with 3rd-party
services through trackers, cookies or session replay. We also identified 44
domains to which sensitive data is sent, along with 3 services collecting
information submitted in forms through session replay.

1 Introduction

A recent report [19] published by the Bureau of Justice Statistics revealed that
approximately 1.3% (3.4 million) of all U.S. residents age 16 or older were victims
of stalking in 2019. Intimate Partner Violence can take various forms, from phys-
ical violence to psychological harm, and can occur in several contexts including
households, and long distance relationships. As indicated by a 2022 Kaspersky
report [13], there is an undeniable correlation between online and offline abuse;
25% of surveyed people confirmed experience of IPV, and 24% confirmed inci-
dents of cyber-stalking within their relationship. Such experiences can lead to
severe emotional distress and physical harm with extreme cases being homicides
(15% of the 2020 homicides in Canada were committed by spouses or former
intimate partners [2]). Given the serious nature of stalking, its growth in the
past few years [3] and its detrimental effects on victims, there are a variety of
physical and online resources available to help victims, especially against digital
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tools fostering abusive behaviors like stalkerware. In today’s digital era, anti-
stalking websites/apps help victims to prevent, identify, report, and respond to
stalking incidents.

Anti-viruses or anti-malware apps are generally widely known as they offer a
large set of services regarding malware mitigation, but other apps claim to focus
on protecting the user from stalkerware specifically, and can be found more easily
than other general detection tools when looking for stalking-related keywords on
app markets. Victims suspicious that a stalkerware could be installed on their
phone might be more likely to download an app claiming to be specifically con-
ceived for this case. Through our work, we aim to understand whether and how
user data privacy is ensured in detection apps, as well as their reliability in
combating stalkerware. Additionally, we examine websites that provide online
resources and support materials to IPV victims. These resources may include
hot-line numbers, support center addresses, chat rooms, and general guidelines
for various victim situations. Considering that these websites may be accessed
by individuals in danger, it is crucial to carefully assess how they handle private
user information to prevent exposing sensitive data to unauthorized parties or
networks. Our focus is to identify 3rd-party trackers and potential leaks of per-
sonally identifiable information (PII), as they pose a threat to the anonymity
that should be inherent to these websites.

Numerous studies related to anti-malware apps have been conducted, notably
on new malware detection methods and rogue mitigation apps being hidden
malware [6,11,15,22]. Other work in spyware detection [16] does not focus on
mobile environment. Similarly, privacy issues on websites have been extensively
analyzed, with large scale studies of privacy protection on the web, including
specific areas like government websites [23] and hospital websites [29]. Han et
al. [11] developed a framework specifically designed for stalkerware detection,
using active learning on the in-store app description to classify the stalkerware’s
capabilities. This method is efficient against potentially harmful apps available
on the Play Store without the help of a threat list, but is unfit for apps down-
loaded from other sources. The specific case of anti-stalkerware apps, however,
has not been thoroughly studied yet. More specifically, their privacy footprint
and effectiveness have not been measured. The same applies for IPV victims
helping websites.

In this paper, we perform a privacy and security study on 25 anti-stalkerware
Android apps and 323 victim support websites. Out of 25 Android apps, we
downloaded 18 from the Google Play Store and 7 from a Chinese website dedi-
cated to downloading Chinese apps.1 We chose to look at Chinese apps because
of their unique app ecosystem, which is arguably the second largest after the
Google Play Store one. We divided our analysis into three parts, each address-
ing a specific challenge: (i) Identifying privacy issues that could jeopardize user
anonymity, such as the collection and distribution of Personally Identifiable
Information, (ii) Identifying security issues that could enable malicious actors to
gather user data or compromise user accounts, and (iii) Understanding the func-

1 http://www.downcc.com.

http://www.downcc.com
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tionality of these apps and evaluating their effectiveness in detecting stalkerware.
Our research contributions and findings encompass the following:

1) We design analysis frameworks to identify privacy related issues in apps and
websites, and use them to assess the privacy footprint of 25 anti-stalkerware
apps for Android devices and 323 IPV victim support websites. We detected
1206 third-party scripts in IPV victim support websites, 603/1206 (50.0%)
of them were identified as known trackers.

2) Our privacy analysis reveals that 14/25 apps transmit data to 3rd-party ser-
vices, including sensitive information like device ID or GPS location in 4
cases. 13 apps are also found using trackers for advertisements or user expe-
rience purposes. We also identify 44 distinct 3rd-party domains that tested
apps communicate with during user interaction. 210/323 (65.0%) of victim
support websites include 3rd-party trackers. We list 40 unique 3rd-party
hosts that gather the user’s browsed web pages and the keywords used in
the Search functionality. We detect 3 session replay services (Yandex, Hotjar
and Clarity) on 17 victim support websites, which apparently collect usage
information, user PII and other sensitive data (when a data submission form
is available). Our analysis also reveals that the Chinese tracker hm.baidu.com
collects users sensitive information on 2 Chinese websites.

3) 2/4 apps incorporating a login feature with account management use dan-
gerous authentication practices, which could lead to account takeover in one
of these cases. One anti-stalking website uses HTTP protocol for their online
chat service, exposing users’ names, emails and messages.

4) We identify one company developing a stalkerware (KidsGuard) and an anti-
stalkerware (ClevGuard), promoting both apps on their website and publish-
ing their mitigation tool on the Google Play Store. The anti-stalking tool
detects the malicious app but requires a premium subscription to see it.
We also observe 3 apps from separate companies using the same detection
framework on their back-end infrastructure when scanning the phone.

2 Related Work

Anti-stalkerware Apps. Fassl et al. [10] compared the users’ reviews of 2
anti-stalkerware apps to understand users’ perception and the apps’ capabili-
ties. They also performed reverse engineering to understand their detection fea-
tures. Their results suggests that app capabilities do not correspond to the users’
expectations. In order to detect spyware systems, Qabalin et al. [22] employed
machine learning algorithms to create a multi-class classification model for net-
work traffic, which achieved good detection accuracy. Kaur et al. [15] proposed a
hybrid approach of description analysis, permission mapping and interface anal-
ysis to detect malicious applications in Android. The works mentioned above
deal with spyware detection, instead of privacy and security issues related to
such detection methods. In addition to academic research, the specific topic of
stalkerware also caught the attention of people in the industry. ESET research
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group published a white paper [25] which analyzed Android stalkerware vulner-
abilities. A group of collaborators also compiled all information about known
stalkerware apps and built the Stalkerware-indicators [8] GitHub repository to
make the detection of spyware easier in both Android and iOS systems. Another
detection solution, TinyCheck [14] is currently in development by Kaspersky to
assist non-technical individuals to detect stalkerware on their device. Because
of its early development stage, the tool currently lacks features thus making it
less effective than more standard solutions. However, its main end goal quality
would be to allow stalkerware detection without installing or interacting with
anything on the compromised phone, thus making it harder for the stalker to
notice that the victim is being suspicious.

IPV Victim Support Websites. Eterovic et al. [9] conducted a review of
the technologies used by stalkers and technologies used against stalkers. They
pointed out the following possible future research directions: improving existing
privacy and anti-stalker techniques as well as developing methods to detect stalk-
ing behavior on social media and blogging platforms. Samarasinghe et al. [23]
performed a privacy measurement on government websites and Android apps.
They found numerous commercial trackers on these services; 27% of government
Android apps leak sensitive information to 3rd-parties. Senol et al. [24] performed
a measurement of data exfiltration from online forms. Their study showed that
users’ email addresses were collected by 3rd-parties before form submission and
without giving consent on both US and EU websites. Similarly, password on
52 websites were found to be leaked to 3rd-party session replay scripts. Yu et
al. [29] analyzed the privacy issues on hospital websites and observed that users
credentials were sent to session replay services. Ischen et al. [12] investigated the
privacy issues of chatbots used on websites. Their results showed that users are
more inclined to share personal information with a human-like chatbot rather
than with a machine-like chatbot.

Other Relevant Work. Several other recent studies also explored topics
related to IPV technologies and victims, although not directly the privacy impli-
cations of victim-support apps and websites. For example, Chatterjee et al. [5]
studied the intimate partner stalking (IPS) spyware ecosystem, and identified
several hundred of such IPS-relevant apps (from app stores and beyond). The
authors showed that existing anti-virus and anti-spyware tools mostly fail to
identify these dual-use apps as a threat. More recently, Almansoori et al. [1]
identified 854 dual-use apps available on the Google Play Store, many of which
do not provide English descriptions and cannot be found via English search
queries (i.e., available in other languages, which are not as well-monitored by
Google as the apps in English). Liu et al. [17] analyzed 14 Android apps out-
side of Google Play, and studied the mechanisms used for spying. ESET [25]
performed a comprehensive security analysis of 86 stalkerware applications, and
reported several critical vulnerabilities in the apps that may allow victim data
compromise via other third-party attackers.
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Beyond stalkerware apps, Stephenson et al. [27] identified how various com-
mon IoT devices (32 types in total) including home thermostats, smart speakers,
cameras, smart toys, and Bluetooth item trackers, can be abused by IPV attack-
ers. From interviews with 20 IPV victims of such IoT abuse, in another study,
Stephenson et al. [26] identified various instances of abuse cases involving such
devices. Ceccio et al. [4] evaluated commercial devices and apps that claim to
detect such spy IoT devices, and found that these detectors are very ineffective
in real-world abuse scenarios.

3 Methodology

3.1 Anti-Stalkerware Apps

We conduct our analysis of solutions against stalkerware apps with three goals
in mind: evaluating data privacy and identifying security issues of stalkerware
detection tools available for Android, as well as assessing their effectiveness in
a realistic context. To collect apps we look through the Google Play Store and
web-based Android app databases for keywords such as “anti-stalkerware”, “anti-
stalking”, “stalk detector”, as they would be most probably used by a victim
looking for such apps. We gather a sum of 25 victim support apps, with 18
from the Google Play Store, and 7 from Chinese app markets. See Fig. 1 for our
methodology diagram.

Privacy and Security Analysis. We focus our analysis on 4 distinct vectors
through which users’ security and privacy could be violated. We chose these
specific vectors as they represent a threat to the user’s anonymity, which is
crucial in the context of IPV and stalkerware detection.

Authentication Mechanisms. In cases where the app offers a login feature
and account management functionalities, we identify the mechanisms used for
authentication and verify their security. Such methods include username & pass-
word validation, session management and authentication tokens. We examine
network traffic related to user login to check if credentials are properly secured
and sent. We also look at how the user session is kept alive over time and if
token replay attacks allow unauthorized users to hijack the user’s account.

Personal Identifiable Information (PII) Leaks. Apps can sometimes upload infor-
mation about the device they are installed on, or the device’s user. If such per-
sonal data is transmitted without proper encryption, pieces of information such
as names, addresses, phone numbers or IMEI number could be extracted by
attackers and used to identify, track or impersonate individuals. These leaks can
be unintentional or malicious, in cases where the app transmit data to other
parties without the consent of the user. Unintentional leaks can be caused by
faulty security protocols during uploads, or accidental exposure through error
messages or debug logs.
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Third-Party Libraries. Through static code analysis, we identify 3rd-party
libraries used by anti-stalking apps. Then, by examining the traffic generated
by user interactions, we can discern requests related to first-party and 3rd-party
libraries. Like with PII leaks, these 3rd-party libraries used by the app could be
a threat to the user’s privacy by accessing device information or personal data.
We identify the presence of libraries and trackers and verify the data they collect
through static code analysis and traffic monitoring. We then compare them to a
list of well-known trackers (Easylist) for classification.

Insecure Custom Encryption. In addition to potentially insecure implementa-
tions of standard encryption channels (like HTTPS), some apps use non-standard
protocols, additional channels and encryption layers. We used ThirdEye [21] to
identify custom encryption used by the apps and assess their security.

Effectiveness Tests. Proper functioning of anti-stalkerware apps is crucial to
the safety of IPV victims, it is thus important to assess the effectiveness of such
apps and verify that they are not being wrongfully advertised as “highly effective
spyware detectors”. We tested the reliability of anti-stalkerware solutions by
manually installing each app on a purposefully compromised Android device and
verifying whether the app could flag the installed stalkerware. Each app is tested
against 10 different free stalkerwares. We utilize only free stalkerware apps for
our test to avoid purchasing such apps due to ethical concerns about supporting
stalkerware companies. Among the 10 chosen stalkerware apps, iKeyMonitor
and AndroidSpy are treated as special cases, as they provide weekly builds of
their app’s package. The APK available on their website is recompiled every
week with a different package name. This effectiveness test allows us to identify
the different detection mechanisms used by anti-stalkerware apps as well as the
amount of details they give about detected apps. This includes information such
as the permissions required by the detection app to function properly, or flags
assigned to potentially dangerous apps giving details to the user (e.g., labelling
the detected app as a stalkerware or just a malware). We note that our tests
do not include any attempt to trick the anti-stalkerware apps, by changing the
stalkerware package names or signature. However, the inclusion of weekly built
apps approximates this behaviour.

Fig. 1. Privacy analysis methodology of anti-stalkerware apps
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3.2 Privacy Analysis of Victim Support Websites

Our methodology comprises three key elements. We collect the URLs of anti-
stalking websites through keyword searches such as “anti-stalking”, “stalking
victims” or “stalking support” in both Google and Baidu search engines. We
then use OpenWPM [20] to crawl the websites, which saves crawled information
in a SQLite database. We then filter it through Easylist and EasyPrivacy [7] to
categorize 3rd-party scripts/cookies and check whether there are session replay
services on the websites or not. We manually fill online forms on those websites
to identify users’ sensitive information leaks; see Fig. 2.

Collecting Victim Support Websites. We start with the resources mentioned
on the stopstalkerware website2 which includes 25 domains in 13 different coun-
tries. We then manually extended our victim support website collection by search-
ing for keywords, like, “anti-stalking”, “stalking victims”, “stalking support” and
“stalking help”. In total, we collect 323 victim support websites; including 120
from China, 77 from Canada, 34 from the USA, 22 from Europe, 14 from Hong
Kong, 13 from the UK, 12 from South America, 7 from Australia, 24 others from
Egypt, Turkey, Malaysia, Russia, Ukraine, India and 1 from the UN. This set
might not be exhaustive but it includes the most relevant websites that we were
able to find online. Note that the collect websites can be either dedicated to anti-
stalking or related to anti-stalking, so they can be any websites that provide sup-
port or advice to victims, e.g., anti-stalking websites, government websites, univer-
sity websites, websites for legal help, websites offering shelters to victims or non-
profit organizations. Chinese websites are collected on Google and Baidu, however
if we search keywords related to anti-stalking or domestic violence for China, most
of the results tend to be news reports rather than websites or resources directly
related to the topic. We choose Women’s Federation’s websites3 for our Chinese
dataset. The Women’s Federation is a women’s rights organization divided in sub-
groups across China, providing online resources for each city. They offer guidelines
for victims of domestic violence or any form of IPV. In total, we collect 108 Women
Association websites and 12 online legal support websites in China.

Fig. 2. Privacy analysis methodology of victim support websites

2 https://stopstalkerware.org/resources.
3 https://www.bjwomen.gov.cn/, https://hnflw.gov.cn/, https://www.sxwomen.org.

cn/, https://www.womenvoice.cn/.

https://stopstalkerware.org/resources
https://www.bjwomen.gov.cn/
https://hnflw.gov.cn/
https://www.sxwomen.org.cn/
https://www.sxwomen.org.cn/
https://www.womenvoice.cn/
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Privacy Measurements. We configure OpenWMP [20] web privacy measure-
ment framework with 10 parallel browser instances in headless mode. We explic-
itly enable OpenWPM instrumentations for HTTP requests, Javascript, cookies,
DNS requests, callbacks and page navigations. We use a physical machine run-
ning Ubuntu 22.04 LTS for our measurements in Feb. 2023. A total of 323 victim
support websites are crawled using OpenWPM from a North American university
campus. We save the crawling result in a SQLite database for further analysis.
The saved information contains both stateful (i.e., scripts/cookies), and stateless
forms of tracking metrics. We then examine the saved tracking scripts/cookies
for 3rd-party domains, i.e., domains of scripts/cookies that do not match the
domain of the websites that they are on.

We use filtering rules [7] that block 3rd-parties to identify three categories of
3rd-party domains: ad-related 3rd-parties blocked by EasyList; known trackers
blocked by EasyPrivacy; Unknown trackers, or any 3rd-party service that is
not blocked by either lists. We manually browse those websites to find pages
containing user-filled forms, which include registration/login, contact-us, and
search. We tested 220 unique URLs of such web pages on victim support websites.

4 Results

4.1 Results of Victim Support Apps Analysis

Tested apps gathered on the Google Play Store are listed in Table 3. We refer to
their common names (or company names) in the following sections. For Chinese
apps, we refer to their package names.

Authentication and Session Management. Out of the tested 25 anti-
stalkerware apps, only 4 of them allow the user to register an account and login
with their credentials (Protectstar AntiSpy and Clevguard on Google Play, as
well as cn.lslake.fangjianting and uni.UNI1898B51 on Chinese app markets). Pro-
tectstar uses API calls to perform actions, and authenticate as a specific default
user when no account is used. This user account called “psapi” is automatically
logged into by the app on launch, using seemingly hard-coded credentials to
request a session token. This session token appears to be usable for any regu-
lar API call, except the ones reserved for getting premium subscription licenses
and account management. On the other hand, the Chinese app uni.UNI1898B51
assigns session tokens on login that are not modified nor deleted after logging
out. Even though a new token is generated if the user logs in again, an attacker
could replay this token even after a user disconnected from their account and
call the API on their behalf. The second Chinese app, cn.lslake.fangjianting,
allows login through either Tencent QQ or Wechat and thus leaves authentica-
tion responsibility to these apps.

Encryption Mechanisms and PII Leaks. Upon manual inspection of the
network traffic generated by anti-stalkerware apps, we identified 3 cases where
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data is being sent to 3rd-party hosts. Com.arcane.incognito shares hardware
and OS information with Facebook, data including memory usage, OS ver-
sion or the phone’s model, whether the device is rooted or not, and if it
is identified as an emulator. We also noticed the user’s email being sent to
a first party host (incognitotheapp.zendesk.com), even though the app does
not feature user accounts. Skibapps also shares hardware information like the
device type, alongside OS type and version, only this time to Adloox. The app
spyware.detector.remove.antihacker communicates with Yandex, a Russian ad
provider, and sends hardware information along with the google aid (advertis-
ing ID), device-id (IMEI or MEID) and userid.

In addition to these manual checks, we gathered network traffic from all 25
anti-stalkerware apps using ThirdEye [21], and identified 21 additional instances
of user/device information being shared to 3rd-party hosts by 14 apps. The
data includes 13 cases disclosing the phone model, 4 with OS information, and
others sharing cookies or tokens. We identified 3 first-party destination hosts
(for Foxbyte Code, Incognito and Cb Innovations), the others being 3rd-party;
see Table 1.

Table 1. Information shared per app to 3rd-party services.

App Item Destination address

cn.lslake.fangjianting build pangolin.snssdk.com (custom encryption)

Foxbyte Code build www.foxbytecode.com

com.txjjy.fjtjc build pangolin.snssdk.com (custom encryption)

Clevguard cookie apipdm.imyfone.club

com.yyyx.fjtws cookie fjt.4fqp.com

Incognito Security Solutions device-email incognitotheapp.zendesk.com

cn.lslake.fangjianting model ulogs.umeng.com

Cb Innovations model firebase-settings.crashlytics.com

Certo model certo-scan-results-ingestion.azurewebsites.net

Cyber Tor model cdn.liftoff-creatives.io

Malloc Privacy model firebase-settings.crashlytics.com

Protectstar Antivirus model firebase-settings.crashlytics.com

com.txjjy.fjtjc model privacy.viterbi-tech.com

com.txjjy.fjtjc model ulogs.umeng.com

World Globle model adtubeservices.co.in

World Globle model cdn.liftoff-creatives.io

com.yyyx.fjtws model ulogs.umeng.com

Coolrepairapps model yastatic.net

cn.lslake.fangjianting token tool.sqcat.cn (custom encryption)

Mahika Developers token graph.facebook.com
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Table 2. Number of anti-stalkerware apps reaching 3rd-party hosts

Destination host #App

Google 18

DoubleClick 7

Umeng, app-measurement.com, cdn.liftoff-creatives.io, s0.2mdn.net 3

graph.facebook.com, dt.adsafeprotected.com, fw.adsafeprotected.com,
impression-east.liftoff.io, mobile.adsafeprotected.com,
my-api.protectstar.com, pangolin.snssdk.com,
rr4—sn-gpn9-t0as.gvt1.com, sf3-fe-tos.pglstatp-toutiao.com,
static.adsafeprotected.com, toblog.ctobsnssdk.com,
api-access.pangolin-sdk-toutiao.com

2

adexp.liftoff.io, adtubeservices.co.in, Android.bugly.qq.com,
api.revenuecat.com, app.adjust.com, app.viterbi-tech.com,
assets.mintegral.com, click.liftoff.io, cdnjs.cloudflare.com,
dsum-sec.casalemedia.com,
ec2-18-116-59-188.us-east-2.compute.amazonaws.com, fjt.4fqp.com,
ib.adnxs.com, lf6-ad-union-sdk.pglstatp-toutiao.com,
maps.wikimedia.org, privacy.viterbi-tech.com,
settings.crashlytics.com, sf3-ttcdn-tos.pstatp.com, techcrunch.com,
tnc3-bjlgy.snssdk.com, tool.sqcat.cn, us01.rayjump.com, https://www.
facebook.com/, https://www.lslake.cn/, yastatic.net

1

Third-Party Libraries. Since all anti-stalkerware apps in our analysis are
free, most of them rely on 3rd-party ad providers and trackers to gener-
ate income. Others offer premium versions of their app with additional fea-
tures, but still make the device scan available for free. During the course
of our analysis, we kept track of each request being sent to a 3rd-party
and compiled all of them into Table 2. We can see the majority of apps use
Google APIs (e.g., 11 using Firebase) for various reasons. However, specific
apps like spyware.detector.remove.antihacker send data to unique known track-
ing/advertisement companies like Yandex, adjust or Doubleclick (owned by
Google). We also notice the presence of Facebook hosts in 3 apps, 2 of them
specifically reaching graph.facebook.com, often used to get data in or out of the
platform (in our case, both requests were sending data to Facebook).

Out of 121 separate get requests for .js files found in the apps’ net-
work traffic, we found 95 are used by “advertisers” according to EasyList.
The other 26 URLs were unknown to the blocklist we used for comparison,
but we then manually identified 3 domains associated with Yandex (in spy-
ware.detector.remove.antihacker), and 5 related to a Chinese advertisement plat-
form (pglstatp-toutiao.com, hosted by ByteDance).

Detection Methods and Effectiveness. From the effectiveness tests, we
found that 15 out of 25 anti-stalking apps could detect at least one malicious

https://www.facebook.com/
https://www.facebook.com/
https://www.lslake.cn/
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app; see Table 3. Surprisingly, 10 out of 25 anti-stalkerware apps (i.e., 7 Chinese
apps and 3 Google Play Store apps) completely failed to detect any of the stak-
erware apps; these 10 apps are omitted in the result table. Overall, stalkerware
apps present in open source threat lists and featured in online web articles were
the most detected, with TheTruthSpy being found by 13 out of the 25 mitigation
tools and CatWatchful by 11 out of 25. Only 4 tools flagged the weekly build
of iKeyMonitor as suspicious, but none identified it as a stalkerware. Similarly,
AndroidSpy was flagged in 6 cases, but only once as a malware. 7 tools reported
apps with risky permissions, but Malloc Privacy and Incognito needed the stalk-
erware to be entirely configured (not just installed and disabled) to flag it.

10 anti-stalkerware apps required a total filesystem access (READ, WRITE
and MANAGE EXTERNAL STORAGE permissions) and 6 of them requested
media access only (among which 3 of them were requesting total access as well).
Notification access is required by 11 apps. This is mostly to send notifications
rather than to analyze them, as many apps use them to warn the user that a
scan is in progress, or that a problem has been found. These permissions are all
required by apps performing application signature checks.

Other anti-stalkerware apps function by monitoring the phone’s main tools
(e.g., camera, microphone, GPS) and sending a notification when an app uses
either of these. One app (World Globle Apps) from the Google Play Store claims
to use this “active” detection method, recording camera, microphone and GPS
usage and alerting the user if it is accessed by another app. However it raised
only 1 flag when one stalkerware was being configured (warning that the camera
was being used). This means that this anti-stalkerware needs to be on the phone
before the malicious app is installed. Other than that, no alerts were raised, even
after multiple hours of phone usage. Unlike Google Play Store apps, all Chinese
ones implement this monitoring method and thus require related permissions.
Access to camera and microphone was requested by 7 apps, and GPS usage was
needed in 6 apps. App usage access was only requested twice. This detection
mechanism didn’t prove to be the most efficient, even if it detects stalkerware
upon installation, as the abuser would be the one seeing the notification.

During our analysis, we noticed that 4 different apps use the exact same back-
end framework to perform their malware scan (Protectstar Antispy, Protectstar
Antivirus, Cb Innovations and Foxbyte Code). We note that only the first two
apps are developed by the same company. When scanning the device, these apps
send two batches of information to an API responding with a list of identified
threats. The first batch contains package names of apps installed on the phone,
the second one contains their cryptographic hashes. This means that the actual
comparison of installed apps to the malware database is done remotely.

Additionally, we found that the company developing com.clevguard.guard
also offers on their website a “parental control” app that is advertised as a remote
monitoring tool (in other words, a stalkerware). The anti-stalkerware developed
by ClevGuard hides most of its functionalities behind paywalls. The free version
displays the number of detected threats but does not give information about
flagged apps. We tested this anti-stalkerware against the spyware developed by
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the same company. Even though the free version prevented us from seeing the
name of the flagged app, the fact that it detected one threat confirmed that it
was not ignoring it.

Table 3. Anti-stalkerware apps detection results. : flagged as stalkerware. : flagged
as malware. : flagged because of critical permissions detected. : flagged because
of trackers detected. : Combination of permissions and trackers. : Flagged as a
hidden/fake system app. Empty: not flagged

4.2 Results of Victim Support Websites Analysis

Third-Party Tracking JavaScript/Cookies. We found that 169/323
(52.3%) of victim support websites include at least one known 3rd-party track-
ing script; 31/323 (9.6%) victim support websites use 3rd-party tracking cookies.
The proportion of websites with 3rd-party tracking cookies is much lower than
websites with 3rd-party tracking scripts. This might be because the EasyList
Cookies list we used4 does not include extensive rules for cookies on Chinese
websites.

To better understand 3rd-party scripts/cookies, we grouped them into three
categories. We found that 53/1206 (4.4%) 3rd-party scripts were flagged as
advertising; 603/1206 (50.0%) 3rd-party scripts were identified as known track-
ers; 550/1206 (45.6%) were not recognized by Easylist [7], we labelled them as
unknown trackers. Similarly, 49/694 (7.1%) 3rd-party cookies were identified
as advertising cookies; 266/694 (38.3%) 3rd-party cookies were categorized as
known trackers; 379/694 (54.6%) were unknown trackers.

We listed the top-10 domains of tracking scripts and tracking cookies.
We can see that the top tracking scripts are googlemanager.com (107/323

4 https://easylist.to/.

https://easylist.to/
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(33.1%)), google-analytics (115/323 (35.6%)), Facebook (30/323 (9.3%)) and
Baidu (25/323 (7.7%)). We observed Baidu tracker only on Chinese websites;
see Fig. 3. Top tracking cookies are addthis.com (10/323 (3.1%)), clarity.com
(6/323 (1.9%)), and demdex.net (8/323 (2.5%)). Addthis is used for a free social
bookmarking service integrated in websites, making sharing content across social
web; clarity.ms is Microsoft session replay service [18]; Sharethis collects data on
user behavior advertising and analytics; see Fig. 4.

Fig. 3. Top-10 known tracking scripts
on victim support sites.

Fig. 4. Top-10 known tracking cookies
on victim support sites.

Third-Party Hosts Tracking Users’ Operations. We also listed some 3rd-party
hosts that track web pages victims browse and the keywords used in the web-
sites search functionality (if available); see Table 4. We found 7 hosts belonging
to Google (https://marketingplatform.google.com/about/analytics/, https://
www.google.ca/, googleads.g.doubleclick.net, https://www.googleadservices.c
om/, analytics.google.com, adservice.google.com, and ssl.google-analytics.com);
2 hosts owned by Twitter (syndication.twitter.com, analytics.twitter.com);
and 3 Chinese hosts (hm.baidu.com, sp0.baidu.com, analytics.tiktok.com). We
observed that hm.baidu.com and sp0.baidu.com only tracks Chinese websites
while analytics.tiktok.com tracks 5 Canadian websites along with 1 South Africa
website.

https://marketingplatform.google.com/about/analytics/
https://www.google.ca/
https://www.google.ca/
https://www.googleadservices.com/
https://www.googleadservices.com/
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Table 4. Third-party hosts track-
ing users’ operations in more than
10 different websites

Third-party Host #Sites

https://marketingplatform.
google.com/about/analytics/

130

https://www.google.ca/ 52

googleads.g.doubleclick.net 42

https://www.facebook.com/ 37

https://www.googleadservices.
com/

26

hm.baidu.com 25

https://www.youtube.com/ 23

analytics.google.com 15

syndication.twitter.com 13

m.addthis.com 11

px.ads.linkedin.com 11

Online Chat Tracking. We noticed that
the online chat service on three websites
(diamondlaw.ca, lawyersuae.com, dubaipo-
lice.gov.ae) tracked users. Diamondlaw.ca is
a law firm with physical offices in Cana-
dian provinces including British Columbia,
Ontario and Alberta, which offers legal
services related to stalking. The web-
site employed chat-api.intaker.com for cus-
tomer online chat service. However, the
customer online chat service tracks the
user’s navigation through the website.
Similarly, lawyersuae.com and dubaipo-
lice.gov.ae, both UAE websites, use online
chat services tracking the victims’ page
navigation (on their websites). Lawyer-
suae.com uses gateway.botstar.com for online chat while dubaipolice.gov.ae used
api.livechatinc.com.

We found that two Chinese websites for online legal support (user.maxlaw.cn
and https://www.66law.cn/) leak users’ information to hm.baidu.com. Both
websites claim that users do not need to worry about the information they
provide, because all data is encrypted, so they can provide as much detailed
information as possible for online legal support. Although user’s sensitive data
is encrypted, it is sent to hm.baidu.com without the user’s consent through a
tracking pixel with the url hm.baidu.com/hm.gif. The script from s.canddi.io
tracks the functionalities of mailing list subscription and contact on https://
www.suzylamplugh.org/; as a result, victims’ first name, last name, email,
message title and message were disclosed to s.canddi.io. The website https://
www.workspacesrespond.org/ provides help to victims of domestic and sexual
violence in the USA. All the private information filled in the contact web
page (e.g., first/last name, email, organization, subject, message) is sent to
the workspacesrespond server as well as to another non-profit organization
(go.futurewithoutviolence.org), apparently another anti-violence organization;
however, this information sharing is not visible to users.

Expiration of Tracking Cookies. We examined the validity duration of top-10
tracking cookies, and found that clarity.ms set cookies on 4 victim support web-
sites were valid for more than 1000 years. Known tracking cookies that expire
within 1 to 5 years were addthis.com (90), clarity.ms (4), sharethis.com (8) and
adsrvr.org (9); see Table 5.

Session Replay. Session replay services are used to replay a visitor’s session
on the browser, to get a deeper understanding of a user’s browsing experience;
information replayed includes user interactions on a website such as typed inputs,
mouse movements, clicks, browsed pages, tapping and scrolling events. During

https://marketingplatform.google.com/about/analytics/
https://marketingplatform.google.com/about/analytics/
https://www.google.ca/
https://www.facebook.com/
https://www.googleadservices.com/
https://www.googleadservices.com/
https://www.youtube.com/
https://www.66law.cn/
https://www.suzylamplugh.org/
https://www.suzylamplugh.org/
https://www.workspacesrespond.org/
https://www.workspacesrespond.org/
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Table 5. The top-10 known tracking cookies and their expiry periods (m = month,
y = year).

Tracker Cookie Expiry Duration

#Sites <1m 1m-1y 1y-5y >1000y

addthis.com 98 8 90

clarity.ms 18 6 4 4 4

demdex.net 16 16

crwdcntrl.net 11 11

sharethis.com 11 3 8

tapad.com 10 10

adsrvr.org 9 9

bluekai.com 8 8

rlcdn.com 8 8

exelator.com 6 6

this process, users’ sensitive information can be exposed to 3rd-party servers
that host session replay scripts. We identified 3 session replay services in the
analyzed 323 victim support websites: Clarity on 6 websites (Canada (4), UAE
(1), USA (1)), Hotjar on 9 websites (Canada (4), USA (3), South-Africa (1), UK
(2), India (1)) and Yandex on 2 in Russia; see Table 7.

We found that 2 victim support websites in Russia expose victims’ informa-
tion to Yandex [28] session replay servers. One of the websites is wcons.net (i.e.,
the Consortium of Women’s Non-Governmental Associations website), which
provides legal support for victims of domestic violence in Russia. Users are asked
to fill an online form for support; all the victims’ sensitive information in the form
is sent to Yandex, including, name, email address, phone number, year of birth,
location, the presence of minor children, reasons to contact, who inflicts violence
as well as a custom message. The other website, i.e., nasiliu.net provides legal
assistance, psychological help and support to victims. We noticed that when vic-
tims use the website’s search engine, searched keywords are collected by Yandex.
Users’ names and email addresses are also leaked through money donations; see
Table 6. Note that safehorizon.org includes two session replay services: Hotjar
and Clarity. Clarity initializes scripts from https://www.clarity.ms/eus-sc/s/0.
7.2/clarity.js to track users’ interactions with the DOM elements on a web page
and the collected data is uploaded to o.clarity.ms. Hotjar uses web sockets to
transfer collected data to ws4.hotjar.com. Both session replay services collect
elements and web pages that users interacted with, as well as mouse events.

HTTP Plaintext Traffic. We observed that 4 websites use HTTP protocol for
their core functions; these include connectnetwork.ca https://www.tandemlaw.
ca/, https://www.alberta.ca/ and https://www.dfac.ae/. On https://www.

https://www.clarity.ms/eus-sc/s/0.7.2/clarity.js
https://www.clarity.ms/eus-sc/s/0.7.2/clarity.js
https://www.tandemlaw.ca/
https://www.tandemlaw.ca/
https://www.alberta.ca/
https://www.dfac.ae/
https://www.alberta.ca/
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Table 6. Sensitive information leaks in victim support websites

Website Country Leaked data Feature Destination Cause

wcons.net Russia Name, email
address, birthyear,
phone number,
location, minor
children presence,
custom message,
name of the abuser

Report a
crime

mc.yandex.ru Session Replay

Keywords Search

nasiliu.net

Name Donate

lawyersuae.com UAE Keywords Search botstar.com Online Chat

dubaipolice.gov.ae api.livechatinc.com

diamondlaw.ca Canada chat-api.intaker.com

suzylamplugh.org UK Name, email address User
Sign-in

s.canddi.io Tracker

Name, email
address, phone
number, job title,
company name,
custom message

Contact

workplacesrespond.org USA Name, email
address, company
name, custom
message

Contact go.futurewithoutviolence.org

www.maxlaw.cn China Chat messages Online
Chat

hm.baidu.com

www.66law.cn hm.baidu.com

www.dfac.ae UAE Name, email
address, chat
messages

www.chat.dfwac.ae HTTP

www.alberta.ca Canada Name, email
address, location,
gender, agegroup

Online
Chat
sign-in

m2.icarol.com

Table 7. Session replay services (SRS) on victim support websites.

SRS Websites

Yandex wcons.net (Russia), nasiliu.net(Russia)

Hotjar getsafeonline.org (USA), safehorizon.org (USA),

onlineharassmentfieldmanual.pen.org (USA),

domesticshelters.org(USA, CAN), canadianwomen.org (CAN),

member.psychologytoday.com (USA), lawrato.com (India),

mysupportspace.org.uk (UK), legalwise.co.za (South-Africa)

Clarity legaladviceme.com (UAE), getsafeonline.org (USA), diamondlaw.ca (CAN)

calgarydefence.com (CAN), ualberta.ca (CAN), lawcentralalberta.ca (CAN)

alberta.ca/, users are required to fill in their email, first and last name, location
data, gender and age group to create an online chat server account. However, the
chat registration (provided by the 3rd-party domain m2.icarol.com), use HTTP,

www.maxlaw.cn
www.66law.cn
www.dfac.ae
www.chat.dfwac.ae
www.alberta.ca
https://www.alberta.ca/
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exposing all provided information to any on-path attacker. The online chat ser-
vice (https://www.chat.dfwac.ae/Customer/Start) for the Dubai Foundation for
Women and Children (DFWAC) used the HTTP protocol. Victims are required
to enter name, email and questions before sending a chat request. Victims sensi-
tive information (e.g., name, email, and chat logs) is leaked because of the use of
HTTP. We found that 72/120 (60.0%) of websites in China only support HTTP
protocol, they however do not handle sensitive information (no forms to fill).

The Use of Third-Party Services for Core Functionality. We observed
two websites (safehorizon.org and rainn.org) in the USA using a 3rd-party ser-
vice for the sign-up functionality. Safehorizon.org utilizes go.pardot.com for this
functionality, consequently sending user’s email address, first and last name to
3rd-party servers. We noticed that three websites in Canada (canadianlabour.ca,
iheartmob.org and https://www.kruselaw.ca/) use a 3rd-party service during
user sign-up, leading to victims’ sensitive information being sent to the 3rd-party
domain, instead of the website’s domain. Consequently, on canadianlabour.ca,
victims’ first and last name, email address, phone number and location data are
sent to actionnetwork.org; their first and last name, email address and country
are also sent to the same address when asking for support on iheartmob.org.

5 Conclusion

The limited number of efficient anti-stalkerware app makes it difficult for users
to rely on such tools. In addition, based on our experiments, more than half
of the analyzed apps share sensitive data to other parties and use tracking ser-
vices for advertisement. Similarly, 65% of the websites dedicated to IPV victim
support use 3rd-party trackers, with 8% of them collecting PII. It should be
noted, however, that using only free stalkerware apps for our tests might not
give a thorough picture of anti-stalkerware effectiveness, as premium stalker-
ware apps could use more advanced techniques to evade detection. Our analysis
provides a lower bound of the help these solutions can provide, and makes it
easy to extrapolate to a larger testing set the effectiveness of apps that fail to
detect free stalkerware. Testing such paid apps would provide more insights into
this problem. Detection tools providers and developers should be aware of the
data gathered by 3rd-party libraries and avoid using them for their apps and/or
websites; it is crucial to ensure that no PII is used or collected by these apps.
Improving the detection rate should also be a priority. We recommend using
multiple trusted, up-to-date package name databases (like Echap’s repository of
stalkerware indicators [8]) and relying more on local analysis rather than cloud-
based ones. Similarly, anti-stalkerware websites’ developers should ensure that
3rd-party scripts they use are not performing any user tracking. As victims’ data
is highly sensitive, these support websites should avoid using any tracking ser-
vices, like session replay services. Finally, we hope that our work provides insight
for developers to improve these platforms and make them as safe and useful as
possible for IPV victims in need of help.

https://www.chat.dfwac.ae/Customer/Start
https://www.kruselaw.ca/
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Abstract. Whistleblowing refers to reporting misconduct to responsible
authorities. With accelerating digitalization and the European Union’s
new whistleblower directive, large numbers of whistleblowing channels
and company web pages that act as gateways to these services have been
deployed. At the same time, on modern websites rife with third-party
services such as web analytics, this development introduces privacy chal-
lenges. In the current study, we analyze websites of 15 Finnish companies
and the whistleblowing services they employ in order to assess whether
they inadvertently reveal identifying personal data to the employee’s
company and third parties. Results indicate there is reason for serious
concern about the privacy of whistleblowers who report wrongdoings
online.

Keywords: Whistleblowing · reporting channels · data leaks ·
third-party services · online privacy

1 Introduction

Whistleblowing is the act of disclosing illegal, unethical, or unsafe activities
within an organization to the parties that are able to take corrective action
[7,16]. Whistleblowers play an important part in exposing wrongdoing, fraud,
corruption, as well as other types of misconduct in an organization or company. A
whistleblower is typically an employee, former employee, or insider who discloses
wrongdoing or misconduct that may involve violations of laws or regulations.

Whistleblowing is recognized as a pivotal mechanism for exposing wrongdo-
ing within organizations, promoting transparency and protecting public interest
[22]. In Finland, for instance, the Whistleblower Act has been enacted to imple-
ment the European Union’s whistleblower directive. Private sector employers
that regularly employ at least 250 employees and public sector employers with
at least 50 employees now have the obligation to maintain a confidential inter-
nal whistleblowing channel1. Moreover, a new centralized reporting channel has
been adopted among authorities2.
1 https://www.twobirds.com/en/trending-topics/the-eu-whistleblowing-directive/

implementation-status/finland.
2 https://oikeuskansleri.fi/en/centralised-external-reporting-channel.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
L. Fritsch et al. (Eds.): NordSec 2023, LNCS 14324, pp. 37–53, 2024.
https://doi.org/10.1007/978-3-031-47748-5_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47748-5_3&domain=pdf
https://www.twobirds.com/en/trending-topics/the-eu-whistleblowing-directive/implementation-status/finland
https://www.twobirds.com/en/trending-topics/the-eu-whistleblowing-directive/implementation-status/finland
https://oikeuskansleri.fi/en/centralised-external-reporting-channel
https://doi.org/10.1007/978-3-031-47748-5_3
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Data protection and confidentiality are very important when whistleblowers
use reporting channels [3,28]. As modern websites are rife with various embedded
third-party services such as web analytics tools, it is fair to ask whether these
third parties are also present in the context of whistleblowing channels and
whether the online privacy of whistleblowers is adequately safeguarded. At the
same time, the organization or the company itself should not be able to identify
the whistleblowers. After all, organizations may perceive whistleblowers as a
potential threat [14]. No identifying personal data on users of these reporting
channels should leak to the company or any third parties.

This study explores the privacy implications of third-party services that may
be present in either 1) the company web page leading to the whistleblowing
channel, or 2) the whistleblowing channel itself. We study the websites of 15 large
Finnish companies and their whistleblowing channels. We analyze the network
traffic to see whether identifying personal data and data revealing the intent
to use the whistleblowing services is leaked to third parties or to the company
that is being reported. Additionally, we also analyze the dark patterns on the
websites’ cookie notices and assess the transparency of privacy policies on the
company websites. By examining these aspects, we shed light on the potential
risks whistleblowers face when using reporting channels and offer insights into
safeguarding their privacy.

To the best of our understanding, no actual peer-reviewed research on the
subject of third-party data leaks in whistleblowing services has thus far been
published. However, there have been master’s level theses that touch upon this
topic. Lehtola [18] presents a case study on a whistleblowing web application
and analyzes its network traffic to ensure there are no third-party data leaks.
Uddholm [26] also discusses the threat of third parties in whistleblowing services
and proposes an approach based on cryptography to protect the submission sent
by whistleblowers. The scarcity of studies on this topic is most likely due to
the fact that the regulations mandating corporations to have these kinds of
channels are quite recent. Our analysis of third-party data leaks in company
pages leading to reporting channels as well as in actual whistleblowing services
fills this research gap.

The remainder of the paper is structured as follows. Section 2 explains how
the analyzed company websites were selected and outlines the used study meth-
ods. Section 3 presents the results of the study. Section 4 summarizes the key
findings of the study and discusses the potential consequences of data leaks in
whistleblowing channels. From the viewpoint of software engineering, the section
also explores ways to ensure personal data is not leaked to third-party services.
Finally, Sect. 5 concludes the paper.

2 Method and Study Setting

In this study, we assess the privacy of the whistleblowing services of 15 Finnish
companies. In each case, this includes both the page on the company website
linking to the whistleblowing service and the reporting channel itself. The com-
pany websites were selected to be studied from a list of largest corporations in



Data Leaks in Web-Based Whistleblowing Channels 39

Finland maintained by Asiakastieto3, a Finnish company providing information
on businesses. A couple of companies chosen from the list were omitted from
the study, as they did not appear to have whistleblowing channels that could
be openly accessed by non-employees. In the current study, we will refer to the
selected companies anonymously using labels such as Corporation 1.

To assess the privacy of the selected company websites and analyze potential
data leaks to the company and third-party services, a short testing sequence
was run on the company websites. First, all cookies and data collection were
consented to on the studied websites. We then navigated from the landing page
of the web service to the page leading to the web-based whistleblowing channel.
The reporting channel was then opened and information was filled in to see
whether there were any leaks of reported data. However, the reporting process
was aborted before submitting any information.

Recording of the network traffic was carried out with Google Chrome’s Devel-
oper Tools. Recording was performed with the cache disabled to prevent distor-
tion of test results due to previously cached data. The network traffic recorded
during this testing sequence was saved in log files for further review. As the log
files were analyzed, we extracted two types of personal data from web requests:

– Identifying information: Personal data that can be used to identify the visitor
of the website, such as IP address or other user or device specific identifiers.

– Contextual information: Data containing sensitive contextual information,
for instance data showing that the user has visited a page leading to the
whistleblowing service or clicked a link leading to this service. Obviously, the
whistleblowing service itself leaking the information about a visitor using it
(e.g. the URL of the service) is also highly sensitive data.

We also assessed the dark patterns present in cookie consent banners of the
studied websites. The presence of these deceptive design practices that aim to
persuade the user to give their consent to third-party cookies and data collection
can have adverse effects for the privacy of the whistleblowing process. To evaluate
dark patterns, we used selected dark pattern descriptions from “Report of the
work undertaken by the Cookie Banner Taskforce” by European Data Protection
Board4. The document outlines various poor practices in cookie banner design
that are considered as dark patterns. In this study, we look at the four specific
dark patterns: 1) missing rejection button on the first layer of the cookie banner,
2) pre-ticked selection boxes when choosing to give consent, 3) deceptive button
colors, and 4) deceptive button contrasts. These dark pattern types were singled
out for study due to their simplicity in analysis and the absence of significant
ambiguity. Moreover, we also observed whether the studied websites completely
failed to ask for consent to use cookies.

In addition to network traffic analysis and assessment of dark patterns, the
privacy policies of the studied websites were also looked into. These documents
3 https://www.asiakastieto.fi/yritykset/top-listat.
4 https://edpb.europa.eu/our-work-tools/our-documents/other/report-work-

undertaken-cookie-banner-taskforce en.

https://www.asiakastieto.fi/yritykset/top-listat
https://edpb.europa.eu/our-work-tools/our-documents/other/report-work-undertaken-cookie-banner-taskforce_en
https://edpb.europa.eu/our-work-tools/our-documents/other/report-work-undertaken-cookie-banner-taskforce_en
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were perused to see whether sharing of data to third parties was adequately
reported and transparency of these documents was gauged by examining how
well their contents corresponded to the actual network traffic. Specifically, we
wanted to see whether there were any mentions about personal data related to
the use of whistleblowing services.

Finally, as “personal data” is a central concept in this paper, this term needs
to be briefly defined. We adopt the definition given in GDPR and also used
by the Finnish Office of the Data Protection Ombudsman. Therefore, personal
data is “all data related to an identified or identifiable person”5 Following this
definition, technical information such as IP addresses, device identifiers, accurate
location data or any data point that identifies the user of the services counts as
personal data. It must also be noted that while many technical details such as
device type or screen resolution alone are not sufficient to identify someone, a
combination of these data items can be used for identification. Therefore, they
are also included in the definition of personal data.

3 Results

Our results indicate several and severe flaws in the privacy of the company web-
sites, specifically sub-pages which link to whistleblowing services. Most strik-
ingly, we discovered one whistleblowing channel that actually leaked sensitive
data to a third party, but in addition to this, a large majority of the pages which
were used to access these services from the corporation websites did also leak
data. In total, 13 out of the 15 corporations (86.7%) leaked the data about click-
ing the link leading to the whistleblowing service to a third-party actor, while
14 websites (93.3%) revealed that the user was at least interested in the whistle-
blowing (as they either visited the whistleblowing-themed page or clicked the
link to a reporting channel). Some of the corporations leaked this information
to more than one of the third parties involved. Also, on 2 websites (13.3%), the
link clicks also leaked internally to the corporation in question. In what follows,
we will delve deeper into these findings.

3.1 Types of Data Leaks

We discovered there were three main types of contextual data leaks on the
researched corporation websites:

– The visited URL leaks. In this first leak type, the address of the current page
leaks. This information, combined with identifying details on the user, can
be used to deduce that the user is interested in the whistleblowing channel,
provided that the page is dedicated to the whistleblowing service (e.g. a cor-
poration page discussing the whistleblowing process and containing a link to
a whistleblowing channel).

5 See the definitions at https://gdpr.eu/eu-gdpr-personal-data/ and https://
tietosuoja.fi/en/what-is-personal-data.

https://gdpr.eu/eu-gdpr-personal-data/
https://tietosuoja.fi/en/what-is-personal-data
https://tietosuoja.fi/en/what-is-personal-data
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– The link click leaks. The second leak type discloses the fact that the user has
clicked on a specific link leading to a whistleblowing channel. Therefore, the
leak gives a definite confirmation that the user has accessed the whistleblow-
ing channel and likely intends to file a report.

– The link address leaks. In the third leak type, the destination address of the
clicked link is leaked, which usually directly contains the name of the used
whistleblowing service.

As we will see in this section, in most cases these leaks are relevant in the
context of third-party services that receive the data. These leaks take place
on a corporation page linking to a whistleblowing service. The leaks can also
happen internally when the information leaks to the corporation running the
website. In the case of the first leak type, however, it is quite self-evident that
the corporation can always track visited pages on its own websites, even without
using third-party analytics services. The third leak type, link address leak, is not
that relevant internally either, because the company knows the whistleblowing
service it uses. The second type, however, is highly relevant: if the company gets
to know who clicks the link to access the whistleblowing service, the employee
reporting the misconduct may be in serious trouble. Finally, aside from the
company website, the visited URL can also leak inside a whistleblowing channel
along with identifying technical details on the user. This data leak type is also
addressed in our study.

3.2 Third Parties and Contextual Data Leaks

The total number of different third-party analytics services identified in the
study was as high as 31. This gives us the average of 2.1 data collection tools
per corporation, but it should be noted that the majority of the corporations
used more than 3, with one corporation deploying even as much as 11 different
analytics services on their website. However, there was a significant degree of
overlap among the tools used, with Google, for instance, being present in the
vast majority of the inspected websites.

Figure 1 shows the third-party tools that were found to leak personal data
outside the company domain. It also displays the total number of three types
of third-party data leaks we discussed in Sect. 3.1: 1) leaks of visited URLs, 2)
link click leaks, and 3) link URL leaks. Figure 2 provides a different overview of
these data leak types: it shows the numbers of the data leaks per corporation
and data leak type.

Among the found analytics services were the globally largest analytics
providers such as Google Analytics and Facebook, but also smaller and less
well-known services such as 2o7.net (used by Adobe Systems for their web ana-
lytics and tracking services). There was exactly one company (Corporation 10)
whose website did not leak any data belonging to the three categories above. In
addition, there was one other company (Corporation 3) that did not leak the
link click to third parties. In other words, 13 corporation websites leaked link
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Fig. 1. Corporations, data leak types, and third parties data leaked to. On the left,
the figure shows number of data leaks for each corporation. The sums of three different
data leak types are presented in the middle. Finally, the right side shows the number
of data leaks going to each third party.

clicks to at least one third party. There were also five company websites (Corpo-
rations 6, 7, 8, 11, 12) that did not leak information about visiting the page to
access the whistleblowing service, but still leaked the critical information about
clicking the link and the address of the whistleblowing service.

As shown by Fig. 1, Google Analytics was the most common third-party
service that was used, being present in 14 out of 15 (93.3%) of the studied
websites. It alone accounted for 28 out of 66 (42.42%) of all data leaks found
in this study, when all three categories of data leaks are accounted for, which
demonstrates the extensive reach of Google as an operator in the field of data
collection in general. The second largest source of leaks was Facebook (Meta),
which accounted for 15 out of 66 (22.73%) of all leaks detected, which is not
surprising either, as Facebook is also a major actor in data collection industry. All
the rest of the data analytics tools that leaked data outside corporation domains
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Fig. 2. Corporations with numbers of different types of data leaks.

had shares ranging from 1 (1.4%) to 4 (6.06%) out of 66, with the largest among
these being LinkedIn (4 leaks), followed closely by Dynamics 365/Microsoft and
2o7.net (3 leaks each).

What is important to consider is that while the study found 31 analytics
tools in total among the 15 corporations inspected, only 38% of them leaked
contextual data that was of interest in this study, suggesting that there are ways
to deploy these tools with relative safety in regards to user privacy, and that
there are tools which are safer than others in this aspect. Likewise, in several
instances it was found that the same tool leaked data from one corporation, but
not the other, which implies that the other major culprit in the data leakages
we found are the specific configurations of these services.

It is worth noting that the absolute number of URL leakages was higher than
just those we have focused on in this study. For example, while some websites
leaked the URL of a page linking to the whistleblowing service, the URL was
often too generic to indicate that the user is interested in using the whistleblow-
ing channel. For instance, www.company.fi/contact is too generic and includes
other topics and functionalities in addition to the link to a whistleblowing chan-
nel. On the other hand, URLs such as www.company.fi/whistleblowing quite
clearly indicates that the page is about whistleblowing. Therefore, generic pages
such as “contact information” pages were not counted as leaked URLs as it is

https://www.company.fi/contact
https://www.company.fi/whistleblowing
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impossible to deduce the user’s intention to use whistleblowing service based on
the URL or the page contents.

3.3 Identifying Personal Data

While this research has focused mainly on whether the current URL, clicking of
the whistleblowing service link and the link URL were leaked to third parties, it
bears mentioning that all of the surveyed tools did leak personal data that can
be used for the identification of the user. These data points included cid numbers
(client ID, a unique identifier for the combination of a device and browser), IP
address, device screen size, operating system, and other technical details. While
some of these items (such as screen size and operating system) in themselves
cannot be used to definitely pinpoint any single person, other details such as cid
numbers and IP addresses usually can. When combined, all these details can be
used to build a digital fingerprint of the user, which can then be used to identify
the user using the service.

Recital 26 of the GDPR states that when determining if an individual can
be identified, “account should be taken of all the means reasonably likely”6 to
lead to an individual’s direct or indirect identification. This includes assessing
factors such as the costs and time involved in identifying a person, as well as the
existing technological capabilities and advancements. For instance, IP addresses
can be considered personal data in accordance with the decision of the Court of
Justice of the European Union in the Breyer case [1,5], even in the cases where
additional information must be obtained from a third party, such as a internet
service provider, to identify a specific individual.

Together, this identifying information and the contextual information such
as link click event tell a third-party service – and in some cases to the company
– who has potentially used the whistleblowing service. Especially technology
giants like Google and Facebook are very likely to have a good understanding
about whom certain IP addresses and device identifiers belong to. For example,
the user just has to log into their services and a connection between IP address
and person can be made.

However, the companies we have studied may be able to make this con-
nection as well, even without obtaining information from a third party. For
instance, this may be the case if the whistleblowing service is accessed from a
corporation-owned and issued (work laptops, smartphones and tablets) device,
especially if the whistleblowing channel is accessed from a corporation network.
Obviously, corporations should never be able to learn the identities of whistle-
blowers.

6 https://www.privacy-regulation.eu/en/recital-26-GDPR.htm.

https://www.privacy-regulation.eu/en/recital-26-GDPR.htm
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3.4 Leaky Whistleblowing Service

As stated before, only one actual whistleblowing service was found to leak data
to a third party – all the other leaks were on company pages leading to the actual
reporting channels. This service was used by the Corporation 5, and it leaked the
data to New Relic, which is a web analytics service company headquartered in
the USA. It seems the whistleblowing solution used by Corporation 5 and imple-
mented by a Finnish software company, includes the New Relic analytics service
as a built-in component. The URL of the whistleblowing channel and the user’s
IP address were leaked to New Relic, which is a grave privacy violation consid-
ering the nature of this kind of reporting channel. Since the software company
behind the whistleblowing solution themselves advertises their service as “safe
and compliant with EU directives”, it seems safe to assume that the corporation
that deployed this service is not aware of the deficiency in their whistleblowing
channel.

Naturally, the fact that this kind of a data leakage combining the IP address
and URL exists in a whistleblowing channel is a cause for grave concern. It should
be noted that this particular whistleblowing channel was implemented using
a service obtained from a vendor that is known to incorporate the New Relic
analytics tool into their products, which is likely to be the reason for the leakage.
Other inspected whistleblowing channels, implemented in more appropriate ways
for this kind of service, did not have such flaws.

While it is a good result that 14 out of 15 whistleblowing channels were free
of third-party data leaks, the leak we found clearly shows that even developers
specifically designing highly confidential whistleblowing channels make mistakes
by including third-party services and not testing their software products prop-
erly. In addition, the corporation using the whistleblowing channel has also failed
to assess the privacy of the product in question.

3.5 Internal Leaks to Corporations

Internal leaks to corporations are more difficult to track with our test setup than
third party leaks. Any website owner can track the IP addresses of visitors as well
as the pages they visit, so the visits to the page which links to a whistleblowing
service can potentially always be tracked on the server side (which cannot be
studied here). However, the information on link clicks have to be specifically sent
to the company. We found that this happened in 2 out of 15 cases (13.3%). The
address of the clicked link was also sent to the company server in both cases.
With this information, the company can be sure that a user has not only visited
the page concerning the whistleblowing procedure, but also knows for sure that
the user has accessed the whistleblowing channel and intends to make a report.
While it has been well understood that some trusted external party, and not the
company itself, should implement and maintain the reporting channel, the pages
hosted by the company leading to whistleblowing channels remain a significant
problem in terms of privacy.
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Table 1. Dark patterns on cookie banners of the studied company websites.

Type A Type B Type D Type E

Website No reject
button on
first layer

Pre-
ticked
consent
boxes

Deceptive
colors

Deceptive
contrast

Corporation 1

Corporation 2

Corporation 3

Corporation 4

Corporation 5

Corporation 6

Corporation 7

Corporation 8

Corporation 9

Corporation 10

Corporation 11

Corporation 12

Corporation 13

Corporation 14

Corporation 15

3.6 Dark Patterns and Privacy Policies

Table 1 shows the results of our evaluation of the dark patterns found in the
cookie consent banners of the corporation websites. The red color indicates a
deceptive pattern was present, while the green color signifies that the website
adheres to a user-friendly practice. As can be seen here, there were several defi-
ciencies in these banners, mainly of the type that exhibited psychologically mis-
leading use of color and contrast in accept and reject buttons. In total, 14 out of
the 15 (93.4%) studied corporations used these deceptive patterns in their cookie
consent banners. Corporations 4, 11 and 13 fared slightly worse than the rest
when it comes to dark patterns, with all three of these lacking obvious rejection
button for cookies in the first layer of the banner, and number 13 using pre-
ticked consent boxes, which per the GDPR7 are not considered to be sufficient
to grant consent. Only one website (Corporation 7) in the study fared obviously
better than the rest, and exhibited none of the design principles which could be
seen as dark patterns.

The discrepancies between the stated privacy policy and the actual data
collection practiced by the corporation websites are detailed in Table 2. The red

7 https://www.privacy-regulation.eu/en/recital-32-GDPR.htm.

https://www.privacy-regulation.eu/en/recital-32-GDPR.htm


Data Leaks in Web-Based Whistleblowing Channels 47

Table 2. Transparency of the studied privacy policies.

Website Tells
about
collecting
iden-
tifying
personal
data

All 3rd
parties
men-
tioned

Informs
that data
about
link
clicks is
collected

Corporation 1

Corporation 2

Corporation 3

Corporation 4

Corporation 5

Corporation 6

Corporation 7

Corporation 8

Corporation 9

Corporation 10

Corporation 11

Corporation 12

Corporation 13

Corporation 14

Corporation 15

color implies a discrepancy, while green indicates the privacy policy informs the
user properly. Our inspection of the privacy policies yielded quite similar results
to what other studies on privacy policies [9,12,13,24] in general have found out.
In practice, there are very common discrepancies between what is said in the
privacy policy and how the data collection actually happens. Privacy policies
were quite often, but not always, full of opaque and ambiguous wordings, the
intent of which was hard to decipher. Due to this, 6 out of 15 corporation websites
failed to clearly inform the user about identifying data collection in general and
14 out of 15 failed to inform that all link clicks will also be tracked. It was also
quite common that the third parties to which the data was leaked to were not
clearly named in the privacy policy, with only 7 out of 15 (46.6%) corporations
sufficiently naming all third parties. Only one (6.6%) of the studied corporations
(Corporation 3) had a privacy policy that – in terms of the criteria we assessed
here – adequately disclosed the extent of the data processing activities on their
website, while all of the rest (93.4%) did not.
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4 Discussion

4.1 Key Findings

Outlined below are the key takeaways from our results:

– Prevalence of data leaks. Majority of the corporation websites (86.6%) stud-
ied in this research were found to leak data to third parties that could be
used to identify that a visitor had accessed the whistleblowing channel of the
corporation.

– Internal leaks about using the whistleblowing channel. In two of the studied
websites, it was observed that the corporation itself obtained information
about the use of the link leading to whistleblowing service.

– Whistleblowing channel leak. One actual whistleblowing channel leaked its
URL address along with identifying user information, revealing its use to a
third party.

– Discrepancy in the data leakages across websites that used similar tools. We
found that due to different configurations, there were clear differences in the
severity of the data leaks between corporation websites that used similar data
analytics tools.

– Google’s pervasive influence. Google Analytics was the most common analyt-
ics service to be used by the corporation websites, being found deployed on
14 out of the 15 (93.3%) observed websites. It also accounted for 28 out of 66
(42.42%) of all data leaks found in the current study.

4.2 Implications for Whistleblowers

If the personal data leaked to the company or third parties contains identifying
details on the whistleblower, their anonymity can be compromised. The disclo-
sure of such data can have various severe consequences, including retaliation, loss
of trust, and negative impacts on ongoing investigations and society in general
[15].

First, data leaks in whistleblowing channels can lead to a danger of retalia-
tion. If the identity of the whistleblower is revealed to the implicated individual
or company, they can engage in reprisals or intimidation tactics against the
whistleblower [27]. This can have the effect of deterring potential future whistle-
blowers from using reporting channels. This is because whistleblowers can be
considered a threat by companies and organizations [20], and seen as individuals
who refuse to abide by the organizational norms [4,14]. Therefore, whistleblow-
ing carries substantial personal risks and can have negative consequences for
one’s career progression [17].

These consequences, in turn, can have a chilling effect on whistleblowing
activities as a whole [10]. As potential whistleblowers see the effects of data leaks
on people reporting wrongdoings, it is likely they will be discouraged from using
the reporting channel. This undermines the whole whistleblowing process and
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hampers uncovering important information. Whistleblowing services are built on
trust and confidentiality [19] and a data leak to third-party services erodes this
trust. Users hesitate to report cases of misconduct if they do not believe their
personal data is safe, which may also have adverse effects on the reputation of
the company, as well as the provider of the whistleblowing service.

Moreover, ongoing investigations or legal cases may rest on details reported
in the whistleblowing service. In these cases, a data leak can endanger those
efforts. Upon learning that the reporting channel has been used by a specific
individual, the parties under investigation may attempt to evade scrutiny or
cover up evidence. Likewise, data leaks may have an impact on public interest in
general. Whistleblowers often report information that is of public concern, such
as fraud, corruption, or safety violations [2,21]. Accountability of companies
and organizations can be hindered if information is prevented from reaching
the public due to a third-party data leak. Consequently, this can have profound
negative repercussions for society.

Aside from these negative consequences discussed above, it is simply ethically
questionable that such sensitive personal data is leaking to third parties. Third
parties can use the data to further refine profiles they may be building for users.
The more third parties get hold of the personal data and store it somewhere,
the more likely it is that some “fourth party” also comes to possess the collected
data at some point.

4.3 Recommendations for Web Developers

While maintaining user privacy in websites is always important, developers of
whistleblowing websites should take several important things into account due to
the special nature of these websites. The most important of these considerations
is whether third party analytics services should even be included into the website
design, as it is very questionable whether they bring any added value to whistle-
blowing services. After all, these kinds of websites are built to be used by people
who are intent on exposing secrets of often criminal or at least of highly question-
able nature, of wrongdoings by those in positions of power and of other kinds
of workplace misconduct. This can involve reporting actions such as financial
fraud, violations of corporate social responsibility principles, harassment, dis-
crimination, and workplace safety violations. Bringing such actions to light puts
the whistleblower in a position where remaining anonymous is paramount, for
the compromization of this secrecy can lead to dire consequences, both socially,
career-wise and even physically.

Web analytics, on the other hand, are meant for observing the user actions,
usually in the name of “improving the user experience” of the website. On the
other hand, web-based whistleblowing services are – at least hopefully – websites
that users do not visit often. In the best case scenario, no one has to ever
use these services, and those using them are ultimately interested only in their
practical usability and securing their own anonymity. Both requirements can be
met appropriately without any constant user surveillance. Several other studies
on privacy violations in other types of websites have shown that third-party
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analytics services are very prone to leaking sensitive information that can be
utilized in identifying the user, usually to the private enterprises developing these
tools [6,11,23]. When large corporations are involved, as they are in the case of
whistleblowing websites inspected in this research, it is not outside the realm of
possibility that such actors could access this leaked information to decipher the
identity of whistleblower amidst their ranks.

All of the aforementioned factors combined speak strongly against using
third-party analytics services at all in these websites. Even if for some reason
they must be used, these tools should be locally deployed or even custom-made
specifically for the website in question. Previous research (see e.g. [9,11]) has
clearly shown that the presence of third-party analytics services at any web-
site or other online application has a strong correlation with data leakages to
these third-parties themselves, and such potential privacy violations can not be
allowed to happen in the case of whistleblowing services.

Apart from not using the analytics services at all, certain other precautions
should also be implemented by the developers working on such projects. First of
all, a thorough network traffic analysis should be conducted at the testing phase
of the website in question, similar in methodology to what we have used in this
paper, to ensure that no data leakages occur. Objections to such practices might
be raised by either the development team, for increased workload, or by the
customer due to increased costs. It should be noted, however, that performing
this kind of analysis is not very laborious, requiring neither specialized tools,
specific expertise nor many hours of work. Therefore, both cost and time con-
straints should not be obstacles. The lack of, or active rejection of performing,
such testing can be considered a form of gross negligence.

The avoidance of dark patterns in both the website and cookie consent banner
design is especially important when building services of this nature. The propa-
gation of such unsavory design practices has become all too common in contem-
porary web development, and previous research [8,25] on this phenomenon has
revealed that the stark majority of website cookie consent banners exhibit at
least some characteristics that can be defined as dark patterns. The developers
should consult the recommendations agreed upon by the European Data Pro-
tection Board, which has produced a report (See footnote 4) detailing several
common practices that can be considered intentionally and actively misleading
to the users, tricking them to give consent to data collection they would not
otherwise agree to. These elements include psychologically manipulative use of
colors and contrast, pre-ticked consent boxes which are often “hidden” to the
next layer of the banner, clear absence of rejection button and such. Several
studies [9,12,13,24] conducted on privacy policies have also concluded that it is
not just the cookie consent banners that are problematic in this sense, but also
the privacy policy declarations detailing the data collection practices used by
the service. This research has shown that in the majority of cases, privacy poli-
cies are either erroneous, actively misleading or expressed with both ambiguous
and overly technical terms. Therefore, a layperson, not accustomed to legal or
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technical jargon, can hardly be required to correctly understand the contents of
these documents.

This study very clearly highlights the fact that the privacy of whistleblowing
channels is not just about the privacy of the channel itself. It is very important to
address the confidentiality of the company website that links to this channel, and
specifically the sub-page containing the link to the whistleblowing service. As
our research suggests, all too often clicking these links leaks information to the
deployed analytics tools, which in itself could jeopardize the privacy and safety
of the users of the service. As we saw in Sect. 3, 13 out of 15 (86.7%) of inspected
websites leaked the information of clicking this link to third parties. In 2 cases
(13.3%) the information about clicking this link was even leaked internally to
the company in whose website the whistleblowing service was operated. In 9 out
of 15 (60.0%) websites the URL of the page where the link to whistleblowing
was positioned was leaked. While even the leakage of visiting these pages to
outside actors is not acceptable, it is needless to say that leaking such information
internally to the company in question is quite alarming. These findings should
serve as stark examples of how not to plant web analytics in the pages linking to
whistleblowing services, and underline the need to seriously deliberate whether
such tools should be deployed at all.

All of the various recommendations brought forth in this section lead us
to the root issue at the heart of this problem, namely that the web analytics
have become so commonplace, and that there is an ongoing trend to deploy
as many of these tools to the contemporary websites as is possible. Many of
the inspected websites, both in this study and in previous research [9], have
several analytics tools operating simultaneously, essentially collecting similar
data about their users. Even if there would be an initial need to have some kind
of analytics present in the website, it is hard to see the reason for deploying
several almost identically operating services at the same time, especially since
many of them collect basically the same data points about the user. The more
there are analytics services in use, the more there are potential points of leakage
that may elude the developers and administrators of the website even if proper
precautions are in place. The reason for this overpropagation of analytics services
is most likely born out of the current internet climate, in which the use of
analytics services and tracking tools is regarded as being completely normal,
even when there would be very little actual reason for doing so. Specifically in
the case of whistleblowing websites, such needs are dubious under the best of
the circumstances, and both the developers and the companies should take this
to heart when designing and developing these services. Generally, encouraging
developers to adopt ethical web development practices such as Ethical Web Dev8

would be beneficial.

8 https://edri.org/our-work/ethical-web-dev-2/.

https://edri.org/our-work/ethical-web-dev-2/
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5 Conclusion

We have provided an overview of the data leaks related to whistleblowing in
the websites of 15 large Finnish corporations and the external whistleblowing
services they utilize. The results strongly indicate that the analytics services
planted in pages leading to reporting channels are the main culprits of these
data leaks. An external analytics service received a clear indication of the user
accessing the whistleblowing channel in 13 out of 15 cases (86.7%). In one case,
even the whistleblowing channel itself leaked data revealing its use to a third
party. Moreover, on 2 occasions the corporation being reported also received
the information about the user accessing the whistleblowing service. This can
be especially dangerous for an individual if the company is able to link the
identifying technical information to them. Lastly, we also found that 14 out of
15 (94.4%) had dark patterns in their cookie consent banners, persuading the
user to accept data collection, further enabling data leaks. We hope these results
serve as a reminder to website developers to be more mindful of the third parties
when planning their websites and especially critical pages such as ones discussing
whistleblowing and linking to reporting channels.
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1 Advanced Technologies Institute, 10 Dinu Vintilă, Bucharest, Romania
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Abstract. Let N = pq be the product of two balanced prime numbers
p and q. Elkamchouchi, Elshenawy and Shaban presented in 2002 an
interesting RSA-like cryptosystem that uses the key equation ed−k(p2−
1)(q2 − 1) = 1, instead of the classical RSA key equation ed − k(p −
1)(q−1) = 1. The authors claimed that their scheme is more secure than
RSA. Unfortunately, the common attacks developed against RSA can be
adapted for Elkamchouchi et al.’s scheme. In this paper, we introduce a
family of RSA-like encryption schemes that uses the key equation ed −
k(pn − 1)(qn − 1) = 1, where n > 0 is an integer. Then, we show that
regardless of the choice of n, there exists an attack based on continued
fractions that recovers the secret exponent.

1 Introduction

In 1978, Rivest, Shamir and Adleman [29] proposed one of the most popular
and widely used cryptosystems, namely RSA. In the standard RSA encryption
scheme, we work modulo an integer N , where N is the product of two large prime
numbers p and q. Let ϕ(N) = (p − 1)(q − 1) denote the Euler’s totient function.
In order to encrypt a message m < N , we simply compute c ≡ me mod N ,
where e is generated a priori such that gcd(e, ϕ(N)) = 1. To decrypt, one needs
to compute m ≡ cd mod N , where d ≡ e−1 mod ϕ(N). Note that (N, e) are
public, while (p, q, d) are kept secret. In the standard version of RSA, also called
balanced RSA, p and q are of the same bit-size such that q < p < 2q. In this
paper, we only consider the balanced RSA scheme and its variants.

In 2002, Elkamchouchi, Elshenawy and Shaban [15] extend the classical RSA
scheme to the ring of Gaussian integers modulo N . A Gaussian integer modulo N
is a number of the form a+bi, where a, b ∈ ZN and i2 = −1. Let ZN [i] denote the
set of all Gaussian integers modulo N and let φ(N) = |Z∗

N [i]| = (p2 − 1)(q2 − 1).
To set up the public exponent, in this case we must have gcd(e, φ(N)) = 1.
The corresponding private exponent is d ≡ e−1 mod φ(N). In order to encrypt
a message m ∈ ZN [i], we simply compute c ≡ me mod N and to decrypt it
m ≡ cd mod N . Note that the exponentiations are computed in the ring ZN [i].
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The authors of [15] claim that this extension provides more security than that
of the classical RSA. In the following paragraphs we present a series of common
attacks that work for both types of cryptosystems.

Small Private Key Attacks. In order to decrease decryption time, one may prefer
to use a smaller d. Wiener showed in [33] that this is not always a good idea.
More exactly, in the case of RSA, if d < N0.25/3, then one can retrieve d from
the continued fraction expansion of e/N , and thus factor N . Using a result
developed by Coppersmith [12], Boneh and Durfee [5] improved Wiener’s bound
to N0.292. Later on, Herrmann and May [19] obtain the same bound, but using
simpler techniques. A different approach was taken by Blömer and May [3], whom
generalized Wiener’s attack. More precisely, they showed that if there exist three
integers x, y, z such that ex−yϕ(N) = z, x < N0.25/3 and |z| < |exN−0.75|, then
the factorisation of N can be recovered. When an approximation of p is known
such that |p − p0| < N δ/8 and δ < 0.5, Nassr, Anwar and Bahig [25] present a
method based on continued fractions for recovering d when d < N (1−δ)/2.

In the case of Elkamchouchi et al., a small private key attack based on con-
tinued fractions was presented in [7]. Using lattice reduction, the attack was
improved in [28,34]. The authors obtained a bound of d < N0.585. A generaliza-
tion of the attack presented in [7] to unbalanced prime numbers was presented in
[9]. Considering the generic equation ex−yφ(N) = z, the authors of [8] describe
a method for factoring N when xy < 2N − 4

√
2N0.75 and |z| < (p − q)N0.25y.

An extension of the previous attack was proposed in [27].

Multiple Private Keys Attack. Let � > 0 be an integer and i ∈ [1, �]. When mul-
tiple large public keys ei � Nα are used with the same modulus N , Howgrave-
Graham and Seifert [20] describe an attack against RSA that recovers the cor-
responding small private exponents di � Nβ . This attack was later improved
by Sarkar and Maitra [30], Aono [1] and Takayasu and Kunihiro [31]. The best
known bound [31] is β < 1 − √

2/(3� + 1). Remark that when � = 1 we obtain
the Boneh-Durfee bound.

The multiple private keys attack against the Elkamchouchi et al. cryptosys-
tem was studied by Zheng, Kunihiro and Hu [34]. The bound obtained by the
authors is β < 2−2

√
2/(3� + 1) and it is twice the bound obtained by Takayasu

and Kunihiro [31]. Note that when � = 1 the bound is equal to 0.585.

Partial Key Exposure Attack. In this type of attack, the most or least signifi-
cant bits of the private exponent d are known. Starting from these, an adver-
sary can recover the entire RSA private key using the techniques presented by
Boneh, Durfee and Frankel in [6]. The attack was later improved by Blömer
and May [2], Ernst et al. [16] and Takayasu and Kunihiro [32]. The best known
bound [32] is β < (γ + 2 −

√
2 − 3γ2)/2, where the attacker knows Nγ leaked

bits.
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Zheng, Kunihiro and Hu [34] describe a partial exposure attack that works
in the case of the Elkamchouchi et al. scheme. The bound they achieve is β <
(3γ + 7 − 2

√
3γ + 7)/3. When γ = 0, the bound is close to 0.569, and thus it

remains an open problem how to optimize it.

Small Prime Difference Attack. When the prime difference |p − q| is small and
certain conditions hold, de Weger [14] described two methods to recover d, one
based on continued fractions and one on lattice reduction. These methods were
further extended by Maitra and Sakar [22,23] to |ρq − p|, where 1 ≤ ρ ≤ 2.
Lastly, Chen, Hsueh and Lin generalize them further to |ρq − εp|, where ρ and ε
have certain properties. The continued fraction method is additionally improved
by Ariffin et al. [21].

The small prime difference attack against the Elkamchouchi et al. public key
encryption scheme was studied in [11]. Note that when the common condition
|p−q| < N0.5 holds, their bound leads to the small private key bound d < N0.585.

Related Work. It is worth noting that our current undertaking shares similarities
with a prior work of ours [13], where we explored a cryptographic system closely
related to our own. Specifically, we studied the implications of generalizing the
Murru-Saettone cryptosystem [24], and the effect of using continued fractions to
recover the private key.

1.1 Our Contributions

We first remark that the rings Zp = Zp[t]/(t+1) = GF (p) and Zp[i] = Zp[t]/(t2+
1) = GF (p2), where GF stands for Galois field. Therefore, we can rethink the
RSA scheme as working in the GF (p) × GF (q) group instead of ZN . Also, that
the Elkamchouchi et al. scheme is an extension to GF (p2) × GF (q2) instead of
ZN [i]. This leads to a natural generalization of RSA to GF (pn)×GF (qn), where
n > 1. In this paper we introduce exactly this extension. We wanted to see if
only for n = 1 and n = 2 the common attacks presented in the introduction
work or this is something that happens in general. In this study we present a
Wiener-type attack that works for any n > 1. More, precisely we prove that
when d < N0.25n, we can recover the secret exponent regardless the value of n.
Therefore, no matter how we instantiate the generalized version, a small private
key attack will always succeed.

Structure of the Paper. We introduce in Sect. 2 notations and definitions used
throughout the paper. Inspired by Rivest et al. and Elkamchouchi et al.’s work
[15,29], in Sect. 3 we construct a family of RSA-like cryptosystems. After proving
several useful lemmas in Sect. 4, we extend Wiener’s small private key attack in
Sect. 5. Two concrete instantiations are provided in Sect. 6. We conclude our
paper in Sect. 7.
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2 Preliminaries

Notations. Throughout the paper, λ denotes a security parameter. Also, the
notation |S| denotes the cardinality of a set S. The set of integers {0, . . . , a} is
further denoted by [0, a]. We use � to indicate that two values are approximately
equal.

2.1 Continued Fraction

For any real number ζ there exists a unique sequence (an)n of integers such that

ζ = a0 +
1

a1 +
1

a2 +
1

a3 +
1

a4 + · · ·

,

where ak > 0 for any k ≥ 1. This sequence represents the continued fraction
expansion of ζ and is denoted by ζ = [a0, a1, a2, . . .]. Remark that ζ is a rational
number if and only if its corresponding representation as a continued fraction is
finite.

For any real number ζ = [a0, a1, a2, . . .], the sequence of rational numbers
(An)n, obtained by truncating this continued fraction, Ak = [a0, a1, a2, . . . , ak],
is called the convergents sequence of ζ.

According to [18], the following bound allows us to check if a rational number
u/v is a convergent of ζ.

Theorem 1. Let ζ = [a0, a1, a2, . . .] be a positive real number. If u, v are positive
integers such that gcd(u, v) = 1 and

∣
∣∣ζ − u

v

∣
∣∣ <

1
2v2

,

then u/v is a convergent of [a0, a1, a2, . . .].

2.2 Quotient Groups

In this section we will provide the mathematical theory needed to generalize the
Rivest, Shamir and Adleman, and the Elkamchouchi, Elshenawy and Shaban
encryption schemes. Therefore, let (F,+, ·) be a field and tn − r an irreducible
polynomial in F[t]. Then

An = F[t]/(tn − r) = {a0 + a1t + . . . + an−1t
n−1 | a0, a1, . . . , an−1 ∈ F}
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is the corresponding quotient field. Let a(t), b(t) ∈ An. Remark that the quotient
field induces a natural product

a(t) ◦ b(t) =

(
n−1∑

i=0

ait
i

)

◦
⎛

⎝
n−1∑

j=0

bjt
j

⎞

⎠

=
2n−2∑

i=0

⎛

⎝
i∑

j=0

ajbi−j

⎞

⎠ ti

=
n−1∑

i=0

⎛

⎝
i∑

j=0

ajbi−j

⎞

⎠ ti + r

2n−2∑

i=n

⎛

⎝
i∑

j=0

ajbi−j

⎞

⎠ ti−n

=
n−2∑

i=0

⎛

⎝
i∑

j=0

ajbi−j + r
i+n∑

j=0

ajbi−j+n

⎞

⎠ ti +
n−1∑

j=0

ajbn−1−jt
n−1.

3 The Scheme

Let p be a prime number. When we instantiate F = Zp, we have that An =
GF (pn) is the Galois field of order pn. Moreover, A∗

n is a cyclic group of order
ϕn(Zp) = pn − 1. Remark that an analogous of Fermat’s little theorem holds

a(x)ϕn(Zp) ≡ 1 mod p,

where a(x) ∈ A
∗
n and the power is evaluated by ◦-multiplying a(x) by itself

ϕn(Zp) − 1 times. Therefore, we can build an encryption scheme that is similar
to RSA using the ◦ as the product.

Setup(λ): Let n > 1 be an integer. Randomly generate two distinct large
prime numbers p, q such that p, q ≥ 2λ and compute their product N = pq.
Select r ∈ ZN such that the polynomial tn −r is irreducible in Zp[t] and Zq[t].
Let

ϕn(ZN ) = ϕn(N) = (pn − 1) · (qn − 1).

Choose an integer e such that gcd(e, ϕn(N)) = 1 and compute d such that
ed ≡ 1 mod ϕn(N). Output the public key pk = (n,N, r, e). The correspond-
ing secret key is sk = (p, q, d).
Encrypt(pk,m): To encrypt a message m = (m0, . . . ,mn−1) ∈ Z

n
N we first

construct the polynomial m(t) = m0 + . . . + mn−1t
n−1 ∈ A

∗
n and then we

compute c(t) ≡ [m(t)]e mod N . Output the ciphertext c(t).
Decrypt(sk, c(t)): To recover the message, simply compute m(t) ≡ [c(t)]d mod
N and reassemble m = (m0, . . . ,mn−1).

Remark 1. When n = 1 we get the RSA scheme [29]. Also, when n = 2, we
obtain the Elkamchouchi et al. cryptosystem [15].
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4 Useful Lemmas

In this section we provide a few useful properties of ϕn(N). Before starting our
analysis, we first note that plugging q = N/p in ϕn(N) leads to the following
function

fn(p) = Nn − pn −
(

N

p

)n

+ 1,

with p as a variable. The next lemma tells us that, under certain conditions, fn

is a strictly decreasing function.

Proposition 1. Let N be a positive integer. Then for any integers n > 1 and√
N ≤ x < N , we have that the function

fn(x) = Nn − xn −
(

N

x

)n

+ 1,

is strictly decreasing with x.

Proof. Computing the derivative of f we have that

f ′(x) = −n

(
xn−1 − 1

xn+1
· Nn

)
.

Using x ≥ √
N we obtain that

x2n > Nn ⇔ xn−1 >
1

xn+1
· Nn ⇔ f ′(x) < 0,

and therefore we have f is strictly decreasing function. 
�
Using the following result from [26, Lemma 1], we will compute a lower and

upper bound for ϕn(N).

Lemma 1. Let N = pq be the product of two unknown primes with q < p < 2q.
Then the following property holds

√
2

2

√
N < q <

√
N < p <

√
2
√

N.

Corollary 1. Let N = pq be the product of two unknown primes with q < p <
2q. Then the following property holds

(√
N

n − 1
)2

> ϕn(N) > Nn

(
1 − 2n + 1√

2N
n

)
+ 1.

Proof. By Lemma 1 we have that
√

N < p <
√

2
√

N,
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which, according to Proposition 1, leads to

fn(
√

N) > fn(p) > fn(
√

2
√

N).

This is equivalent to
(√

N
n − 1

)2

> ϕn(N) > Nn

(
1 − 2n + 1√

2N
n

)
+ 1,

as desired. 
�
When n = 1 and n = 2, the following results proven in [10] and [7] respec-

tively become a special case of Corollary 1.

Corollary 2. Let N = pq be the product of two unknown primes with q < p <
2q. Then the following property holds

(
√

N − 1)2 > ϕ1(N) > N + 1 − 3√
2

√
N.

Corollary 3. Let N = pq be the product of two unknown primes with q < p <
2q. Then the following property holds

(N − 1)2 > ϕ2(N) > N2 + 1 − 5
2
N.

We can use Corollary 1 to find a useful approximation of ϕn. This result will
be useful when devising the attack against the generalized RSA scheme.

Proposition 2. Let N = pq be the product of two unknown primes with q <
p < 2q. We define

ϕn,0(N) =
1
2

·
(√

N
n − 1

)2

+
1
2

·
[
Nn

(
1 − 2n + 1√

2N
n

)
+ 1

]
.

Then the following holds

|ϕn(N) − ϕn,0(N)| <
Δn

2

√
N

n
,

where

Δn =
(
√

2
n − 1)2√
2

n .

Proof. According to Corollary 1, ψn,0(N) is the mean value of the lower and
upper bound. The following property holds

|ψn(N) − ψn,0(N)| ≤ 1
2

[(√
N

n − 1
)2

− Nn

(
1 − 2n + 1√

2N
n

)
− 1

]

=
1
2

(
Nn − 2

√
N

n
+ 1 − Nn + Nn · 2n + 1√

2N
n − 1

)

=
1
2

√
N

n
(

2n + 1√
2

n − 2
)

=
Δn

2

√
N

n
,
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as desired. 
�
When n = 1 and n = 2, the following property presented in [10] and [7]

respectively become a special case of Proposition 2.

Corollary 4. Let N = pq be the product of two unknown primes with q < p <
2q. Then the following holds

|ϕ1(N) − ϕ1,0(N)| <
3 − 2

√
2

2
√

2

√
N.

Corollary 5. Let N = pq be the product of two unknown primes with q < p <
2q. Then the following holds

|ϕ2(N) − ϕ2,0(N)| <
1
4
N.

5 Application of Continued Fractions

We further provide an upper bound for selecting d such that we can use the
continued fraction algorithm to recover d without knowing the factorisation of
the modulus N .

Theorem 2. Let N = pq be the product of two unknown primes with q < p < 2q.
If e < ϕn(N) satisfies ed − kϕn(N) = 1 with

d <

√√
2

n
Nn(

√
N

n − δn)

e(
√

2
n − 1)2

, (1)

where

δn =
2
√

2
n

(
√

2
n − 1)2

+
2(2n + 1)√

2
n ,

then we can recover d in polynomial time.

Proof. Since ed − kϕn(N) = 1, we have that
∣∣∣∣
k

d
− e

ϕn,0(N)

∣∣∣∣ ≤ e

∣∣∣∣
1

ϕn,0(N)
− 1

ϕn(N)

∣∣∣∣ +
∣∣∣∣

e

ϕn(N)
− k

d

∣∣∣∣

= e
|ϕn(N) − ϕn,0(N)|

ϕn,0(N)ϕn(N)
+

1
ϕn(N)d

.
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Let εn = Nn − √
N

n
(2n + 1)/

√
2

n
+ 1. Using d = (kϕn(N) − 1)/e = 1 and

Proposition 2 we obtain

∣∣∣∣
k

d
− e

ϕn,0(N)

∣∣∣∣ ≤
Δn

2 e
√

N
n

ϕn,0(N)ϕn(N)
+

e

ϕn(N)(kϕn(N) − 1)

≤ e
√

N
n
(
√

2
n − 1)2

2
√

2
n
ε2n

+
e

εn(kεn − 1)

≤ e
√

N
n
(
√

2
n − 1)2

2
√

2
n
ε2n

+
e

ε2n

=
e[

√
N

n
(
√

2
n − 1)2 + 2

√
2

n
]

2
√

2
n
ε2n

≤ e[
√

N
n
(
√

2
n − 1)2 + 2

√
2

n
]

2
√

2
n
(Nn − 2n+1√

2
n

√
N

n
)2

.

Note that

[
√

N
n
(
√

2
n − 1)2 + 2

√
2

n
]

2
√

2
n
(Nn − 2n+1√

2
n

√
N

n
)2

=
(
√

2
n − 1)2[

√
N

n
+ 2

√
2
n

(
√
2
n−1)2

]

2
√

2
n
Nn(

√
N

n − 2n+1√
2
n )2

≤ (
√

2
n − 1)2

2
√

2
n
Nn(

√
N

n − δn)
,

which leads to
∣∣∣∣
k

d
− e

ϕn,0(N)

∣∣∣∣ ≤ e(
√

2
n − 1)2

2
√

2
n
Nn(

√
N

n − δn)
≤ 1

2d2
.

Using Theorem 1 we obtain that k/d is a convergent of the continued fraction
expansion of e/ϕn,0(N). Therefore, d can be recovered in polynomial time. 
�
Corollary 6. Let α < 1.5n and N = pq be the product of two unknown primes
with q < p < 2q. If we approximate e � Nα and N � 22λ, then Eq. 1 becomes

d <
2(n−α)λ+n

4

√
2nλ − δn√

2
n − 1

<
2(1.5n−α)λ+n

4√
2

n − 1

or equivalently

log2(d) < (1.5n − α)λ +
n

4
− log2(

√
2

n − 1) � (1.5n − α)λ

When cases n = 1 and n = 2 are considered the following properties presented
in [10] and [7] respectively become a special case of Corollary 6. Note that when
n = α = 1 we obtain roughly the same margin as Wiener [4,33] obtained for the
classical RSA.
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Corollary 7. Let α < 1.5 and N = pq be the product of two unknown primes
with q < p < 2q. If we approximate e � Nα and N � 22λ then Eq. 1 is equivalent
to

log2(d) < (1.5 − α)λ − 0.25 + 1.27 � (1.5 − α)λ.

Corollary 8. Let α < 3 and N = pq be the product of two unknown primes with
q < p < 2q. If we approximate e � Nα and N � 22λ then Eq. 1 is equivalent to

log2(d) < (3 − α)λ − 0.5 � (3 − α)λ.

The last corollary tells us what happens when e is large enough. We can see
that n is directly proportional to the secret exponent’s upper bound.

Corollary 9. Let N = pq be the product of two unknown primes with q < p <
2q. If we approximate e � Nn and N � 22λ then Eq. 1 is equivalent to

log2(d) < 0.5nλ +
n

4
− log2(

√
2

n − 1) � 0.5nλ.

6 Experimental Results

We further present an example for the n = 3 and n = 4 cases. Examples for
n = 1 and n = 2 cases are provided in [10] and [7] respectively, and thus we omit
them.

6.1 Case n = 3

Before providing our example, we first show how to recover p and q once ϕ3(N) =
(ed − 1)/k is recovered using our attack.

Lemma 2. Let N = pq be the product of two unknown primes with q < p < 2q.
If ϕ3(N) = N3−p3−q3+1 is known, then p and q can be recovered in polynomial
time.

Proof. We will rewrite ϕ3(N) as

ϕ3(N) = N3 − p3 − 3p2q − 3pq2 − q3 + 1 + 3p2q + 3pq2

= N3 − (p + q)3 + 3N(p + q) + 1,

which is equivalent to

(p + q)3 − 3N(p + q) + ϕ3(N) − N3 − 1 = 0.

Finding S = p + q is equivalent to solving (in Z) the following cubic equation

x3 − 3Nx + (ϕ3(N) − N3 − 1) = 0. (2)
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which can be done in polynomial time as it is presented in [17]. In order to find
p and q, we compute D = p − q using the following remark

(p − q)2 = (p + q)2 − 4pq = S2 − 4N.

Taking into account that p > q, D is the positive square root of the previous
quantity, and thus we derive the following

{
p = S+D

2

q = S−D
2

.


�
The following lemma shows that in order to factor N we only need to find

one solution to Eq. 2, namely its unique integer solution.

Lemma 3. Eq. 2 always has exactly two non-real roots and an integer one.

Proof. Let x1, x2 and x3 be Eq. 2’s roots. Using Vieta’s formulas we have

x1 + x2 + x3 = 0,

x1x2 + x2x3 + x3x1 = −3N,

x1x2x3 = −(ϕ3(N) − N3 − 1).

From the first two relations we obtain

x2
1 + x2

2 + x2
3 = (x1 + x2 + x3)2 − 2(x1x2 + x2x3 + x3x1)

= 6N.

If we assume that x1 = p + q and x2, x3 are both real, we get the following
system

{
x2 + x3 = −(p + q)
x2
2 + x2

3 = 6N − (p + q)2
⇒

{
(x2 + x3)2 = (p + q)2

2(x2
2 + x2

3) = 12N − 2(p + q)2
⇒

(x2 − x3)2 = 12N − 3(p + q)2

= 6pq − 3p2 − 3q2

= −3(p − q)2 < 0.

Therefore, we obtain a contradiction, and hence we conclude that Eq. 2 has one
real root, which is p + q ∈ Z, and two non-real roots. 
�

Now, we will exemplify our attack for n = 3 using the following small public
key

N = 3014972633503040336590226508316351022768913323933,
e = 8205656493798992557632452332926222819762435306999

0124626035612517563005998895654688526643002715434
25112020628278119623817044320522328087505650969.
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Remark that e ≈ N2.989. We use the Euclidean algorithm to compute the contin-
ued fraction expansion of e/ϕ3,0(N) and obtain that the first 25 partial quotients
are

[0, 3, 2, 1, 16, 5, 3, 5, 1, 5, 1, 11, 2, 6, 1, 3, 1, 4, 1, 1, 1, 267, 1, 1, 4, . . .].

According to Theorem 2, the set of convergents of e/ϕ3,0(N) contains all the
possible candidates for k/d. From these convergents we select only those for
which ϕ3 = (ed − 1)/k is an integer and the following system of equations

{
ϕ3 = (p3 − 1)(q3 − 1)
N = pq

has a solution as given in Lemma 2. The 2nd, 3rd and 21st convergents satisfy
the first condition, however only the last one leads to a valid solution for p and
q. More precisely, the 21st convergent leads to

ϕ3 = 2740628207892953207018702174077483807563264408773
7057963987757509374280517157259708222994487763446
946621855565600927215471565545807198298953933036,

k

d
=

514812488
1719435401

,

p = 2119778199036859068707819,
q = 1422305708622213956806807.

6.2 Case n = 4

As in the previous case, we first show how to factorize N once ϕ4 is known.

Lemma 4. Let N = pq be the product of two unknown primes with q < p < 2q.
If ϕ4(N) = N4 − p4 − q4 + 1 is known, then

p =
1
2
(S + D) and q =

1
2
(S − D),

where S =
√

2N +
√

(N2 + 1)2 − ϕ4(N) and D =
√

S2 − 4N .

Proof. We will rewrite ϕ4(N) as

ϕ4(N) = N4 − p4 − 4p3q − 6p2q2 − 4pq3 − q4 + 1 + 4p3q + 6p2q2 + 4pq3

= N4 − (p + q)4 + 4N(p2 + 2pq + q2) − 2p2q2 + 1

= N4 − (p + q)4 + 4N(p + q)2 − 2N2 + 1

which is equivalent to

(p + q)4 − 4N(p + q)2 + ϕ4(N) − (N2 − 1)2 = 0.
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Finding S′ = p + q is equivalent to solving (in Z) the following biquadratic
equation

x4 − 4Nx2 + ϕ4(N) − (N2 − 1)2 = 0 ⇔
(x2)2 − 4N(x2) + ϕ4(N) − (N2 − 1)2 = 0.

The previous equation can be solved as a normal quadratic equation. Computing
the discriminant Δ, we have that

Δ = 4(N2 + 1)2 − 4ϕ4(N) > 0.

Thus, the roots of the quadratic equation, x′
1,2, are

x′
1,2 = 2N ±

√
(N2 + 1)2 − ϕ4(N).

The roots of the biquadratic equation are the square roots of the previous quan-
tities.

x1,2 = ±
√

2N +
√

(N2 + 1)2 − ϕ4(N)

x3,4 = ±
√

2N −
√

(N2 + 1)2 − ϕ4(N)

The roots x3,4 are pure imaginary since
√

(N2 + 1)2 − ϕ4(N) > 2N ⇔
(N2 + 1)2 − ϕ4(N) > 4N2 ⇔

N4 + 2N2 + 1 − N4 + p4 + q4 − 1 − 4N2 > 0 ⇔
(p2 − q2)2 > 0.

The root x2 = −
√

2N +
√

(N2 + 1)2 − ϕ4(N) < 0, thus we get S′ = S = x1 =
√

2N +
√

(N2 + 1)2 − ϕ4(N). The values of p and q can be recovered by using
the algorithm from Lemma 2. 
�

We will further present our attack for n = 4 using the following small public
key

N = 3014972633503040336590226508316351022768913323933,
e = 3886649078157217512540781268280213360319970133145

6396788273204320283738850302214441484301356047280
9980074678226938065582620857819830171139174634897
69731055010977380039512575106301590600391232847.

Note that e ≈ N3.993. Applying the continued fraction expansion of
e/ϕ4,0(N), we get the first 25 partial quotients

[0, 2, 7, 1, 15, 6, 1, 2, 4, 1, 1, 2, 1, 1, 3, 1, 1, 1, 2, 38, 1, 2, 1, 45, 8, . . .].
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In this case, we consider the convergents of e/ϕ4,0(N), and we select only
those for which ϕ4 = (ed − 1)/k is an integer and the following system of equa-
tions {

ϕ4 = (p4 − 1)(q4 − 1)
N = pq

has a solution as given in Lemma 4. The 2nd and 23rd convergents satisfy the
first condition, however only the last one leads to a valid solution for p and q.
More precisely, the 23rd convergent leads to

ϕ4 = 8262919045403735048878111025050137547018067986718
6489272861711603139280409749776405912009959512474
1225965967573968605037596274853618481302754457480
67878911842670048325065350941516266452271040000,

k

d
=

799532980
1699787183

,

p = 2119778199036859068707819,
q = 1422305708622213956806807.

7 Conclusions

In this paper we introduced a family of RSA-like cryptosystems, which includes
the RSA and Elkamchouchi et al. public key encryption schemes [15,29] (i.e.
n = 1 and n = 2). Then, we presented a small private key attack against our
family of cryptosystems and provided two instantiations of it. As a conclusion,
the whole family of RSA-like schemes allows an attacker to recover the secret
exponent via continued fractions when the public exponent is close to Nn and
the secret exponent is smaller that N0.25n.

Future Work. When n = 1, 2, 3, 4, in Sect. 6 and [4,7,10] a method for factoring
N once ϕn is known is provided. Although we found a method for particular
cases of n we could not find a generic method for factoring N . Therefore, we
leave it as an open problem. Another interesting research direction, is to find
out if the attack methods described in Sect. 1 for the RSA and Elkamchouchi et
al. schemes also work in the general case.
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20. Howgrave-Graham, N., Seifert, J.-P.: Extending wiener’s attack in the presence
of many decrypting exponents. In: CQRE 1999. LNCS, vol. 1740, pp. 153–166.
Springer, Heidelberg (1999). https://doi.org/10.1007/3-540-46701-7 14

21. Kamel Ariffin, M.R., Abubakar, S.I., Yunos, F., Asbullah, M.A.: New cryptanalytic
attack on RSA modulus N = pq using small prime difference method. Cryptography
3(1), 2 (2018)

22. Maitra, S., Sarkar, S.: Revisiting wiener’s attack – new weak keys in RSA. In: Wu,
T.-C., Lei, C.-L., Rijmen, V., Lee, D.-T. (eds.) ISC 2008. LNCS, vol. 5222, pp.
228–243. Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-85886-
7 16

23. Maitra, S., Sarkar, S.: Revisiting Wiener’s Attack - New Weak Keys in RSA. IACR
Cryptology ePrint Archive 2008/228 (2008)

24. Murru, N., Saettone, F.M.: A novel RSA-like cryptosystem based on a generaliza-
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Abstract. Distributed oblivious polynomial evaluation (DOPE) is a
special case of two-party computation where the sender party P1 holds
a polynomial f(x) of degree k and the receiver party P2 has a value α.
They wish to perform a secure computation with the help of n designated
cloud servers such that P2 obtains the value f(α) while the privacy of
their inputs is maintained.

We present the first fair DOPE scheme using Bitcoin deposit trans-
actions in the presence of n cloud servers where n is independent of the
polynomial degree k. The fairness property ensures that an honest server
gains the reward for conducting a computation service while a corrupt
server has to pay some penalty amount to an honest party. Our protocol
consists of two separate phases: setup and computation. The cloud servers
are involved with P1 in the setup phase while P2 communicates with the
servers in the computation phase which means that the actual computa-
tion can be implemented at any time after the setup phase. Any corrupt
party/server can be detected using the non-interactive Pedersen’s com-
mitment scheme. Our protocol preserves the security against an active
adversary corrupting a coalition of P1 and at most t cloud servers in the
setup phase and a coalition of up to t servers in the computation phase in
the presence of honest majority of the servers. The communication com-
plexity is bounded to O(kt) which is the same as that in the previous
DOPE studies while the fairness feature is also achieved in our scheme.

Keywords: Distributed Oblivious Polynomial Evaluation · Fairness
via Bitcoin Deposits · Cloud Servers · Cloud Computing Service

1 Introduction

Secure two-party computation enables two participants, with their private inputs
x and y, to jointly execute some secure computation process to obtain the out-
puts f1(x, y) and f2(x, y), respectively. Oblivious polynomial evaluation (OPE),
introduced by [21], is a variant of two-party computation where a sender party P1

has a polynomial of degree k as f(x) = a0+a1x+a2x
2+. . .+akxk and a receiver

party P2 holds a value α. The parties wish to perform a secure computation such
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that P2 gains the value f(α) and P1 gets nothing while the privacy of the parties’
inputs is preserved. The inputs and the output are over a pre-determined field Fq

and the system can be denoted by the functionality (f(x), α) → (⊥, f(α)). One
may think of using multi-party computation solutions in OPE systems, however,
these solutions are generic and very inefficient, especially when large inputs are
involved. As a more formal definition:

Definition 1. In a secure OPE system, two parties with their private inputs
participate in the system with the field Fq where the sender party P1 holds a
polynomial f(x) of degree k and the receiver party P2 has a value α. They wish
to execute a secure computation procedure such that P2 obtains the value f(α).
The system is said to be securely implemented such that:

• P1 cannot distinguish α from a value α′ randomly chosen over the field.
• P2 can gain no information in relation to the P1’s polynomial f(x) except the
output f(α).

There may exist two types of adversaries in this system: either passive (semi-
honest) or active (malicious). The former follows the protocol but aims to learn
as much information as possible about the private inputs. The latter takes full
control of a party and (in addition to being semi-honest) deviates from a protocol
in an arbitrary fashion to change the output correctness without being caught.
A malicious party is detected in a fully secure protocol in which the security can
be either unconditional or computational. Furthermore, in a fair protocol the
detected corrupt party gets penalized for conducting the malicious behaviour.

OPE is a building block of many cryptographic models and security fields
such as RSA keys generation [12], privacy-preserving data mining [1], scalar prod-
uct [13], oblivious keyword search [9], oblivious neural networking [6], set inter-
section [10] and electric voting [22]. It also plays an important role in privacy-
preserving machine learning where a client wishes to execute a secure protocol
with a server/company to gain private information in the classification phase of
a machine learning algorithm [8]. An example of this application is in health-
care where a patient intends to obtain a prediction of his health status from a
healthcare company holding a trained model without revealing any information
about his personal health records [14].

The recent development of cloud computing has made it possible to outsource
main bottleneck computations to cloud servers. This is where distributed oblivi-
ous polynomial evaluation (DOPE) emerges where the main two parties P1 and
P2 communicate with a set of remote distributed cloud servers to outsource and
conduct their OPE computation in a secure fashion. This system offers higher
flexibility as the main two parties do not communicate directly, i.e., they can
remain anonymous. Also, another important point of this method is that any
user with low computation power is able to outsource the heavy computation
operations to the cloud servers. However, here the main challenge is that this
approach incurs obvious security and privacy breaches.
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1.1 Background

In the literature, some studies have investigated the idea of employing either one
cloud third party [4,11,14,16] or a set of distributed (t ≥ 2) servers [7,15,19] in
their protocols. With regards to OPE using a third party, [14] presented a veri-
fiable privacy-preserving monitoring scheme for mobile health systems with one
cloud-assisted server. Also, [11] proposed a verifiable and private OPE protocol,
by employing homomorphic feature of Paillier cryptosystem and a trusted server,
to record medical datasets. [4] formally defined the notion of private polynomial
evaluation with a designated server.

Using just one cloud server offers lower communication complexity, however,
the serious problem could be that corrupting only one server causes a central
point of failure breaking the whole security of the system. Hence, DOPE gives
higher security as corrupting the total t number of servers is less likely which
can be denoted as the security parameter. [19] conducted the first uncondition-
ally secure DOPE study in the presence of semi-honest adversaries. The main
problem of their protocol is that the privacy of the parties’ inputs is not main-
tained against the maximum possible number t − 1 servers. To deal with this
issue, they introduced some publicly known information raising the communica-
tion overhead. Another private DOPE protocol was proposed by [7] with passive
adversaries and the communication complexity O(kt). However, their protocol
requires that the main two parties P1 and P2 directly communicate with each
other which does not meet the condition that the two parties are allowed to
interact only with the cloud servers. Recently, [15] presented the first verifiable
secure DOPE protocol in the presence of an active adversary corrupting a coali-
tion of t−1 servers and the party P1 with the communication complexity O(kt).
Although any inconsistency in the output correctness can be detected in their
protocol, a corrupt server/party can fail the protocol without being penalized
for conducting such this malicious behaviour. In order to make the DOPE sys-
tem more practical in the cloud computing service, where the parties pay for the
outsourced computation service to the servers, the notion of fairness is required
such that any corrupt party/server must compensate as well.

1.2 Our Contribution

We present the first fair secure DOPE scheme where the sender party P1, having
a polynomial f(x) of degree k, and the receiver party P2, holding the input α,
conduct a secure outsourced computation service with a set of n cloud servers
such that P2 obtains the output f(α). The number of cloud servers is n ≥ 2t+1
where t can be considered the security parameter and it is independent of the
polynomial degree k. The fairness property ensures that an honest server/party
never has to pay any penalty and also, if a server/party does not deliver the
correct output to P2 or aborts the protocol, it compensates to an honest party.
This can be achieved by the features of scripts and time-lock in Bitcoin trans-
actions such that an honest server gains the reward for the computation service
it performs while each corrupt party/server gets penalized as well. Note that we
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choose Bitcoin network, as a decentralised ledger without the need of a third
trusted party, since the market price is less volatile compared to the other cryp-
tocurrencies with smart contracts. With regards to the outsourced computation
service, each server computes an encrypted share of the output using homo-
morphic feature of Paillier cryptosystem. In detail, our scheme consists of two
phases:

• Setup Phase: P1 distributes the shares of his polynomial among the servers.
He also commits to the shares using the Pedersen’s non-interactive verifiable
secret sharing scheme. The servers check the commitments and if the honest
majority complain, P1 is dishonest and compensates to the servers. Otherwise,
P1 penalizes every corrupt server and eliminates it from the protocol.

• Computation Phase: P2 encrypts his inputs and broadcasts them. Each
server employs one round of homomorphic encryption to compute the
encrypted share of the output and sends it back to P2 who checks the commit-
ment. If P2 detects any faulty server, he eliminates it and gets compensated
from it. Otherwise, he pays to the honest servers for the computation service
they have executed.

We assume that the communication channels are asynchronous, and if a
server/party does not perform the computation and communicate by the time-
lock tl, it is corrupt and makes the compensation for that. Moreover, the
servers/parties send the Bitcoin deposits before commencing each phase. Note
that an honest server gets back its deposit after completing the service in each
phase. Our scheme holds the full security against a static active adversary cor-
rupting a coalition of t cloud servers and P1 in the presence of the major honest
servers (i.e., t + 1). The privacy of the P1’s inputs is preserved by the uncondi-
tional security of secret sharing while the privacy of the P2’s inputs is maintained
with IND-CPA security of Paillier cryptosystem. The communication complexity
is bounded to O(kt) which is the same as the previous studies in this field.

2 Preliminaries

2.1 Secret Sharing

In Shamir’s secret sharing scheme in the field Fq, a dealer distributes the secret
s among the participants by a random polynomial p(x) =

∑t
j=0 ajx

j , where
a0 = s and q is a prime number, such that each party is given a share pi ←
p(i) [25]. In order to reconstruct the secret, a set of at least t + 1 participants
(which is said (t + 1, n)) pools their shares and reconstructs the secret using
Lagrange interpolation method. With regards to the privacy level, this scheme
is information-theoretically secure against a passive adversary corrupting up to
t parties.

The secret sharing is linear and the parties can reconstruct any linear function
with no interaction. We denote the t-sharings [s]t as a set of t + 1 shares of a
random polynomial p(x) with the threshold/degree t and the secret s.
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2.2 Pedersen’s Verifiable Secret Sharing

We also employ the non-interactive secret sharing commitment approach of Ped-
ersen [24] over the integers to detect any corrupt party in our protocol. Note that
the Pedersen’s verifiable secret sharing is unconditionally hiding and computa-
tionally binding under the assumption of discrete logarithm with the information
rate 1

2 .
Namely, a dealer chooses two large prime numbers p and q such that q divides

p−1, i.e., the order q is a subgroup of the field Zp. The dealer picks two random
generators g and h over the field Fq such that logg h is unknown. The dealer,
holding a secret s in Zq, shamir-shares the secret among the participants using
a random polynomial p(x) = s + b1x + b2x

2 + . . . + btx
t mod q where bj ∈ Zq

(for j = 1, . . . , t). He also chooses a random companion polynomial p′(x) =
s′ + b′

1x + b′
2x

2 + . . . + b′
tx

t mod q where s′, b′
j ∈ Zq and distributes the shares

among the participants. Thus, each party Pi is given two shares [s]t and [s′]t.
The dealer computes:

A0 = gs · hs′
mod p

and publishes it. He also computes Aj = gaj · ha′
j mod p and broadcasts them.

Each share-holder Pi checks that whether the dealer has committed to the correct
share [s]t as follows:

g[s]t · h[s′]t =
t∏

j=0

(Aj)ij mod p

Pi accepts the share [s]t if the check is OK, otherwise he broadcasts a complaint.

2.3 Paillier Cryptosystem

The Paillier cryptosystem [23], which is based on composite degree residuosity,
works under the assumption of decisional composite residuosity (DCR). Namely,
given two plaintexts and the corresponding ciphertexts encrypted under the
DCR assumption, a probabilistic polynomial-time adversary can guess either of
the plaintexts with any negligible advantage. As a result, the security of this
cryptosystem is said indistinguishability against chosen function attack (IND-
CFA) under the DCR assumption. More formally:

Definition 2. Let x0 and x1 be encrypted using a k-bits cryptosystem under
the DCR assumption. Let a probabilistic polynomial-time adversary A gain the
encryption of xβ for a randomly chosen β ∈ {0, 1}. Suppose A can guess the
plaintexts x0 and x1 with the probabilities denoted by p0(A, k) and p1(A, k),
respectively. The encryption system is said to be IND-CFA secure if |p0(A, k) −
p1(A, k)| ≤ ε for any ε negligible in k.

This encryption system includes main three algorithms: keys generation,
encryption and decryption.
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Keys Generation: The dealer invokes a probabilistic algorithm Gen(1k), with
the security parameter k, to generate the keys pair (pk, sk) ← Gen(1k). The
public key pk is an RSA modulus pk ← N where N = pc · qc such that pc and
qc are two large prime numbers with k/2 bits, e.g., each at least 1024 bits. The
private key sk is the Euler’s totient sk ← φ(N) where φ(N) = (pc − 1)(qc − 1)
such that gcd(N,φ(N) = 1.

Encryption: The dealer invokes a probabilistic algorithm Encpk(m, r) to
encrypt the message m and computes the ciphertext c ← Encpk(m, r) as:

Encpk(m, r) = gm · rN mod N2

where the simplest value for g ∈ Z∗
N2 can be g = N + 1 and r is a random

number chosen in Z∗
N .

Homomorphism. A very useful feature of this cryptosystem is homomorphism
which can be applied to the ciphertexts. Namely, let m1 and m2 be two plaintexts
in ZN which are encrypted with the same public key denoted by Encpk(m1)
and Encpk(m2), respectively. It is trivial to show that Encpk(m1) × Encpk(m2) =
Encpk(m1 + m2) and also Encpk(m1)d = Encpk(d · m1) for any random d ∈ ZN .

Decryption: To decrypt the ciphertext c, a deterministic algorithm Decsk(c) is
invoked to obtain the plaintext m ← Decsk(c). In detail, one raises the ciphertext
to the private key φ(N) which, based on the Euler’s totient function, can be
simplified as:

[(N + 1)m · rN ]φ(N) mod N2 = N · φ(N) · m + 1

proven by the means of binomial coefficients in modulo N2. Let the function
L(x) be L(x) = x−1

N , the plaintext m can be obtained as follows:

Decsk(c) = L[cφ(N) mod N2] · φ(N)−1 mod N

2.4 Bitcoin Transactions

Bitcoin is a decentralized peer-to-peer electronic cash system which was designed
and developed by an anonymous person or group of people [20] as the first
innovative idea of cryptocurrency. The transactions are stored in blockchain (as
a public ledger) which helps to achieve agreement in decentralized scenarios
without a trusted third party and also can avoid the single point of failure
attack. Due to this property, Bitcoin has attracted some studies of multi-party
computation to add fairness to their protocols, see e.g., [2,3,17,18]. The data
consistency in blockchain is maintained using a consensus algorithm called proof
of work. Namely, the first node solving a difficult computation puzzle (which
generally takes roughly 10 mins) is selected to record a block of transactions.
Moreover, the security of the Bitcoin network is preserved by the honest majority



Fair DOPE via Bitcoin Deposits: Compute as a Service 79

of computing power. Note that one may choose any other cryptocurrency with
smart contract which can be applicable to our scheme, nevertheless, we employ
Bitcoin since the market price and the transaction fee is less volatile and, thus,
it is more reliable.

In detail, the system consists of addresses and transactions between them.
An address is the hash of a public key and a transaction works with asymmetric
cryptography. Each block can have several transactions in the body section. A
sender signs a transaction with his private key and the recipient verifies the
signature by the sender’s public key. A transaction can have some inputs, i.e.,
it can accumulate money from several past transactions. Each transaction Tx

includes the index of the previous transaction y, the scripts, the value d B and
the time-lock tl. The scripts of a transaction have a very useful feature where the
users have much more flexibility in defining the condition on how the transaction
Tx can be redeemed. This is achieved by the input-scripts and output-scripts. The
output-script of the transaction Tx is a description function πx with a boolean
output. The transaction Tx is redeemed successfully and is valid if πx evaluates
to true, and then it is taken to the input-script of the next transaction. In other
words, the input-script σx is a witness that is used to make the output-script πy

of the last transaction Ty evaluates to true on the current transaction Tx. One
may think of an input-script as a signature of the transaction and the output-
script as a verification algorithm of the signature. Moreover, if the time-lock tl of
the transaction Tx is reached, the transaction is redeemed automatically. So, the
time-lock tells at what time the transaction becomes valid. Figure 1 shows the
structure of the current transaction Tx with the value d2 B and the last redeemed
transaction Ty.

Fig. 1. The structure of the transaction Tx

To summarize, a transaction is valid if 1) the output-script evaluates to true
or 2) the time-lock is reached. In our case, we employ the script and time-lock
properties such that an honest party has the authority to redeem a transaction
deposit. This can be either making a payment to an honest cloud server for the
computation service it has performed or penalizing a corrupt server. Note that
an honest server gets back its deposit after conducting the computation service.
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2.5 Security Model

We discuss ideal/real security model of a fair DOPE scheme in this section. In
a simulation-based model, it is assumed that there exists a simulator S playing
the role of an adversary in the ideal model. The simulator takes the inputs of the
corrupt parties and implements the functionality F such that the participants
do not communicate directly. As a result, the ideal model achieves the highest
level of security. We denote the ideal model by IDEALF,S and the view of the
simulator by VIEWS . On the other hand, a probabilistic polynomial-time adver-
sary A corrupts a coalition of the parties in the real model where the protocol Π
is executed. The real model is denoted by REALΠ,A with the adversary’s view
VIEWA. The protocol Π is said to be securely implemented if the ideal and the
real models, IDEALF,S and REALΠ,A, are computationally indistinguishable
[5].

Initially, we mention the conditions of a secure DOPE system and, then, we
discuss about adding fairness to it. Namely, in a secure DOPE protocol with n
cloud servers, where P1 holds a polynomial f(x) of degree k and P2 has a value
α, the privacy and the correctness requirements must be satisfied as follows:

• Receiver’s Privacy: The adversary A corrupts a coalition of P1 and a num-
ber of maximum t cloud servers. The protocol maintains the privacy of the
P2’s input, if for any α′ in the field, the VIEWA for α and that for α′ are
computationally indistinguishable in the real model.

• Sender’s Privacy: The adversary A controls a coalition of P2 and up to
t cloud servers. The simulator S executes the functionality with a random
value α′ in the field to gain the output f(α′). The privacy of the sender’s
polynomial is held if f(α′) is computationally indistinguishable from any
value randomly chosen over the field. In other words, VIEWA must get no
information about the polynomial f(x) except the output f(α). It should be
stated that P2 is only allowed to obtain at most k − 1 outputs from the same
sender P1, otherwise, he would be able to gain the polynomial f(x) and break
the sender’s privacy.

• Correctness: Here, a static active adversary A takes the full control of a
coalition of P1 and up to t cloud servers. P2 implements the protocol to gain
the value f(α) while A deviates from the protocol trying to change the out-
put to f(α′) without being detected for any α′ over the field. The protocol
preserves the correctness if f(α) and f(α′) are computationally indistinguish-
able.

• Fairness: In addition to the conditions above, we add the fairness property
to our scheme to propose the first robust DOPE system. Namely, in a fair
DOPE scheme:

– An honest cloud server gets paid for the computation service it performs.
– An honest party/server never has to pay any penalty.
– If a party/server does not deliver the correct output to P2 or it aborts the

protocol before the computation finishes, it compensates for conducting
the malicious behaviour.
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Note that we assume the receiver party P2 is always honest and does not
deviate from the protocol as he wishes to obtain the correct output. Furthermore,
in order to detect a malicious sender P1, the majority of the cloud servers are
honest in our scheme, i.e., n ≥ 2t + 1 servers with at most t corrupt servers.

3 Our Scheme

We discuss our DOPE protocol in this section. Our protocol consists of two
phases: setup and computation.

We assume that the parties have access to a perfect clock and the communica-
tion between the parties takes no time, unless the adversary delays. In particular,
the parties and the servers have agreed on a time-lock tl for the computation
delay before the protocol begins.

3.1 Setup Phase

The sender party P1 is involved with n cloud servers (n ≥ 2t + 1) in this phase.
We assume that P1 and the servers have already posted their deposits via the
Bitcoin network and their transactions are already on the ledger before this
phase starts. Figure 2 depicts the setup phase of our protocol ΠDOPE.

Note that in order to incentivise and prevent the servers from cheating, the
reward value for each server’s computation service must be greater than its initial
deposit, i.e., D1 > d. Of course, an honest server gets back its deposit at the end
of this phase.

3.2 Computation Phase

The receiver P2 starts this phase while the corrupt servers in C in the setup phase
have been eliminated. So, P2 communicates with a set of S ⊆ n−C servers where
|S| ≥ t + 1. Similarly, the players post their deposit transactions to the ledger
before commencing this phase. Each server computes an encrypted share of the
output and P2 verifies the shares using the Pedersen’s commitments published
in the setup phase. P2 detects any corrupt server, gets the compensation from it
and eliminates it. Figure 3 shows the computation phase of our protocol ΠDOPE.

Note that an honest servers gets back its deposit after accepting its compu-
tation service by P2. Similar to the setup phase, due to the incentive mechanism
and to prevent the cloud servers from cheating, the reward amount D2 B has
to be greater than each server’s deposit d2 B. The communication complexity of
our protocol is O(kt) which is the same as that in the previous DOPE protocols
[7,15]. However, our DOPE holds the fairness with the same communication
overhead.
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Fig. 2. The setup phase of the protocol ΠDOPE

4 Security Evaluation

We assess the security of our scheme based on the security model described in
Sect. 2.5.

Theorem 1. The protocol ΠDOPE is robust against a static active adversary
corrupting a coalition of P1 and at most t cloud servers. The security is uncon-
ditional for the P1’s polynomial and semantic for the P2’s input.

Proof. Let H and C denote the honest and the corrupt parties/servers in the
ideal model, respectively. Let {P1, (S1, . . . , St)} ∈ C and {St+1, . . . , S2t+1} ∈ H
in the setup phase. The simulator S broadcasts wrong commitments Ajeδ to
the functionality which is analogous to the situation where the adversary A
introduces the errors Ajeδ = Aje + δA to the real model. S runs the function-
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Fig. 3. The computation phase of the protocol ΠDOPE

ality and the servers in H do not accept the t-sharings [aj ]t using the non-
interactive Pedersen’s VSS (Eq. 1). Thus, they detect the corrupt P1, penalize
him by redeeming his deposit transaction D1 B and get back their own deposits
d B. Let {S1, . . . , St} ∈ C and {P1, (St+1, . . . , S2t+1)} ∈ H in the setup phase.
S delays by the time-lock tl or broadcasts wrong complains regarding the P1’s
commitments Aje. This is similar to the same condition in the real model. P1

eliminates the servers in C and gets compensated by redeeming the deposit d B
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from each server in that set. Moreover, each server in H gains the reward D1 B
from P1 and gets back its own deposit d B.

Let {S1, . . . , St} ∈ C and {P2, (St+1, . . . , S2t+1)} ∈ H in the computation
phase. The simulator S sends the wrong encrypted shares ciδ and c′

iδ to P2. This
is analogous if A introduces the errors ciδ = ci + δc and c′

iδ = c′
i + δc′ in the

real model. S executes the functionality and P2 detects a faulty server using the
extension of the Pedersen’s commitments in Eq. 2 which can be written as:

k∏

j=0

Eαj

j mod p =
k∏

j=0

gαj ·[aj ]t · hαj ·[a′
j ]t mod p

= g[f(α)]t · h[v′]t mod p

P2 redeems the deposit transaction d B of each server in C and eliminates it.
Also, each server in H achieves the reward transaction D2 B and gets back its
own deposit d B.

P2 accepts ci from an honest server after the verification stage which can be
shown as:

ci ← Encpk(
k∑

j=0

αj · [aj ]t)

which clearly is an encrypted share of the output. P2 invokes the decryption
algorithm to gain the share [f(α)]t ← Decsk(ci). He gathers at least t + 1 shares
from the honest servers and reconstructs the output f(α).

P1 maintains the privacy of his polynomial f(x) using the unconditional
security of the secret sharing and the Pedersen’s VSS scheme, and P2 employs
the IND-CFA security of the Paillier cryptosystem to preserve the privacy of his
input α. Note that a P2 is only allowed to evaluate at most k − 1 values from
the same sender P1.

5 Conclusion

DOPE is a variant of two-party computation which is the significant build-
ing block of many cryptographic models and privacy-preserving algorithms. We
present the first fair DOPE protocol where an honest cloud server gains reward
for performing a computation service while a corrupt server has to pay some
penalty for conducting the malicious behaviour via Bitcoin deposit transactions.
This can be achieved by using the properties scripts and time-lock in a Bitcoin
transaction as a decentralised means of electronic payment without the need
of a trusted third party. Our scheme includes two separate phases: setup and
computation. The sender party P1 interacts with the cloud servers in the setup
phase while the receiver party P2 communicates with the servers in the com-
putation phase. This implies that the computation phase can be implemented
at any time well in advance of the setup phase. P1 distributes his polynomial
among the servers and commits to the shares using the non-interactive Peder-
sen’s commitment scheme which are checked by the servers. Each server employs
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one round of homomorphic feature of the Paillier cryptosystem to compute an
encrypted share of the output, and P2 verifies the share and detects any corrupt
party.

Our protocol maintains the security against an active adversary corrupting
a coalition of P1 and up to t cloud servers in the setup phase and a coalition of
maximum t servers in the computation phase in the presence of honest majority
of the servers. The communication complexity is bounded to O(kt) which is the
same as that in the previous DOPE protocols [7,15], while the fairness property
is also achieved in our scheme.
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Abstract. While anonymization systems like mix networks can provide
privacy to their users by, e.g., hiding their communication relationships,
several traffic analysis attacks can deanonymize them. In this work, we
examine Statistical Disclosure Attacks and introduce a new implemen-
tation called the Smart Noise Statistical Disclosure Attack. This attack
can improve results by examining how often other users send together
with the attacker’s target to better filter out the noise caused by them.
We evaluate this attack by comparing it to previous variants in vari-
ous simulations and thus show how it can improve upon them. Further,
we demonstrate how other implementations can be improved by combing
them with our approach to noise calculation. Finally, we critically review
used evaluation metrics to determine their significance.

Keywords: Statistical Disclosure Attack · Anonymity · Intersection
Attack · Mix Network

1 Introduction

The increasing research and use of data science techniques (i.e., statistics and
data analytics) is leading to increasingly stringent requirements for confidential-
ity and privacy, which are essential in our information society. Above all, the
provision of confidentiality is hard to prove. If someone can analyze and learn
personal data, one cannot be sure that this data will not be (mis)used. However,
this “being sure” is essential with respect to privacy and data protection.

Therefore, one of today’s biggest problems is, on the one hand, to keep the
data of individuals as secret as possible so that they can be sure about their
privacy, and, on the other hand, to serve the user with valuable contextual
knowledge. So, the general question is: How can information be learned without
violating the privacy of individuals?

This question seems to be answered by anonymity techniques. Anonymity
techniques are based on the general idea that profiles of groups, rather than
individual profiles, are learned. Individuals can thus be hidden within a group,
and only the group’s behavior is visible and learnable. The next question is to
what extent this approach is effective.
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Anonymity is usually equated with the anonymity set. Generally, it was
assumed that the larger the anonymity set and the more evenly distributed
the sending or receiving behavior within that set, the stronger the provided
anonymity [14]. For example, metrics such as entropy have been used to measure
the distribution within anonymity sets [4,16]. However, in these works, only indi-
vidual anonymity sets were considered when evaluating anonymity. Successful
de-anonymization is demonstrated through disclosure attacks using a different
model [7]. There, multiple anonymity sets were analyzed using set theory, and
the corresponding information flows were accumulated until anonymity could be
broken. Thus, it can be shown that the use of simple anonymity sets alone does
not guarantee anonymity.

It depends on how the anonymity function hides the individual traces of the
target (Alice) in the set of other objects (we use the term noise for other objects
that cover Alice’s behavior). The cover function of noise needs to be further
explored by investigating the disclosure attack to allow for the construction
of secure anonymity systems. There are many studies on statistical disclosure
attacks in the literature. We will give an overview of them and present and
evaluate our extension, which improves the attack’s effectiveness by considering
present co-senders in the noise calculation. In particular, we contribute with:

– An overview of previous disclosure attacks and their calculation of noise.
– A novel attack called the Smart Noise Statistical Disclosure Attack.
– An extensive evaluation, introducing new scenarios.
– A critical review of the evaluation metrics previously used.

The remainder of this paper is structured as follows: Sect. 2 gives an overview
of related literature and how this work extends upon them, with the relevant
system model and formulas being explained in Sect. 3. We propose our new app-
roach in Sect. 4 by highlighting previous shortcomings and evaluating its perfor-
mance under different scenarios in Sect. 5. Afterward, Sect. 6 critically reviews
evaluation metrics used when measuring different statistical disclosure attack
variations. We conclude this work in Sect. 7 and show directions for possible
future work.

2 Related Work

In 1981, David Chaum introduced the concept of mixes [1] for anonymous com-
munication. A mix is a router employed between a message’s sender and its
recipient, providing anonymity by preventing outsiders from linking the two
communication partners. For this purpose, the first mix implementation was
a so-called threshold mix (or batch mix), which collects packets from multiple
senders until its threshold (batch size) is reached and then forwards them to
their recipients. All packets follow a standardized packet format, ensuring equal
length, and undergo cryptographic operations and shuffling by the mix to pre-
vent outsiders from reidentifying packets by their appearance or their time of
arrival/departure. Multiple mixes can be combined into a network, providing
anonymity as long as one mix does not cooperate with the attacker.
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However, this approach still gives adversaries information, which can be used
to deanonymize communication behavior. In each round, i.e., one batch of mes-
sages, an adversary can see the senders and recipients involved. This knowledge
can be employed in the Disclosure Attack [7] and its improvement, the Hitting
Set Attack [9]. This attack assumes that every time a target user Alice sends a
packet to a mix, one of Alice’s communication partners receives a message from
the corresponding batch leaving the mix. Once enough observations are made,
Alice’s communication partners can be identified by determining the unique
minimal hitting set, which can explain every observation, i.e., the smallest set
of recipients, where at least one of them appears in every batch of recipients
in rounds in which Alice participated. However, this attack ignores the noise,
i.e., the other users’ traffic. Even though the authors mention that the attack
could be applied in parallel to the other users, thus also considering each partic-
ipant individually, the authors’ goal was to show the principal weakness of the
anonymity set.

This attack can provide deterministic results but does suffer from two prob-
lems. First, finding the unique minimal hitting set is an NP-complete problem,
resulting in too complex computation for large systems. Second, the attack relies
on the assumption that Alice only communicates with her fixed set of commu-
nication partners and that at least one of them appears in the recipient list each
time Alice participates in the system. This assumption is problematic, as more
complex types of mixes, such as Stop&Go-Mixes [8], do not generate distinct
batches with the target’s message. Similarly, Alice sending dummy messages
(cover traffic) can also prevent this attack by diluting the recipient sets since her
recipients must no longer appear in them each round.

These problems can be circumvented by the Statistical Disclosure Attack
(SDA) [2], which provides de-anonymization at the expense of accuracy and
determinability. The SDA approximates Alice’s sending behavior by determining
which recipients appear most often when Alice sends messages. This approach
has a linear runtime complexity, allowing its use against large networks. Fur-
thermore, many different extensions have been proposed to improve the SDA.
Among them are approaches that employ it against Pool Mixes [12].

Since this approach tries to filter out the target’s contacts among the noise
caused by other senders present in the network, one line of research has tried
to improve the attack’s efficiency by enhancing the noise calculation. For this
purpose, Mathewson and Dingledine [12] look at rounds in which Alice is not
sending any messages (background rounds) and calculate the average background
noise of these rounds in contrast to the previously assumed uniform background
noise. Emamdoost et al. [5] further improve this approach by defining cloak
users, i.e., senders that sent at least once together with Alice (in any round).
Background rounds are only used for noise calculation if at least one cloak user
is present as a sender since the noise in that round was otherwise caused by users
who are not responsible for the noise that this attack tries to filter out during
the target’s active rounds. In this work, we extend this approach by weighting
cloak users based on the frequency of their co-occurrence as senders together
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with Alice, as shown in Sect. 4. We also implicitly weight background rounds,
depending on the cloak users present and their respective weights.

Another direction for improving the attack is by considering the sending
behavior of users other than the target. Troncoso et al. [17] proposed a variant
called the Perfect Matching Disclosure Attack (PMDA). In the first step, the
existing SDA is employed against all users in the network. Then, using the
estimated communication profiles, they calculate the likeliest sender-recipient
pairs for each round where the target user was active. In another approach, the
Two-Sided Statistical Disclosure Attack (TS-SDA), Danezis et al. [3] assume
a symmetric system model where users answer messages. To improve the SDA,
they calculate the likelihood of messages being replies to previous messages since
this allows for intersection attacks between the original message’s senders and the
reply’s recipients. A further approach considering a (semi-)symmetrical model
is the Reverse Statistical Disclosure Attack (RSDA) [11], which calculates the
regular SDA for all other users. Afterward, it determines Alice’s partners by using
her possible recipients (as previously) and the possible senders of messages Alice
received, weighting the two directions depending on how many messages Alice
sent and received.

These three approaches either calculate the regular SDA as a basis for their
attack (PMDA, RSDA) or the background noise according to original SDA (TS-
SDA). Thus by improving the calculation of the background noise, all of these
variants can be improved, as will be demonstrated by integrating our approach
into the Reverse SDA.

While this line of research is primarily focused on mix networks, it should
be noted that these attacks are relevant for all kinds of anonymization systems
that protect their users’ privacy. As long as an attacker can make some observa-
tions regarding user activity, like observing senders and recipients, these attacks
may be possible, as shown by Gaballah et al. [6] by employing them against
anonymous microblogging systems.

3 Background - The Usage of Context for Statistical
Disclosure Attacks

In this section, we will give an overview of the system model and show how
the Statistical Disclosure Attack evolved by using more and more background
information.

3.1 System Model

A system using multiple mixes should still provide anonymity even if all but
one are under the control of an attacker. Thus, in this work, we consider a
single batch mix node with batch size b and a global passive adversary who can
observe all senders and recipients of messages entering and leaving the mix. Once
enough (b) packets are inside the mix, they get shuffled and forwarded to their
recipients. Collecting and delivering these messages is considered a round i, and
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the system is active for t rounds. If the attacker’s target user Alice participates
as a sender in a round, we call it a target round. Otherwise, it is a background
round. There are tt target rounds and tbg background rounds, so t = tt+ tbg. For
every round i, Si defines the list of senders, and Ri the list of recipients1. Each
list is of size b and contains users nj , all part of the global user set U of size N .
Every user can act as a sender and recipient. Alice (nA) has m partners she sends
messages to, and her sending behavior is defined by the vector �v, which displays
the probability of a message sent by Alice being directed towards a specific user.
For example, if Alice only communicates with the users n1 and n3 with the same
likelihood (50%), her vector looks like this: �v = (12 , 0, 1

2 , 0, ..., 0).

3.2 Statistical Disclosure Attacks Using Noise

The original Statistical Disclosure Attack [2] tries to determine Alice’s sending
behavior �v by using the following logic. In every target round, one message orig-
inates from Alice and b − 1 from other users, whose combined sending behavior
is represented by the vector �u and is assumed to be uniform, i.e., �u = ( 1

N , ..., 1
N ).

Thus all observations �oi, i.e., the distribution of recipients observed in target
rounds, can be explained by Eq. (1), where Ō = 1

tt

∑tt
i=1 �oi represents the aver-

age observation across all target rounds.

Ō ≈ �v + (b − 1)�u
b

(1)

Thus, Alice’s communication behavior can be approximated as displayed in
Eq. (2) by filtering out the noise �u caused by other users from the total signal
Ō to determine the relevant signal �v originating from Alice.

�v ≈ b

tt

tt∑

i=1

�oi − (b − 1)�u (2)

Note that this approach assumes a uniform background noise and only consid-
ers target rounds like the preceding Disclosure Attack [7]. However, this assump-
tion does not hold very well in the real world, where people, based on, e.g.,
their social status or job, receive more or fewer messages, causing a non-uniform
background noise. This results in the SDA identifying any people receiving many
messages as Alice’s partners. To solve this issue, Mathewson and Dingledine [12]
extended the SDA by calculating the noise based on background rounds. Thus
the vector �u is no longer uniform but calculated as the average of �ui, which
represent the distribution of recipients in background rounds, analog to �oi. This
can be seen in Eq. (3).

�u =
1

tbg

tbg∑

i=1

�ui (3)

1 We allow senders and recipients to appear multiple times per round. Thus we talk
about lists, not sets.
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Taking this one step further, Emamdoost et al. [5] filter the background
observations �ui by defining cloak users. A cloak user nc is a user who sent at
least once in the same round as Alice, i.e., there is a round i such that nc, nA ∈ Si.
The background noise �u is calculated as previously but uses only cloak rounds �ci
containing at least one cloak user in their sender set Si. This is displayed in Eq.
(4). There are tc cloak rounds, where tc ≤ tbg.

�u =
1
tc

tc∑

i=1

�ci (4)

In the next section, we will show the shortcomings of this approach and how
we solve them and improve this variant by extending it.

As mentioned in the previous section, some approaches extend the SDA
by calculating other users’ communication profiles. One example of this is the
Reverse Statistical Disclosure Attack [11]. It calculates the regular SDA for every
user nj and saves their results as �vj , where �vA represents Alice’s vector, previ-
ously just denoted as �v. It then builds the vector �vR from each user other than
Alice by taking their calculated probabilities of communicating with Alice. That
means that if user n1, according to the SDA result �v1, sends 30% of their mes-
sages to Alice and user n2 50%, then the resulting vector will at first look like
this: �vR = (0.3, 0.5, ...). This vector is then normalized. For the final calculation
of the target communication behavior �v as displayed in Eq. (5), the attack counts
how many messages Alice sent (msgout) and how many she received (msgin) to
weight both sides.

�v =
msgout�vA + msgin�vR

msgout + msgin
(5)

Using our approach from Sect. 4 for calculating the SDA results �vj and thus
both �vA and �vR, we can improve the Reverse SDA and other variants, as shown
in Sect. 5.

4 Approach

In this section, we will present our new approach to calculating background
noise caused by users other than the attacker’s target. For this purpose, we will
demonstrate the issues of the SDA-IER approach shown in the last section and
how we resolve them to create a new and improved version of the SDA, called
the Smart Noise Statistical Disclosure Attack (SN-SDA).

4.1 Shortcomings in the SDA-IER Approach

The SDA-IER [5] improves upon previous versions of the SDA by only using
background rounds that contain cloak users. That means that other background
rounds, which contain no cloak users as senders, are ignored. This makes sense,
as those ignored rounds contain no senders who are responsible for the noise in
target rounds that needs to be filtered out. However, this approach is restricted
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to binary decisions. Every sender is either a cloak user or not. Similarly, every
background round gets labeled as a cloak round or not. We want to highlight
two problems with this approach.

First, as soon as a user sends at least once together with Alice, he is con-
sidered a cloak user. This low requirement leads to many users turning into
cloak users very quickly. Furthermore, since the appearance of just one cloak
user in a background round’s sender list turns the round into a cloak round,
most background rounds will be cloak rounds very quickly, leaving little to no
non-cloak background rounds to filter out, thus producing results nearly iden-
tical to the SDA without this improvement. We demonstrate this problem in
Fig. 1 using the parameters used by the original authors in their evaluation
(N = 20000, b = 50,m = 20), assuming independent senders. It can be seen that
after just 25 observations (rounds with Alice sending), 6% of users are cloak
users, reducing the chance of a non-cloak background round appearing to 4.7%2.
After 50 rounds, the chance is reduced to 0.2%. Thus the approach will not be
able to filter out a significant number of background rounds.
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Fig. 1. The fraction of cloak users and the resulting chance of a non-cloak background
round appearing after x observations, using the SDA-IER [5] approach.

Second, the approach’s binary classification system leaves room for improve-
ment. There is no distinction between cloak user n1, who only sends together
with Alice once, and cloak user n2, who sends every time Alice is active. This
method should be changed since the second user is responsible for significantly

2 This assumes random and independent senders. Thus the chance of a non-cloak
background round appearing can be calculated (with values for round 25) as
(fraction of non − cloak users)b = (1 − cloakusercount

N
)b = (1 − ( 1183

20000
))50 ≈ 0.047.

Note that there can be small but insignificant differences in the simulated results
due to senders appearing multiple times per round, reducing the number of distinct
cloak users.
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more noise present in the recipient lists Ri of observations �oi. Furthermore, every
cloak round is treated the same, even though the number and relevance of cloak
users in their sender lists Si may differ drastically. This leads to no distinction
between different cloak rounds, even though they might be more or less accurate
approximations of the noise that needs to be filtered out.

4.2 The Smart Noise Approach

We solve the above-mentioned issues by implementing a version of the previous
approach that weights cloak users depending on their appearance rate together
with Alice. Furthermore, we weight background rounds depending on the number
of cloak users in their sender lists and these users’ relevance. When reviewing the
formula for the SDA in Eq. (2), notice that this approach only changes how the
background noise �u is calculated. Equation (6) shows how this weighted noise
is calculated. wj represents the weight of (cloak) user nj , depending on how
often they appear together with Alice, the weight of all users adding up to one.
�dj represents the distribution of recipients observed for user nj .

�u =
∑

nj∈U\{nA}
wj

�dj (6)

Table 1. Example rounds to explain the smart noise calculation

round i senders Si recipients Ri

1 1, 2, 3 4, 5, 6

2 1, 2, 4 4, 7, 8

3 2, 2, 3 6, 6, 9

Table 2. Weights and distributions calculated by the SN-SDA based on the rounds
from Table 1

user nj co-sender weight wj user profile �dj

2 0.5 (0, 0, 0, 2
12

, 1
12

, 5
12

, 1
12

, 1
12

, 2
12

)

3 0.25 (0, 0, 0, 1
6
, 1
6
, 3
6
, 0, 0, 1

6
)

4 0.25 (0, 0, 0, 1
3
, 0, 0, 1

3
, 1
3
, 0)

5–9 0 N/A
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We will now explain the equation above using example rounds from Table 1.
The target user Alice (nA = 1 in the table) is active in rounds 1 and 2. In
these two rounds, 6 messages are sent (since b = 3), and 2 of them originate
from Alice, 4 from other users. Since user 2 is responsible for 2 out of these 4
messages, they are assigned weight w2 = 2

4 . Users 3 and 4 both sent one message
and thus are assigned weights w3 = w4 = 1

4 . When calculating users’ sending
behavior �dj , all rounds, i.e., target and background rounds, are considered. Since
user 4 only appears as a sender in round 2, their distribution of recipients �d4
is based purely on that round’s recipient list R2. Since users 4, 7, and 8 each
appear once in R2, their corresponding values in �d4 are all 1

3 . User 2 sent two
messages in round 3, so the recipients occurring in that round are counted twice
for their profile �d2. Table 2 gives an overview of all calculated weights wj and
recipient distributions �dj , with the calculation of the total background noise �u
being shown in Eq. (7). For simplicity’s sake, users 5 to 9 are excluded from the
equation since their weights of wj = 0 would result in them not impacting the
calculation.

�u =
∑

nj∈U\{nA}
wj

�dj = w2
�d2 + w3

�d3 + w4
�d4 + ... = 0.5�d2 + 0.25�d3 + 0.25�d4

≈ (0, 0, 0, 0.21, 0.08, 0.33, 0.13, 0.13, 0.13)
(7)

This approach solves both identified issues with the SDA-IER approach. The
problem of differently significant cloak users gets solved explicitly by assigning
them weights depending on their co-occurrence rate with Alice. The other prob-
lem of all users turning into cloak users and thus not being able to filter out
non-cloak background rounds is solved implicitly, as there no longer is a binary
classification between cloak and non-cloak background rounds since their rele-
vance now depends on the present senders. A background round without any
cloak users present effectively gets filtered out just as in the previous approach
since its recipient list Ri does not contribute to any cloak users’ profiles �dj .

A difference in this strategy compared to all previous approaches trying to
improve the calculation of the background noise �u is the fact that the recipient
lists Ri of target rounds are used for the calculation of the sending profiles �dj .
In our evaluation, we also tried calculating these profiles using only background
rounds but could not find significant differences. Thus, this version of the imple-
mentation is the only one considered in the remainder of this work.

5 Evaluation

In this section, we perform an extensive evaluation of our new approach, com-
paring it to existing variants in different scenarios. At first, we will examine how
it performs against previous versions of the SDA that improved the calculation
of the background noise. Afterward, we will analyze scenarios with symmetrical
user behavior to evaluate the approach’s performance under conditions it can
not take advantage of and how well it can be integrated into existing solutions.
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5.1 Comparison of Noise Calculation Approaches

Our approach is designed to take advantage of context information not previously
used by considering the senders’ co-appearance rates with Alice and the distribu-
tion of said co-senders in background rounds. For this purpose, we will evaluate
our approach (SN-SDA) by comparing it to the SDA-IER [5], on whose idea it
builds upon and show the SDA calculating background noise (SDA (bg) [12],
see Eq. (3)) for completeness. The evaluation is performed under the condi-
tions described in Sect. 3.1, i.e., one batch mix with senders independent of each
other and with random uniform contact profiles. Table 3 gives an overview of the
default parameters used for the evaluation. We examine the impact of chang-
ing m, N , and b to analyze how the performance of the attacks changes for
different anonymization systems. Each evaluation was performed in 25 random
simulations, and the mean results are displayed in the following sections.

Table 3. Overview of default parameters used for the evaluation

Parameter Default Value Explanation

N 100 number of users

b 10 batch size

m 10 target contact count

c 10 other users’ contact count

tmax 50000 time (round) limit for the attacks

At first, we assume a model with randomly chosen senders and show the
results in Table 4. The metric used is the mean number of rounds required to
identify all of the target’s contacts. Both the SDA-IER and our SN-SDA can not
achieve significant improvements unless Alice only has one contact. However,
this is to be expected since both approaches expect a not completely random
distribution of senders so that they can take advantage of certain co-senders
appearing more often.

Table 4. Evaluation results for different values of m assuming random senders

m mean rounds required

SDA (bg) SDA-IER SN-SDA

1 29.5 27.6 23.4

2 77.4 78.1 76.1

5 506.0 506.0 507.6

10 2131.1 2131.1 2075.6

20 7710.7 7710.7 7626.2
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For this purpose, we change the system model by distributing the senders
worldwide and choosing them depending on the time of day. The effect of this
change is that senders with similar indices are closer to each other and send
together more often3, as can be expected in real-world scenarios where peoples’
online activity depends on local time and other factors, e.g., their religion, cul-
ture, or job. We now draw senders from a normal distribution with mean i mod N
(i is the current round number) and standard deviation N/6. This setup impacts
the activity of senders and their co-occurrence rate. Every sender, however, still
has a set of recipients chosen uniformly randomly from all users. This scenario
is used for the remainder of this section.

Table 5 shows the results of performing the previous attacks on the global
sender scenario. It can be seen that even in this scenario, the SDA-IER approach
does not achieve improvements compared to the regular SDA (bg). This is caused
by the problems explained in Sect. 4.1, and we will not display its result in the
following evaluations as it could not improve upon its predecessor. The Smart
Noise approach, however, does perform better than the other variants, and its
advantage (except for the case m = 1) seems to increase for a growing m, and
thus, a more difficult scenario for the attacker. When an attack cannot identify
all contacts in all scenarios within the given time limit tmax, it is denoted in
braces how many scenarios it could solve. In the case m = 20, the SDA (bg)
could only identify all of the target’s recipients in 12 out of 25 cases, and in
those, it did so in an average of 19281 rounds. If the other scenarios, where
it reached the time limit, are counted with a value of tmax = 50000, its mean
rounds required metric comes out at 35255.

Table 5. Evaluation depending on m

m mean rounds required

SDA (bg) SDA-IER SN-SDA SN-SDA/SDA (bg)

perfect (#) all perfect (#) all perfect (#) all perfect all

1 20.7 21.0 13.7 66.2%

2 93.4 93.4 90.1 96.5%

5 605.6 605.6 568.1 93.8%

10 2551.6 2551.6 2108.8 82.6%

20 19281 (12) 35255 19281 (12) 35255 12140 (24) 13654 63.0% 38.7%

Next, we examined the attack’s performance for networks of different sizes.
The results in Table 6 show a clear advantage in smaller networks, which does
shrink considerably for growing networks.

Finally, Table 7 shows results for varying batch sizes, a security parameter
that can be easily changed. Except for the edge case b = 2, which is too insecure

3 E.g., senders n0 and n1 are closer and send together more often than n0 and n50.
Note that senders n0 and n99 are neighbors for N = 100.
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to use in realistic scenarios, the SN-SDA approach improves significantly on
previous versions. It can still identify all of the target’s contacts for b = 20,
while the SDA (bg) only manages that in 14 scenarios. The reduced number
of rounds required when moving from b = 2 to b = 5 can be explained by the
increased batch size leading to more messages from Alice, which are needed for
the attack’s success.

Table 6. Evaluation for differing network sizes N

N mean rounds required

SDA (bg) SN-SDA SN-SDA/SDA (bg)

perfect (#) all perfect (#) all perfect all

20 4922 (7) 37378 2210 (19) 13680 44.9% 36.6%

50 5065 (22) 10457 2093 41.3% 20.0%

100 2928 2292 78.3%

200 3135 3039 97.0%

Table 7. Evaluation for different batch sizes b

b mean rounds required

SDA (bg) SN-SDA SN-SDA/SDA (bg)

perfect (#) all perfect (#) all perfect all

2 3149 3094 98.3%

5 2406 2105 87.5%

10 2860 2240 78.3%

20 5150 (14) 24884 3842 74.6% 15.4%

We also performed a longer simulation for larger system parameters (N =
1000, b = 100) to address concerns about the system parameters being chosen
as too small. The results in Table 8 demonstrate that the attack’s advantage is
even more significant than in the default scenario from Table 5.

Table 8. Evaluation for a larger anonymity system

m mean rounds required

SDA (bg) SN-SDA SN-SDA/SDA (bg)

perfect (#) all perfect (#) all perfect all

10 14638 (9) 37269.7 7758 53.0% 20.8%
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These evaluations considered the mean number of rounds required to identify
Alice’s contacts. However, the SN-SDA approach only changes how the back-
ground noise �u is calculated. Thus, we also include a repeat of the first evalua-
tion but limit the attacker to a fixed number of target rounds to more accurately
determine our approach’s impact on the number of background rounds required
to identify contacts. The limit to target rounds tmax

t was chosen based on the
previous evaluation results as the maximum number of required target rounds
to complete the attack across all attack variants and simulations per value m
to not prevent the success of attacks by decreasing their available information
too much. It can be seen in Table 9 that the SN-SDA fulfills its expectations of
calculating noise more efficiently since it requires fewer background rounds.

Table 9. Evaluation when limiting target rounds available

m tt
max mean rounds required

SDA (bg) SN-SDA SN-SDA/SDA (bg)

perfect (#) all perfect (#) all perfect all

1 8 21.8 9.0 41.3%

2 16 40.0 26.9 67.3%

5 151 232.2 198.5 85.5%

10 410 1134.0 715.0 63.1%

20 3549 9384 (11) 32129 7492 (23) 10893 79.8% 33.9%

5.2 Symmetrical User Behavior

The previous section has shown that the SN-SDA can improve upon previous
versions by calculating noise more intelligently. However, several different SDA
variants also enhance their efficiency by employing other strategies. To demon-
strate how our approach can improve these variants, we will integrate it into
the Reverse SDA (RSDA) [11] by calculating the vector �vA using our smart
noise technique. The RSDA assumes symmetrical user behavior, i.e., if Alice
sends messages to Bob, Bob also sends messages to Alice. For this reason, we
change the previous system model. Senders are still chosen randomly depend-
ing on the time of day, but to create symmetrical relationships, we employ the
Watts-Strogatz model [18] to build a communication graph. This graph has N
nodes and a mean degree of c, though we ensure that every node is connected to
at least one other node and that Alice has exactly m connections. We use p = 0.5
to allow for both local and global communication relationships. The evaluation
results in Table 10 show that by integrating our approach into the RSDA to
build the Reverse SDA with smart noise (RSDA (SN)), further improvements
can be achieved. Not depicted in the table, it also performed better than just
the SN-SDA, and all approaches performed significantly better than the regular
SDA (bg).
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Table 10. Evaluation results for the symmetrical communication model

m mean rounds required

RSDA RSDA (SN) RSDA (SN)/RSDA

perfect (#) all perfect (#) all perfect all

1 17.0 17.0 100%

2 94.8 87.6 92.4%

5 647.2 551.7 85.2%

10 4371.8 2432.0 55.6%

20 N/A (0) 50000 17096 (14) 31574 N/A 63.1%

6 Critical Review of Evaluation Metrics Used for SDAs

After this evaluation, we want to discuss the validity of the metrics used to
determine the effectiveness of these attacks and argue why we chose the rounds
required metric in our evaluation. We shortly examine other possible metrics
and the impact of SDA results on peoples’ anonymity.

6.1 The Metric Rounds Required

The metric “rounds required to identify all (or a fraction of) Alice’s partners” is
the metric used in the two works we try to extend (SDA-IER [5]) and integrate
into (RSDA [11]). Thus we chose this metric for comparable results. However,
there are some shortcomings to using this metric.

For one, the result of the SDA, since it is only a statistical approximation,
can fluctuate a lot in early rounds. This can lead to the correct result being
found for one round by a “lucky hit,” only to be discarded in the next round.
We have introduced a confirmation threshold of five rounds to prevent this issue.
This threshold requires the attack to correctly identify Alice’s partners for five
rounds in a row until it is halted. However, the first of these five rounds is used
in the evaluation analysis to avoid skewing results.

When analyzing evaluation results, one should consider their meaning in
a real-world scenario. Currently, attacks are halted once the attack correctly
identifies the target’s partners. However, “identified” is a strong word since the
attack only assigned higher probabilities to Alice’s partners than all other users.
Consider a scenario where the SDA’s result is �v = (0.31, 0.19, 0.23, 0.05, ...).
If the users n1 and n3 who got assigned the highest probabilities are Alice’s
partners, the attack is halted for evaluation purposes. If they are not, the attack
continues, analyzing more rounds. However, in a real scenario, where an attacker
only has limited observations and must wait for more communication from Alice
or other users in the network, he has to decide when he is sure about the target’s
contacts. This is further complicated by the fact that he does not know the
number of Alice’s partners. Possible approaches for confirming the intermediate
results of the SDA might include a threshold between assumed contacts and
non-contacts or combining it with the Hitting Set Attack [9]. However, this still
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does not address the issue that a few of Alice’s partners may be identified earlier,
possibly caused by them engaging in conversation more often. This is discussed
by Mallesh and Wrigth [10], highlighting the delay caused by identifying the last
recipient.

Lastly, while this metric does confirm when the attack is finished, it does
not provide details about its progress, i.e., how close the attack is to fulfilling
the halting condition. Such information could be helpful, especially when sim-
ulating bigger scenarios where the attack may not finish within a reasonable
number of observations, and the rounds required metric would not provide any
information. We will show two such metrics in the next section. However, even
after examining all these possible problems, this metric is still useful. It can pro-
vide an estimated lower bound for the observations necessary to deanonymize
communication partners and thus assess an anonymization system’s strength.

When discussing these metrics, one should consider the meaning of SDA
attack results. For this purpose, we will borrow the degrees of anonymity scale
by Reiter and Rubin [15], which ranks how close an attacker is to breaking
anonymity, ranging from absolute privacy to provably exposed. No intersection
attacks presented in this work can result in the target being provably exposed
since Alice always has plausible deniability by claiming to communicate with
everyone at random. However, depending on the attack results, an attacker can
be confident about having identified the target’s contacts. When employing the
Hitting Set Attack [9], provided its assumptions are met, the target’s partners
can be exposed if one unique minimal hitting set is identified. At this point, we
introduce a new marker, called probably exposed, and place it between possible
innocence and exposed. We argue that the SDA can only result in the part-
ners being probably exposed because its results are only approximations and the
attacker’s lack of knowledge of m. Similarly, the Hitting Set attack also only
achieves probably exposed (at best) if no unique minimal hitting set is identified.

6.2 Metrics for Ongoing Attacks

Another metric that can be employed to evaluate SDA attacks is the mean rank
of target users [3]. The SDA assigns probabilities to users, estimating the chance
that Alice’s next message will be directed towards them4. For this purpose, all
users are ordered, depending on the probabilities in the result vector �v. If the
attack rates Alice’s contacts in the ranks 1 and 5, the mean rank of the attack
result would be (1 + 5)/2 = 3. In general terms, a perfect result would lead to a
mean rank of (m + 1)/2, while a random guess would have an expected average
result of (N + 1)/2 (the mean of the first m, respectively N , natural numbers).

This metric, however, should not be mindlessly used. Let us assume, for
example, that the attack ranked Alice’s partners in places 1, 2, 3, and 100 (m =
4, N = 100). This results in a mean rank of 26.5. The same mean rank would also
have been calculated if the attack had ranked recipients as 25, 26, 27, and 28.

4 Or in the case of symmetrical communication, that her next communication (includ-
ing messages received) will be performed with this user.
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In the first scenario, the attack correctly identified three of Alice’s four contacts
while not identifying any in the second. This example demonstrates why looking
only at the mean rank is not an adequate measure when evaluating attack results.
This difficulty is caused by the metric interpreting all ranks and their distances
equally, even though the difference between, e.g., rank 1 and 10 (for any m < 10)
is more significant than between 51 and 60 as the first case decides if the recipient
is classified as a contact while the second does not.

Another metric for evaluation purposes is the mean squared error of the
SDA result [13]. Displayed in Eq. (8), it calculates how close the attack’s esti-
mated vector �v ′ is to Alice’s actual sending behavior �v. Possible modifications
might include restricting the error calculation to the target’s partners. However,
that variant would be unable to identify false positives, i.e., non-contacts being
calculated as more likely than real contacts. In our experiments, we could not
definitively assess this metric’s accuracy and often observed results similar to
the mean rank metric, though they were sometimes slightly contradicting. Thus,
we did not rely on this new metric for evaluation purposes, and it should be
studied further to determine its adequacy for SDA evaluation.

‖�vi − �vi
′‖2 =

N∑

i=1

(�vi − �vi
′)2 (8)

7 Conclusion

In this work, we have presented the Smart Noise Statistical Disclosure Attack
(SN-SDA). Our approach uses more information available compared to previous
implementations by examining other users’ co-occurrence frequency with the
target user to more efficiently filter out their noise. We have shown in an exten-
sive evaluation how different factors impact the attack’s performance and that
it can improve upon its predecessors while not resulting in worse results, even
when its assumptions are not met (see Table 4). Furthermore, since this app-
roach improves the noise calculation used in nearly every SDA variant, we have
demonstrated that it can be integrated into other implementations to improve
their effectiveness.

We have also reviewed the metrics used to evaluate Statistical Disclosure
Attacks, highlighting shortcomings and other factors to consider when analyzing
different versions. In future work, we want to revisit these metrics, possibly
combining them, to allow for a more thorough evaluation of intermediate and
final results to give better insights when users’ anonymity is endangered.
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Abstract. The importance of cybersecurity in agriculture has grown sig-
nificantly due to the increasing use of technology, which brings about vul-
nerabilities in farm systems. This study investigates the technology usage
and cyber attack susceptibility on Norwegian cow and pig farms while
focusing on impacts to food production. Employing a phenomenological
approach, we conducted 14 one-on-one interviews with cattle and pig farm-
ers in Norway, complemented by two interviews with domain experts in
widely-used milking robot brands for dairy farms. The findings indicate
that dairy cow farms heavily rely on the milking robot for production, pig
farms are highly dependent on feeding systems, while suckler cow farms
have the lowest digital technology dependence. However, targeting a sin-
gle farm is unlikely to cause significant consequences for the entire society.
For threat actors aiming to disrupt food production on a national scale,
the focus might shift towards suppliers of raw materials, machinery, data
processors, and regulatory bodies for meat and dairy. Attacks at this level
could have widespread implications for farms across the country, making
it a critical area for future research and attention.

Keywords: Cybersecurity · Food production · Norway

1 Introduction

The agricultural sector uses a lot of technology in their day-to-day operations
[2], and digital technology are a part of many different aspects, such as water
management, crop fertigation, livestock monitoring and e-commerce to name a
few [2,3]. Internet of Things (IoT) sensors are placed all around the farm and can
also be used for specialized tasks such as detecting plant illness, or they can be
placed on equipment such as tractors and drones [5]. The use of technology has
also increased in recent years along with the rise of smart farming and precision
agriculture [25]. Increased digitization also increases the potential consequence
of cyber attacks. To illustrate this issue, in late 2021, the Norwegian butchery
and meat production company Nortura was hit by a ransomware attack [20]. The
attackers managed to impact the production line with the consequences from the
attack manifesting in the physical world going both ways in the supply chain:
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
L. Fritsch et al. (Eds.): NordSec 2023, LNCS 14324, pp. 107–125, 2024.
https://doi.org/10.1007/978-3-031-47748-5_7
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Through less available goods in the stores the following weeks for consumers, but
also impacted meat suppliers as they experienced trouble delivering live stock
to the butchery as digital records were lost. The said attack illustrates food
production process IT dependency and vulnerability, and the need for gathering
knowledge of digital risks in agricultural value chains.

A review of cybersecurity in agriculture and smart farming highlighted gaps
in the research, particularly in understanding farmers’ knowledge, perspectives,
and technological dependencies [9]. This study is a first step to filling this knowl-
edge gap by investigating the technology use and digital risks of farms. Knowing
the consequences for farmers in different attack scenarios can give a clearer
view of the true threats to Norwegian agriculture technology. Understanding the
threats to one of the main components of the supply chain can highlight what
threats are important to protect against from a societal point of view. In order
to find the societal consequences of cyber attacks to agriculture technology, the
first step is to look at what technologies are used by farmers today, and mapping
the dependency on them. While there are multiple avenues for researching this
topic, such as looking at specific farm production systems in detail, or looking at
the technological dependencies of the whole supply chain, this research will focus
on the farm in general. Examining multiple farms, their use of technology and
reliance on suppliers will give insight into what kind of damage a cyber attack
can do. Cattle and pig farms are the chosen types in this research because of their
role in the Norwegian food production. This leads to three research questions:

– What technologies are used by Norwegian cattle and pig farmers to produce
and deliver their product?

– What are the main cyber risks to the production and delivery of produce on
these Norwegian farms?

– How can a threat exploit the vulnerabilities of individual farms to affect food
production on a national scale?

This paper begins by providing essential background information to help
readers understand the problem space. It then outlines the applied method and
demographics used in the research. The results concerning technology usage are
presented separately for three surveyed farm types: Dairy Cows, Suckler Cows,
and Pig farms. Subsequently, the key IT assets, vulnerabilities, and risks asso-
ciated with smart farm types are summarized. Following this, we engage in a
discussion about the identified risks and their potential to impact food produc-
tion on a national scale in Norway. The paper concludes with suggestions for
future work, including the possibility of conducting similar research on other
farm types and exploring additional research opportunities within the agricul-
tural sector. A more detailed description of this research and results can be found
in Karianne Kjøn̊as’s master thesis [10].

2 Background and Related Work

Smart farming uses software and hardware to enhance farm operations and
involves various technologies like sensors, IoT, AI, machine learning, and
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unmanned vehicles [2,15]. These technologies enable tasks such as precise weed-
ing and pesticide application [15]. Farming technology has undergone four revolu-
tions [15]: Initially, manual labour and basic tools were used. The first industrial
revolution introduced steam-based machinery, leading to a shift from agricul-
ture to manufacturing [22]. The second industrial revolution brought powered
machinery, replacing manual and animal labor [4]. The third revolution involved
automation using electronics and IT [22], while the fourth revolution integrated
big data, AI, IoT, and unmanned vehicles into agriculture [4].

Unmanned farms have emerged, utilizing IoT, AI, robots, and big data for
production [23]. Sensors and IoT devices collect data, enabling smart collars for
livestock to track health and fertility [23]. Precision feeding calculates the exact
amount of feed needed, and milking robots cater to individual cow settings [23].
Automatic barn ventilation with sensor-based control optimizes conditions for
livestock [8].

Fig. 1. The change in farm size from 1969 to 2021 showing trend towards centralization.
Data from Statistics Norway (SSB) [21]

2.1 Farming in Norway

This study aims to investigate the first part of the food production value chain,
namely the technology use and digital risks of farms. Scoping such a study is
challenging as the issue is complicated by the many types of farms and food pro-
duction, geographical differences in altitude and latitude, climate, and individual
technology adoption among the farmers. We narrowed the scope to Norwegian
farms. According to Statistics Norway [21], there were 38 076 farms in Norway
in 2021. The amount of farms in Norway has been steadily decreasing since 1979
when there were 125 302 farms. The trend tends towards centralisation with
fewer and larger farms. There were 5 031 large farms (over 500 acres of land)
in 2021 compared to 709 in 1979. The most common size of a farm in 2021 was
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between 100 and 199 acres. Figure 1 shows a comparison of the amount of farms
in different size categories over the years.

The are more animal farms than plant producing farms in Norway today. In
2020, there where 11 421 plant producing farms, 23 636 milk and meat producing
farms and 1 451 that produce both animal and plant products [21]. Meat pro-
duction has increased drastically in Norway from 1950 until more recent years
[11]. The largest increase happened up until 1984 because of the agricultural
revolution which improved the efficiency of the farmers. This also meant that
less people were needed to work on the farms, and over time this has led to a
significant reduction in the amount of employees on each farm, even though the
size of the farms have increased.

2.2 Previous Work on Risks and Vulnerabilities in Smart Farming

A literary review of cybersecurity within agriculture and smart farming research
papers revealed several gaps in the research [9]: Topics such as threats and
vulnerabilities in the technology was quite well covered, but research into farm-
ers’ knowledge and perspectives, as well as their technological dependencies is
lacking. The consequences of potential incidents are discussed in terms of confi-
dentiality, integrity and availability (CIA), but the practical implications of such
a consequence is not discussed [25]. For example, Gupta et al. mention that a
denial of service (DoS) attack will lead to loss of availability, but does not discuss
how this may affect the farmer [6]. A full risk assessment that considers the con-
sequences for the farmer and the likelihood of cyber attacks is not present in the
research, even though some of the components of a risk assessment are. There
is a need for an overview of assets, supply chains and dependencies in order to
implement the correct protective measures against various threat actors. Farm-
ers must also deal with food traceability and integrity risks as a crucial part of
safety [1].

3 Research Method

The overarching research approach for this study is the phenomenological app-
roach, where the researchers try to understand a situation from the data subjects’
perspectives [13]. The farmers’ experience and knowledge will affect their depen-
dency on a technology, which in turn will affect the consequence of a potential
cyber attack, and is therefore important to include in the collected data. The
experienced consequence will also be somewhat subjective as different farm-
ers can have different economical backgrounds and other differences that leads
to variations in acceptable risk levels. This study was conducted using sixteen
unstructured interviews with a set of pre-prepared questions, fourteen with farm-
ers and two with milk robot experts. There are two major suppliers of milking
robots that are used in Norway, Lely and DeLaval, and this study includes one
interview with each. Look to Karianne Kjøn̊as’s master thesis [10] for a more
detailed method description including interview design.
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3.1 Sampling

Phenomenological studies typically involve a relatively small sample size, usually
less than 25 participants [13]. The focus is on the quality and depth of data
rather than the quantity of participants and than the breadth of generalization.
Inclusion and exclusion criteria for this study was:

– Participants with Direct Experience: The sample should consist of individuals
who have direct and relevant experiences with the phenomenon being inves-
tigated. These participants should be able to provide rich and meaningful
descriptions of their experiences.

– Homogeneity and Diversity: The sample should be homogeneous in terms
of the phenomenon under study, meaning participants should share similar
experiences related to the research topic. However, some level of diversity
within the sample can also be beneficial to capture various perspectives and
nuances.

– Information Richness: Phenomenological studies aim to gain in-depth insights
into the experiences of participants. Therefore, the sample should consist of
individuals who can provide detailed and information-rich accounts of their
experiences.

– Data Saturation: Phenomenological studies often continue until data satura-
tion is reached. Data saturation occurs when no new or relevant information
is emerging from additional participants, indicating that the sample size is
sufficient to capture the essence of the phenomenon.

– Farm selection and scoping: This study does not include farms that do not
produce food or farms that do not work with animals. Cattle was chosen as
Norway was 98% self sufficient for milk and milk products in 2022, and pigs
were chosen as that was the most produced type of meat in 2022 [12]. The
study prioritised farms with a basic level of technology adoption.

3.2 Participant Recruitment

Interview participants were recruited through existing contact networks, from
farmer related organizations (e.g. Norsk Bondelag) and their county offices to
see if they knew anyone who could participate. This yielded another set of con-
tacts, and some recommendations of other organizations to contact that could
help both to understand more of some of the technologies used by farmers, but
also give recommendations for farmers to contact for interviews. Contacting the
organizations that produced some of the equipment used on the farms yielded
contacts that knew more technical details about the equipment, as well as regular
contacts to farms that used that organization’s equipment.

3.3 Interviews and Data Collection

The main medium used to perform the interviews was online meetings and tele-
phone. Before the interview, the participant was sent the interview questions so
they could prepare if they wished to. The participant was asked if audio recording
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of the session was permitted, and if not, notes were to be taken during the inter-
view. The interview participant was asked the first question to start, and were
allowed to talk freely about the topic. Whenever they were done answering the
questions, follow up questions were asked to gather the necessary details. Which
follow up questions were asked depended on what the participant said, and when
they were interviewed. The first interviews were longer and more general, and
the participants were asked more clarifying questions than ones about specific
details. As the data collected was analyzed along the way, it became clearer
which details where needed to perform the case study and risk assessment.

3.4 Data Analysis

The data analysis was performed mainly using Creswell’s data analysis spiral
[13]. The method consists of four steps that are repeated several times until the
data analysis is complete: Firstly, the data was organized using qualitative study
analysis tools (Nvivo), and labeled according to type of farm [18]. The second
step is perusal, where the entire dataset is perused to get an overview, and figure
out potential categories, note down thoughts and comments in general. The third
step is classification, where the data is sorted into subcategories and coded.
The fourth step is synthesis, where the data is integrated and summarized for
readers. The spiral was followed using the data currently available, and repeated
whenever new data was added to the set.

3.5 Risk Assessment Method

The risk assessment in this study adhered to the ISO/IEC 27005 standard [7],
which is considered a best practice in the field [24]. An asset-based approach was
employed, taking into account threats and vulnerabilities for information security
assessments. The assessment began with evaluating assets based on their levels
of confidentiality, integrity, and availability. Consequence and probability levels
were approximated using four distinct levels for each, derived from the data
collected during interviews. Threats to the assets were then identified, drawing
from a comprehensive list of example threats provided in the ISO 27005 standard
[7]. These threat actions were further linked to specific threat agents, adding
more detail to the analysis. To gauge the likelihood of these threat actions, the
capability and capacity of the threat agents were assessed. Capability pertains to
the threat actor’s knowledge and abilities, while capacity refers to their available
resources [24]. Due to the project’s scope and limitations, other characteristics
of threat agents were not considered in the assessment.

4 Sample Demographics

In total, 14 farmers were interviewed about their use of technology on the farm.
Of these, eight were dairy farms, two were suckler cow farms, and four were pig
farms. The 14 farms are described in Table 1 by type of farm, the county the
farms is located in, and information related to the size of the farm. The amount



Norwegian Livestock Farming Cybersecurity 113

of animals on the farm is an approximation in most cases, as it varies throughout
the year. Therefore, the capacity of the milking tank is included for the dairy
farms to give a more precise picture. There are five different counties represented
in the study. Innlandet county is represented most heavily due to being in close
proximity to the researchers.

Table 1. Demographics of the smart farms included in the study

No. Type Location Size

1 Dairy farm Trøndelag 2000 l 40 dairy cows - 80 young cows

2 Dairy farm Innlandet 6000 l capacity 40 dairy cows - 164 in total

3 Dairy farm Viken 72 dairy cows 120 calves and heifers

4 Dairy farm Troms og Finnmark 3000 l 40 dairy cows

5 Dairy farm Rogaland 8000 l capacity 475 cows - 80 suckle cows

6 Dairy farm Innlandet Up to 5000 l

7 Dairy farm Innlandet Up to 10 000 l 115 dairy cows

8 Dairy farm Innlandet 42 dairy cows

9 Suckler cow Innlandet 50 mother cows

10 Suckler cow Viken 50 mother cows

11 Pig Innlandet 1200–1600 during a year

12 Pig Trøndelag Up to 1000 at a time

13 Pig Innlandet 600 at a time

14 Pig Innlandet 1600 currently

In addition to the 14 farmers, we also interviewed two service technicians who
specialize in dairy farm technology. These technicians were associated with the
two largest milking robot manufacturers in Norway, namely Lely and DeLaval.
Since these manufacturers dominate the Norwegian market, their insights were
invaluable for understanding the technologies, how they provide service for the
machines, potential vulnerabilities, and gaining some understanding of the data
collected by their respective organizations.

5 Dairy Cow Farms

Figure 2 shows a summary of all the technologies used on the eight dairy farms
that were interviewed, and how they are connected to the Internet. Each tech-
nology is marked with how many of the eight specifically mentioned using that
technology. All farms that produce cow’s milk depend on a milking robot. This
is connected to a farm PC where the machine management software is located.
This PC is often used to manage other machines such as feeding robots, as well
as ordering supplies, uploading data to relevant websites and accessing software
used to manage production.

Some of these programs are also connected to the farmers’ mobile phone so
that they can check on progress remotely, and set alarms for events such as
equipment failure or a power outage. All the farms also have a fire alarm system
that will call the farmers’ phone in case of fire. A dedicated robot is used by some
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of the farmers to remove manure, but the machine runs on its own system and is
not managed through the farm PC. Overall, the only technologies all the dairy
farmers use is the milking robot, farm PC, and a milking robot identification
solution. The use of other technologies varies by size and farm house layout as
well as location and simply choice.

Fig. 2. Overview of use of technology on the dairy farms

The Milking Robot. During the milking process, cows in the milking robot
are provided with concentrate as an incentive to remain in place. This feeding
is controlled alongside the milking process from the farmhouse PC. To manage
milking settings and keep track of which cows have been milked and their milk’s
destination, each cow wears identification, such as an RFID chip in an ear tag
or a necklace. These ID tags categorize cows based on milking needs and can
also regulate access to specific areas, such as preventing cows on antibiotics from
accessing the main milking robot. Smart gates are also used to direct cows to
designated locations for health checks and insemination, with the farmer being
able to control this process through the machine software, and the milking robot
having its own mobile modem to communicate directly with the farmer.

Lely and DeLaval offer their own software solutions for managing farm
machines. Lely has the T4C management system, specifically designed for milk-
ing machines, while DeLaval offers DelPro, which not only manages milking but
can also be connected to feeding and manure robots. These solutions aim to
streamline farm activities and tasks into a unified system, providing substan-
tial decision support. Farmers regularly use these software systems to monitor
milking status, ensure all machines are functioning correctly, check the supply
in feeding robots (if used), and synchronize data with other software, such as
Kukontrollen, utilized by the farmers. The milking robot software is remotely
updated and maintained by both Lely and DeLaval through the farming com-
puter.
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Manure and Feeding Robots. On Norwegian dairy farms, two common types
of robots are used: manure removal robots and feeding robots. Five out of eight
farms have a robot to manage manure, either connected to the farm PC or oper-
ating on a predetermined route, while the others use a hydraulic draft for manure
removal, with some using both methods. During milking, cows are primarily fed
concentrate in limited quantities, while fodder or forage is provided at feeding
stations within their living areas, accessible to them at all times. Feeding robots
are utilized by five dairy farmers to distribute this feed, while the remaining
three use a machine connected to the back of a tractor. The feeding robots are
managed either through software on the farmhouse PC or by predetermined
settings that keep them separate from the LAN. Two farms have an automatic
feeder for calves, which can be connected to the same software as the milking
robot or programmed manually.

Alarms, Surveillance, and Mobile Connections. The farms have different
levels of alarm functions, both emergency functions such as a fire alarm, and
alarms related to problems with the milking and feeding robots. Both the fire
alarms and the milking robots have the ability to call the farmers’ mobile phone
in cases of emergency. The farmer can set up as few or many alarm scenarios as
they wish for the milking and feeding robots, and some have chosen to get alerts
though text message instead. Some of the applications can also give notifications
directly to the mobile phone, especially for those systems that have a phone
application to access services remotely. Three of the farms also had remote access
surveillance cameras to keep an eye on the farm house and the cows.

Common Software. Farmers in Norway use a variety of software and websites
for farm management, including mandatory and optional solutions. They report
crucial information to the Norwegian food authority through the national live-
stock register, maintaining records of cows with unique identification numbers.
The farmers also keep detailed journals about each cow on the farm, ensuring
control over production, animal rights, and traceability in disease outbreaks.

In addition to required systems, approximately 97% of dairy farmers in Nor-
way use Tine’s Kukontrollen, a data processing solution that compiles and ana-
lyzes animal data from different sources. This includes Geno, a breeding web-
site, and Dyrhelseportalen by Animalia, which provides health and insemination
information. Other online services, like Felleskøpet for purchasing animal feed
and the chosen slaughterhouse’s website, are essential for the supply chain and
product delivery.

Health analysis services, such as Lely’s system that connects to cow necklaces,
have become popular among Norwegian dairy farmers. These sensors analyze
various aspects of cows, enabling early detection of health issues and optimal
insemination. However, only two farmers mentioned using these solutions, and
they were among the largest farms in terms of milking tank capacity.
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6 Suckler Cow Farms

The use of technology on suckler cow farms differs from dairy cow farms mostly
by the lack of the milking robot. Both types of farms produce cattle for beef
production, but the dairy farmers produce cattle to induce milk production,
whilst the suckler cow farms produces calves to sells them to other beef or
dairy farms. Some of the calves are kept for beef production, others are kept for
breeding, and the rest are sold to other farms.

Fig. 3. Overview of the use of technology on suckler cow farms

Technology, Software, and Third Parties. Figure 3 shows an overview of
the technologies used by the two suckler cow farmers interviewed in this study.
There is also less use of software systems because they do not have the same
need to optimize milking, but they are still required to give information to the
national livestock register, and do use solutions such as Cattle Meet Control
(Storfekjøttkontrollen) to keep track of beef cattle. The cows still have ID tags
as required by the national food authority, but they do not use RFID to control
access rights and keep track of the cows in the same manner as the dairy farms.
The farms still have a farmhouse PC for ordering food, keeping track of the herd,
ordering slaughter, and accessing the applications and websites of various other
online services.

One of the farms also used the surveillance cameras to monitor heat. The two
farms do insemination in different ways, where one farm orders semen online,
the other farm purchases the sire and does the insemination naturally. Because
they work with the same animals, the suckler cow farms use many of the same
services as the dairy farms. Both farmers need to order feed and sell the cows
to a slaughterhouse. As they produce calves, they also need to sell the calves,
which both farms do through Nortura.

None of the two suckler cow farms used a feeding robot, but one of them
does used manure robot. As feeding and cleaning is needed for both dairy and
suckler cow farms, the use of robots for these functions is more about preference
than difference in the use cases.

Alarms, Surveillance, and Mobile Connections. When it comes to alarm
functions, there is less need for it on suckler cow farms as they did not have
any robots or machines they are critically dependent on. Both farmers had fire
alarms similarly to the dairy farms. Both farmers used surveillance cameras to
monitor the cows, especially during calving season, to make sure that things go
smoothly.
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7 Pig Farms

Figure 4 shows the use of technologies on the four included pig farms. The feed-
ing systems are the most critical technologies, and they are controlled through a
dedicated management computer. The other main technology used is the venti-
lation system, which is also managed through a dedicated computer. The barns
are required to have alarm functions in place in case the temperature or humid-
ity reaches unsafe levels, or there is a power outage. The feeding station is also
connected to the alarm system in cases of malfunction or power outages. The
pig farmers also rely on online solutions to manage the farm, and purchase from
and sell to other companies in the supply chain.

Fig. 4. Overview of the use of technology on pig farms

Feeding Systems. Pigs are either fed dry or liquid feed, and in some cases
a combination. The different types of feed requires different machines, because
in liquid feeding, the concentrate is mixed with water, whilst the dry feeding
machines distributes the feed mix directly. Two of the farmers in this study uses
both, one uses only dry feed, and the fourth uses only liquid feed. The pigs are
fed twice a day, and the law requires that the feeding system is checked once
daily to make sure it works [14]. Three of the four have one feeding station which
can be controlled through a separate screen connected to the machine. Some of
the feeding machines are connected to the Internet, whilst others are not, but
all are connected to an alarm system that will alert the farmer in cases of power
outages or malfunctions.

Ventilation Systems. The ventilation systems are generally more mechanical,
where not all can be connected to the Internet. The surveyed ventilation systems
primarily did not have remote access control configured. The ventilation systems
are critical for pig farming, as poor air quality and temperature will affect the
animals’ welfare. Therefore, the farms are required by law to have emergency
openings that are battery operated in case of power outages if the farmhouse
itself does not have sufficient natural ventilation [14]. The ventilation systems
are also controlled through a separate computer, and this is connected to the
alarm system, so that the farmer is alerted if the humidity or temperature is too
high.
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Animal Identification. Pigs do have ear tags that they are required by law to
wear for identification, but they are not used in connection with machines such
as the cows are connected to the milking robot. Also, none of the pig farmers
used sensors to monitor animal health. One of the farmers mentioned using an
automatic weighing system connected to the internet to monitor growth and
gather data.

Software and Third Parties. Three of the four pig farmers uses Ingris to
keep track of the animals and register production results. Nortura and other
slaughterhouses are used to sell products. Two of the farms used Norsvin to
order semen for insemination. The other two farms purchased the young pigs
through for example Nortura. Felleskjøpet also sells feed to pig farmers, which
is where three of the interviewed farmers purchase their feed, whilst the fourth
uses a local mill.

8 Risk Assessment for Norwegian Smart Farms

This sections starts by providing a brief evaluation of the ICT assets for the
three farm types. The evaluation is followed by a threat and a vulnerability
assessments for the smart farms, and ends with a risk assessment.

8.1 Information Asset Evaluation for the Three Farm Types

On a dairy farm, the milking robot is the most critical element, as its unavail-
ability can halt milk production and harm the animals. Breaching the integrity
of the milking robot could lead to contaminated milk or fines for the farmer. The
farmhouse PC and mobile phone are essential tools but not critical for produc-
tion, while feeding and manure robots are less critical since manual routines can
be used in case of failure. Machine ID tags are crucial for milking and must be
fixed if unavailable, as mislabelling cows could lead to economic losses. The alarm
box is essential for emergencies, and surveillance cameras and health sensors are
not necessary for production but can impact animal well-being if relied upon.
Additionally, software integrity, particularly for the milking robot and related
applications, is crucial, as incorrect information can affect production planning
and meat disposal.

The asset evaluation for the technologies used on suckler cow farms is very
similar to the dairy farms. They do rely on surveillance cameras more in their
business, but other than that, the use cases are very similar. Other than the alarm
box, there are no critical consequences in terms of availability, because they do
not rely on technology in order to produce cows, only to manage and optimize
production. Similarly, breaches of integrity will not have critical consequences
economically, but it can affect traceability. Only Husdyrregisteret has a critical
integrity consequence, because this can affect production if the meat has to be
discarded.
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The feeding systems are critical for pig farmers in their everyday operations,
as the pigs require regular access to food. While short periods of unavailability
can be managed, extended downtime (more than 12 h) can cause problems, and
manual feeding would be challenging. Integrity is not as important, because the
farmer will quickly notice if the pigs have received too little food. Too much feed
will lead to some economic loss for the farmer. The alarm function is also crucial
for emergency situations to ensure the well-being of the animals. The farmhouse
PC and mobile phone play essential roles, similar to dairy and suckler cow farms,
and software solutions are necessary for production planning, although they do
not need to be available at all times. Correct data on these sites is vital for smooth
production. While farmers are dependent on supply chain organizations, some
can still function with phone orders in case of cyber attacks or other disruptions.

8.2 Threat Assessment

Various actors pose threats to Norwegian farmers, summarized in Table 2. Cyber
criminals pose a threat to smart farms due to their malicious intentions and
potential financial gain through activities like ransomware attacks. They have
medium-level capabilities as they dedicate time and resources to hacking, aiming
to earn money and sustain their livelihoods, making them more likely to perform
cyber attacks, particularly if it leads to financial gains.

State actors may be motivated by geopolitical reasons, seeking to sabotage
food production or gather valuable information through cyber attacks. They
have high capabilities and capacities due to state support. Activists may target
farmers to portray the food industry negatively or disrupt production, but their
capabilities and capacities vary depending on their goals and resources. Natural
causes, like power supply disruptions or equipment damage, also pose a threat to
farming, with high capacity to cause severe damage, although their capabilities
are generally low due to infrequent occurrences.

8.3 Vulnerability Assessment

Table 3 lists some potential vulnerabilities identified from the interviews, as well
as findings from Nikander, Manninen and Laajalahti’s work on dairy farms in
Finland [17]. The vulnerabilities in Norwegian farming vary depending on equip-
ment, farmer knowledge, farm size, and other factors. Many farms have remotely
accessible equipment, which is beneficial as it allows for remote access, but also
makes them susceptible to unauthorized access and tampering. Several of the
websites and software solutions used in Norwegian farming, such as Kukon-
trollen, Geno, Animalia and Nortura, are logged into through Produsentregis-
teret, a national register over agricultural producers [19]. The benefit of such a
solution is that the farmers need fewer unique login credentials, however, this
can cause issues if Produsentregisteret is unavailable, and the farmers can not
access all the services they rely on. Transportation of goods is also a vulnera-
bility for farmers, as product, such as milk, spoil after a period, and emergency
slaughter requires urgency.
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Table 2. Threat assessment for Smart Farming

Threat actor Capability Capacity Threat action

Cyber criminal Medium Medium Intentional denial of service event

Corruption of data

Theft of digital identity or credentials

State actor High High System sabotage or software failure or malfunction

Sabotage of supply system

Theft of media or documents

Activist Low Low Eavesdropping and interception of data

Theft of equipment and sensitive media through

unauthorized physical access

Unchecked data viewing or alteration

Natural Low High Equipment damage or destruction due to

natural causes (fire, lightning, etc.)

Loss of power

The protection of farmhouse PCs and network architecture in Norwe-
gian farming depends on the farmer’s security awareness, training, economic
resources, and personal experience. One dairy farmer, having experienced a ran-
somware attack, implemented stricter security regulations to prevent future inci-
dents. Vulnerabilities in software and network categories are common in small
businesses without dedicated security personnel, aligning with findings from
Nikander et al. [17]. Inadequate physical access control is a vulnerability, as
many farmhouses in Norway are unlocked. Location will affect how vulnerable
the farm is to attacks conducted through physical access, as highly trafficked
areas are more exposed. Farmhouse PCs and data cards are susceptible to light-
ning damage, as mentioned by a technician.

Table 3. Vulnerability assessment for Smart farming

Category Vulnerability description

Software Remote access control
Same login service on multiple sites
Lack of malware protection

Network Unprotected communication lines
Insecure network architecture
Lack of equipment maintenance

Personnel Lack of security awareness
Insufficient security training

Site Inadequate physical access control and security
Susceptible to damage in cases of lightning
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8.4 Risk Evaluation for the Smart Farms

In the risk analysis conducted for different types of farms, including dairy farms,
suckler cow farms, and pig farms, various key risks were identified.

For dairy farmers, the main critical risks involved the milking robot’s integrity
and availability. A virus on the milking robot, physical sabotage, unauthorized
access to milking robot software, and power outages were potential risk scenarios.
These risks were deemed unacceptable as the milking robot is crucial for dairy
production and cannot be easily replaced manually. Other risks for dairy farmers
were less critical and had lower risk scores.

Suckler cow farmers faced lower critical risks, as they were less reliant on
digital technology in their production. The identified risks included a ransomware
attack on Animalia and a denial of service attack on the farmhouse network.

Pig farmers also had lower critical risks, with a virus on the feeding sys-
tem control computer being the highest-risk scenario. While a power outage,
ransomware attack on Animalia, and denial of service attack on the farmhouse
network were also significant risks, pig farmers could potentially go longer with-
out feeding machines compared to dairy farmers and still manage production.

Overall, attacks on confidentiality were not prioritized by the farmers as they
saw little consequence tied to confidentiality breaches. The risk of power outages
varied depending on the farm’s location, with some farmers more prepared with
generators and manual alternatives due to their location. Dairy farms and pig
farms faced some critical risks, while suckler cow farms had non-critical but
high-scoring risk scenarios. The severity of risks varied based on farm reliance
on technology and existing mitigating measures and redundancies.

9 Risk Evaluation for Smart Farms on a National Scale

As the risk analysis shows, it is possible to hinder farm production through a
cyber attack, but an attack on one or a couple of farms will not have a widespread
effect when there are over 38 thousand farms in Norway. On a national scale our
investigation found:

– Local Attacks vs. Supplier Attacks: To impact food production on a national
scale, the attacks must be aimed towards the suppliers the farmers heavily
depend on in various parts of the supply chain.

– Different Types of Attacks on Suppliers: The supply chain involves entities
that deliver services or products to farms, those to whom farms deliver their
products, and those that receive, analyze, and deliver data. Potential targets
for cyber attacks include power suppliers, milking robot manufacturers with
remote access control, food suppliers like Felleskjøpet, and data processors
such as Nortura, Norsvin, and Tine.

– Effects of Supplier-Targeted Attacks: The outcomes of cyber attacks on sup-
pliers can vary significantly. For instance, power outages may affect farms
differently depending on their location and level of preparedness. An attack
on milking robot software can be particularly detrimental to dairy farmers’
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production, while attacks on data processors can lead to economic and animal
welfare consequences for farmers who rely on their services. In cases where
certain segments of the value chain are monopolized or exhibit limited com-
petition, the presence of single points of failure increases overall vulnerability

– Data Processors and Authentication Services: Shared login services like Pro-
dusentregisteret and Landbrukets Dataflyt are potential targets for cyber
attacks, allowing hackers to gain access to multiple organizations and data.
Understanding the data flow between organizations in the food production
chain is crucial for assessing vulnerabilities.

– General Data Attacks: Attacks focused on data integrity, such as altering
data in Husdyrregisteret, can create uncertainty and impact national food
planning and self-sufficiency analysis.

– Loss of Cloud Connectivity: Smart farming systems, which depend on cloud
platforms for data storage and analysis, would suffer from interrupted data
flow and real-time monitoring. A milking robot can do business a few days
without cloud connection, however, the connected logistics for dairy and meat
processing is vulnerable to collapse such as with the Nortura attack.

Supply chain protection is of strategic national importance, but safeguarding
individual farms against cyber attacks can contribute to overall defense. The
UK National Cyber Security Centre (NCSC) has collaborated with the National
Farmers Union to develop a specialized cybersecurity guide for farmers [16].

10 Limitations and Future Work

As a qualitative study, the data presented here does not fully represent the
entire agriculture industry: Although different farmers employ diverse technolo-
gies, the findings still hold value and relevance at a general level. The study
primarily focused on medium and large-sized cow and pig farm, leaving room
for investigating smaller farms in future efforts. There are other critical sec-
tors, such as Norwegian food readiness, supply chains, salmon farming, and the
fish trawling fleet, that are as important as dairy and pork farming in Norway.
Automation technology in aquaculture was not within the scope of this research,
but it represents an area for potential future exploration.

While dairy and pig farms were the primary focus, it is essential to extend
research to other farm types, such as chicken farms, which heavily rely on tech-
nology for temperature control. Additionally, a deeper exploration of plant-based
food production is warranted, as disruptions to technology is feasible in this sec-
tor. Understanding specific vulnerabilities and consequences, particularly their
impact on the food supply chain, is crucial. Another critical aspect lies in pre-
cision agriculture’s reliance on satellite systems such as GNSS and Kartverket’s
CPOS. Further investigation is needed to assess the risks and consequences of
cyber attacks in this area.

The research identified potential targets within the supply chain, emphasizing
the importance of studying critical organizations like Felleskjøpet, whose disrup-
tion could lead to waste and impact food production. Comprehensive research
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into the entire supply chain, including services like Landbrukets Dataflyt, is
necessary to unveil potential weaknesses and vulnerabilities.

While the study outlined potential scenarios affecting food production, fea-
sibility analysis is essential to evaluate the likelihood and extent of damage each
scenario could cause. Understanding the criticality of different agricultural sec-
tors and their emergency storage capacity will help differentiate the consequences
of potential attacks. The threat and attacker models used in this study were
based on the farmer’s own statements, resulting in a relatively narrow attacker
model in Table 2. Criminals, state actors, and activists were presented as the
attackers, but it’s important to consider a more intricate list of actual threats
against smart tags, communication links, and infrastructure around smart farm-
ing, such as cyber sabotage with the application of fertilizers and pesticides,
digital controllers in greenhouse systems that can grow or destroy all vegetable
or fruit produce, and irrigation systems in grain farming that can water, flood,
or dry out large areas when attacked.

11 Conclusion

The research findings highlighting Norwegian cattle and pig farm IT system
dependencies. Dairy cow farms rely heavily on the milking robot and its con-
nected ID tag, while pig farms consider the feeding system crucial due to their
large number of pigs. Suckler cow farms also use similar technologies but do
not view them as critical for their production. The risk assessment for dairy
farms identified 10 critical risk scenarios, primarily affecting the availability and
integrity of the milking robot and its software. These scenarios involve a high
likelihood of computer viruses or unauthorized access through remote control
systems. On the other hand, suckler cow farms have no critical risks due to their
lower reliance on technology, while pig farms face their highest scoring risk with
a computer virus on the feeding system control computer. To impact food pro-
duction on a national scale, threat actors are more likely to target elements of
the supply chain rather than individual farms. Farm suppliers like Felleskøpet
and Norsvin, data processors like Animalia, and market regulators like Nortura
and Tine are potential targets due to their significant roles in Norwegian food
production. Further research is needed to investigate the vulnerabilities and
importance of these organizations for food production. Additionally, services
like Landbrukets Dataflyt, which facilitate collective access to various agricul-
tural software solutions and enable secure data sharing, should be studied for
their potential cyber attack implications on the food supply chain.

In conclusion, safeguarding the nation’s food production from cyber threats
requires securing the supply chain and understanding vulnerabilities across vari-
ous agricultural sectors. Future research should delve into these areas to develop
effective strategies for protecting Norway’s food production system.
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Abstract. Graphical models like attack trees and attack graphs provide
promising approaches to represent and analyze complex cyber infras-
tructures. One common analysis that graphical models are used for is
to identify short, or other types of critical attack paths. In this paper,
we consider attack graphs that are probabilistic, and the attack steps
are characterized by multiple parameters, the probability of success, and
the distribution of time to perform the attack step. We propose low-
complexity solutions to find sets of critical paths according to flexible
mean value-based utility functions. We demonstrate that the results are
similar to the ones from Monte-Carlo simulations. Consequently, the util-
ity function-based approach can substitute time-consuming simulations
and can be a valuable component of dynamic defense strategies.

Keywords: Systems security · Graphical security modeling ·
Probabilistic attack graphs · Multiple criteria

1 Introduction

Cyber-infrastructures are becoming increasingly complex and assessing them for
identifying the vulnerable parts is very difficult. Graphical models, like attack
trees and attack graphs [1–3] provide a formalism that makes it possible to find
sequences of exploits or attack steps that lead to successful attacks of valuable
assets. This in turn helps to derive efficient defense strategies.

A common way of defining the vulnerable parts in an attack graph is to look
for the critical paths, that is, attack paths that are likely to lead to a successful
attack [2,4–7]. How potential attackers move in the attack graph is however
nondeterministic, affected by the skills and resources of the attacker. Therefore
attack graphs are often defined as probabilistic graphs, where the attack steps
are characterized by random variables related to success probability, the time,
cost or risk to perform the attack, or some other cost metric [4,6,8]. The goal
of the analysis can then be to find attack paths that have the highest success
probability and are likely to be completed in a short time, with low cost, or a
combination of these. Such analysis is challenging even under a single parameter
since the paths of the random realizations are correlated due to the overlapping
path segments [9–11]. Therefore, the critical paths are found via Monte-Carlo
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Fig. 1. A representative example of an attack graph according to [14].

simulations [12,13], or shortest paths in mean value sense are considered [6].
These methods are however either time-consuming or inaccurate.

In this paper, we define critical paths in a probabilistic attack graph through
a utility function that combines the security parameters and approximates the
Pareto boundary. This allows to weight parameters according to the goals of the
security analysis. We define low-complexity algorithms to find a set of critical
paths according to the utility function. We demonstrate that the results are
reliable in the sense that they significantly overlap with those derived through
Monte Carlo simulations. Since the proposed method provides critical paths
quickly even for large infrastructures, it can help to evaluate alternative solutions
for cyber-infrastructures or can be integrated with dynamic defense strategies.

Several forms of attack graphs are proposed in the literature [1–4]. We follow
the framework of Meta Attack Language (MAL) [15]. Figure 1 shows a part of
a representative example of a MAL attack graph designed using the domain-
specific language coreLang [14]. The graph is generated by the MAL graph gen-
erator (mgg1) and considers a small IT infrastructure with a few local networks,
web servers and operating systems. The goal of the attacker is to gain full access
to the web server. While this is a small example, attack graphs can quickly grow
in size to many thousands of nodes based on the expansion of a network of assets,
their vulnerabilities, and their potential exploits.

In the attack graphs we consider, nodes are attack steps and the edges are
logical conditions for being able to attempt an attack step. Attack steps are
characterized by two probabilistic security parameters, the time-to-compromise
(TTC), given by its distribution, and the probability that an attack step is
performed successfully. A key property of these (and many other) attack graphs
is that some of the nodes are so-called AND nodes, that require to be reached
from all of the parents. This means that classical graph algorithms need to be
modified to evaluate attack graphs.

1https://gitlab.com/gnebbia/mgg.

https://gitlab.com/gnebbia/mgg
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The paper is organized as follows. Section 2 gives an overview of the related
work, Sect. 3 describes the attack graph and the related metrics, Sect. 4 presents
the algorithms developed to find critical paths, and Sect. 5 gives the numerical
validation of the proposed approach. Section 6 concludes the paper.

2 Related Work

The problem of finding optimal paths in a graph is a classical part of operation
research. In probabilistic graphs with a single edge parameter given by a probabil-
ity distribution, the path costs (also called lengths) are random variables as well.
In this case, one can be interested for example in the distribution of the shortest
path lengths over all random realizations, or the probability that a given path
is the shortest path. In [9] the shortest path and its probability distribution are
identified by performing Monte-Carlo simulations. In [10] a branch-and-bound
technique is combined with a K-shortest paths algorithm to find the shortest
path in the probabilistic graph. Edge weights following exponential distribution
are considered in [16] and the probability distribution of the shortest path is
derived based on a Markov chain. These approaches focus on deriving proba-
bility distributions, which is a time-consuming process. Thus, other approaches
propose analytic techniques based on a utility function. The utility function can
be projected in such a way that it considers the edge weights as input and either
maximizes or minimizes the outcome value of a utility. In [17] it is demonstrated
that shortest-path solutions based on expected path cost do not account for cost
variability, and a utility function based on the mean and variance of the path
cost is proposed. The specific case of Gaussian weight distribution is considered
in [11], again proposing a utility function that combines mean and variance. In
[18] standard deviation is considered instead, leading to a more intuitive mea-
sure. However, it is also observed that the variance or standard deviation part in
the shortest path problem is both nonlinear and non-additive, and this increases
the computational complexity of finding the optimal path. In [19] a generalized
utility function that is based on two functions, an increasing convex function,
representing the mean and an increasing concave function representing the vari-
ance is presented. A new type of dominance (e-dominance) is introduced that
follows Bellman’s optimality principle.

For graphs where the edges are characterized by multiple, deterministic
parameters, the optimal path problem becomes a multicriteria (or multiobjec-
tive) shortest path problem, and a variety of algorithms based on dynamic pro-
gramming are proposed in [20–23] to determine the Pareto optimal paths. These
algorithms perform dominance test for identifying the optimal paths. Other
works address the multiobjective shortest path problem by treating some of the
objectives as constraints. For example [24] considers three parameters, time, reli-
ability, and flow capacity, sets two objectives as constraints, and uses dynamic
programming to generate Pareto optimal paths. For probabilistic graphs with
multiple stochastic parameters [25] proposes a flexible stochastic dominance test
to trade off parameter importance. Finally, the multiobjective shortest path
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problem is turned into a utility maximization problem in [26], considering edge
parameters that are positive and objective functions that are either of the “sum”
type or of the “bottleneck” type.

Focusing on attack graphs, [4] and [8] consider deterministic, but conflicting
parameters as cost, time, difficulty, and success probability. They define critical
paths as paths on the Pareto boundary and derive these with the help of formal
modeling. In [27] repeated attack step attempts with deterministic costs are
considered, and polynomial algorithms are proposed to find the fastest attack
path. Probabilistic attack graphs, with the TTC of the attack steps given by
probability distributions, are considered in [6]. It defines the mean TTC as the
security metric and finds critical paths by enumerating all paths, a solution that
is suitable for small infrastructures. A similar model, but including also success
probability is considered in [12], and the set of probabilistic shortest paths are
found with Monte-Carlo simulation.

We advance previous works by proposing and validating low complexity
heuristics to find the set of k critical paths in attack graph containing AND
nodes, where attack steps are characterized by two probabilistic parameters, the
success probability and the TTC distribution.

3 Scenario

3.1 Input Graph

We consider a probabilistic directed acyclic graph (DAG) G = (V,E, T, S, VA),
where V = {v1, v2, . . . , vm} is a set of nodes, E = {e1, e2, . . . , en} is a set of
edges. A node represents an attack step, and an edge represents the logical con-
dition for being able to perform an attack step. For an edge ei = (u, v), the
parent node u represents the attack step that needs to be performed to attempt
the step represented by node v. Furthermore, the edges of G are associated with
two parameters S and T . S = {s1, s2, . . . , sn} is a vector of success probabili-
ties, giving the probability that the attack step represented by the child node
is attempted and thus the attack continues in the given direction. Similarly,
T = {T1, T2, . . . , Tn} is a vector of TTC distributions, where Ti is given by the
probability density function fi(t) and represents the value of time to compromise
of the child attack step of edge ei. The attack step represented by node u may
be reached from multiple directions and thus, a node may have multiple parents.
The nodes may be of the type OR or AND. The node of type OR signifies that
the attacker can reach the node when at least a single parent is compromised
whereas to compromise an AND node, all its parents must be compromised.
Accordingly, VA = {a1, a2, . . . , ak} is a set of AND nodes. All other nodes are
OR nodes. In this work, we consider that the source or sources of the attack and
the destination, that is the asset the attacker aims to reach are given.

3.2 Edge and Path Metrics

There are two kinds of metrics assigned to the edges: TTC and success proba-
bility. These metrics need to be combined with a utility function, to characterize
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the cost of an end-to-end attack path in a meaningful way. Our goal is to define
the cost of a path in a way that tractable extensions of traditional shortest path
algorithms can be used to find the critical paths.

Path Cost for Single Parameter: Let πi(vs, vt) be a simple path from vs to
vt. Considering the additive weight wi for an edge ei ∈ ∏

(vs, vt), the path cost
is the sum of edge weights and is defined as:

C(π(vs, vt)) =
∑

ei∈π(vs,vt)

wi (1)

To calculate path costs to AND nodes, we follow the reasoning of [28]. We
consider that the attacker has many resources and progresses on parallel paths
through the attack graph. An AND node is discovered once it is reached through
all its parents. To simplify the evaluation, we approximate the cost of reaching
the AND node by the maximum of costs through all the parent nodes. That is,
for the AND node ai with p number of parents v1, v2, ...vp, the path weight is
the maximum path weight to reach all parent nodes plus the weight of the edge
from the parent to the AND node:

C(π(vs, a)) = max
i=1...p

(C(π(vs, vi)) + wi). (2)

where wi is the weight of the edge (vi, a).
TTC values on a path are additive, and a path is critical if the path TCC value

is low. Therefore the weight of an edge can be directly defined by the TTC value.
Considering the success probabilities, two issues need to be addressed. First,
critical paths are paths with the highest success probability, which leads to a
maximization problem instead of a minimization one. Second, while TTC values
are additive along an attack path, success probabilities should be multiplied. To
handle these, we define the success probability-related weight as wi = log(1/si).

Path Costs in a Mean Value Sense, with Multiple Parameters: We need
a definition of path cost that i) can express the relative importance of the edge
parameters, and ii) allows the use of low complexity shortest path algorithms.
Therefore, we define the weight of an edge as the weighted combination of the
two edge parameters. Such a definition allows us to approximate the Pareto
efficient paths [4,8,20,29]. This leads us to the definition of path costs in the
mean value sense:

wi = αE[Ti] + (1 − α) log10(1/si), (3)

C(π(vs, vt)) = α
∑

ei∈π(vs,vt)

E[Ti] + (1 − α)
∑

ei∈π(vs,vt)

log(1/si). (4)

Note, that the above definition gives back the average TTC path cost and
the path success probability for α = 0 and α = 1 respectively.
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Path Costs with Mean-Sigma Metric: Selecting shortest paths based on
the mean value of the TTC is a common approach. However, this does not
reflect that the path length distributions can have very different variances, and
paths with high variance could often become the shortest ones in a random
realization. To find paths that are shortest with high probability, comparing the
lower percentiles of the end-to-end TTC distribution can be more reasonable.
Considering that the sum of independent random variables converges to a normal
distribution, we suggest the mean-sigma metric (approximately 15th-percentile)
to compare the random path length [5,11]. Accordingly, the TTC weight of a
single attack step is E[Ti] − σi, where σi is the standard deviation of fi(t).

As mean and variance (but not the standard deviation) values of independent
random variables are additive, the TTC related cost component of any path
segment P (u, v) needs to be calculated as

∑

ei∈π(u,v)

E[Ti] −
√ ∑

ei∈π(u,v)

σ2
i . (5)

Weighed with α, this can then be used in (4) instead of the first path cost term.

Path Cost and Path Frequency in Monte-Carlo Simulation: With the
Monte-Carlo simulation, three cases can be covered. Both TTC and success
probability are considered, if a random realization includes only the attack steps
that are performed successfully according to the success probability si, and each
attack step receives a TTC value selected randomly according to Ti ∼ fi(t).
Accordingly, the set of edges is E′ ⊆ E, and wi = Ti, ∀i ∈ E′. The cost of a
path is then calculated as (1) and (2). By setting all si = 1, the single parameter
scenario with only the TTC parameters is considered. Finally, if only the success
probability is relevant, the most critical paths are the ones that exist in most of
the random realizations, independently from their TTC value.

4 Algorithms to Find Critical Paths

To find the attack paths that are likely to be the shortest paths, and to compare
the results gained from the analytic approaches and from Monte-Carlo simula-
tions, the following algorithms are required, for graphs that contain AND nodes:

– Algorithm to find the set of k-shortest paths, that is, the k paths in the graph
with the lowest cost, according to the mean and the mean-sigma values, and
for different values of the weight α, and according to the TTC realizations in
Monte-Carlos simulations;

– Algorithm to find the k paths that most often are possible paths under the
random realizations of a graph in the Monte-Carlo simulation, when edges
are removed according to si.

For these, we extend the classical Dijkstra and Yen’s algorithms and an all-path
enumeration algorithm to handle AND nodes in the attack graph.
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4.1 Algorithm Descriptions

Dijkstra’s Algorithm with AND Nodes: The extended Dijkstra’s algorithm
is given in Algorithm 1. The classical Dijkstra’s algorithm is a known solution
to find the shortest path in a graph [30]. It only considers graphs with nodes
corresponding to OR attack steps, and it uses a ’min’ function so that the cost

Algorithm 1: Dijkstra for graph with AND nodes

Input: G = (V, E, W, S, VA)
Output: A shortest path, par[V ] parents of nodes;

1 Function Dijkstra AND(G, vs, vt, α):
2 dist[vi] ← ∞, the distance of vi from vs, ∀vi ∈ V ;
3 par[vi] ← null, the parent of a node vi, ∀vi ∈ V ;
4 npar[va] ← no. of parents of node va, ∀va ∈ VA;
5 adj[vi] ← adjacent nodes of node vi, ∀vi ∈ V ;
6 Q, a priority queue ;
7 dist[vs] ← 0 ;
8 Q ← Q.add(vs, dist[vs]);
9 while Q is not empty do

10 u ← node in Q with minimum dist[u];
11 Q ← Q.remove(u);
12 for vi ∈ adj[u] do
13 costu,vi ← (α × Wuvi) + ((1-α) × (log(1/Suvi));
14 distnew ← dist[u] + costu,vi ;
15 if vi ∈ VA then
16 if distnew > dist[vi]* then
17 dist[vi] ← distnew;
18 par[vi] ← u;
19 npar[vi] ← npar[vi] - 1;
20 if npar[vi] = 0 then
21 Q ← Q.add(vi, dist[vi]);
22 end

23 end

24 end
25 else
26 if distnew < dist[vi] then
27 dist[vi] ← distnew;
28 par[vi] ← u;
29 Q ← Q.add(vi, dist[vi]);

30 end

31 end

32 end

33 end

34 End Function

*In case of equal distance, paths with fewer edges are considered to be shorter.
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to reach a given node is the minimum cost to reach it through any parent. The
extended algorithm (Algorithm 1) handles AND nodes separately in lines 15–24,
implementing (2). That is, it considers the shortest paths through each parent
node and records the maximum of these costs. For example, consider a graph
shown in Fig. 2 with node 7 as an AND node. The path cost to reach node 7 is
13.0 which is the maximum of costs to reach the node through node 4 or through
node 5. The OR nodes are handled according to the classical algorithm, in lines
26–30.

In general, Dijkstra gives an approximate solution for the mean-sigma metric
in (5), however, it gives exact results for several specific probability distributions,
for example, for uniform, standard normal, or exponential distributions.

Yen’s Algorithm with AND Nodes: The classical Yen’s algorithm is a known
solution to find the set of k shortest paths in a graph [31]. We summarize it briefly
following Algorithm 2. Algorithm 2 already includes the handling of AND nodes,
but of course graphs with OR nodes only are special cases. Yen’s algorithm
works in two parts. The first determines the first shortest path, and the second
determines all other k − 1 shortest paths, by removing edges of already selected
paths one by one, and repeatedly calling a shortest path algorithm. For example,
in the graph shown in Fig. 2, we consider now all nodes to be OR nodes, set 0
as a source node and 9 as a destination node, and then run the classical Yen’s
algorithm. The first part computes the first shortest path as 0-2-5-8-9. The
processing of the second part, lines 12–39 of Algorithm 2, which is equivalent to
the second part of classical Yen’s algorithm, is shown in Table 1 below, for the
next four paths.

Fig. 2. A sample attack graph with AND node
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Table 1. Processing of the second part of Yen’s algorithm for k-1 paths

SN spur
Node

root Path Removed
edge

Removed
node

spur Path total Path path Cost B[] k A[k] cost
A[k]

1 – – – – – – – – 1 0-2-5-8-9 14

2 0 0 0-2 – 0-3-6-8-9 0-3-6-8-9 16

3 2 0-2 2-5 0 2-4-7-9 0-2-4-7-9 17 0-3-6-8-9,

4 5 0-2-5 5-8 0, 2 5-7-9 0-2-5-7-9 15 0-2-4-7-9,

5 8 0-2-5-8 8-9 0, 2, 5 null null – 0-2-5-7-9 2 0-2-5-7-9 15

6 0 0 0-2 – 0-3-6-8-9 0-3-6-8-9 16

7 2 0-2 2-5 0 2-4-7-9 0-2-4-7-9 17

8 5 0-2-5 5-8, 5-7 0, 2 null null – 0-2-4-7-9,

9 7 0-2-5-7 8-9, 7-9 0, 2, 5 null null – 0-3-6-8-9 3 0-3-6-8-9 16

10 0 0 0-2, 0-3 – 0-1-4-7-9 0-1-4-7-9 18

11 3 0-3 2-5, 3-6 0 null null –

12 6 0-3-6 5-8, 5-7, 6-8 0, 3 null null – 0-2-4-7-9,

13 8 0-3-6-8 8-9, 7-9 0, 3, 6 null null – 0-1-4-7-9 4 0-2-4-7-9 17

14 0 0 0-2, 0-3 – 0-1-4-7-9 0-1-4-7-9 18

15 2 0-2 2-5, 3-6, 2-4 0 2-6-8-9 0-2-6-8-9 18

16 4 0-2-4 5-8, 5-7,6-8,
4-7

0, 2 null null – 0-1-4-7-9,

17 7 0-2-4-7 8-9, 7-9 0, 2, 4 null null – 0-2-6-8-9 5 0-1-4-7-9 18

The classical Yen’s algorithm does not work for graphs with AND nodes
directly. For example, consider a graph in Fig. 2 with AND node 7. The three
shortest paths would be 0-2-5-8-9, 0-3-6-8-9, and then a path through the AND
node. However, the path through the AND node is never detected, because edge
2–5 or 0–2 is removed in the iterations of Yen’s algorithm (see row no. 3 and no.
10 in Table 1).

We extend Yen’s algorithm to handle an arbitrary number of AND nodes, as
presented in Algorithm 2. The approach is based on the understanding that a set
of paths to an AND node can be represented by the highest-cost path through
all the parents. In the first part of the extended Yen’s algorithm, Algorithm 1
is utilized not only to find the shortest path but also to record the higher cost
parent for each AND node, as shown in lines 1–3. In the second part, for each
particular AND node, the algorithm keeps only edges from the selected parent
and removes the edges from all other parents (lines 5–11). Thus, the second
part receives the updated graph, can consider all nodes as OR nodes, and can
employ the classical Dijkstra’s algorithm (DA) to find the next k − 1 shortest
paths. Accordingly, as shown in Fig. 2, for the graph with 7 as the AND node,
the extended algorithm first finds the first shortest paths as 0-2-5-8-9 of cost 14,
selects the parent 4 of the AND node 7, and then removes the edge 5-7. In the
second part, the extended algorithm takes the updated graph and finds the next
two shortest paths as 0-3-6-8-9, 0-2-4-7-9 with costs 16 and 17 respectively, as
intended.

All-Path Algorithm with AND Nodes: Typically, paths are enumerated in
DAGs by using the classical All-path algorithm based on the recursive depth-
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Algorithm 2: Yen’s for graph with AND nodes

Input: G = (V, E, W, S, VA)
Output: K shortest paths;

1 Function Y en AND(G, vs, vt, α, K):
2 A[1], P [VA] = Dijkstra AND(G, vs, vt, α)
3 where A[1] stores the first shortest path, P [VA] stores the MAX parents of

AND nodes;
4 B = [] // stores tentative shortest paths;
5 for vi ∈ V do
6 for vj ∈ VA do
7 if edge(vi, vj) ∈ E and vi ¬ P [VA] then
8 E = E.remove(vi, vj);
9 end

10 end

11 end
12 for k ← 2 to K do
13 for vi ← 1 to size(A[k − 1]) − 1 do
14 Ey = E, Vy = V ;
15 spurNode = A[k − 1].node(vi);
16 rootPath = A[k − 1].nodes(vs, vi);
17 for each p ∈ A do
18 if rootPath == p.nodes(vs, vi) then
19 Ey = Ey.remove(vi, vi + 1);
20 end

21 end
22 for vj ∈ rootPath do
23 if vj �= spurNode then
24 Vy = Vy.remove(vj);
25 end

26 end
27 G = (Vy, Ey, W, S);
28 spurPath = DA(G, spurNode, vt, α);
29 totalPath = rootPath + spurPath;
30 if totalPath¬B then
31 B = B.append(totalPath);
32 end

33 end
34 B.sort(), A[k] = B[0], B.pop();

35 end

36 End Function

first search [32]. This algorithm only considers graphs with nodes corresponding
to the OR type and computes all paths passing through such nodes.

To enumerate paths in graphs with AND nodes, we propose an approximate
solution, through the modification of the classical All-path algorithm as given
in Algorithm 3. It computes all paths between two nodes in a graph with the
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Algorithm 3: All-path for graph with AND nodes

Input: G = (V, E, VA, vs, vt)
Output: All paths;

1 allpaths ← [] // Initialize the set to store all paths;
2 Function Allpath AND(G, vs, vt):
3 path ← null;
4 path.add(vs);
5 visited[vi] ← false, ∀vi ∈ V ;
6 AP (vs, vt, visited[V ], path);
7 return allpaths;

8 End Function
9 apath[vi] ← ∞, ∀vi ∈ VA;

10 npar[vi] ← n, number of parents of vi, ∀vi ∈ VA;
11 Function AP(vs, vt, visited[V ], lpath):
12 if vs = vt then
13 allpaths.add(lpath);
14 end
15 visited[vs] ← true;
16 for vi ∈ adjList[vs] do
17 if visited[vi] �= true then
18 lpath.add(vi);
19 if vi ∈ VA then
20 if lpath.size < apath[vi].size then
21 apath[vi] ← lpath;
22 end
23 npar[vi] ←npar[vi] - 1;
24 if npar[vi] = 0 then
25 AP (vi, vt, visited[V ], apath[vi]);
26 lpath.remove(vi);

27 end
28 else
29 lpath.remove(vi);
30 end

31 end
32 else
33 AP (vi, vt, visited[V ], lpath);
34 lpath.remove(vi);

35 end

36 end

37 end
38 visited[vs] = false;

39 End Function

AND node. However, as in Yen’s algorithm, for tractability, for each AND node
only one path from one of the parents is kept. To ensure identical decisions for
the several Monte-Carlo iterations, we characterize the paths with their length
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in a number of edges and record only the shortest path to the AND node (see
lines 19–31). For example, as shown in Fig. 2, for the graph with AND node 7,
the extended All-path algorithm finds that the parents 4 and 5 have equal path
lengths (i.e. 2) and selects 4 as a single parent of node 7 since 4 appears first
in the depth-first-search. It then finds all paths i.e. two paths as 0-1-4-7-9 and
0-2-4-7-9 passing through node 7, it does not count the path 0-2-5-7-9.

Algorithms 1, 2 and 3 calculate path costs, but do not record the shortest
paths with the parallel branches through the AND nodes. These however can
always be reconstructed by running Algorithms 1 on G.

4.2 Algorithm Complexities

The analytic approach applies the extended Yen’s algorithm, Algorithm 2. It
preserves the time complexity of the original algorithm, that is, O(KV (E +
V log V )) [31,33]. The simulation based evaluation needs Algorithm 1 or 3 in
each simulation run, with complexities O((V + E) log V ) [34] and O(V ∗ E) [35]
respectively. While these algorithms have lower complexity than Yen’s algorithm,
experience shows that for graphs V ≈ 100, 10,000 simulation runs need to be
performed. Even if this number increases slowly with V , the runtime of the
analytic solution remains significantly lower than that of the simulations.

4.3 Validation of the Analytic Approach

Our objective is to validate that the mean-value or mean-sigma based k-shortest
path sufficiently overlaps with the set of shortest paths found by Monte-Carlo
simulation. Therefore, we employ the extended Yen’s k-shortest path algorithm
(Algorithm 2), for various α values. We compare the lists of paths with three
versions of Monte-Carlo simulations, with a high number of I iterations:

i) Monte-Carlo Simulation with only TTC values only: In each iteration, the
complete graph G is considered, with random realization of the TTC values.
Dijkstra AND algorithm (Algorithm 1) computes the shortest path.
ii) Monte-Carlo Simulation with success probabilities only: In each iteration,
edges are removed randomly from G, according to S. In the graph with
remaining edges, the Allpath AND algorithm (Algorithm 3) enumerates all
paths.
iii) Monte-Carlo simulation with TTC values and success probabilities: In
each iteration, edges are removed according to S, and then the steps of (i) are
followed.

For each of the cases, paths with AND nodes are considered to be identical,
if the same AND nodes are visited, in the same order.

5 Numerical Evaluation

We generate a random graph with 100 nodes, 200 edges, and 10 randomly
selected AND nodes. We perform 25 experiments over this graph. In each exper-
iment, for each edge ei, a random value Ti ∼ U [0, 1] is generated, and then
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U [0, Ti] is assigned as the TTC distribution. Similarly, the success probability
si ∈ [0, 1] is selected from a truncated, negatively skewed normal distribution
N [μ, σ2], with μ ∈ [0.7, 0.8], σ2 ∈ [0.03, 0.04] and skewness ∈ [−1,−0.5]. With
these parameters in the graph, first, analytic evaluation is performed consider-
ing the utility function (4) and (5), for each α value in the range [0, 1]. Second,
three types of Monte-Carlo simulations are performed with 10000 iterations, as
described in Sect. 4.3. Finally, the path hit is calculated as the number of match-
ing paths in the k = 10 shortest paths of the analytic evaluation and 10 most
popular paths of Monte-Carlo simulation. The figures show the average and the
standard deviation of path hits (i.e. SD path hits) over the 25 experiments for
each α value. A low value of SD path hits means that the path hits across all
experiments are close to the average for the corresponding α value.

The path hits when the Monte-Carlo simulations consider the TTC values
only are shown in Figs. 3 and 4. Path hits with the mean-sigma utility are
slightly higher for all α values, showing that the mean-sigma utility has slightly
better capability to capture the paths that does not have the lowest mean TTC
but end up as the shortest path due to high variance. As expected, the average
hit is highest for α = 1, since in this case even the analytic evaluation with
(3) considers the TTC values only. The path hit value is around 9 out of 10 in
this case. The average hits decrease significantly with decreasing α, showing that
indeed, the edge success probability changes the set of critical paths considerably.
Similarly, Figs. 5 and 6 show the results when only the success probabilities are
considered in the simulations, with the highest hits at α = 0 as expected.

Finally, both edge parameters, the TTC value, and the success probability
are considered both in the Monte-Carlo simulations and in the analytic evalu-
ation, and the results are shown in Figs. 7 and 8. Remember, in Monte-Carlo
simulations, edges are removed according to the success probabilities, and then
the shortest paths are found according to the TTC realizations. The best hit
value, at around α = 0.3, is comparable to the ones of the extreme cases in the
previous figures, with a value at around 8.3 out of 10. Also, the SD path hits
value is low i.e. 0.94 at α = 0.3. Similar results are observed for the top 25 and
50 paths. This means that the utility function successfully reflects the combined
effect of the two parameters.

The results demonstrate that the proposed utility function-based analysis can
substitute simulations when both, or only one of the security parameters are of
importance. By tuning the α value it also allows to define the set of critical paths
when success probability and TTC have different importance, an evaluation that
is hard to do with simulations only.
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Fig. 3. Mean value path hits for Monte-Carlo simulations with TTC values only.

Fig. 4. Mean-sigma path hits for Monte-Carlo simulations with TTC values only.

Fig. 5. Mean value path hits for Monte-Carlo simulations with success probabilities
only.
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Fig. 6. Mean-sigma path hits for Monte-Carlo simulations with success probabilities
only.

Fig. 7. Mean value path hits for Monte-Carlo simulations with both TTC values and
success probabilities.

Fig. 8. Mean-sigma path hits for Monte-Carlo simulations with both TTC values and
success probabilities.
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6 Conclusions

This paper addresses the problem of identifying attack paths in cyber-infra-
structures through which attackers can reach a valuable target in a short time
with high probability. We claim that a set of these paths can be found via
low-complexity shortest-path algorithms. For this, we define a utility function
that incorporates both time-to-compromise and success probability, and extend
known polynomial time graph algorithms to find approximate solutions to the
resulting utility minimization problem. Through the Monte-Carlo simulation-
based analysis, we demonstrate that the analytical methods with mean and
mean-sigma value-based utilities reflect the approximate attacker behavior, and
can identify the set of critical attack paths. This allows the security analysis
of large infrastructures and opens the way to incorporating these algorithms in
dynamic attack strategies.
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Abstract. Air-gapped systems are physically separated from external
networks, including the Internet. This isolation is achieved by keeping
the air-gap computers disconnected from wired or wireless networks, pre-
venting direct or remote communication with other devices or networks.
Air-gap measures may be used in sensitive environments where security
and isolation are critical to prevent private and confidential information
leakage.

In this paper, we present an attack allowing adversaries to leak infor-
mation from air-gapped computers. We show that malware on a compro-
mised computer can generate radio signals from memory buses (RAM).
Using software-generated radio signals, malware can encode sensitive
information such as files, images, keylogging, biometric information, and
encryption keys. With software-defined radio (SDR) hardware, and a
simple off-the-shelf antenna, an attacker can intercept transmitted raw
radio signals from a distance. The signals can then be decoded and trans-
lated back into binary information. We discuss the design and imple-
mentation and present related work and evaluation results. This paper
presents fast modification methods to leak data from air-gapped com-
puters at 1000 bits per second. Finally, we propose countermeasures to
mitigate this out-of-band air-gap threat.

Keywords: Air-gap · Radio · Electromagnetic · Covert Channels ·
Exfiltration · RAM · Memory

1 Introduction

Today’s regulations, such as GDPR (General Data Protection Regulation), out-
line strict rules and principles for how organizations should collect, store, and
share personal data. It grants individuals certain rights, such as the right to
access their data, the right to be forgotten (i.e., to have their data erased), the
right to data portability, and more. Organizations that handle personal data
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must follow certain practices to ensure privacy and security. They need explicit
consent from individuals before processing their data. They need to implement
strong data protection measures and report data breaches within a specific time-
frame [1].

When sensitive data such as personal or confidential information is involved,
the collection, processing, and storage of the information may be done in net-
works disconnected from the Internet. This security measure is known as an ‘air
gap.’ Air-gap isolation protects information from cyberattacks, and online risks,
including phishing emails, social engineering, and compromised websites [2].

1.1 Air-Gap Isolation

Enforcing an air gap in a computing or networking environment involves physi-
cally and logically isolating a system, network, or device from external networks
or communication channels. This can be done by disconnecting network cables,
disabling wireless interfaces, and disallowing USB connections. In addition, it
must be ensured that the isolated system has no direct link to any external
communication infrastructure [3].

1.2 Air-Gap Attacks

Despite air-gapped networks being considered highly secure, there have been
incidents demonstrating that air-gapped networks are not immune to breaches.
Stuxnet is one of the most famous air-gap malware [4]. Discovered in 2010,
Stuxnet was a highly sophisticated worm that targeted industrial control sys-
tems (ICS), particularly those used in nuclear facilities. It exploited zero-day vul-
nerabilities and used several methods, including infected USB drives, to jump
the air gap and spread it across isolated networks. The Agent.BTZ worm [5]
was another type of air gap computer worm with advanced capabilities and a
targeted type. It was specifically designed to spread through removable media,
such as USB flash drives, and infiltrate computer networks, including highly
secure or air-gapped. According to reports, the worm affected the U.S. Depart-
ment of Defense classified networks. Notably more than twenty-five reported
malware in the past targeted highly secured and air-gapped networks [6], includ-
ing USBStealer, Agent.BTZ [5], Stuxnet [4], Fanny, MiniFlame, Flame, Gauss,
ProjectSauron, EZCheese, Emotional Simian, USB Thief, USBFerry, Retro, and
Ramsay.

1.3 The RAMBO Attack

In order to exfiltrate information from an infected air-gapped computer, attack-
ers use special communication channels known as air-gap covert channels. There
are several types of covert channels studied in the past twenty years [7,8]. These
attacks leak data through electromagnetic emission [9–11], optical signals [12],
acoustic noise [13,14], thermal changes [15], and even physical vibrations [16].



146 M. Guri

In this paper, we show how malware can manipulate RAM to generate radio sig-
nals at clock frequencies. These signals are modified and encoded in a particular
encoding allowing them to be received from a distance away. The attacker can
encode sensitive information (keylogging, documents, images, biometric informa-
tion, etc.) and exfiltrate it via these radio signals. An attacker with appropriate
hardware can receive the electromagnetic signals, demodulate and decode the
data, and retrieve the exfiltrated information.

This paper is organized as follows. The attack model is first described in
Sect. 2. Section 3 provides a review of related work. Section 4 describes the design
and implementation of a transmitter and receiver, including modulation and
encoding. The analysis and evaluation results are presented in Sect. 5. Section 6
provides a list of countermeasures, and we conclude in Sect. 7.

2 Attack Model

Attacks on air-gapped networks involve multi-phase strategies to breach isolated
systems by delivering specialized malware through physical media or insider
agents, initiating malware execution, propagating within the network, exfiltrat-
ing data using covert channels or compromised removable media, establishing
remote command and control, evading detection, and covering tracks. In the
context of the RAMBO attack, the adversary must infect the air-gap network in
the initial phase. This can be done via a variety of attack vectors [2,6,17,18].

An attacker could plant malware on a USB drive and physically introduce it
into an air-gapped network. An unsuspecting insider or employee might connect
the USB drive to a computer within the isolated network, unknowingly activat-
ing the malware and allowing it to propagate and exfiltrate data through the
same USB drive or via covert channels. An insider with access to the air-gapped
network might intentionally introduce malware or provide unauthorized access
to external parties. This could involve transferring sensitive data to personal
devices or using covert communication methods like steganography to hide data
within innocent-looking files. An attacker could also compromise hardware com-
ponents or software updates during the supply chain process. Once these compo-
nents are installed within the air-gapped network, hidden malware might activate
and communicate with external parties. Note that APTs (Advanced Persistent
Threats) in the past targeted highly secured and air-gapped networks, including
USBStealer, Agent.BTZ [5], Stuxnet, Fanny, MiniFlame, Flame, Gauss, Pro-
jectSauron, EZCheese, Emotional Simian, USB Thief, USBFerry, Brutal Kanga-
roo, Retro, PlugX, and Ramsay [6]. More recently, in August 2023, researchers
at Kaspersky discovered another new malware and attributed it to the cyber-
espionage group APT31, which targets air-gapped and isolated networks via
infected USB drives [19].

In the second phase of the attack, the attacker collects information, e.g.,
keylogging, files, passwords, biometric data, and so on, and exfiltrate it via the
air-gap covert channel. In our case, the malware utilizes electromagnetic emis-
sions from the RAM to modulate the information and transmit it outward. A
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remote attacker with a radio receiver and antenna can receive the information,
demodulate it, and decode it into its original binary or textual representation.
The attack scenario is illustrated in Fig. 1. The RAMBO malware within the
infected air-gapped workstation (A) transmits sensitive images (Optimus Prime)
using covert electromagnetic radiation from the RAM. A remote attacker inter-
cepts the information and decodes the data.

Fig. 1. Attack demonstration. An air-gap workstation processes a secret image (Opti-
mus Prime). The RAMBO covert channel attack transmits the image via electromag-
netic waves. A remote attacker intercepts the information and recovers the secret image.

3 Related Work

Air-gap covert channels refer to a type of covert communication method that
transfers information between two physically isolated systems or networks that
are not directly connected through wired or wireless means. In the security
research domain, air-gap covert channels are rooted in the idea that even sys-
tems disconnected from external networks might still communicate through unin-
tended or concealed means. While the air gap is intended to prevent unauthorized
data transfer, various techniques have been explored to bypass this isolation and
create hidden communication channels. The main types of air-gap covert chan-
nels are acoustic, optical, thermal, and electromagnetic. In this paper, RAMBO
covert channels are categorized as electromagnetic covert channels. In acoustic
covert channels, systems might use ultrasonic sound waves inaudible to humans
to transmit data between air-gapped devices. Specialized software or malware
can encode data into sound signals picked up by a microphone on the receiv-
ing device [20,21]. Previous work shows that attacks can exploit CPU and GPU
fans [13,14], Hard-disk drives (HDD) [22], CD/DVD noise [23], and power-supply
sound characteristics [24] to modulate information over an air gap. Data can be
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encoded and transmitted using light signals, such as rapidly flashing LED lights
or screen brightness changes [25]. The receiving device might use a camera or
light sensor to detect and decode signals. Previous work showed that attack-
ers could exploit keyboards [12], routers [26], hard-disk drives (HDD) [27], and
screen LEDs [25] to modulate information over air gaps for long distances. In
these cases, the receiver is a sensor or a camera. Attackers can transmit informa-
tion by causing minor temperature fluctuations imperceptible to human senses
but detectable by sensitive thermal sensors. E.g., the BitWhistper attack [15],
presented by Guri et al., shows that the CPU can generate thermal signals
that nearby computers can sense to transfer data over air gaps. Electromagnetic
emissions, often unintended byproducts of computational activities, can be mod-
ulated to encode data. These emissions can then be captured and interpreted
by a receiver equipped with appropriate sensors. For example, malware might
exploit electromagnetic emissions of a computer’s central processing unit (CPU)
to create a covert communication channel. Previous works focused on radio fre-
quency covert channels including EMLoRa [11], AirHopper [10], GSMem [9],
Air-Fi [28], SATAn [29], and Lantenna [30].

4 Transmission and Reception

This section presents the implementation of the transmitter and receiver and the
signal generation, data modulation, demodulation, and encoding and decoding
schemes.

The RAM bus operates electrical lines or pathways that connect the CPU
to memory modules. These pathways transfer data, instructions, and addresses
between the CPU and RAM. The RAM bus includes various components [31].

– Data Bus. This is the portion of the RAM bus responsible for carrying
the actual data being read from or written to memory. The data bus width
determines the amount of data transferred simultaneously. For example, a
64-bit data bus can transfer 64 bits (8 bytes) of data in one operation.

– Address Bus. The address bus carries memory addresses that indicate the
specific location in memory from which the CPU wants to read or write
data. The address bus width determines the maximum amount of memory
the CPU can access directly. For instance, a 32-bit address bus can address
up to 4 gigabytes of memory.

– Control Lines. These lines carry control signals coordinating data trans-
fer timing and sequencing. Control lines handle reading, writing, activating
memory chips, and signaling when data is ready.

When data is transferred through a RAM bus, it involves rapid voltage and
current changes, mainly in the Data bus. These voltage transitions create electro-
magnetic fields, which can radiate electromagnetic energy through electromag-
netic interference (EMI) or radio frequency interference (RFI). The frequency
range of electromagnetic emanation from the RAM bus mainly depends on its
specific clock speed, measured in megahertz (MHz) or gigahertz (GHz). This
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clock dictates how quickly data can be transferred between the CPU and mem-
ory. The emanation levels are influenced by other bus characteristics, including
its data width, clock speed, and overall architecture. Faster RAM buses (e.g.,
DDR4 and DDR5) with wider data paths can lead to quicker data transfers with
increased emissions.

4.1 Signal Generation

As explained above, when data is read from or written to memory, electrical
currents flow through the RAM chips and the associated traces on the printed
circuit board (PCB). These electrical currents generate electromagnetic fields as
a byproduct, which radiates EM energy. To create an EM covert channel, the
transmitter needs to modulate memory access patterns in a way that corresponds
to binary data. For instance, they could alter the timing or frequency of memory
access operations to encode information. The sender and receiver must establish
rules that define how memory access patterns translate to binary values. For
example, a reading or writing array to the physical memory for a specific timing
interval might represent a ’0’ while another interval represents a ‘1’. The receiver
detects and decodes the EM emissions caused by the modulated memory activity.
This could involve sensitive radio frequency (RF) receivers or electromagnetic
field sensors.

4.2 Modulation

Algorithm 1 shows the signal generation with OOK (On-Off Keying) modulation,
a basic form of digital modulation used in communication systems to transmit
digital data over a carrier wave. In our case, the OOK modulation involves
turning the carrier wave on and off to represent binary data, where the presence
of the carrier wave generated by memory activity corresponds to one binary
state (“1”). The absence of the electromagnetic carrier wave (thread sleep())
corresponds to the other binary state (“0”). Note that to maintain the activity
in the RAM buses, we used the MOVNTI instruction [32], which stands for Move
Non-Temporal Integer. It performs a non-temporal store of integer data from a
source operand to a destination memory location. This instruction is primarily
associated with optimizing memory operations for certain types of data transfers,
particularly in cases where the data is not to be reused immediately. Note that for
the beginning of the transmission, we used the preamble sequence of 10101010,
allowing the receiver to be synched with the transmitter (Fig. 2).
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Fig. 2. The RAMBO attack signal generation with OOK modulation

Fig. 3. The transmission with Manchester encoding

4.3 Manchester Encoding

For the fast transmission, we used the Manchester encoding. In this encoding,
each bit of the binary data is represented by a transition or change in signal level
within a fixed period. Manchester encoding ensures a consistent number of signal
transitions, making it useful for clock synchronization and error detection. The
outline of our transmitter with Manchester encoding is presented in Algorithm
2 (Fig. 3).
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4.4 Demodulation and Framing

We encode the data with a frame consisting of an alternating sequence of eight
alternating bits that represents the frame’s beginning. Our demodulator is pre-
sented in Algorithm 3. Figure 5 shows the spectrogram and waveform of the
word ‘DATA’ (0x44 0x41 0x54 0x41) transmitted in the Manchester encoding
(top) and OOK modulation (bottom). Our analysis shows that the Manchester
encoding is more relevant for the requirements of the RAMBO covert channel
due to two main reasons; (1) the encoding aids in clock synchronization between
the sender and receiver, and (2) the frequent transitions make it easier to detect
errors caused by signal loss, interference, or distortion. However, it’s important
to note that Manchester encoding doubles the required bandwidth compared to
direct binary encoding (e.g., the OOK), as each bit requires two signal transi-
tions within the bit interval. This increased bandwidth requirement can be a
drawback in some scenarios, especially for high-speed data transmission (Fig. 4).

Fig. 4. The demodulation algorithm

5 Evaluation

In this section, we present the evaluation of the covert channels. We tested three
types of workstations. The PCs were all Intel i7 3.6 GHz CPUs and 16 GB
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Fig. 5. The signal of the word ‘DATA’ (0x44 0x41 0x54 0x41) in Manchester encoding
(top) and OOK modulation (bottom).

of 2.133–2.400 GHz RAM. The PC ran Linux Ubuntu 18.04.6 LTS 64-bit. For
the reception, we used the software-defined radio (SDR) Ettus B210, which is
a specific model of the Universal Software Radio Peripheral (USRP) developed
by Ettus Research, National Instruments (6). The B210 offers a wide range
of capabilities for researchers, engineers, and enthusiasts working in wireless
communication, radio frequency (RF) research, and signal processing. It covers
a frequency range from 70 MHz to 6 GHz and supports sample rates of up to
61.44 MS/s (mega-samples per second). The USRP was connected to a small
form factor NUC computer with 16 GB RAM running the C demodulator. It
also ran MathWorks Matlab for signal processing and spectrogram visualization.

5.1 Signal to Noise (SNR)

We evaluated the SNR levels at distances of 100–700 cm. Table 1 lists the average
SNR levels. The SNR levels ranged from 38 dB–8 dB, which reflects the effective
distance the covert channel can operate in this setup. Note that the SNR is also
affected by the bit times. Figure 7 shows the thee different SNR with t = 250 ms
(A), t = 100 ms (B), and t = 50 ms (C). As can be seen, the SNR is significantly
affected by the bit time, with a differentiation of an average 7 dB between speeds
with a shifting of 50 bit/sec (Fig. 6).
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Fig. 6. Ettus B210 Universal Software Radio Peripheral (USRP).

Table 1. The average SNR levels in a range of 50–700 cm

d = 50 cm d = 100 cm d = 200 cm d = 300 cm d = 400 cm d = 500 cm d = 600 cm d = 700 cm

Average 38 dB 30 dB 27 dB 22 dB 17 dB 15 dB 12 dB 8 dB

5.2 Bitrates

We evaluated the three speeds’ effective bit rates and corresponding bit-error
rates. Tables 4, 3, and 2 shows the bit error rate (BER) values for t = 10 ms, t
= 5 ms, t = 1 ms, respectively. With a slow transmission rate (t = 10 ms), A
transmission is maintained at a distance of 700 cm away. With medium transmis-
sion rate (t = 5 ms), A transmitted is maintained at a distance of 450 cm away
and BER of 3%–4%. With a fast transmission rate (t = 1 ms), a transmission is
maintained at a distance of 300 cm away and BER of 2%–4%.

5.3 Data Exfiltration

Table 5 presents the time it takes to exfiltrate various types of information for
three timing parameters (t). Keylogging can be exfiltrated in real-time with 16
bits per key (Unicode). A 4096-bit RSA encryption key can be exfiltrated at
41.96 s at a low speed and 4.096 bits at a high speed. Biometric information,
small files (.jpg), and small documents (.txt and .docx) require 400 s at the low
speed to a few seconds at the fast speeds. This indicates that the RAMBO covert
channel can be used to leak relatively brief information over a short period.

Fig. 7. SNR with t = 250 ms (A), t = 100 ms (B), and t = 50 ms (C)
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Table 2. Transmission with t = 10

d = 50 cm d = 100 cm d = 200 cm d = 300 cm d = 400 cm d = 500 cm d = 600 cm d = 700 cm

PC-1 0% 0% 0% 0% 0% 0% 0% 0%

PC-2 0% 0% 0% 0% 0% 0% 0% 0%

PC-3 0% 0% 0% 0% 0% 0% 0% 0%

Table 3. Transmission with t=5

d = 50 cm d = 100 cm d = 200 cm d = 300 cm d = 400 cm d = 450 cm

PC-1 0% 0% 0% 1% 2% 4%

PC-2 0% 0% 0% 0% 2% 3%

PC-3 0% 0% 0% 0% 3% –

Table 4. Transmission with t = 1

d = 50 cm d = 100 cm d = 200 cm d = 300 cm

PC-1 0% 0% 0% 4%

PC-2 0% 0% 0% 3%

PC-3 0% 0% 0% 2%

Table 5. Exfiltration time of various types of information with RAMBO covert channel

Information Size t = 10 ms t = 5 ms t = 1 ms

Keylogging 16 bits (per key) realtime realtime realtime

4096 bit RSA key 4096 bits 41.96 s 20.48 s 4.096 s

Biometric information 10000 bits 100 s 50 s 10 s

Password 128 bits 1.28 s 0.64 s 0.128 s

Small image (.jpg) 25000 bits 250 s 125 s 25 s

A textual document (.txt, .docx) 40000 bits 400 s 200 s 40 s

5.4 Faraday Shielding

It is possible to block electromagnetic radiation from the computer using a spe-
cialized metal chassis built as a Faraday cage. The attenuation of a Faraday cage,
which measures how effectively it blocks electromagnetic radiation, depends on
various factors, including the frequency of the radiation, the conductivity of
the cage material, and the thickness of the cage walls. The attenuation (A) of
electromagnetic radiation by a conductive material like a Faraday cage can be
approximated using Eq. 1. The attenuation factors are listed in Table 6.

A = 10 · log10

⎛
⎜⎝ 1

1 +
(

σd
μf

)2

⎞
⎟⎠ (1)
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Table 6. The computer chassis attenuation factors

Factor Effect

A The attenuation in decibels (dB)

σ The conductivity of the material (siemens per meter, S/m)

d The thickness of the material (meters)

μ The permeability of the material (henries per meter, H/m)

f the frequency of the electromagnetic radiation (hertz, Hz)

We analyzed and measured the effect of the Faraday chassis on the RAMBO
covert channel using copper foil. This has electric field high Shielding properties
(above 100 dB) and magnetic fields. The copper standard width is 1 mm effec-
tively blocks the EMR from the transmitting workstation. However, as noted
in the following section, this solution is costly and can not be deployed widely.
Another option is to use a Faraday room which is typically constructed using
metal that can conduct electric currents. The primary purpose of a Faraday room
is to create an electromagnetically isolated environment, which means that elec-
tromagnetic fields from external sources are significantly reduced or prevented
from entering the enclosed space. Faraday enclosures are presented in Fig. 8
with a PC-sized Faraday enclosure (A), general size Faraday enclosure (B), and
a Faraday room (C).

5.5 Virtualization

We evaluated the effectiveness of the covert channel when the transmitting
code operates from within a virtual machine (VM). For the evaluation, we used
VMWare workstation 16.2.4 running Linux Ubuntu 18.04.6 LTS 64-bit on host
and guest machines. Our test shows that the low BER of below 1% was kept even
when the code ran with a VM. However, it is essential to note that a massive
workload in the host OS or memory activity in another guest OS might interrupt
the signal generation conducted by the compromised virtual machine.

Fig. 8. The PC sized Faraday enclosure (A), general size Faraday enclosure (B), and
a Faraday room (C).
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5.6 Higher Bit-Rates

We tested the high bit rates of 5000 bps and above. Our evaluation shows that
it is possible to demodulate the signal with mostly above 5% BER, rendering
this speed less effective. The main reason is the low SNR levels the fast signal
generation yielded. Figure 9 shows the waveform of the alternating short signal
generated with 10000 bps. As depicted, the SNR is low (below 5%) and causes
high BER levels during the modulation.

Fig. 9. The transmission with 10000 bps.

5.7 Frequency Ranges

The electromagnetic emission from DDR RAM and other digital components can
span a wide frequency range, including fundamental frequencies, subharmonics,
and spurious missions. The central frequencies are the direct clock frequencies
and their harmonics. For example, with DDR RAM operating at a clock fre-
quency of 1.6 GHz (corresponding to DDR4-3200), we can observe emissions
around 1.6 GHz, 3.2 GHz, and 4.8 GHz (3rd harmonic). It is important to note
that DDR RAM modules emit frequencies that are not direct harmonics but are
related to the clock frequency more indirectly; these can include subharmonics
and other spurious emissions. We don’t use these frequencies for the RAMBO
covert channel. Our tests show that some systems use spread spectrum clocking
to spread electromagnetic emissions across a broader range of frequencies. This
technique can help reduce the concentration of emissions at specific frequencies,
making it less likely to carry the modulated information.

6 Countermeasures

Several defensive and protective countermeasures can be taken to defend against
the proposed covert channel.

– Zone restrictions. The red-black separation concept involves creating a
clear boundary or barrier between “red” and “black” components or environ-
ments to prevent unauthorized transfer of information from one domain to the
other. This separation can be achieved through physical, logical, and proce-
dural measures. In practice, defenders often use separate networks, hardware,
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and physical access controls to keep red and black systems physically sepa-
rate from each other. There are several NATO and American standards, such
as SDIP-27, AMSG, NSTISSAM, and ZONES, that mandate the segrega-
tion of areas that deal with the radiated electromagnetic, magnetic, optical,
and acoustic energy of devices [33]. In this approach, radio receiver devices
are eliminated from air-gapped computers or kept outside a specified radius
of several meters away. The red-black separation concept may be applied in
various domains, including military, intelligence, critical infrastructure, and
organizations dealing with susceptible information [33]. In the context of the
RAMBO attack, it can mitigate the risk of RAM leakage and unauthorized
access by creating a clear separation between the two security domains.

– Host intrusion detection systems (HIDS). In this approach, we moni-
tor the operating system’s physical or virtual memory operations and detect
suspicious operations. Such anomalies could be a process that abnormally
reads and writes to memory regions. These are three different layers on which
an intrusion detection system can operate. In this kernel-level approach, a
driver/module is installed at the kernel level and continuously monitors the
page access operations. Our experiment shows that all monitoring approaches
imply high false positive rates. The main reason is that memory operations
are always incurred by hundreds of threads in the OS, including the kernel
level. Monitoring the analysis of these operations creates runtime overhead
and leads to a high rate of false alarms.

– Hypervisor-level memory access monitoring. Because the hypervisor
operates at a lower level of system control, it has visibility into the memory
access patterns of the virtual machines it manages. This visibility allows the
hypervisor to monitor memory access [34]. Technically, the hypervisor man-
ages the virtual-to-physical memory mapping for each VM through memory
page tables. An Extended Page Table (EPT) is a virtualization technology
used in modern processors to enhance the performance of virtual machines
(VMs) in a virtualized environment. EPT is specific to Intel processors and
is equivalent to AMD’s Nested Page Tables (NPT). By monitoring and con-
trolling these page tables, the hypervisor can keep track of memory access
patterns and perform memory isolation. Note that this approach was pro-
posed by previous work to detect shellcode injection attacks and other types
of vulnerability exploits. However, as the HIDS solution, it may lead to a high
rate of false positives.

– External radio monitoring. Dedicated spectrum analyzers are specialized
hardware devices designed to scan and analyze the radio frequency spectrum.
They provide detailed information about signal strengths, frequency utiliza-
tion, and interference sources. Spectrum monitoring refers to analyzing and
observing the radio frequency (RF) spectrum used by wireless networks, e.g.,
those using the Wi-Fi standard. This monitoring helps understand the wire-
less communication environment’s usage, interference, and overall health. It
involves scanning and analyzing the different frequency channels within the
RF spectrum to detect signals, identify sources of interference, and optimize
the performance of wireless networks. In the context of a RAMBO attack,
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spectrum analyzers can provide visibility of the RF spectrum, showing signal
strength across different frequency bands and detecting unintended transmis-
sion and covert channels.

– Internal RAM jamming. Another option is to interrupt the covert channel
by applying random memory operations. Such jamming can be implemented
as a user or kernel thread randomly interfering with memory and performing
read-write operations. This approach has the main disadvantage of interfering
with legitimate memory activities, resulting in significant overhead. In addi-
tion, internal jammer threads can be manipulated, bypassed, or terminated
by malware with sufficient privileges running on a compromised computer.

– External Electromagnetic jamming. It is possible to defend against the
covert channel using radio jammers, also known as signal jammers or RF
(radio frequency) jammers. These devices are designed to interfere with or
disrupt wireless communications by emitting radio frequency signals on the
required frequencies used by the targeted communication systems. The goal of
a radio jammer is to create a jamming signal that overwhelms and interferes
with legitimate signals, rendering the communication systems ineffective or
unreliable within the jamming area [35]. In the case of a RAMBO attack, the
whole spectrum of DDR should be jammed. However, this approach requires
dedicated external hardware transceivers and antennas, which are maintained
in a secure area, which tend to pose another security threat.

– Radio reduction/blocking Faraday enclosures. A PC Faraday enclo-
sure, also known as a Faraday cage or Faraday enclosure, is a shielded enclo-
sure designed to block external electromagnetic fields and electromagnetic
radiation from entering or leaving the enclosed space [36]. This shielding helps
protect sensitive electronic devices and equipment from electromagnetic inter-
ference (EMI) and prevents emitted electromagnetic radiation from leaking
out and potentially interfering with other devices or systems. The Faraday
enclosures will limit the leakage of radio frequencies of the RAMBO attack.
However, the solution is costly and not applied on a broad scale.

Table 7 lists the countermeasures and their limitations.

Table 7. Defensive countermeasures

Solution Drawbacks

Zone restrictions (red-black separation) Cost and space limitation

Host intrusion detection systems (user/kernel) High rates of false positive

External electromagnetic spectrum monitoring High rates of false positive

Internal RAM operation jamming Disruption of the RAM
functionality and overhead

External radio jamming of RAM frequencies Radio interference, high cost,
and power consumption

Radio reduction/blocking Faraday enclosures Cost and maintenance
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7 Conclusion

We present an air gap covert channel attack that allows attackers to exfil-
trate sensitive data from isolated computers. We show that malicious code in
the infected computers can manipulate memory operations and generate radio
signals from the memory buses. By precisely controlling the memory-related
instructions, arbitrary information can be encoded and modulated on the elec-
tromagnetic wave. An attacker with a software-defined radio (SDR) can receive
the information, demodulate it, and decide. We showed that this method could
be used to exfiltrate arbitrary types of information, such as keystroke logging,
files, images, biometric data, etc. We presented architecture and implementation,
provided evaluation results, and discussed preventive countermeasures. With this
method, attackers can leak data from highly isolated, air-gapped computers to
a nearby receiver at a bit rate of hundreds bits per second.
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Abstract. Threats in the digital domain is one of the, if not the most significant
risks facing the individual, societies, and nation states worldwide. We are raising
the question of whether the legal regulation of the digitally connected worldwide
network is adequate to meet the challenges of harmful behavior to critical infras-
tructure. The general assumption among technical and security experts, as well as
in the ongoing public debate, is that it is not. We look into the status of the current
Nordic legislation, identify the main challenges, and point out future work.

Keywords: Cyber security · Cyber operation · Civilian actors · Law

1 Introduction

Military law is divided into three time-based phases: peace, conflict, and war. However,
this division reflects a political state of affairs among nations and does not necessarily
apply to conflict levels in the cyber domain. The definition of “peace time” is not equiv-
alent in the physical domain and cyber domains, as there are ongoing attacks in cyber
domain every day. Therefore, we argue that in the cyber domain there is no officially
declared “peace-time” as such, only conflict and war. Conflict in the physical domain is
among known persons, groups, or states. This again is not so clear in the cyber domain,
as attribution may prove a difficult, time-consuming, and often futile task. Furthermore,
the possibility of sanctioning unlawful or unwanted behavior in the cyber domain seems
limited to non-existent. Areas in the cyber domain where the rules of law otherwise
applicable are unclear, in conflict, not defined or unenforced, are often referred to as
grey zones [1].

International Law, International Humanitarian Law and other existing supranational
treaties or agreements neither advocates nor prohibits, grey zone cyber operations. It
all seems to boil down to questions about who, what, how, when, and with what conse-
quences – with the good advice of not doing too harmful things. In turn, should one get
caught, the legal repercussions are ineffective and far from tangible.
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The war in Ukraine has shown that public sectors takes part in the conflict with little
to no concern for the previous common understanding of international law and carry out
cyberattacks as a continuation of their policy with other means [2, 3]. The Ukrainian
conflict has also shown that both private companies and civilians are also present on the
cyber battlefield [2, 4]. Hybrid combatants present a challenge in international military
law, as those actively partaking in a conflict are lawful targets for military operations,
but civilians are not, as a rule of thumb. Of course, the IT armies of Russia and Ukraine
are not the only actors in the Ukraine theatre of war. There are other groups of people
involved that either will help one of the sides or try to gain something for themselves
(hacktivists, cybercriminals, and nation-state groups) [2, 5]. This means that there are
several actors with different motives simultaneously on the cyber battlefield. It is not
clear, according to international law, which actors are lawful combatants/targets, which
actors may be given rights to use active defensive methods or even offensive methods,
and which actors are to be considered unlawful combatants, e.g., criminals.

Furthermore, the intentions and limitations set by international military and human-
itarian law of war have not been followed. Civilian objects and critical infrastructure
have been targeted with kinetical attacks as well as cyberattacks [2, 6–8]. An example of
cyber-attacks includes the hacking of ViaSat’s satellite communication causing modems
not to function in Ukraine as well as causing wind farms disruption in central Europe [6,
7]. Malware, with the purpose of making data and systems unavailable, was specifically
targeted at several Ukrainian organizations [9] as well as used in emails addressing the
Ukraine-Russia conflict in general [5, 10].

We have also seen that the owners of critical infrastructure are within their full legal
right to defend their infrastructure, customers, and business – to some extent. Through
numerous examples, we have seen that passive defensive measures such as the digital
equivalents of locking doors, using warnings, or calling the police, will in reality take
far too long time with less than meagre results. Some [11] have argued for tipping the
offensive/defensive balance by strengthening the attackee’s rights to use active defensive
measures (stopping the attack by cause harm to the attacker or the attacker’s equipment
used in the attack). But as the rules of law in cyberspace are not as clear and enforceable
as in the kinetic world, the attackee is presented with legal conundrums.

The infrastructure in which the cyber attacks are carried out are privately owned and
themilitary’s role in privately owned infrastructure is inherently difficult. The ethical and
legal dilemmas arising when nation states and their contractors launches “defensive and
offensive operations” of a military and/or political nature when no war has been declared
are abundant and for the most part unresolved. There are no international institutions
enforcing international rules nor imposes sanctions on unwanted harmful behavior in
cyberspace. It is assumed that the United Nations Charter applies in Cyberspace [12], but
no international treaties nor agreement exist on the interpretation and implementation
from the kinetical world into the digital world, as exemplified by the international stale-
mate and never-ending discussions on whether a cyber-attack can constitute an armed
attack in accordance with UN art 51 cfr art 2(4) [13], as USA, China and Russia have
reserved the right to “respond appropriately”. What we have are recommendations from
approximately 500 researchers [14] and rulings from the International Court of Justice
(ICJ) before the age of cyber attacks. Apart from this, we have some statements from
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leaders of states and NATO. But these are all questions on when a state lawfully can
wage war (jus ad bello). Regulations on lawful behaviour in war (jus in bello) are even
more scarce in Cyberspace.

In this article, we look at the Nordic law and rules, and will seek to understand how
“grey zone” cyberoperations are thought to be handled. We specially focus on Norwe-
gian actors within the existing Norwegian legislation, regulations, and frameworks. In
addition, we identify some key questions that need to be resolved in order to develop
the legislation that will be applicable to the future cyber landscape with its plentiful and
resourceful actors.

The structure of this paper is as follows. Methodology is briefly explained in Sect. 2.
Section3gives someexamples of relatedwork. Section4 contains the laws that are related
to the cyber domain itself or use of cyber domain. The Norwegian case is presented in
Sect. 5. What this all means is discussed in Sect. 6, Sect. 7 presents ideas for the future
work and Sect. 8 concludes the paper. Citations to the laws and court documents are
presented as footnotes, other sources are found in the references.

2 Methodology

As this paper’s primary information sources are laws, regulation and court documents
and secondary sources are analyses carried by others, we use both document and content
analysis [15, 16] to obtain the results. We have looked at which current laws have
direct applicability to cybersecurity in Nordic countries that have their own military:
Finland, Sweden, Denmark, and Norway. Further, we have looked at how carrying out
cyberoperations in Norway is regulated based on the doctrines and policies that describe
and regulate today’s situation in Norway.

Content analysis as Krippendorf [17] puts it, is answering questions concerning the
context of texts. In our case, we focus on the questions that arouse when the text did not
provide with a straightforward or satisfying answer. When reading the documentation,
especially the regulative documentation, we have focused on concepts and issues that
either are not clear or which are only partly define the situation and leave the room for
various interpretations.

3 Related Work

ENISA concludes in its Threat Landscape 2022 “that state actors will likely adopt the
structure and setup of the ITArmy of Ukraine as a blueprint for non-state participation in
future conflicts” [2, 4, 18]. The use of or participation of multi-billion ICT companies,
as for example Amazon, Cloudflare, Google, and Microsoft [6, 19], is another issue
that needs to be taken into planning the defense against future conflicts. Not only the
largest commercial technology and cybersecurity companies have their role in conflicts,
but other public and private resources could also be mobilized in conflicts or wars if
national or international legislation allow [19].

Work has been done to look at what could be private actors’ roles in cyber operations,
as well as where the challenges of including private actor lies. For example, Lachow
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[20] found that U.S. military cyber contractors play critical roles in supporting offen-
sive cyberoperations, both in reconnaissance and mission support, and called for more
public debate on the roles of cyber contractors’ in military operations. Smeets [21] stud-
ied the benefits and risks of organizational integration of offensive cyber capabilities,
finding both positive, such as better knowledge transfer and reduced mission overlap,
and negative aspects, such as cost ineffectiveness. Pattison [22] looked at the ethical
side of Active Cyber Defense (ACD) services offered by private military and security
companies. He argued for a moderately restrictive approach, meaning that private firms
can carry out defensive measures but should not perform offensive ones. Broeders [23]
analyzed several reports and publications on ACD by Washington DC based commis-
sions and think tanks, finding many of them propose legalizing forms of ACD pushing
beyond the current American law. However, the authors point out that the reports focuses
on domestic security (and political) problems but fails to address international security
problems, which using ACD could also bring about.

A newer example of a state mapping its own capabilities comes from Finland [24].
Finland’s Ministry of the Interior and the Ministry of Defence set up a project to assess
the operating conditions of the authorities in ensuring national cyber security, combating
cybercrime, and conducting cyber defense. The project concluded that the authorities’
operating conditions are not adequate to effectively prepare for the most serious cyber
threats or to combat them. The report proposes development and legislative changes in
seven areas: defining a strategic target state of cyber security, cooperation andofficial pro-
cesses, situational awareness, information exchange, influencing and countermeasures,
information gathering, and protection of public authority networks.

We have no studies on private actors’ legal status and role in cyber operations in
Nordic countries.

4 Nordic Cyberlaw Perspective

In this section we summarize the essential laws that are related to cybersecurity in the
Nordic countries. The EU has enacted regulations relevant for cyber security, that appliy,
orwill apply, in the near future, to all the fourNordicCountries, as Sweden,Denmark and
Finland are members of EU and Norway through the EEA agreement pending national
incorporation.

• EU Cybersecurity Act1 and Digital Markets Act2

• The EU General Data Protection Regulation (GDPR)3. Although all countries have
the same regulation (GDPR), the countries have supplemented GDPR in national law
and national authorities’ activities and interpretation relating to GDPR may vary. For
example, in Denmark the authority is stricter (active and has stated its view clearly)
than in other countries, which increases the risk of authority intervention in Denmark.

• The Network and Information Security2 (NIS2) Directive4 on measures for a high
common level of cybersecurity in net and information systems.

1 https://eur-lex.europa.eu/eli/reg/2019/881/oj.
2 http://data.europa.eu/eli/reg/2022/1925/oj.
3 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32016R0679.
4 https://eur-lex.europa.eu/eli/dir/2022/2555/oj.

https://eur-lex.europa.eu/eli/reg/2019/881/oj
http://data.europa.eu/eli/reg/2022/1925/oj
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32016R0679
https://eur-lex.europa.eu/eli/dir/2022/2555/oj
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• The Digital Operational Resilience Act5 (DORA) Regulation for the finance sector
has been approved and will be put into effect from January 2025.

• Proposed Directive on adapting non contractual civil liability rules to AI6

• International humanitarian and military law

4.1 Cyberlaws in Finland

There is no specific legislation on cybercrime or cybersecurity. Some of the essential
Applicable Laws regarding cybersecurity are:

a) The GDPR is supplemented by the Finnish Data Protection Act (1050/2018)7

b) Finnish Act on Electronic Communications Services (917/2014)8

c) The Finnish Act on the Protection of Privacy in Working Life (759/2004)9

However, the Criminal Code of Finland contains several provisions that cover
cybercrime (in its different forms) with its own provisions after adding a new chapter
(Chapter 38) that includes the criminalization of acts that violate secrecy or secrecy
of communications, and which also covers unlawful access to an information system.
Section 12 especially regulates that the provisions on corporate criminal liability apply
to a violation of the secrecy of communications, an aggravated violation of the secrecy of
communications, interference with communications, aggravated interference with com-
munications, unlawful access to an information system, interference with an information
system, and aggravated interference with an information system.

In Finland the need and possibility for a general data security law has been recently
assessed. It was concluded in 2018 that the data security requirements should still be
kept in sector-specific laws. The Finnish privacy legislation is exceptionally strict com-
pared with many other countries, including other EU member states, and grants the
users of information communication systems very extensive rights [25]. The right to
private communication and the protection of privacy in relation to the employees’ pri-
vate information are absolute and based on fundamental rights. Therefore, even when
investigating cybercrimes and cyberattacks an employer may not access its employees’
email accounts or personal files. The only possibility for the employer to access pri-
vate information without the employees’ consent is when such information has been
processed by the police as a part of a criminal investigation.

For any commercially operating entity, there are general security obligations included
even in the Companies Act and other local Finnish laws such as: Limited Liability
Companies Act; Trade Register Act; Accounting Act; Accounting Decree; Auditing
Act; Act on Prevention of Money Laundering and Terrorism; International Financial
Reporting Standards; Tax Procedure Act; Securities Markets Act; EU Market Abuse
Regulation.

5 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2554.
6 https://commission.europa.eu/business-economy-euro/doing-business-eu/contract-rules/dig
ital-contracts/liability-rules-artificial-intelligence_en.

7 https://www.finlex.fi/fi/laki/alkup/2018/20181050.
8 https://finlex.fi/fi/laki/ajantasa/2014/20140917.
9 https://finlex.fi/fi/laki/ajantasa/2004/20040759.

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2554
https://commission.europa.eu/business-economy-euro/doing-business-eu/contract-rules/digital-contracts/liability-rules-artificial-intelligence_en
https://www.finlex.fi/fi/laki/alkup/2018/20181050
https://finlex.fi/fi/laki/ajantasa/2014/20140917
https://finlex.fi/fi/laki/ajantasa/2004/20040759
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InSeptember 2015 theMinistry ofTransport andCommunications appointed a devel-
opment group to prepare Finland’s Information Security Strategy, which was published
in April 201610. Also, in April 2016 the FinnishMinistry of Justice and the FinnishMin-
istry of the Interior published a working group’s report on a proposal for legislation on
intelligence activities that would give law enforcement agencies more extensive access
to data to increase the level of security11,12. The legislative process is in progress and
new laws are to be expected soon.

4.2 Cyberlaws in Sweden

There is no specific legislation on cybercrime or cybersecurity, rather it extends over
several areas of Swedish law:

a) GDPR is supplemented by the Swedish Data Protection Act13.
b) Personal data processing by governmental authorities responsible for crime preven-

tion, investigation and prosecution is regulated by Swedish Act on Processing of
Personal Data Relating to Criminal Offences14.

c) Criminal offences, including cybercrimes such as breaches of data security, are subject
to the Swedish Criminal Code15.

d) Copyright infringement is regulated by the Swedish Copyright Act16.
e) Decoding activities regarding radio and TV are criminalized and regulated by the

Swedish Act on Decoding17.
f) Acts of terrorism, including cyber-attacks, are regulated by the Swedish Act on

Criminal Responsibility for Terrorist Offences18.
g) Providers of electronic communication services and electronic communication

networks are subject to the Swedish Act on Electronic Communication19.

10 https://julkaisut.valtioneuvosto.fi/handle/10024/164793.
11 https://fra.europa.eu/sites/default/files/fra_uploads/finland-study-data-surveillance-ii-legal-

update-fi.pdf.
12 https://intermin.fi/en/national-security/civilian-intelligence.
13 https://www.government.se/government-policy/the-constitution-of-sweden-and-personal-pri

vacy/act-containing-supplementary-provisions-to-the-eu-sfs-2018218-general-data-protec
tion-regulation/.

14 https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/bro
ttsdatalag-20181177_sfs-2018-1177/.

15 www.government.se/contentassets/7a2dcae0787e465e9a2431554b5eab03/the-swedish-cri
minal-code.pdf.

16 https://lagen.nu/1960:729.
17 www.mprt.se/globalassets/dokument/lagar-och-regler/the-swedish-radio-and-television-act.

pdf.
18 https://perma.cc/GUK7-BZFR.
19 https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/lag-

2022482-om-elektronisk-kommunikation_sfs-2022-482/.

https://julkaisut.valtioneuvosto.fi/handle/10024/164793
https://fra.europa.eu/sites/default/files/fra_uploads/finland-study-data-surveillance-ii-legal-update-fi.pdf
https://intermin.fi/en/national-security/civilian-intelligence
https://www.government.se/government-policy/the-constitution-of-sweden-and-personal-privacy/act-containing-supplementary-provisions-to-the-eu-sfs-2018218-general-data-protection-regulation/
https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/brottsdatalag-20181177_sfs-2018-1177/
http://www.government.se/contentassets/7a2dcae0787e465e9a2431554b5eab03/the-swedish-criminal-code.pdf
https://lagen.nu/1960:729
http://www.mprt.se/globalassets/dokument/lagar-och-regler/the-swedish-radio-and-television-act.pdf
https://perma.cc/GUK7-BZFR
https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/lag-2022482-om-elektronisk-kommunikation_sfs-2022-482/


168 L. Berg et al.

h) Certain providers of “essential services” – mostly infrastructure – and digital ser-
vices, are subject to the EU Directive on Security of Network and Information Sys-
tems (NIS), which has been implemented through the Act on Information Security
Regarding Providers of Critical Infrastructure and Digital Services (NIS Act)20.

i) Act on Payment Services regulates payment services provided in Sweden21.
j) The disclosure of trade secrets is prohibited under the Swedish Trade Secrets Act22.
k) Further, certain operations and activities deemed important to Swedish national

security are regulated by the Swedish Protective Security Act23.

4.3 Cyberlaws in Denmark

There is noone specific cybersecurity lawas such inDenmark.Rather, the legal landscape
is made up by several laws promoting cybersecurity.

a) The Danish Network and Information Security Act no. 1567 of 15.12.201524 and
later changes25 implements theDirective (EU) 2018/1972 of the European Parliament
and of the Council of 11 December 2018 establishing the European Electronic Com-
munications Code and sets requirements to minimum standards of security. These
requirements have been detailed out by the Danish Centre for Cybersecurity (the
national IT Security authority) in their regulation ‘Information and Security Order’26

under which a provider of public electronic communications networks or services
is responsible for information security in its network based on a documented risk
management process. A provider must identify any possible cybersecurity risks and
using this risk assessment, implement proper measures to ensure the accessibility,
integrity and confidentiality of its networks and services.

b) The main legislation concerning processing of personal data is the GDPR and the
Danish supplementary act, the Data Protection Act (in force from 23 May 2018).
In addition to the GDPR, the Data Protection Act and national practice implement
certain derogations concerning the processing of personal data, especially in respect
of processing of personal data within the employment sector and the processing of
national registration numbers. TheAct on Processing PersonalData that implemented
Directive 95/46 EC came into force in 2002. But even though the Danish data pro-
tection regulation is 20 years old, not much attention was paid to data protection
in Denmark until the GDPR was passed in 2016. The term ‘data protection’ was
basically unheard of in the general Danish population and in most companies before

20 https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/lag-
20181174-om-informationssakerhet-for_sfs-2018-1174/.

21 https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/lag-
2010751-om-betaltjanster_sfs-2010-751/.

22 https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/lag-
2018558-om-foretagshemligheter_sfs-2018-558/.

23 https://www.government.se/contentassets/7d1bd1801f8d46a69ded4cd2a30bb6fe/protective-
security-act-2018-585.pdf.

24 https://www.offentlighedsportalen.dk/dokument/219573.
25 https://www.retsinformation.dk/eli/lta/2021/153#id5aafd591-62c0-4b56-8167-4f117d6dddfd.
26 https://www.retsinformation.dk/eli/lta/2016/567.

https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/lag-20181174-om-informationssakerhet-for_sfs-2018-1174/
https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/lag-2010751-om-betaltjanster_sfs-2010-751/
https://www.riksdagen.se/sv/dokument-och-lagar/dokument/svensk-forfattningssamling/lag-2018558-om-foretagshemligheter_sfs-2018-558/
https://www.government.se/contentassets/7d1bd1801f8d46a69ded4cd2a30bb6fe/protective-security-act-2018-585.pdf
https://www.offentlighedsportalen.dk/dokument/219573
https://www.retsinformation.dk/eli/lta/2021/153#id5aafd591-62c0-4b56-8167-4f117d6dddfd
https://www.retsinformation.dk/eli/lta/2016/567
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2017–2018. Thus, the GDPR has been the dominant topic in recent years in terms of
compliance. Since the implementation of the GDPR, Danish companies have con-
tinuously invested substantial resources in data protection compliance, mainly for
commercial and legal risk management reasons.

4.4 Cyberlaws in Norway

There is no general applicable law especially dedicated to cybersecurity in Norway. The
relevant Applicable Laws that regulate cybersecurity are fragmented and often sector
specific. Some of the essential Applicable Laws regarding cybersecurity are:

a) GDPR is supplemented by The Norwegian Personal Data Act of 15 June 201827.
b) On May 5th 2023 The Norwegian government (Regjeringen) proposed to the parlia-

ment (Stortinget) an act on Digital Security [26] and asked for consent to the approval
of two decisions in the EEA committee on the incorporation of the NIS1 directive, the
associated implementing regulation and the cyber security regulation into the EEA
agreement28. The incorporation of the NIS229 is not clear.

c) The National Security Act of 1 June 201830 aims, inter alia, to prevent, detect
and counteract activities threatening national sovereignty, including regulations on
information security.

d) The Electronic Communications Act of 4 July 200331 and the Electronic Com-
munications Regulation of 16 February 200432 aim to give secure and modern
communication services to the public.

e) TheEnergyAct of 29 June 199033 and thePower SupplyPreparednessRegulation of 7
December 201234 aim to secure power supply and include regulations on information
security and safety measures for control systems.

f) The Regulation on the Use of Information and Communication Technology of 21
May 200335 (ICT Regulation) within the financial services regulates, inter alia, the
use and security of ICT systems in that sector, which has to be harmonized with
DORA36 in 2025.

4.5 Short Summary about the Nordic Cyberlaws

There is no specific legislation on cybercrime or cybersecurity in any of the Nordic
countries. Rather, the legal landscape ismade up of several laws promoting cybersecurity.

27 https://lovdata.no/dokument/NL/lov/2018-06-15-38.
28 https://www.regjeringen.no/no/dokumenter/prop.-109-ls-20222023/id2975558/.
29 https://eur-lex.europa.eu/eli/dir/2022/2555/oj.
30 https://lovdata.no/dokument/NL/lov/2018-06-01-24.
31 https://lovdata.no/dokument/NL/lov/2003-07-04-83.
32 https://lovdata.no/dokument/SF/forskrift/2004-02-16-401.
33 https://lovdata.no/dokument/NL/lov/1990-06-29-50.
34 https://webfileservice.nve.no/API/PublishedFiles/Download/5690526d-60af-4cd5-b7fc-51c

87cb66f48/202119965/3425769.
35 https://www.finanstilsynet.no/globalassets/laws-and-regulations/regulations/regulations-on-

use-of-ict.pdf.
36 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2554.

https://lovdata.no/dokument/NL/lov/2018-06-15-38
https://www.regjeringen.no/no/dokumenter/prop.-109-ls-20222023/id2975558/
https://eur-lex.europa.eu/eli/dir/2022/2555/oj
https://lovdata.no/dokument/NL/lov/2018-06-01-24
https://lovdata.no/dokument/NL/lov/2003-07-04-83
https://lovdata.no/dokument/SF/forskrift/2004-02-16-401
https://lovdata.no/dokument/NL/lov/1990-06-29-50
https://webfileservice.nve.no/API/PublishedFiles/Download/5690526d-60af-4cd5-b7fc-51c87cb66f48/202119965/3425769
https://www.finanstilsynet.no/globalassets/laws-and-regulations/regulations/regulations-on-use-of-ict.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2554
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The relevant applicable laws that regulate cybersecurity are fragmented and often sector
specific. The laws tend to be vague and discretionary, setting minimum standards and
providing good advice. The proposed NIS2 EU regulation has a risk-based approach,
leaving it up to the responsible entity tomake abest effort judgement basedoncost/benefit
evaluations with the threat of fines should compliance or evaluations prove inadequate.

The current legislation and regulations are focused on the attackee, e.g., the victim,
and its obligation to secure infrastructure, customers, and its activities. This illustrates
the political realism in cyberspace; the EU does not have the political and economic
power to attribute and hold the major actors in cyberspace accountable; USA, Russia,
and China. Some of the members may even have benefits from the grey zones in cyber,
ref GCHQs Operation Socialist in 2006–13 [27] and German Bundesnachrichtendienst
surveillance of a.o. The White House 1998–2006 [28].

Post theworldwars, legal focus has been on preventing the devastating consequences
for societies and individuals by limiting if, when and how to go to war and how warfare
should be conducted, with the expressive ambition that war to avoided. Policymakers
also need to also have the attackers and their methods, objectives, and motivations in
mind; who are they, what do they do, why do they do the things they do and how do
they do it. Today it is not clear what a cyber defender may or may not do if and when
under attack. For example, what possibly is illegal to do in the physical world or within
the borders of own country, may not be unlawful in the digitally connected worldwide
network.

5 A Deeper Look at the Norwegian Case

In the following, we will look into how the complex threats and legal landscape affect
those who launches or are responsible for managing cyber attacks.

5.1 Complex Threats

Complex threats is a term for strategies of competition and confrontation below the
threshold of direct armed conflict, which can combine diplomatic, informational, mil-
itary, economic, financial, intelligence and legal means to achieve strategic objectives
[29]. Complex threats can occur in grey areas of security policy, where the purpose
is to create discord and destabilization. The use of instruments can be widely dis-
tributed and combine open and covert methods. The use of policy instruments may
target specific activities or situations, or be oriented more long-term towards creating
doubt, undermining trust, and thereby weakening our democratic values.

Norway is facing a heightened threat and risk picture and is challenged by states with
security policy ambitions that do not correspond to Norwegian national security inter-
ests. Increased willingness to confront non-Western states, Russian use of military force
and energy as weaponry are examples of this. The invasion of Ukraine has created last-
ing changes in relations between Russia andWestern countries. Increased globalization,
rivalry between the superpowers and constant changes in the security situation greatly
affect the national threat picture and present us with security challenges. The increased
strategic importance of the High North and Norway’s role as an energy supplier makes
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Norway particularly vulnerable to intelligence and sabotage activities and other undesir-
able activity [30]. In addition, climate change affects national security over time. Climate
change is disrupting people’s lives and damaging certain sectors of the economy, may
exacerbate existing stressors, contributing to poverty, environmental degradation, and
political instability, providing enabling environments for terrorist activity. For example,
the impacts of climate change on key economic sectors, such as agriculture and water,
can have profound effects on food security, posing threats to overall stability. Extreme
weather events are also affecting energy production and delivery facilities, causing sup-
ply disruptions of varying lengths and magnitudes and affecting other infrastructure that
depends on energy supply. The increasing risk of flooding affects human safety and
health, property, infrastructure, economies, and ecology in many basins across Norway,
the Nordics and the EU [31]. Furthermore, it is assumed that the annual budgetary room
for maneuver will be reduced in the coming decades compared with preceding decades.

Traditional lines between peace, crisis, and armed conflict have become less clear.
State actors such as Russia and China engage in activities that may initially be lawful
activities to further their own strategic objectives [30], for instance by fundingg political
parties or campaign organizations and other foreign interference [32, 33]. This appears
to be part of the normal picture, but at the same time the activity can harm Norwe-
gian national security. Nation states must consider that some states attempt to influence
political decisions, opinion formation and the debate in their country. The diplomatic,
informational, military, economic, financial, intelligence and legal instruments of indi-
vidual states may, individually or in combination, constitute complex threats directed
against Norway. In recent years, threats related to foreign investment and acquisitions
that can be used to gain insight into and access to technology and resources of strategic
importance have become more apparent.

Assets of importance to national security are increasingly managed and processed
in cyberspace. Digitalization and technology development lead to increased efficiency
and renewal, but at the same time introduce new vulnerabilities, dependencies, and
concentration risks. This canbe exploited by a threat actor. The rapid pace of development
and changes in the security situation make it increasingly demanding for businesses to
maintain a proper level of security throughout the crisis span.

5.2 The Military Point of View

NATO’s cyberspace operation doctrine divides cyberspace operations into two types
[34]: defensive cyberspace operation (DCO) and offensive cyberspace operation (OCO).
DCOdefined as “Defensive actions in or through cyberspace to preserve friendly freedom
of action in cyberspace” andOCOas “Actions in or through cyberspace that project power
to create effects which achieve military objectives.” The actual actions are not specified
in the doctrine, only the actions’ effects.

Effects such as securing against compromise of confidentiality, integrity and avail-
ability of own communication and infrastructure systems, CIS, isolating the commu-
nication between adversaries and affected systems, containing the spread of the mali-
cious activity, neutralizingmalicious activity permanently from ownCIS, and recovering
quickly from the effects ofmalicious activity (network resilience) are thought to be effect
of DCOs [35]. Similarly, OCOs have effects [35] such as manipulating the integrity of
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an adversary’s CIS, exfiltrating the information of adversaries’ networks, degrading an
asset of an adversary to a level below its normal performance, disrupting an asset of an
adversary for an extended period, or destroying an asset of the adversary.

Cyberspace Operation Centre is the primary point if coordination of NATO’s COs,
and one of their tasks is to facilitate the integration of Sovereign Cyber Effects Provided
Voluntarily by Allies (SCEPVA) into alliance operation and missions [34]. However,
the contributing nation will have command and control over groups providing SCEPVA.
But the question arises, can SCEPVAs also include civilians?

Norway, as part of NATO, follows the cyberspace operation doctrine [34] via Nor-
wegian joint military doctrine (Forsvarets fellesoperative doktrine) [36]. Norwegian
doctrine states that, the Norwegian Intelligence Service (which is a Norwegian military
intelligence agency under the Chief of Defence and the Ministry of Defence) has overall
coordinating authority for military-related cyber operations [36]. This is to ensure that
military DCO do not conflict with OCO or other intelligence activities. Further, there is
a separation of which military units can conduct OCOs and DOCs. As NATOs doctrine,
the Norwegian doctrine [36] does not specifically define DCOs and OCOs.

There is not as clear separation between our own and our adversaries CIS in the cyber
domain as in the physical world, and the lines between civilian and military infrastruc-
ture are blurred. The Norwegian defense forces, as well as other allies, are depending
on civilian infrastructure as well as civilian contractors. Therefore NATO’s cyberspace
operation doctrine [34] says that “Enhancing information sharing and mutual assis-
tance in preventing, mitigating, and recovering from attacks in or through cyberspace is
important. This requires civil-military interaction, which can be facilitated by CIMIC.
A positive result from CIMIC is enhanced support to COs through maintaining freedom
of access to cyberspace and capacity building.”

The Norwegian Defence Commission Report [37] describes a challenging security
environment and proposes a significant increase in defense spending and recommends as
the thirdmajormeasure an overall strengthening of the defense capability bydeveloping a
consistently larger defense with greater depth with closer links to the rest of a program of
“Totalforsvaret” [38] (i.e. “Total Defence”), with strong public and private involvement
and with several joint solutions in a Nordic and Allied framework.

Whereas Cyberspace Operation Doctrine is military related, Cyber Defence Pledge
[39] also includes governmental, civilian and private sectors. NATO’s Industry Cyber
Partnership [40] is to provide platforms to exchange information, threat trends and best
practices so that partners would be better be able to prevent and respond to cyberattacks.

In summary, NATO’s cyberspace operation doctrine, Cyber Defence Pledge, and
Industry Cyber Partnership are all including the civilian sector, but the civilian’s status
and role in cyber operations are legally unclear.

Even more complicated is the distinction between active and passive cyber opera-
tions, at a glance the difference seems to be obvious, but on applying cyber weapons
there seem to be little to no difference between active and passive measures, as most
weapons may be used both to attack and to protect.
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5.3 Cyber Attacks on Non-military Objects; You are on Your Own

The lessons learned, not only from the Ukraine war but others, is that availability of
communication channels are very important assets to protect.Most of the communication
networks are civilian owned. Hence there are (at least) three parties responsible for
digital communication in Norway; the Military, the Police, and the owners of the digital
communication networks. For now, we leave out coordinating authorities and owners
of the equipment and software solutions that are integrated in, connected to and in sum
constitutes the worldwide network as well as the users and customers. Their role and
responsibilities warrant separate focus and research.

The rules of law set the parameters for civilian and military activities in times of
peace, conflict, and war. The purpose and mandates for the armed forces (Green) vs
the policing authorities (Blue) is important to understand. Blue investigates crimes with
the purpose of securing evidence and bringing criminals to justice before a court of
law. Green addresses and manage threats to the sovereignty and security of the nation
state. Blue ensures public order and safety, applying force only when appropriate and
in accordance with the principle of proportionality. Green defends the nation state and
applies force necessary to ensure the survival and safety of the state from other states
and external threats. Blue’s mandate takes precedence in peace, Green’s in crises and
war.

The National Framework for Handling ICT Security Incidents [41] describes how
the incidents targeted non-military objects should be handled. The civilian cyber inci-
dent management involves coordination with the Norwegian Intelligence Service, the
Norwegian National Security Authority and the Norwegian Police Security Service. The
framework states [41] that the intelligence service has national level responsibility peace,
crisis and armed conflict for uncovering foreign threats and generating intelligence on
foreign threat actors in cyberspace, as well as responsibility for OCOs against foreign
targets. It also states that the police have a monopoly on the use of force in Norway
and the exclusive right to use force against citizens, also when incidents take place in
digital space or by digital methods. The police can also take measures to prevent and
stop criminal offences. Under investigations, the police have the authority to implement
measures to obtain information and to prevent new criminal offences. However, neither
the Intelligent Service, the National Security Authority, nor the Police will handle ICT
incidents for enterprises. The owner of the enterprise, in the private or public sector,
always holds the responsibility for handling ICT security incidents [41].

The framework [41] acknowledges three phases in incidentmanagement “: 1) stop the
incident, limit the extent of damage and restore safe condition; 2) secure technical leads
and make seizures and/or arrests in connection with investigations, and/or 3) implement
offensive countermeasures.” However, the framework only covers the first phase as it
belongs to the civilian actors.

The framework [41] expects that businesses can establish the capability and capacity
to handle ICT security incidents by themselves or have access to that capability and
capacity by using a commercial third party; privately owned enterprises are on their
own. The Norwegian National Security Authority has provided a list of approved service
providers. The legal status of these third-party security service providers is unclear.
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As per the above, private business’s role in relation to cyber attacks is for the most
part undefined. They should cover the point 1) “) stop the incident, limit the extent of
damage and restore safe condition” but the question is how are they to do this? On one
hand is the question of which cybersecurity guidance to follow and on the other is which
alternatives they have to handle the incidents as they should both limit the damage as
well as keep the services available.

The best practice landscape on cybersecurity is complex and difficult to navigate.
Best Practices for managing cyber-attacks are found in several sources. Requirements
and standards are also – directly or indirectly – to be found in general or sector-specific
regulations. Standards and guidelines are offered by government of nation-states, for
instance the US General Services Administration, which promotes management best
practices and efficient government operations through the development of governmen-
twide policies, offers the National Institute of Standards and Technology (NIST) Cyber-
security Framework (CSF) [42] for Improving Critical Infrastructure Cybersecurity
(NIST Cybersecurity Framework) and organizes basic cybersecurity activities at their
highest level. Branches and niches within tech and other industries offer guidelines
within their domains, e.g., GSMA provides security guidelines and advice on telecom,
network, and IOT for network operators, i.e., its members. The ISO/IEC 27001 is the
world’s best-known standard for information security management systems (ISMS) and
their requirements. Additional best practices in data protection and cyber resilience are
covered by more than a dozen standards in the ISO/IEC 27000 family. The ambition is
to enable organizations of all sectors and sizes to manage the security of assets such as
financial information, intellectual property, employee data, and information entrusted to
third parties.Most larger companies have developed their ownpolicies and best practices,
tailormade for their own situation, needs and experiences.

These requirements, policies, and guidelines cover a wide range of recommended
actions to be taken, from Do Nothing to Retaliate. In considering response alternatives
for private actors and the civilian sector have, one should not only study the theoretical
possibilities but investigate possibilities within real business world boundaries. Internet
Service Provider, ISP, or Network Infrastructure Operators, NIO, are bounded by con-
tracts, agreed SLAs (defines the level of service you expect from a vendor, laying out
the metrics by which ser-vice is measured, as well as remedies or penalties), permits,
licenses, network agreements, etc. The ISP needs to consider what could happen before
cutting off traffic from a specific IP address or network, as it may choke or hinder alarms
to a hospital or other innocent communication as an unwanted side effect, leaving the
ISP vulnerable to law-suits resulting from breaches of contracts or actions taken from
governmental bodies. Therefore, ISP and NIO have to consider effects that an attack is
causing on them and their customers as well as effects that response would cause.

6 Discussion - So What Does This Mean?

With a few certain starting points, we point out some of the major legal challenges in
the gray zone; attribution, accountability, right to self-defense and use of automated
responses and artificial intelligence.
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6.1 Is It a Crime?

Getting clear on the basics; Yes, cyber attacks on others is a crime in Norway [43, 44].
Laws and legal rules are inextricably linked to states and states’ sovereignty. This

is recognized in international law which assigns the state exclusive monopoly over and
responsibility for its territory and inhabitants and simultaneously rejects other states
having supranational jurisdiction over the sovereign state. In Norway, this is stated in
the Constitution, which nevertheless and under certain conditions can give the legal rules
of other regional bodies effect also in Norway and towards Norwegian citizens.

For cyberspace, this means, firstly, that Norwegian law will apply to acts committed
by Norwegians with effect in another country’s territory, as well as to acts committed
abroad with effect in Norway. In terms of criminal law, this follows from the Penal Code,
chapter 21, cf. §7. A cyber attack will be punishable according to one of the descriptions
of the offense in chapter 21 and because “the effect has occurred or been intentionally
caused” in Norway according to Sect. 7, the act will be covered by the Criminal Code,
cf. Sect. 4. This has been established in several decisions37. The same will to a large
extent apply to other countries’ laws, depending on how these countries have chosen to
apply their rules. Since the laws vary between countries, it will vary what is permitted
or prohibited, what can be punished, what penalties apply and whether/how legal rules
can be enforced, and violations sanctioned. In this sense the rules of law in cyberspace
have a fragmentary character.

6.2 The Legal Conundrum

No country is alone in facing the cyber security threat, for many the most significant
one. In 2018 The US Secretary of Homeland Security [45] highlighted the seriousness of
this challenge when noted that; “… cyber-attacks in terms of their breadth and scope of
possible consequences now exceed the risk of physical attacks.” Technological advances
continue to outpace legal developments. While intelligence officials have suggested
the most serious cyber attacks comes from “nation states”, existing international legal
frameworks fail to provide timely or effective legal remedies.

One of the most significant hurdles is the problem of attribution. For a nation state
to be held responsible under international law for a particular act, that act must be
attributable to that state. In the case of cyber attacks, however, states do not generally
operate through formal state bodies. Instead, they tend to use “non-state actors” who are
less visible, more removed and offer plausible deniability. This creates problems of both
factual and legal attribution.

The factual problem is that it is often extremely difficult to accurately identify the
origin of a cyber attack. The lack of boundaries and anonymity that are characteristic of
cyberspace make it hard for states to identify exactly who is responsible for a specific
cyber attack. Perpetrators are becoming increasingly effective at masking their true

37 The Norwegian Supreme Court‘s ruling in Rt. 2003/1770 where a Swedish citizen was charged
with fraud committed abroad but also with Norwegian victims. Whereas in Rt.2004/1619 the
opposite was the case, when twoNorwegian citizens were convicted for data breaches in several
hundred of servers located outside of Norway.
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identities and locations. They may even deliberately make it look as though innocent
third parties are responsible for an attack.

The legal problem of attribution arises from the fact that international law does not
generally hold states responsible for the actions of non-state actors. Responsibility will
only be attributed if the state either acknowledges and adopts the conduct of the non-
state actor as its own, or the state directs or controls the non-state actor. The former is
unlikely given the lengths that states go to mask their involvement in cyber attacks in
the first place. The latter is also unlikely, given the high threshold set by international
law to establish the required direction or control. The International Court of Justice has
held that a state must be shown to have had “effective control” over each specific act for
which attribution is sought38. Simply providing financial aid or equipment to support a
cyber attack, or even providing a safe haven base for individual hackers, would likely not
be enough to meet the “effective control” test. Given these problems, it is highly unlikely
that a state will ever be held publicly accountable under the existing legal framework. It
is one thing for politicians and intelligence officials to privately suggest a certain state
to be blamed for cyber attacks, but it is a long way to meet the high threshold required
to establish state’s responsibility under international law.

Even if legal attribution could be established, that does not solve the legal complex-
ities. International law has few mechanisms that allow a state to respond effectively to a
cyber attack once it has occurred. Even though there are Grey Zones where Green and
Blue meets and the line between who does what gets blurry, the legislation organizing
and governing lawful military and civilian activities is colored by from these funda-
mental differences in purposes and mandates. In choosing the legal level and toolset
appropriate for Cyberspace, the decision makers need to take into consideration how
important the digital infrastructure is for society; a playground for commercial interests
or critical infrastructure for the survival for the state.

6.3 Is Counterattack Justified Against a State Sponsored Cyber Attack?

A state is allowed to use force in self-defense – but only in response to an armed attack39.
The key questions then are whether a cyber attack amounts to a “use of force”, whether
hacking attributable to a state amount to an “armed attack”, and if a cyber attack violates
“territorial integrity”. Traditionally, international law has answered these questions with
reference to acts of physical violence – conventional military strikes. It’s likely that a
large-scale cyber attack against a state that has physical consequences within its territory
may be characterized as a “use of force” and may violate “territorial integrity” under the
charter. For instance, attacks that turn self-driving cars into weapons, knock out nuclear
stations or paralyze the power grid might reach this threshold. An armed attack in this
context refers to only the gravest use of force. It is highly unlikely that acts of cyber
espionage focused primarily on gathering intelligence or data will be characterized as
an armed attack under this definition.

But what if the attack is designed to sow confusion or generate internal discord, such
as in the case of Russian hacking of the US election in 2016 [46]? Or attacks directed

38 https://www.icj-cij.org/files/case-related/70/070-19860627-JUD-01-00-EN.pdf.
39 https://www.un.org/en/about-us/un-charter/chapter-7.

https://www.icj-cij.org/files/case-related/70/070-19860627-JUD-01-00-EN.pdf
https://www.un.org/en/about-us/un-charter/chapter-7
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beyond a particular country? Currently, these questions are not settled. Similarly, it’s not
certain that even large-scale hacking would rise to the level of an “armed attack”. Based
on the Nicaragua case, if a cyber attack has sufficient “scale and effects” it may amount
to an armed attack. More importantly, if the attacks are attributable to a state (in this
case the Islamic Revolutionary Guard40) – or are within its overall or effective control
or direction – the armed attack would give rise to the right to self-defense. However,
this may be difficult to establish in practice, as there may not be sufficient evidence
connecting the hacker to the state to show control, and hence attribution.

Similarly, while countermeasures (a broad category of temporary, reversible mea-
sures designed to induce a state to cease its wrongful conduct) are allowed under inter-
national law in certain circumstances, the conditions imposed makes them of limited use
in the context of cyber attacks. For example, in all but the most urgent circumstances, an
injured state must notify the responsible state of the decision to take countermeasures
and offer to negotiate with them before any countermeasures are taken. Such procedu-
ral requirements are simply impractical when responding to cyber attacks, given their
potential speed and reach.

The permissible self-defense responses to cyber attacks under international law are
not clear.

6.4 Automated Responses and Artificial Intelligence

Software is becoming better at detecting abnormalities and vulnerabilities in the system.
The sheer amount of data to bemonitored for such detection is already far beyond human
abilities, and the speed at which things happen limits what humans can do. Therefore, it
is only to be expected that cybersecurity experts are looking for ways to automate this
process and make it more efficient. For the same reasons, and since detection is only the
first step in countering an intrusion, software developers are also looking for ways for
programs to take measures against intrusions autonomously.

The automated response may be triggered and targeted in numerous ways. For
instance, an attackee subjected to a distributed denial-of-service (DDoS) operation
against one of its systems, may take down a command and control server of a bot-
net or the whole botnet, thus stopping the DDoS attack. Alternatively, it could respond
by destroying a server to which cyber espionage malware is sending data extracted from
the attackee’s system. In our context an even more critical example is a counterstrike
against a system that seems to be the source of a cyber operation against critical infras-
tructure. In this case, the attackee may be entitled to take countermeasures against the
origin conducting this operation, either assuming there is attribution or acting under the
plea of necessity. It is not clear if and to what extent there exists a right to self-defense
in cyberspace. And, even if we assume that there is a legal right to respond by taking
destructive action against the assumed source of the incoming operation (which takes
time to determine), there is a risk of exceeding the legal limitations of the response. It
is not clear if and to what extent the limitations to self-defense – e.g., necessity, propor-
tionality, attribution and containment of effects – applies in the cyber domain. As cyber
attacks may be launched and completed in a blink of an eye, literally, the response may

40 https://www.icj-cij.org/files/case-related/70/070-19860627-JUD-01-00-EN.pdf.

https://www.icj-cij.org/files/case-related/70/070-19860627-JUD-01-00-EN.pdf
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be preprogrammed and automated, as there is no time to determine the source of the
incoming operation before response has to be launched. This again raises the question
of whether it is legally acceptable that a decision and response be made without “hu-
man touch”. As the predictability of autonomous systems is one of the main challenges,
any cyber capability autonomously executing such measures risks causing unforeseen
effects. Unforeseen consequences may be due to malfunction of the system caused by
a technical failure or use in new or unknown situations and territory, the program dis-
obeying the operator (especially relevant in AI-based systems) or external manipulation.
This raises the question of whether unforeseen effects are acceptable, to what extent and
who if anyone should be held responsible for them.

7 Future Work

The current Norwegian and NATO cyberspace operation doctrine [34] and National
Framework for Handling ICT Security Incidents [41] allows military DCO and OCO
or other intelligence activity, as ordered by appropriate military and political authority
coordinated by The Norwegian Intelligence Service (E-tjenesten). It is the purpose,
method and consequences that decides at what level the decision to launch an operation
needs to be made. No reservations are made for ownership of targeted infrastructure.

Even thoughwemay launch cyber operations, leaders in the cyber battlefield needs to
consider canwe. The question here is whether we can successfully perform the operation
technically speaking and achieve the desired end result. Thus, the relevant question is
not if Norway can launch cyber operations, but whether we should. The answer to this
question is complex and highly debated. In our future research we will present the
arguments as they have been presented in the ongoing discussion.

As mentioned, the legal status of the hybrid combatants in cyber warfare is not clear.
A better understanding and regulation of private companies and civilians present on the
cyber battlefield, is needed. Making all employees of for instance Microsoft, Google,
HP, IBM, Lenovo, Tesla, Apple, Samsung, Huawei and other tech companies, or their
suppliers, lawful targets because of local or regional war, warrants further research.

A better understanding of the civilian defender of critical infrastructure (the attac-
kee), and if, when, who and how infrastructure critical to society may be protected and
defended, is needed. A challenge is that there is no common understanding as to what
defensive and offensive cyber operations are. Furthermore, there seems to be no dis-
tinction between cyber operations and other intelligence activity. We argue that there is
a fundamental difference between activities and operations in equipment and networks
you own yourself and equipment and networks owned by others. Further it seems logical
to distinguish between the different types of activities. A possiblemodel could be Passive
investigation/Active Investigation/Active Investigation+/Active (Counter) Measures. In
our future research, we will explore this model further.

One should focus on the impact on society, critical national functions, and the nation
state, and raise the question ofwhether there exists a rule of proportionality in cyberspace
similar to the rules of international humanitarian law on the conduct of hostilities for
military operations, prohibiting attackswhichmay be expected to cause incidental loss of
civilian life, injury to civilians, damage to civilian objects or a combination thereof,which
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would be excessive in relation to the concrete and direct military advantage anticipated.
If so, one should study what key steps and elements that “belligerents” must take to give
effect to the rule, with a particular focus on one side of proportionality assessments – the
expected incidental harm.

Special attention should be given to the effects of automation and use of AI in cyber
security, as both the need for timely and cost-efficient response requires state-of-the-art
technical solutions to assess and launch countermeasures within milliseconds. Use of
automated cyber weapons and AI warrants separate focus and research.

8 Conclusion

According to national laws hacking, data intrusions, data theft, digital extortion and
other cyberattacks are illegal. This has done little to prevent or mitigate the rising tide
of cybercrime. There is no specific legislation on cybercrime or cybersecurity in any of
the Nordic countries. Rather, the legal landscape is made up by several laws promoting
cybersecurity. The relevant applicable laws that regulate cybersecurity are fragmented
and often sector specific, as well as they tend to be vague and discretionary, setting little
more than minimum standards and provide good advice.

As seen, the technological advances continue to outpace legal developments and the
existing international law framework fails to provide timely or effective legal remedies.
International law does little to alleviate these legal challenges as attribution of incidents
seems an insurmountable mountain to climb and should a nation through its contractors
be called out, there is no efficient organization nor regulation to ensure accountability.

In order for legislators and policymakers to come up with practicable and acceptable
national and international ways of managing and sanctioning unlawful or unwanted
behavior in the cyber domain both the attackees and the attackers need to be understood;
who are they, what do they do, why do they do the things they do and how do they do
them. Much work, studies, and research need to be done.

In addition to addressing the problem of attribution and accountability, the legal
status of hybrid combatants, contractors and “non-state actors” in cyber warfare needs
to be addressed. The threshold set in the ICJ ruling of 198641 should be looked into in
light of technological development and dawn of the digital age.

In our opinion, addressing and resolving the issues in “the grey zones”,will clarify the
problems of cyber attacks and the development of future adequate and efficient national
and international legislation, regulation, and policymaking, as “all” the problems come
clearly to light at once. Only by truly understanding the problems of cyber attacks and
resolving these using a scientifically and fact-based approach, canwe have the possibility
to protect individuals, societies and nation states from unwanted and harmful behavior
affecting critical infrastructure nationally, regionally and worldwide.
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Abstract. Current mobile app distribution systems use (asymmetric)
digital signatures to ensure integrity and authenticity for their apps.
However, there are realistic threat models under which trust in such sig-
natures is compromised. One example is an unconsciously leaked signing
key that allows an attacker to distribute malicious updates to an exist-
ing app; other examples are intentional key sharing as well as insider
attacks. Recent app store policy changes like Google Play Signing (and
other similar OEM and free app stores like F-Droid) are a practically
relevant case of intentional key sharing: such distribution systems take
over key handling and create app signatures themselves, breaking up the
previous end-to-end verifiable trust from developer to end-user device.
This paper addresses these threats by proposing a system design that
incorporates transparency logs and end-to-end verification in mobile app
distribution systems to make unauthorized distribution attempts trans-
parent and thus detectable. We analyzed the relevant security consider-
ations with regard to our threat model as well as the security implica-
tions in the case where an attacker is able to compromise our proposed
system. Finally, we implemented an open-source prototype extending F-
Droid, which demonstrates practicability, feasibility, and performance of
our proposed system.

Keywords: Mobile app distribution · Transparency logs ·
Supply-chain security · Verifiable trust · Digital signatures

1 Introduction

Supply-chain attacks are popular, omnipresent, and effective as evidenced
by recent reports about significant attacks and events such as NotPetya,
XcodeGhost, or the SolarWind attack [5,13]. Due to their potential severity
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
L. Fritsch et al. (Eds.): NordSec 2023, LNCS 14324, pp. 185–203, 2024.
https://doi.org/10.1007/978-3-031-47748-5_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47748-5_11&domain=pdf
http://orcid.org/0000-0003-1713-3347
http://orcid.org/0000-0003-1566-4646
http://orcid.org/0000-0003-4675-0539
http://orcid.org/0000-0003-0818-6535
https://doi.org/10.1007/978-3-031-47748-5_11


186 M. Lins et al.

and automatic distribution to thousands or even millions of trusting users [5],
state actors such as China or Russia are actively invested in exploiting software
supply chains [13].

According to the MITRE ATT&CK R© knowledge base [27], supply chains can
be compromised in several ways, like manipulating the software update/distribu-
tion mechanisms, replacing legitimate software with modified versions, or selling
modified/counterfeit products to legitimate distributors. These examples often
involve compromising existing trust anchors like signing keys or certificates [13].

We focused our research on supply chain security of mobile app distribution
systems which rely on certain trust anchors, like digital signatures. As these
signatures are an integral component in well-known mobile app distributions
systems such as Google Play or F-Droid, there is often no alternative but to trust
them completely. Although, digital signatures are used to ensure the integrity
and authenticity of apps, we have identified certain threats in current mobile app
distribution systems that could lead to significant security concerns for a user or
the developer of the respective app. These include leaked signing keys that may
be used by unauthorized entities, malicious distributors, insider attacks or even
attempts to distribute different app versions to specific users.

This paper introduces a novel concept, built on transparency logs, to improve
verifiability and discoverability of potential attacks related to digital signatures,
with a particular focus on mobile app distribution systems. We concentrate on
the digital app signature since it is a key part of ecosystem security.

2 Preliminaries

2.1 App Signing Process

Google Play Store provides an integrated feature, called Play App Signing [12],
that manages and protects the private key used for signing the APK file1. This
approach requires that the private key is managed by Google’s Key Management
Service and thus it needs to be stored on Google’s infrastructure. For Android
apps published before August 2021, the Play App Signing approach is optional
and developers can still manage app signing keys themselves. However, for newly
published apps, the Play App Signing approach is mandatory. This particular
policy adaption by Google results in a centralized trust anchor that has to be
trusted by both the user and the developer (more details in Sect. 3.2).

F-Droid [9] is an alternative distribution system for free and open source
Android apps. If a developer wants to sign an APK file, F-Droid provides two
possible procedures for that. One approach is to publish two APK versions where
one is signed by the developer and the other one is signed by the F-Droid repos-
itory (with a key held by F-Droid, comparable to Google Play Signing in this
case). This is especially useful for distributing updates for apps that have been

1 As developer identities are not directly verified by most Android app distribution
systems, authenticity of signing keys is typically only guaranteed in the Trust-on-
First-Use (TOFU) model.
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installed via different distribution channels (e.g. Play Store) and for apps avail-
able through F-Droid. This approach requires including the signature of the
developer into the corresponding metadata description of the particular app and
that the app is still reproducible by F-Droid. The other approach requires the
developer to provide a reference to the signed APK file. If F-Droid is able to
reproduce the APK file in a way that it matches the referenced one, F-Droid
publishes the signed APK of the developer directly without signing it again with
the F-Droid repository key.

2.2 Verifiable Logs

A verifiable log [8,15,16] is a data structure that is based on an append-only
ledger that is cryptographically secure. The Merkle tree is a popular example
where it is not possible to retroactively insert, delete, or modify any record.
One of the main advantages of this data structure is that these properties are
auditable, either publicly or at least by its consumers (e.g. when hosted in an
internal network). The data stored in a verifiable log is application-specific and
is not defined by the log itself. A verifiable log is stored on one or preferably
multiple servers that are accessible by clients, which may not necessarily be
trusted. Clients do not have to trust the log server as the data structure allows
verification of the proper behavior of the log itself.

Merkle Trees. We base our design on a verifiable log using a binary Merkle
tree [20] to allow efficient auditing and to provide tamper protection due to its
append-only property. The Merkle tree consists of leafs and nodes, with the top
node called root node. The leaves represent data that are managed by the tree.
Values are attached to internal nodes and are calculated as a cryptographic hash
function (e.g. SHA-256) of their children, recursively, until a value of the root
node is reached. Trees do not need to be balanced and therefore can store an
arbitrary amount of data.

Inclusion Proofs. An inclusion proof allows one party to prove to another
that a particular leaf exists in a Merkle tree. This proof can be constructed
efficiently, as it only requires the so-called Merkle Audit Path [11,15,16] which
represents the shortest path from the respective leaf to the root node hash of the
tree. The remaining leaves and nodes are not needed for this calculation. This
approach means that the calculated root node hash is compared to the expected
root node hash. If these hashes are equal, we have proven the particular leaf is
part of the tree2. The left tree in Fig. 1 highlights the path that is required for
such an inclusion proof for Record 2. The required components for the calculation

2 We consider a particular tree to be fully represented by its root hash, which can
in turn be contained within an updated or larger tree with a different root hash.
Within the scope of inclusion proofs we thus use the terms ‘tree’ and ‘root hash’
interchangeably wrt. the provided security guarantee.
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are marked in red. Below is a step-by-step description of validating an inclusion
proof for the example given in Fig. 1.

Fig. 1. Merkle Tree proofs (Color figure online)

Given an ordered list of node hashes A and C, the inclusion proof can be
verified as followed:

1. Calculate the leaf hash of Record 2 : B = SHA-256(0x00 || Record 2 ), where
0x00 is used as a prefix for leaf hashes and 0x01 for nodes to provide second
preimage resistance [16].

2. Calculate the node hash E = SHA-256(0x01 || A || B).
3. Calculate the root node hash root = SHA-256(0x01 || E || C).
4. Compare the calculated root hash with the claimed root node hash.
5. The inclusion proof is valid if the hashes are equal.

Consistency Proofs. A consistency proof [16] can be used to verify if the
append-only property of the Merkle tree is valid. The append-only property
ensures that it is not possible to insert, modify, or delete a leaf or node in
the tree retroactively. Therefore, the consistency proof validates if a previously
generated version of the tree is part of the current tree that may have been
extended by new entries.

Assuming two Merkle trees, Tree Old and Tree New as shown in Fig. 1, where
Tree Old is a previous version of Tree New, a consistency proof provides an
ordered list of node hashes in order to perform a verification whether the entries
of Tree Old is still equal to the corresponding entries in Tree New or not. Given
the root node hash of Tree Old, a root node hash of Tree New, and the cor-
responding consistency proof [E, C, D, I], the verification of that proof can be
calculated as followed:

1. Calculate the resulting node hash: X = SHA-256(0x01 || E || C).
2. Verify that X is equal to root hash of Tree Old.
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3. Calculate F = SHA-256(0x01 || C || D).
4. Calculate J = SHA-256(0x01 || E || F).
5. Calculate root node hash of Tree New: Y = SHA-256(0x01 || J || I).
6. Compare the calculated root node hash Y with the claimed root node hash.
7. The consistency proof is valid if the hashes are equal.

2.3 Split-View Attack

A relevant attack on such verifiable logs that also applies to the design proposal
of this paper is called split-view attack [18,24]. A log subject to such an attack
would be able to present different log representations to its clients while still
maintaining the append-only property given by the Merkle tree. This means
that all operations performed by a client on a specific log (e.g. inclusion and
consistency proofs) seem valid, yet receiving different data than seen by other
clients. However, once a log carries out a split-view attack, it must consistently
maintain different views for each subgroup of clients since doing otherwise is
detectable. A security evaluation and suggestions to counter this kind of attack
are given in Sect. 5.1.

2.4 Personality

The term personality is used by Google Trillian [6] and describes the application-
specific interface to access a log server. The main responsibilities of a personality
are defining and validating the application-specific data model, optionally pro-
viding access control and in case the personality and the log is maintained by
different parties, providing auditable information for external verifiers.

2.5 Monitor, Auditor and Witness

One of the main advantages of a verifiable log is that it enables interested parties
to detect misconduct up to even malicious behavior regarding certain log entries.
It is possible to set up monitors, auditors or witnesses that periodically verify
the behavior of the log or notify subscribers in case of suspicious behavior. A
monitor may store previous copies of the verifiable log in order to verify the
consistency between a new and previous versions. An auditor typically verifies
the consistency of only a subset of the log by performing inclusion proofs. A
witness [18,26] on the other hand is an independent entity that observes one
or more log systems to prevent split-view attacks. Log auditors can thus have
more confidence that a log system is truly and globally consistent if multiple
independent witnesses have a consensus about the specific state (checkpoint) of
the log. The witness cosigns a checkpoint after verifying that an evolution of a
previously signed checkpoint is consistent with it. In case the log or the witness
are new, the witness uses the trust-on-first-use approach.
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3 Threat Model

The focus of our threat model is to identify potential security impacts with regard
to the authenticity and integrity of APK files that are distributed by a mobile
app distributor (e.g. Google Play, F-Droid). The most important security control
that is used to ensure authenticity and integrity are digital signatures. Therefore,
most of our threats3 address scenarios where the signature is compromised or
even used by malicious actors. As there are different parties involved in mobile
app distribution systems, we first define potential stakeholders.

3.1 Stakeholders

Developer: The developer wants to distribute an app via a mobile app distribu-
tion system. From the developer’s perspective, it is important that unauthorized
entities cannot manipulate the app or even publish app updates on their behalf.

User: The user primarily wants to use the app and may want to verify the
authenticity and integrity of the app to be sure that it has not been manipulated.

Distributor: The distributor wants to distribute apps to its users using secure
infrastructure. Furthermore, the distributor wants to provide its users with secu-
rity by incorporating controls such as digital signatures to prevent repository
spoofing or malicious app updates4.

A stakeholder may also take over more than one role, like a developer who
is also hosting a distribution system.

3.2 Threats

Threat 1: Signing key is leaked and used by an unauthorized party.
The most relevant threat that is addressed by the proposed system is that an
unauthorized party uses the app signing key to distribute malicious updates. If
the holder of the signing key is not aware that the key has leaked, they may not
recognize that it is used by an unauthorized party. This is also relevant even in
case that the holder of the signing key monitors certain distribution channels,
directly as these could also be untrustworthy or even malicious.
Threat 2: Unauthorized usage of the signing key due to compulsory
outsourcing. As mentioned in Sect. 2.1, the current Google Play policies enforce
the developer to store the signing key on Google’s infrastructure so that the
developer is not in control of the signing key anymore and comparable app dis-
tributors have similar policies. This restriction requires full trust in this external
storage and that no unauthorized entity can access the security relevant signing

3 Most of the threats that we have identified can also be found elsewhere [2,3,17,19,
23].

4 Payment and IP protection mechanisms are already addressed in existing systems
and considered out of scope of the threat model in this paper.
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key(s). In that particular case, the developer or the user cannot verify if the
signing key has been compromised.
Threat 3: Deliberate use of the signing key. The key holder, who may be
an outsourced storage provider, may for example be forced to sign the corre-
sponding app update by the respective judicative or due to economic interests.
The developer would not have a possibility to detect that the outsourced key has
been abused. Reports of government interventions in the mobile world reinforce
the associated potential threat. In 2021, the New York Times [22] reported the
removal of tens of thousands of apps from Chinese app stores.
Threat 4: A user may get another version of an app than other users.
If the signing key is compromised, a user cannot ensure to have the same version
of the app as all other users have. A distributor could provide a tampered version
only to a subset of users. This threat may also be interesting in terms of censor-
ship, enforced by state actors like the Internet censorship regime of Iran [1]. How
can a user be sure to receive the same version in, e.g., the USA and in Iran with-
out any geographical differences? However, distributing different app versions
is also done by the app developers themselves, as a recent study [14] revealed
596 apps with geographical differences that may expose a certain security and
privacy risk for users in those countries.

4 Architecture of the Verifiable System Design

This section introduces the components used to design our novel concept. To
evaluate and to verify the viability of the proposed system, we have implemented
a proof-of-concept prototype. Specific implementation parts have been set up by
using or adapting available open source components, including F-Droid for dis-
tributing Android apps and Google Trillian for the transparency log backend.
The first subsection details the individual phases with regards to the previously
defined stakeholders. The second subsection lists the involved system compo-
nents from a more software-centered approach.

4.1 Phases

The proposed system design includes three main phases based on the intended
usages of the defined stakeholders: distribution, verification, and monitoring
phase. Figure 2 provides an overview about the phases including the relevant
stakeholders and tasks.

Distribution Phase: The distribution phase begins as soon as the developer
has finished the implementation of the app. At this point, the developer wants
to distribute the app to its users by using the respective infrastructure of the
distributor. First, the developer uploads the app or the source code of the app
to the store provided by the distributor. Additionally, the developer may want
to sign the app or allow the distributor to sign the final package.

At this point, our system proposal extends the workflow by extracting rele-
vant app metadata that is going to be published and to create a respective log
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Fig. 2. System flow

entry via the dedicated transparency log system. This step is performed by the
distributor. As soon as the log entry has been successfully added to the log, the
distributor can release the app to its users.

Verification Phase: Once the app is available through the channel of the dis-
tributor, client-side verification can be conducted. Verification can be done by
several entities: the developer, the user, and potentially also by existing wit-
nesses. The developer may want to verify if the app has been logged properly.
This can be done by requesting an inclusion proof of the log. If the inclusion
proof verifies the developer can be sure that the distributor has properly logged
the uploaded APK file. Automatic verification on the user side is done by the
client of the distribution system (e.g. F-Droid client). The client downloads the
requested app, calculates the expected logging information, and requests the
corresponding inclusion proof from the personality. If the expected information
and the logged information match, there will be no warnings shown to the user.
If it does not match, the app can still be installed, but the user will receive a
warning. As our transparency log system is publicly available, a user always has
the possibility to verify the log entry manually even without trusting the client
of the distributor.

Monitoring Phase: The monitoring phase may start after the app has been
published and verified by the developer. The developer can subscribe to notifi-
cations from a monitoring instance that observes the transparency log for new
entries based on the application ID and the version that the developer is inter-
ested in (e.g. com.example.sampleapp:v1.0). When the monitor detects a new
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log entry with the given namespace, it notifies all subscribers. In case the devel-
oper has not published a new update, someone else is trying to publish one.

Fig. 3. System overview Fig. 4. Build server

4.2 System Components

This section details the involved system components from a more technical point
of view including the prototype implementation. Figure 3 illustrates the three
main components and their interactions.

Build Server. The build server part includes the relevant components to build,
publish (sign) and deploy the given app. The individual tasks of such a build
server are to fetch and build the source code, to verify it’s reproducibility and
to sign and publish the APK to the distribution server. Our prototype imple-
mentation is built around F-Droid. The F-Droid build server includes the build
environment, a dedicated F-Droid repository, and a signing server as illustrated
in Fig. 4. There were no changes needed for the F-Droid repository and signing
component. Although, for being used in a production environment, we would
recommend to request an inclusion proof before making the APK file available
to users.

Prototype Implementation: The most relevant changes for our prototype imple-
mentation were done in the build server component itself. During the publishing
process, the build server signs the APK file and publishes it to the repository. At
this point the prototype implementation adds additional steps to the workflow
before the signed APK file is finally deployed to the remote web server where it
is available for all users:

1. Extract relevant APK metadata (see Sect. 4.2).
2. Select the proper tree ID for the specific repository.
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3. Create a JSON object compliant to the personality data.
4. Request an authentication token from the personality.
5. Send tree ID and JSON object to the personality to create new log entry.

Transparency Log. The transparency log system consists of three components
as described below.

1. Log Server: The core element of our transparency log system is the log server
that manages one or multiple Merkle trees including the associated function-
alities like performing inclusion or consistency proofs. The log server imple-
mentation is based on Google Trillian and did not require any adaptions to
work with the system as it is designed to be application-independent.

2. Database: The database is used to persist the Merkle tree. Our implementa-
tion uses a MySQL database.

3. Personality: The personality is the application-specific interface in front of
the log server. The personality defines and validates the data structure that is
used to store the leaf content in the transparency log. Additionally, it exposes
an interface to its users to interact with the transparency log. Our prototype
implementation does not allow everyone to create new log entries. There-
fore, special endpoints of the personality can only be access when properly
authenticated and authorized for them.

Prototype Implementation: Our prototype implementation includes a dedicated
personality, developed as a REST service by using the .NET core framework.
By using our build pipeline we are able to build a docker image including a
configurable personality instance. The Google Trillian implementation of the log
server provides the required *.proto files to interact with the log server via gRPC.
The personality is responsible for defining the data structure that is stored within
the Merkle tree and for potential data validation tasks. Furthermore, it also
performs proper conversion from the C# object to the byte array that is finally
stored in the transparency log. An essential implementation detail that we had
to take care of was to use the proper hashing algorithm and dedicated prefixes
depending on the type of the tree element (e.g. 0x00 for leaf and 0x01 for node
elements), cf. RFC 9162 [16]. To prevent unauthorized write access on the log,
we have introduced two roles and implemented a token-based authentication
scheme. We are using an admin role responsible for managing trees (e.g. creating
a new tree or deleting an existing one) and a build-server role that is authorized
to create new log entries. Our docker image is parameterized to allow inclusion of
pre-defined credentials for both roles. If the F-Droid build server, e.g., wants to
create new log entries, it has to provide the correct credentials to the personality
first. If the credentials are valid, the personality provides the F-Droid build server
an authentication token that can be used to create new entries in the log.

Data Structure. The data structure of the records stored in the verifiable
log includes the following information that is required to uniquely identify the
package as well as to verify its integrity:
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– applicationId: The unique APK file package name.
– version: The version number of the app release.
– apkHash: A cryptographic hash of the APK file to verify its integrity.

Client Verification. This component is responsible for verifying that apps are
downloaded from a distributor were properly logged. This involves several steps
as listed below:

1. The client downloads the APK file, but does not start the installation.
2. The verification library gets relevant metadata (application ID, version, and

hash value) of the APK file.
3. An inclusion proof is requested by sending a specifically crafted data object

including the metadata to the personality.
4. In case there is an inclusion proof available, the verification library calculates

the expected root hash locally.
5. The locally calculated root hash is compared with the claimed root hash of

the log server.
6. If the root hashes are equal and therefore the inclusion proof is valid, the

client installs the app without further notice.
7. In case the inclusion proof is not valid, the user is notified, but can continue

to install the app.

Prototype Implementation: We have implemented a dedicated Android library to
perform the end-to-end verification of the distributed APK file to verify whether
it is properly logged or not. One of the main functionalities that are currently
implemented is the end-to-end verification by validating an inclusion proof that is
provided by the personality. Besides the verification part, the prototype imple-
mentation handles all other kinds of communication to the personality (e.g.
requesting available tree IDs). The library has been developed in Java and is
publicly available. One main reason why we have decided to do the implemen-
tation in a dedicated Android library is that interested parties can easily use it
in a separate app or even integrate it into the official clients of the mobile app
distributors (e.g. within the official F-Droid client app).

5 Evaluation

5.1 Security Evaluation

This section evaluates our proposed system design to determine whether the
identified threats, listed in Sect. 3.2 can be successfully mitigated. Furthermore,
the security implications are analyzed in case an attacker is able to compromise
one or multiple of the newly added components.
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Threat Mitigation. Our system design makes any distribution attempt though
(or by) a distributor transparent and thus verifiable. In particular, the client
verifies the log entry before installing an app and therefore it is not possible to
distribute an app without creating a new entry in the append-only and tamper-
proofed logging system. As this entry includes the package string, the version,
and the hash of the APK file, any interested party can verify if this aligns with the
corresponding log entry and that it is the same APK version that everyone else
has (Threat 4). A developer or an app distributor who monitors the log would
receive a notification (Threats 1, 2, 3) as soon as the log entry of the particular
app is created so that unauthorized distribution attempts can be detected. Our
system design also enables independent and verifiable monitoring instances and
thus does not rely on trustworthiness of a distributor. Therefore, we can also
avoid falsified or missing information (e.g. suppression of publication attempts)
compared to monitor specific distribution channels, directly (Threat 1).

Security Implications. An attacker who is able to compromise one or multiple
of our newly added components could also have a major security impact with
regards to authenticity and integrity of the mobile distribution system. There-
fore, we also evaluate the security of our approach including the newly added
components5. The following paragraphs describe the results of our evaluation.

Malicious Distributor Bypasses the Logging System. If a compromised distributor
tries to bypass or manipulate the log entry, it avoids creating a new log entry
so that a manipulated APK version could be distributed because it cannot be
verified. In that case, the client would detect that for this particular APK the
log entry is missing and notify the user about this security incident, who can
decide how to proceed.

Malicious Distributor Creates a Manipulated Log Entry. As a client would detect
the absence of expected log entries, a malicious distributor may try to create a
manipulated log entry. To provide a valid log entry that matches a manipulated
APK file, the distributor needs to calculate the hash value of the manipulated
version and write the new hash value to the log. A client that verifies the manip-
ulated APK file, calculates the hash of it and verifies the respective log entry.
The verification would be successful as a log entry is present and the hash values
match. However, this manipulation attempt may be detected by monitors. The
developer of the app, for example, may have registered the APK name space on
a monitor that observes the log. The monitor would recognize that there is a new
log entry for a particular APK file so the developer (as subscriber) will be noti-
fied. The developer could then easily compare the real hash value of the original
version with the hash value of the log entry and would detect the manipulation

5 Note that global passive adversaries may learn which apps are installed by clients
by monitoring transmitted inclusion proofs, leaf log entries, and/or the embedded
APK metadata. However, as there are many other ways to learn the same information
under our threat model, we consider this as out of scope and not a reason for keeping
such data confidential.
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attempt. Further steps to be taken in that particular case are out of scope for
this paper.

Malicious Client Bypasses the Log Verification. An attacker may be successful in
tricking the victim into installing a manipulated version of the distribution client
that bypasses the logging verification to allow an attacker to distribute malicious
APK files via the distribution channel. Besides the fact that an attacker who is
able to trick a victim into installing a malicious client could also install other
malicious APK files the same way, there are two efficient countermeasures in
place: First, the client app could also be logged in the transparency log so that
the client can manually perform an inclusion proof. Second, the user could use
a dedicated app that performs the necessary calculations and communication to
the personality.

Malicious Log Server. A log operator may try to manipulate a log entry while
maintaining the same root hash. In this scenario the log operator may only
manipulate a single leaf, but keeps the root node hash the same so that the
cryptographic proofs for the remaining entries are still valid. This attack sce-
nario can be mitigated by running full audits on the Merkle tree. A full audit
recalculates the root node hash from the available leaf values. If the full audit
results in a root node hash that does not match the claimed one, the suspicious
behavior can be detected. From a component point-of-view, a full audit could
be performed by monitors.

Unauthorized Write Access to the Log Server. The transparency log should be
publicly readable by design to allow every interested party to verify log entries.
However, when it comes to write permissions, it is essential to consciously decide
who is allowed to write to the log. In case arbitrary parties are allowed to write
to the log, it is still possible to verify the entries. However, data that has been
written to the log can never be removed again due to its append-only property.
In regard to the design proposal, it is suggested to only allow authenticated
distribution systems to write to such logs.

Split-View Attack by a Malicious Log Server. A split-view attack can be miti-
gated by using witnesses. The log server is independent of the specific application
and thus any witness system could be used. However, to make use of the advan-
tages of the consensus of witnesses, the client would need to verify them in
addition to inclusion proofs. This functionality is currently not implemented in
the prototype.

Orthogonally to the use of witnesses, split-view attacks can be mitigated by
querying the personality and log server, e.g. via Tor [28] circuits, as this would
make providing consistent split views unrealistic.

Malicious Personality. A personality is not necessarily hosted in the same trust
zone or operated by the same operator as the log server. Therefore, an external
auditor may also want to audit the personality to verify its behavior. The per-
sonality can prove correct behavior by additionally monitoring the log server and
thus persisting the signed tree heads. If it changes retroactively, the personality
can detect that.
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5.2 Performance Evaluation

To evaluate the performance of our transparency log system, we used the meta-
data of all publicly available APK files in the official F-Droid repository and
created the corresponding log entries in our system. To perform that evaluation,
we wrote a Python script that first fetches the current F-Droid index file6 of the
official repository. The second step is to parse the index file in order to prepare
the proper log format required by our personality. Next, the script requests an
access token for the buildserver user and starts to send the POST requests to
create the new log entries.

For our performance measurements we used a computer with an Intel i7-
1185G7 @ 3.00 GHz CPU and 32 GB of RAM for fetching the current F-Droid
index file of the official repository, to prepare the log entries and to send the
POST requests to our transparency log backend. Our transparency log backend,
including the personality and the log itself, is deployed on a virtual machine with
2 cores and 2 GB RAM (Host CPU: Intel E5-2620 v3 @ 2.40 GHz). For the client
side end-to-end verification we used an Android emulator running API level 31
with 1536 MB RAM.

There are 9705 APK files in the official F-Droid repository. It took less than
47 min to create our log, less than 30 ms on average per APK. The log database
required 8 MB of disk storage. Inclusion proofs consist of 14 hashes (825 B) for
the first leaf and of 7 hashes (510 B) for the last leaf. Consistency proofs similarly
ranged from 14 hashes (821 B) to 8 hashes (533 B). An end-to-end verification
with our Android library of the first leaf that requires the maximum amount of
intermediate node hashes in that particular tree took 296 ms.

6 Open Research Questions

We have introduced a novel concept to mitigate necessary trust in mobile app
distribution systems, especially with focus on digital signatures on APK files.
Our current approach includes mitigation techniques, but does not get rid of trust
anchors completely. Therefore, we are looking for a solution to remove such trust
anchors completely by extending our transparency log system in a way that still
meets the same security requirements (e.g. integrity and authenticity checks)
as digital signatures. Another open research question exists around third-party
libraries in apps. More precisely, we plan to enhance our transparency log system
so that it can also detect outdated or compromised third party libraries even in
obfuscated APK files.

7 Related Work

7.1 Certificate Transparency

Certificate Transparency (CT) [10] is a process that is part of the web’s public
key infrastructure. Its main purpose is to detect unauthorized or even maliciously
6 https://f-droid.org/repo/index-v2.json (accessed: 2023-02-07).

https://f-droid.org/repo/index-v2.json
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issued TLS certificates for websites by making them transparent and verifiable.
Whenever a certificate authority (CA) issues a new certificate, a new entry gets
recorded in one of the approved verifiable logs. These logs can be checked for sus-
picious behavior by independent monitors. As these logs are publicly auditable,
interested parties are able to create such a monitor. In that case the browser is
one of the possible auditors to verify if the particular certificate is part of the
verifiable log.

Difference: Both, CT and our proposed system are based on Merkle trees. There-
fore, we can use the same underlying Google Trillian implementation to handle
the tree structure. However, data stored within the tree is application-specific
as CT needs to store TLS certificate information and our system deals with
information about mobile apps. The most relevant difference is the end-to-end
verification. In the CT ecosystem, the browser is responsible for verifying if the
certificate is properly logged by checking the signed certificate timestamp (SCT),
e.g., the X.509v3 certificate extension [21]. Our proposal, on the other hand, does
not need additional information, like an SCT on the client side as the end-to-end
verification is directly performed with the transparency log system. At this point
we do not rely on digital signatures as our end-to-end verification implementa-
tion crafts the expected log entry at the beginning of the verification stage and
directly verifies if a corresponding log entry is available or not.

7.2 Binary Transparency in F-Droid

F-Droid has already incorporated a module [25] that logs the signed app index
metadata files in append-only storage. These files contain information about the
available APKs of a specific F-Droid repository so that every update or change
also requires a change on the related file. To fulfill the requirement of append-
only storage, F-Droid uses a git repository that it claims is tamper proof. This
approach allows interested parties to verify if a specific binary was published by
the expected publishing entity as only an authorized party is allowed to push to
the respective git repository. As of the time of writing this paper, this feature is
activated for the Guardian Project repository.

Difference: A git repository is a content-addressable filesystem [4] that is based
on a Merkle tree—the same data structure we use in our approach and prototype
implementation. If a new or updated file is stored in a git repository, git calculates
the SHA-1 hash based on the file’s content (called a blob object) and stores this
information in an internal object database. A blob does not store the filename
itself. Instead, we store the names of files in a tree object; tree objects may
contain tree objects. This approach is analogous to the Unix file system, where
a blob object would correspond to the data associated with a file object, while
a tree corresponds to the entries found in a directory object.

The logging approach by F-Droid stores the app index metadata file in a
specific git repository that is responsible for version control. This approach is
not scalable as metadata of all the available apps in the F-Droid ecosystem is
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stored in one single file. Furthermore, the information required to carry out the
verification task is not directly managed by the tree structure, because it is just
stored in a file, and thus the verification does not benefit from optimizations of a
tree structure like efficient searching. Consequently, if an entity wants to verify if
a specific value is part of the tree, the whole file must be downloaded by the client.
This file is also larger than necessary for verification since it contains information
that is not relevant for the verification task at all (e.g. the applied license).
While such an approach may work reasonably well for F-Droid, this approach
would not scale to the distribution scale seen in larger markets. In contrast,
our approach is scalable since we use Merkle trees directly and make efficient
use of communication and computation effort through the direct provision of
consistency proofs over time with snapshots. We do not require the use of a full
data structure at once.

7.3 Blockchain

Blockchains are built around a distributed public ledger that provides similar
properties to our approach, including an append-only data structure, tamper
resistance, and transparent verification. The ledger contains blocks that consist
of a hash of the previous block, a timestamp, and the transaction data.

The problems tackled by using a blockchain are orthogonal with regards to
authentication, integrity, and non-repudiation [7] that can be addressed by using
digital signatures. A digital signature can prove that signed data has not been
tampered with afterwards and that it is signed by an entity that possesses the
respective signing key. However, for example, the time of signing requires trust in
the signing party that is essential for financial transactions or legal contracts. To
address this trust dependency, a blockchain uses a distributed trust mechanism,
where interested parties can store a list of transactions and thus are able to
verify that they have not been tampered with.

Difference: From a security point of view, blockchains fulfill requirements like
tamper protection as well. However, their verification procedure is not scalable7.
For a full end-to-end verification, a blockchain based approach requires the clients
to download the whole chain whereas the transparency log approach only requires
the hashes of the audit path (log(n)) and ideally checkpoints signed by indepen-
dent witnesses.

8 Conclusion

Current mobile app distribution systems use digital signatures to ensure integrity
and authenticity of their apps. However, as shown in this paper, there are realis-
tic threats which may compromise digital signatures. For example, it is currently
7 In terms of efficiency comparison, we are not even assuming proof-of-work consensus

algorithms, but permissioned ledgers comparable to the authentication of submitters
performed by the personality.
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impossible to detect unauthorized usage of signing keys. A more general perspec-
tive on this kind of problem is how to compliment or enhance the trust placed
on digital signatures in mobile app distribution systems.

This paper introduces a novel concept to mitigate threats found in mobile
app distribution systems by making any distribution attempt transparent and
thus verifiable. Additionally, a prototype has been implemented to prove the
practicability and feasibility of the design proposal, including a detailed security
evaluation of the newly added components as well its performance. Our evalua-
tion shows that an attacker would have to compromise all the involved system
components and security controls to successfully distribute a malicious APK file
without detection. While the proposed system focuses on mobile app distribu-
tion systems, it can also be applied in other scenarios where digital signatures
are used and may not be trustworthy.

Acknowledgment. This work has been carried out within the scope of Digidow, the
Christian Doppler Laboratory for Private Digital Authentication in the Physical World
and has partially been supported by the LIT Secure and Correct Systems Lab. We
gratefully acknowledge financial support by the Austrian Federal Ministry of Labour
and Economy, the National Foundation for Research, Technology and Development, the
Christian Doppler Research Association, 3 Banken IT GmbH, ekey biometric systems
GmbH, Kepler Universitätsklinikum GmbH, NXP Semiconductors Austria GmbH &
Co KG, Österreichische Staatsdruckerei GmbH, and the State of Upper Austria.

A Availability

Our prototype implementation consists of the following component repositories
and is publicly available.

– F-Droid server: The relevant source code segments have been extracted
from the fork of the official F-Droid server code. Source Code: https://
github.com/mobilesec/fdroidserver transparencyextension

– Personality: The personality project contains the code for the application-
specific interface between the client library, the F-Droid server, and
the Google Trillian logging infrastructure. Source Code: https://
github.com/mobilesec/mobiletransparency-personality

– Android library: The Android library project contains the code for the
end-to-end verification of APK files. Source Code: https://github.com/
mobilesec/mobiletransparency-androidlibrary

– Evaluation setup: Contains the test script, configuration file and refer-
ence data of our performance evaluation. Source Code: https://github.com/
mobilesec/mobiletransparency-data

We also provide a running personality with this version of the codebase
along with a transparency log running the unmodified Google Trillian case
(from https://github.com/google/trillian) that has been pre-filled with
APK metadata from the index of the official F-Droid repository as well as

https://github.com/mobilesec/fdroidserver_transparencyextension
https://github.com/mobilesec/fdroidserver_transparencyextension
https://github.com/mobilesec/mobiletransparency-personality
https://github.com/mobilesec/mobiletransparency-personality
https://github.com/mobilesec/mobiletransparency-androidlibrary
https://github.com/mobilesec/mobiletransparency-androidlibrary
https://github.com/mobilesec/mobiletransparency-data
https://github.com/mobilesec/mobiletransparency-data
https://github.com/google/trillian
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some of our test apps using the Android library for verification. It is avail-
able through a Tor Onion service at http://madtl6agno7zze4ll66ylxmb4lkm
b72attwfhcmfbspyx35v4e6ut5ad.onion/Log/ListTrees.
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Abstract. Private Stream Aggregation (PSA) schemes are efficient pro-
tocols for distributed data analytics. In a PSA scheme, a set of data
producers can encrypt data for a central party so that it learns the
sum of all encrypted values, but nothing about each individual value.
Thus, a trusted aggregator is avoided. However, all known PSA schemes
still require a trusted party for key generation. In this paper we pro-
pose the first PSA scheme that does not rely on a trusted party. We
argue its security against static and mobile malicious adversaries, and
show its efficiency by implementing both our scheme and the previous
state-of-the-art on realistic IoT devices, and compare their performance.
Our security and efficiency evaluations show that it is indeed possible
to construct an efficient PSA scheme without a trusted central party.
Surprisingly, our results also show that, as side effect, our method for
distributing the setup procedure also makes the encryption procedure
more efficient than the state of the art PSA schemes which rely on
trusted parties.

Keywords: Private Stream Aggregation · IoT · Privacy

1 Introduction

Internet of Things (IoT) data analytics enable central parties to learn statistics
derived from device data. This data is often privacy sensitive, and thus sys-
tems must be designed with privacy in mind. Consider for example the concept
of smart metering [24] where a central party calculates the sum of readings of
household electricity meters in real-time. Disclosing individual readings in real-
time reveals a surprisingly high amount of privacy sensitive data about a house-
hold [31]. Thus an untrusted central party should not have access to individual
data readings. There exist works studying how to centrally derive statistics with-
out revealing individual data points for the case of smart meters [22,25,28]. We
are however interested in developing general techniques for IoT data analytics.
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A known technique for data analytics is Functional Encryption (FE) [8],
where knowledge of a functional decryption key allows function evaluation on
encrypted data. For IoT data analytics on privacy sensitive data, the FE subclass
of (Decentralized) Multi Client Functional Encryption ((D)MCFE) is particu-
larly interesting, since it defines FE for multiple parties contributing encrypted
data for a centralized evaluator. However, IoT devices are often constrained [9],
i.e. they have low computational power and memory, operate over low through-
put lossy networks or are battery powered. Even the most efficient DMCFE
schemes [2,17,18], which evaluate inner products of encrypted data, are too
costly for constrained environments since they rely on bilinear parings or have
ciphertext sizes proportional to the number of data producers.

When the evaluated function is specifically a sum, one can instead consider
Secure Aggregation (SA) [7] and Private Stream Aggregation (PSA) [35].

SA schemes, which are proposed in the context of federated learning, compute
the plaintext sum of a set of encrypted vectors, with a focus on robustness
against frequent client drop-outs (e.g. 6–10% drop-outs per summation [6]). The
robustness is achieved by introducing multiple rounds of client interaction and
computation per summation, making SA schemes unfit for constrained devices.

PSA schemes have instead been suggested for IoT data analytics applications
which involve constrained devices. PSA schemes also compute the plaintext sum
of encrypted values, but instead focus on efficiency. As such, they use efficient
primitives and avoid client interaction. However, to the best of our knowledge,
all known PSA schemes rely upon a trusted party during the setup procedure,
which includes key generation [3,5,14,20,21,23,27,35–37,39].

We argue that since the purpose of a PSA scheme is to allow an untrusted
party to derive statistics without learning anything about individual data points,
relying on a trusted party is not in line with the goals of PSA. Such a design
erodes trust in a privacy enhancing technology and is particularly engraving
for PSA schemes, since their purpose is to avoid a central party with access to
individual data. We therefore propose DIPSAUCE, a PSA scheme which does not
rely on trusted parties, and which is suitable for constrained devices.

1.1 Contributions

In this paper we (1) introduce a definition for distributed setup PSA and its cor-
responding security model, (2) present DIPSAUCE, the first PSA scheme which
does not rely on a trusted party, (3) prove this scheme secure under static cor-
ruptions, (4) describe modifications for security under mobile corruptions, (5)
demonstrate its efficiency by implementing it on realistic, off-the-shelf devices
advertised as being suitable for e.g. smart-metering. Since no other PSA scheme
is evaluated on realistic devices, we also (6) implement two state-of-the-art PSA
schemes [21,39] on the same devices and compare the performance to our scheme.
All code and raw data are made publicly available [12,13].

Looking ahead, DIPSAUCE shows a speedup of 78× and 49× respectively
compared with the suggestions for a distributed setup in KH-PRF-PSA [21] and
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LaSS-PSA [39] for 10000 parties. For the encryption procedure our results show
a speedup of 22× compared to KH-PRF-PSA and 50× compared to LaSS-PSA.

1.2 Our Techniques

It is known how to distribute the setup procedure between all n parties (see
Sect. 1.3 for details). This is however too costly for constrained devices. Our key
innovation is a mechanism which reduces the number of key agreements to k <<
n, while still tolerating a high degree (>> k) of corruptions among the parties,
and without introducing network overhead. We do this by leveraging a k-regular
graph of order n where each vertex represents a party in the system. The graph
is randomly permuted, and each party is assigned a committee, consisting of
the parties represented by its k neighbouring vertices in the randomly permuted
graph. Each party then engages in non-interactive pairwise key exchange, but
only has to do so for its committee of the k random neighbours.

By using a random permutation of a k-regular graph, we guarantee a random
committee of the correct size for each user. This further enables us to let the graph
structure (but not the random permutation of it) be known in advance and stored
locally with the parties. Each party can then, instead of expensively obtaining a
large random graph over the network, locally derive a random permutation of the
graph defined by a single shared randomness seed from an external distributed
randomness beacon service [16,19], This results in minimal network overhead
which enables a distributed setup on constrained devices.

1.3 Related Work

The current state-of-the-art for PSA schemes are the KH-PRF-PSA [21] and
LaSS-PSA [39] schemes. While TERSE [36] measures faster encryption times,
these results are not directly comparable with KH-PRF-PSA and LaSS-PSA since
they are based on precomputations and only measure the “on-line” time. Similar
precomputations can be done for LaSS-PSA and KH-PRF-PSA as well, and the
resulting “on-line” stages then consists of a single modular addition, while the
TERSE “on-line” stage uses more complex operations. A direct comparison is
therefore needed before it can challenge the state-of-the-art.

Notably, both KH-PRF-PSA and LaSS-PSA briefly discuss how to avoid a
trusted party by using a distributed setup. Both works propose to adopt the
methods of the DMCFE scheme by Chotard et al. [18], where centrally generated
keys are replaced with pairwise agreed upon keys between all n parties. These
methods are secure under adaptive corruptions. However, neither KH-PRF-PSA
nor LaSS-PSA have any formal protocol description, security evaluation or effi-
ciency evaluation of the proposal for a distributed setup. As we show in Sect. 4,
these methods are too inefficient for constrained environments.

We also note that the approach of securing a distributed setup by pairwise
user key agreement is present in SA schemes [7], and that Bell et al. [4] propose
a version of the technique which lessens the CPU load by establishing smaller
random committees. However, in contrast to our non-interactively generated
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random permutation of a k-regular graph, Bell et al. resort to users interactively
generating a directed random graph over the network to provide security against
static malicious adversaries. Therefore, their approach does not transfer to PSA
schemes, which need to work with constrained network resources. Bell et al. do
also propose a version with non-interactive graph generation, but which can only
achieve security against a semi-honest static adversary.

Let us summarize. State-of-the-art PSA schemes [21,39] sketch distributed
setup procedures for PSA schemes, which are possible to prove secure under
adaptive corruptions, but which are infeasibly inefficient due to high CPU over-
head. The state-of-the-art SA scheme [7] also provides a distributed setup, proved
secure under static malicious corruptions, but which is infeasible for constrained
devices due to high network overhead.

Related Concurrent Work. Concurrently to our work, the FLAMINGO SA
scheme [29] has proposed to rely on a similar mechanism for non-interactively
establishing small random committees. Let us elaborate on the differences
between DIPSAUCE and FLAMINGO. DIPSAUCE is a PSA scheme focused on
efficiency and suitable for constrained devices. FLAMINGO is an SA scheme
focused on dropout resilience and not suitable for constrained devices. Both
works rely on a novel strategy where a randomness beacon is used to non-
interactively construct a graph with small random committees of neighbours.
FLAMINGO establishes a graph by joining 2 of the n vertices with an edge if a
random value is below a threshold. DIPSAUCE establishes a graph by permut-
ing a k-regular graph based on a random input. In FLAMINGO, the number of
neighbours to a vertex is probabilistic, while in DIPSAUCE each vertex always
has k neighbours, which allows a simpler security proof. Our work first appeared
on ePrint at the 17:th of February 2023 and [29] later appeared on the 4:th of
March 2023. Although we published our work first, to the best of the author’s
knowledge both works were developed unaware of each other.

2 Preliminaries

Notation: λ ∈ N denotes the computational security parameter which controls
the security level of cryptographic components. A specific party in a scheme is
denoted Pi. We use the notation �a[i] to denote the i’th element of the vector �a.
We use [n] as a short hand notation for {1, . . . , n}. Let Perm(n) be the lexico-
graphically ordered set of permutations of [n]. We denote the k:th permutation
of this set as Permk(n). For any permutation of [n], ρk = Permk(n), we denote
the value of i:th element in ρk as ρk(i). We denote a graph as G = (V,E), where
V is the set of vertices in the graph and E the set of edges. The set of neigh-
bouring vertices of vi ∈ V is denoted N(vi), and �Ji denotes the set of all indices
of vertices in N(vi). We denote the floor function of x, i.e. the greatest integer
less than or equal to x, as �x�. As a shorthand we sometimes write (−1)(i<j).
In this notation (i < j) is the boolean function so that (−1)(i<j) = (−1) when
i < j and (−1)(i<j) = 1 when i > j. The function is undefined for i = j.
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Private Stream Aggregation: We here give an informal definition of standard
PSA. A formal definition is available in the full version of this paper [11]. Our
notion of distributed setup PSA is given in Sect. 3.

In a Private Stream Aggregation scheme PSA = (Setup,Enc,Aggr) an aggre-
gator can learn the sum of the inputs {m1, . . . ,mn}, from a set of parties
{P1, . . . ,Pn} without learning the individual inputs. The Setup procedure is
executed by a trusted party and generates an encryption key for each party, and
the aggregation key for the aggregator. The Enc procedure is executed by party
Pi, and encrypts input mi. Then, the aggregator can execute Aggr which outputs
the sum of all user inputs. Informally, a PSA scheme is correct if the output of
Aggr will always be equal to the sum of the inputs, and secure if nothing but
the sum of the inputs of honest users is learned by an adversary.

k-Regular Graphs: A k-regular graph is a graph in which each vertex has exactly
k neighbours. It is well known how to efficiently generate regular graphs [30].

Distributed Randomness Beacons: In a Distributed Randomness Beacon (DRB)
protocol [16], a set of entropy providers jointly compute publicly verifiable ran-
domness. The beacon function, r = Beacon(t), returns an m-bit near-uniformly
random value r at each epoch e. Any party can obtain and verify this random-
ness, i.e. also external parties not part of the randomness generation.

Informally, a secure DRB should be unpredictable, i.e. the advantage for an
adversary predicting r before the epoch e begins should be negligible, unbiased,
i.e. r must be statistically close to an m-bit uniformly random string, and live,
i.e. the probability of no output during each epoch should be negligible. These
properties should hold also when a fraction of the entropy providers are corrupt.

Non-interactive Key Exchange: A NIKE scheme, defined in Definition 1, is correct
if Pr[SharedKey(pp, pki, skj) = SharedKey(pp, pkj , ski)] = 1. A NIKE scheme is
secure against a computationally bounded adversary given (pp, pki, pkj) if it
cannot distinguish the output of SharedKey(pp, pki, skj) from a random string
of the same length. We refer to [18] for a full definition of the security game.

Definition 1 (NIKE). A Non-Interactive Key Exchange scheme establishes a
shared key between two parties and consists of the following algorithms:
Setup(λ): On input a security parameter λ, output public parameters pp.
KeyGen(pp): On input the public parameters pp, output a keypair (pki, ski).
SharedKey(pp, pki, skj): On input the public parameters pp, a public key pki and
secret key skj, deterministically output a shared key K.

Pseudo-Random Functions: Let F denote a family of efficiently-computable
functions Fk : X → Y indexed by k ∈ K. The family F is said to be a (t, ε)
strong PRF if for every k ∈ K, no adversary A running in time t can distinguish
Fk from a random function f : X → Y . We will denote such a function Fk as
PRFk. Further, F is additively key-homomorphic if ∀Fki

, Fkj
∈ F , the condition

Fki
(x) + Fkj

(x) = Fki+kj
(x) holds. We denote such a function as KH-PRFk.
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Sum-of-PRFs: The sum-of-PRFs technique, first introduced in [15], allows
parties {P1, . . . ,Pn} to derive the sum of their inputs {m1, . . . ,mn} with-
out revealing the individual mi:s from honest users. An adversary who cor-
rupts the aggregator and m < n − 2 parties can then only learn the sum
of the inputs of the honest users. The technique assumes that each pair of
users, Pi,Pj has a shared secret Ki,j . To mask its message mi, Pi derives
ci ← mi +

∑
j∈[n]\{i}(−1)i<j · PRFKi,j

(x) (note the (−1)i<j notation). Then,
the sum of all mi can be calculated as

∑n
i=1 ci =

∑n
i=1 mi. Summing any set

smaller than n of ci containing at least 2 ciphertexts from honest users will result
in a random output.

3 DIPSAUCE

As we show in Sect. 4, the suggestions for distributing the setup in state-of-the-
art PSA schemes [21,39] are too inefficient for use on constrained devices. To
address this, we now present our protocol for DIstributed setup PSA for Use in
Constrained Environments (DIPSAUCE). It takes inspiration from the LaSS-PSA
scheme [39, Section 4], but crucially differs by not relying on a trusted party.

Approach: The suggestions for distributing the setup procedures of LaSS-PSA
and KH-PRF-PSA use the sum-of-PRFs technique, which works by each party
evaluating a PRF once for each party in its committee. This committee consists
of all other parties, and thus its size is n − 1. In these schemes, a party is secure
against an adaptive adversary which corrupts up to n − 2 of the committee
parties (but not the targeted party itself). While this is a very strong security
guarantee, the resulting protocol is rendered too inefficient for practical use (see
Sect. 4). The main bottleneck for this inefficiency is the committee size.

Simply shrinking the committee size would make the protocol more efficient,
but simultaneously lower the corruption tolerance, sacrificing security. How then
to shrink the committee size without also lowering the corruption tolerance?
A key insight is that a static or mobile adversary cannot target devices in a
committee for corruption (within an epoch) if it cannot predict what devices
constitutes the committee. Using an unpredictable committee of size k << n we
can create a more efficient construction, secure in the presence of a static or a
mobile adversary capable of corrupting up to t devices, where k < t < n.

The technical novelty of our protocol lays in how it uses a k-regular graph
and a randomness beacon to non-interactively and efficiently establish unpre-
dictable committees. The protocol defines each committee using the output of
an external distributed public randomness beacon. However, an efficient protocol
cannot directly use the beacon output to determine the committees. Sampling
n committees of size k and sending this data to the devices would mean send-
ing O(nk) group elements to each device, which is not feasible for constrained
devices or networks. Instead, we first let each device be represented as a vertex
in a k-regular graph which is part of the system configuration. Then, a single
output of the beacon is used to determine a pseudorandom permutation of this
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graph. The committee of each party is then determined by the k neighbours
in the randomly permuted graph. This committee is then used in a threshold
sum-of-PRFs where each party evaluates a PRF for only k other parties.

Aggregation Output: In line with previous PSA schemes, we consider a definition
for PSA which outputs the sum of all plaintexts to the aggregator, i.e. we do not
strive to achieve differential privacy. In contrast to existing definitions of PSA,
no secret key is needed to aggregate the sum of plaintexts. This is a more general
definition. If it is a desired system property to allow only one specific party to
aggregate, then this property can be obtained by sending the ciphertexts over an
encrypted channel to the aggregator, or by including the aggregator among the
encrypting parties and letting it encrypt zero without publishing the ciphertext.

3.1 Syntax and Security Model

Assumptions: We assume that all parties have access to a distributed random-
ness beacon and a Public Key Infrastructure (PKI) assumed to behave correctly,
e.g. not accepting duplicate keys and verifying knowledge of private keys, etc.
While such a PKI is a standard assumption, we note that it is possible to dis-
tributively audit a PKI for correct behaviour [26]. We also assume that each
vertex in G has been assigned an index.

Corruptions: We consider an adversary A capable of corrupting any party Pi,
up to a threshold of t parties. Once a party is corrupt, A takes control of the
execution of that party, meaning that it controls the actions and learns the
internal state throughout the execution. The set of corrupt parties is denoted C.

Definition 2 (Distributed Setup Private Stream Aggregation). A Dis-
tributed Setup Private Stream Aggregation (DS-PSA) scheme over ZR, where
R ∈ N, is defined for a set of parties P = {P1, . . . ,Pn} and a special party called
the evaluator E, and consists of the following procedures:

– Setup(λ, conf): On input a security parameter λ and optional configuration
parameters conf , the procedure outputs the system parameters pp.

– KeyGen(pp, i) On input the system parameters pp and the users index in the
system, i, output an encryption key eki.

– Enc(pp, eki,mi, l): On input the system parameters pp, an encryption key eki,
a message mi and a label l, output an encryption ci of mi under eki.

– Aggr(pp, {ci}i∈[n], l): On input the system parameters pp, a set of n cipher-
texts {ci}i∈[n] and a label l, output the sum of all plaintexts, M (mod R).

Note that, as is often the case in PSA, our scheme returns the sum of the
encrypted values modulo R, where R is a system parameter.

We say that a Distributed Setup PSA scheme is correct if for all pp ←
Setup(λ, conf), mi, l, {eki ← KeyGen(pp, i)}i∈[n], we have:

Pr

[

Aggr
({Enc(pp, eki,mi, l)}i∈[n]

)
=

n∑

i=1

mi

]

= 1
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A DS-PSA scheme is secure if an adversary has a negligible probability of
winning the game for Aggregator Obliviousness (AO) in Definition 3.

Fig. 1. The AO experiment defining security for a distributed setup PSA scheme.

Definition 3 (Aggregator Obliviousness (AO)). Security is defined via the
game of Aggregator Obliviousness AOb(λ, n,A), b ∈ {0, 1} in Fig. 1. A denotes
the adversary with access to the following oracles:

– QEnc(i,mi, l
∗): Given a user index i, a message mi and a label l∗, if (i, l∗) /∈ L

and Pi /∈ C then it lets L ← L ∪ {(i, l∗)} and returns ci = Enc(eki,mi, l
∗).

– QLeftRight(U , {m0
i }i∈U , {m1

i }i∈U , l∗): Given a set U of user indices, two sets
{m0

i }i∈U and {m1
i }i∈U , and a label l∗, it checks if ∀i ∈ U : (i, l∗) /∈ L and

{Pi}i∈U ∩C = ∅ and no previous calls has been made to QLeftRight. If further
{Pi}i∈U ∪ C = {Pi}i∈[n] it also checks if

∑
i∈U m0

i =
∑

i∈U m1
i . If all checks

return true, it lets L ← L ∪ {(i, l∗)}i∈U and returns {ci}i∈U , where ci =
Enc(eki,m

b
i , l

∗).

At the end of the game, A outputs a guess, γ, of whether b equals 0 or 1.

Static corruptions is modeled by the adversary picking the set C of at most
t corrupt parties at the start of the game. We model encrypt-once security, i.e.
restricting each party to only encrypt a single message per label (which is the
natural usage of the scheme), by both QEnc and QLeftRight maintaining the set
L, where they store which label has been used for each user and ignoring any
requests which reuse labels. Further, since any party has the ability to aggre-
gate in Definition 2, the QLeftRight enforces that

∑
i∈U m0

i =
∑

i∈U m1
i when all

honest users are part of the QLeftRight call. This prevents A from trivially win-
ning the game by receiving a ciphertext for each honest user and then checking
whether the output of Aggr contains {m0

i }i∈U or {m1
i }i∈U .

This AO-game is similar to the AO-games for LaSS-PSA and KH-PRF-PSA.
The main differences are the modeling of corruptions as full party takeovers
rather than a key leaking oracle, and the lack of a dedicated aggregator key.
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Protocol 1 – DIPSAUCE

Setup(λ, conf = {n, k, time, R}):
1: Generate a k-regular graph G = (V, E) where |G| = n
2: npp ← NIKE.Setup(λ)
3: return pp = {npp, n, k, G, time, R}
KeyGen(pp, i):

1: (pki, ski) ← NIKE.KeyGen(npp)
2: Post (Pi, pki) to the PKI
3: r ← Beacon(time)
4: ρ ← Permr(n)
5: Let �Ji be the vector s.t ∀ �Ji[�] = j : vj ∈ N(vρ(i)), (i.e. the indices of Pi:s neighbors

in the permuted graph)
6: for � ∈ {1, . . . , k} do
7: �′ = �Ji[�]
8: Wait until the PKI returns an entry pk�′ for P�′

9: �Ki[�
′] ← NIKE.SharedKey(pk�′ , ski)

10: end for
11: return eki = ( �Ki, �Ji)

Enc(pp, eki = ( �Ki, �Ji), mi, l):

1: ti ← ∑k
�=1(−1)i<

�Ji[�] · PRF �Ki[�]
(l)

2: return ci = (ti + mi) (mod R)

Aggr(pp, {ci}i∈[n]):

1: return M =
∑

i∈n ci (mod R)

3.2 Construction

The protocol is defined in Protocol 1. It is run with n parties, assigned indexes
from 1 to n in an arbitrary fashion (e.g. based on network addresses).

First, the Setup procedure must be executed, and the public parameters
distributed to each party. Then, each party can compute its encryption key eki

in the KeyGen procedure. To do this, party Pi first generates a keypair and posts
the public key to a PKI (line 1–2). It then permutes the k-regular graph based
on random beacon output and defines its committee as all parties Pj where the
j:th vertex is a neighbour to the i:th vertex in G (line 3–5). Then, it computes
a shared key for each committee member and outputs the PSA encryption key,
consisting of the indexes and shared keys for the committee members (line 6–11).

To encrypt a message, Pi executes the Enc procedure, which outputs the
message masked with the value ti. ti is computed as a sum-of-PRFs for the i:th
committee. In more detail, for each Pj in the committee, compute the output
of the PRF indexed by the shared key between Pi and Pj , on input the current
label. If i < j, the output of the PRF is subtracted from the sum. Otherwise
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it is added. Thus, each time Pi adds a random value to its masking value, its
neighbour Pj , will subtract the same value from its masking value.

The Aggr procedure computes the sum of all plaintexts by summing all cipher-
texts. This will only work if all ciphertexts are included, otherwise, the masking
values will not cancel out.

Correctness: Let us now prove correctness. By definition:

DIPSAUCE.Aggr ({ci}i∈n) =
∑

i∈n

ci =
∑

i∈n

mi +
∑

i∈n

ti.

Since G is k-regular and there exists a one-to-one mapping (bijection) between
every vertex vi and its neighbour set N(vi), there exist unique indices i1, . . . , ik
with ij �= i for j = 1 . . . , k, such that i ∈ �Jij for j = 1, . . . , k.

Let i′ denote any one of the indices ij . Since NIKE is correct – that is, since
NIKE.SharedKey(pki, ski′) = NIKE.SharedKey(pki′ , ski), we also have:

∀Ki[�] : ∃Ki′ [�′] s.t. Ki[�] = Ki′ [�′]

Thus DIPSAUCE is correct if NIKE is correct and G is k-regular, since then all
Ki[�] cancels out during aggregation s.t.

∑
i∈n ti = 0.

3.3 Security Analysis

We use a similar proof strategy as LaSS-PSA, originating from Abdalla et al.
[1], where we form a hybrid argument from a series of games, where each game
changes the definition of the QLeftRight-oracle. Table 1 illustrates the strategy.

The first game, G0, corresponds to the AO0-game where QLeftRight queries
are answered with the encryption of m0

i . The last game, G3, corresponds to the
AO1-game where QLeftRight queries are answered with the encryption of m1

i .
Thus, if the security of the transitions between the games hold, the adversary
cannot tell the AO0-game from the AO1-game. The transition from G0 to G1

consists of adding a perfect secret sharing (denoted PSS in Table 1) of zero to the
threshold-sum-of-PRFs, so that all ti are perfectly random without destroying
the correctness of the scheme. This transition is justified if the threshold sum-of-
PRFs produces ti so that it is indistinguishable from randomness. Next, consider
the transition from G1 to G2, where ci now encrypts m1

i instead of m0
i . This

transition is justified since ti is now perfectly random, and thus an adversary
cannot distinguish whether ci is an encryption of m0

i or m1
i . Finally, the transition

from G2 to G3 consists of undoing the change made in G1 (with the same security
argument). We arrive at the following theorem.

Theorem 1. DIPSAUCE is AO-secure if ti is indistinguishable from randomness
for a computationally bounded adversary except with a negligible advantage.

Proving the Threshold Sum-of-PRFs Technique. We now prove that ti is
indistinguishable from randomness to a static malicious adversary.
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Table 1. Strategy for proving AO-Security. A box marks the change in each game.

Game Definition of QLeftRight-oracle Argument

G0
ti ← ∑k

�=1(−1)i<
�Ji[�] · PRF �Ki[�]

(l)

ci ← m0
i + ti

G1

t′
i ← ∑k

�=1(−1)i<
�Ji[�] · PRF �Ki[�]

(l) ti indisting.

ti ← t′
i + PSS(0, i, n − |C|) from rand.

ci ← m0
i + ti

G2

t′
i ← ∑k

�=1(−1)i<
�Ji[�] · PRF �Ki[�]

(l) one-time-pad
ti ← t′

i + PSS(0, i, n − |C|) info. theo.

ci ← m1
i +ti secure

G3
ti ← ∑k

�=1(−1)i<
�Ji[�] · PRF �Ki[�]

(l) ti indisting.

ci ← m1
i + ti from rand.

Proof Outline: We first formalize the security of our building blocks NIKE and
sum-of-PRFs in the context of our scheme in Lemmas 1 and 2. Intuitively
Lemma 1 states that all NIKE derived keys are private to the negotiating parties,
and Lemma 2 states that the sum-of-PRF output, ti, is secret to an adversary
which corrupts all but one out of the parties in a sum-of-PRFs committee. We
then, in Theorem 2, consider the DIPSAUCE method, with k-sized committees
randomly selected from a population of n parties with a threshold t of corrupt
parties. Finally, we conclude with Theorem 3 which formalizes the indistinguish-
ably of ti as a consequence of the previous theorem and lemmas.

Proof Details: First, we restate the security of NIKE in the context of our scheme,
i.e. that NIKE keys derived for honest committee members do not leak anything
to the adversary. As a consequence of the security of NIKE, Lemma 1 is true.

Lemma 1 (Pseudo-Random Shared Keys). DIPSAUCE.KeyGen outputs
encryption keys eki = ( �Ki, �Ji) s.t each key �Ki[�] is indistinguishable from ran-
domness to a computationally bounded adversary when Pi and the committee
counterparty P �J[�] (whose index is defined in �J [�]) are both honest.

We also restate the security of the sum-of-PRFs technique in our setting.
If a key �Ki[�] is (pseudo)-random (i.e. when P �J[�] is honest), the output of
PRF �Ki[�]

(l) is also (pseudo)-random. Then since ti is the sum of all such values,
a single honest Pj renders ti (pseudo)-random. Thus, an adversary must corrupt
all k parties in the committee to learn anything about ti. We get Lemma 2.

Lemma 2 (Sum-of-PRFs). An adversary given l and up to k − 1 entries in
�Ki has a negligible advantage in distinguishing ti =

∑k
�=1(−1)i< �Ji[�] ·PRF �Ki[�]

(l)
from randomness.
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By relying on just Lemma 2, security can only hold against an adversary
corrupting up to t = k−1 parties. We therefore transfer from the standard sum-
of-PRFs technique to our threshold version. Theorem 2 states that for a random
committee, an adversary corrupting up to t parties has a negligible chance to
corrupt all k committee members of a user with these t corruptions.

In the proof, we first argue that the permutation of the graph is pseudo-
random. Then, as a stepping stone, we consider the advantage of an adversary
guessing the committee of a specific party. Intuitively, if each committee is ran-
dom, a static adversary’s best strategy is to randomly guess the k users in the
committee. Finally we put an upper bound on the advantage when attempting
to guess the committee of any honest user, and fully prove the security of the
scheme, by considering an adversary which attempts to learn any ti.

Theorem 2 (Incorruptible Committee). DIPSAUCE.KeyGen outputs eki =
(·, �Ji) s.t a static adversary allowed to corrupt up to t parties, k < t < n, has a
negligible probability in guessing �J ′ s.t. | �J ′| = k and ∀j ∈ �J ′ : j ∈ �Ji, for some i.

Proof. Graph Pseudorandomness: The permutation ρ is determined by the
output r of the randomness beacon. Since r is thus unbiased and unpredictable
to a static A, it cannot predict anything about ρ except with the negligible
advantage Advbeacon. Then, since |G| = |ρ|, A has a negligible advantage in
determining which Pi is associated with which vj ∈ G.

Incorruptability of Specific Committees: Consider the number of possible
k-sized committees and the number of k-sized committees an adversary can form
from t random corruptions. The number of unordered sets of size k within the
n parties is

(
n
k

)
. An adversary allowed to corrupt up to t out of n parties can

form
(

t
k

)
sets of k corrupt parties. Thus, the probability of obtaining a specific

k-sized committee of a specific party when corrupting t out of n parties is (t
k)
(nk)

.

Incorruptability of Any Committee: An upper bound on the capability to
corrupt all members in the committee of any honest party for a static adversary

allowed to corrupt up to t out of n parties can thus be calculated as n · (
t
k)
(nk)

.

Synthesis: In conclusion, the advantage to corrupt all committee members of

some party is at most Advbeacon + n · (
t
k)
(nk)

, which is negligible for realistic values

of n, t, k (see Appendix A for a discussion on the values of n, t, k).

Since a static adversary cannot corrupt all nodes in a committee (Theorem 2),
and the sum-of-PRFs technique is secure when at least one committee member
is honest (Lemma 2), ti is indistinguishable from randomness.

Theorem 3 (ti Indistinguishability). In DIPSAUCE.Enc, each ti is indis-
tinguishable from randomness to a static adversary allowed to corrupt up to t
parties except with a negligible advantage.
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3.4 Security Against a Mobile Adversary

Let us sketch a version of DIPSAUCE which is secure against a mobile adversary.

Modelling Mobile Security. We model mobile security according to Ostro-
vsky and Yung [32], allowing corruptions and uncorruptions as follows.

Epochs: Time is divided into consecutive epochs indexed by a counter.

Corruptions: A mobile adversary is allowed to corrupt any party Pi. The adver-
sary must make its selection of corrupt parties before an epoch is started, but
will gain no information from the corrupt parties until that epoch is started. An
adversary can additionally uncorrupt (leave) a corrupted party. When doing so,
the adversary retains all knowledge of secrets learned from that party, but has
no further control and learns no further secrets. The total number of corrupt
parties at the start of an epoch can never exceed t. In this model all parties can
be corrupt during some stage of the protocol execution, but the adversary learns
secrets from at most t parties during each epoch.

Mobile Security with a PKI. We can trivially achieve mobile security by dis-
carding all secrets and re-executing the Setup and KeyGen procedures at the start
of an epoch. Since the Setup and KeyGen procedures are efficient in DIPSAUCE,
this modification is feasible in practice. There is a caveat to this though. For
brevity we have so far omitted how the PKI trust relation is achieved, i.e. how
the PKI verifies that a public key actually belongs to the claimed identity. How-
ever, when secrets are deleted at the end of an epoch, any secret related to the
trust relation with the PKI will also be destroyed. This is necessary to prevent a
mobile adversary from using this secret to impersonate previously corrupt par-
ties. How then to maintain a relation with the PKI in between epoch changes?

Ostrovsy and Yung describes two methods of maintaining such trust rela-
tions. In the first method, the device is assumed to be able to store a secret
key that cannot be learned by an adversary corrupting the device. This can
be realized using a Trusted Platform Module (TPM) [38] or trusted execution
techniques that provide secure storage [33].

The second method consists of updating keys by generating a new key-pair
and posting the new public key signed with the previous secret key. While an
adversary can also post a new key signed with the previous key, the system
will notice that two such public keys have been published and thus consider the
device compromised. This assumes that the adversary cannot suppress messages.

We can thus obtain mobile security for DIPSAUCE as follows. Divide the
execution of the protocol into a setup phase comprised of the Setup and KeyGen
procedures, and an operational phase comprised of any number of Enc and Aggr
procedures. When an epoch ends, each party erases all secrets except the PKI
relation secret and then enters the setup phase once the next epoch begins. In
this phase, it awaits the system parameters output from the Setup procedure.
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It then calls the KeyGen procedure (using one of the PKI relation maintaining
methods described above) to generate new secrets. This concludes the setup
phase, and initiates the operational phase. We arrive at the following.

Theorem 4 (Informal). Let there be a scheme so that the PKI will not accept
more than one (Pi, pki) for each Pi. Further, let there be at least one fresh
output from the randomness beacon every epoch. Then the above transformation
of DIPSAUCE is secure against a mobile adversary, corrupting up to t parties.

4 Experimental Evaluation

In this section we evaluate the performance of DIPSAUCE by implementing it on
realistic hardware and measuring its performance. The current state-of-the-art
schemes KH-PRF-PSA and LaSS-PSA were only evaluated on Intel i5 CPUs in [21,
39], giving little insight into how these schemes perform on realistic hardware.
For a fair comparison, we have therefore also implemented these schemes and
their suggestions for distributing the setup on the same realistic hardware. The
code and raw data from our experiments are available at [12] and [13].

4.1 Scenario and Experiments

Scenario: n Clients measure a statistic, e.g. power, and wants to send the sum
of the measurements to a Server, without revealing individual measurements.

Setup: We have implemented the protocols on CC1352 devices with ARM Cortex
M4 processors, utilizing their hardware acceleration of AES, ECC and SHA256.
These devices can be considered “mid-range” constrained devices, as they are
classified as C3 devices in [10], and are advertised as being suitable for smart-
metering. Further details on CC1325 is given in the full version of this paper [11].

Experiments: We evaluate the client side efficiency of LaSS-PSA, KH-PRF-PSA
and DIPSAUCE by measuring the execution time of the Enc and Setup+KeyGen
procedures. For Enc, time is measured from the start of the procedure until the
ciphertext is ready to be transmitted. No network overhead is measured for Enc,
since all schemes return ciphertexts as random numbers in ZR and thus have
equivalent network overhead. For Setup+KeyGen, time is measured from the start
of the process, including the time needed to transfer data, such as keys, over the
network. In the experiments in [21,39], the number of clients (i.e. n) tested are
groups of 1000 to 10000 clients in even increments of 1000. Our tests are done for
n = 1024, 2025, 3025, 4096, 5041, 6084, 7056, 8100, 9025 and 10000. These sizes
are selected to be comparable with previous work, while remaining compatible
with requirements in our specific implementation of the DIPSAUCE protocol,
which has additional requirements on the group sizes as explained in Sect. 4.2.
Each experiment was repeated 10 times for each group size. Our results are the
average of these runs.
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4.2 Implementations

DIPSAUCE. We have implemented the graph G as a rook’s graph. As a conse-
quence all n must be square numbers and k = 2

√
n − 1. We remark that this is

an implementation property, and that regular graphs for other k, n can be effi-
ciently generated [30]. The KeyGen procedure is straightforwardly implemented
according to Protocol 1, using a Python based PKI with a CoAP [34] interface,
instantiating Beacon as the Drand service [19], and instantiating NIKE as ECDH
on the P-256 curve. The Enc instantiates the PRF using AES-128. Both AES-128
and ECDH P-256 utilizes the hardware acceleration of the CC1352 platform.

KH-PRF-PSA and LaSS-PSA. We here give details on security parameters,
chosen instantiations of primitives, and hardware acceleration. For all details on
these schemes and our implementations, see the full version of this paper [11].

KH-PRF-PSA: We have implemented the KH-PRF-PSA scheme in [21, Sec. 4]
and their proposal for a distributed setup in [21, Sec. 5.1]. The implementation
uses security parameters λ = 2096, q = 2128 and p = 285. In [21], KH-PRF-PSA
uses a hash based KH-PRF, instantiated as SHA3-512. For a fair comparison,
we however select a more efficient hash function, SHA256, which is hardware
accelerated on the CC1352 platform.

LaSS-PSA: We have implemented the LaSS-PSA scheme in [39, Sec. 4] and the
proposal for a distributed setup in [39, Sec. 7]. The implementation uses security
parameter λ = 128. We here implement the version which instantiates the PRF
using AES-128, since its the most efficient instantiation in the measurements
of [39], and is hardware accelerated on the CC1352 platform.

4.3 Results

Fig. 2. Setup/KeyGen
execution time.

Fig. 3. Encryption execution time.
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Setup and KeyGen. Our evaluation shows that DIPSAUCE significantly out-
performs the distributed setups proposed in KH-PRF-PSA and LaSS-PSA in
terms of execution time for the setup (and keygen) procedure. We show the
execution times in Fig. 2. The slope of the graph indicates that DIPSAUCE will
have the shortest execution time for all number of users in the system. The
execution time of DIPSAUCE grows with the number of users at rate of 3.2 ms
per user, a lower rate than KH-PRF-PSA which grows with 330 ms per user
and LaSS-PSA which grows with 210 ms per user. This is due to DIPSAUCE
only generating k = 2

√
n − 1 NIKE shared secrets for n users, rather than n

derived secrets as in LaSS-PSA, and LaSS-PSA in turn, being more efficient than
KH-PRF-PSA. Compared to LaSS-PSA, DIPSAUCE shows a speedup of 66x.

Encrypt. Our evaluation of the Enc procedures shows that DIPSAUCE outper-
form KH-PRF-PSA and LaSS-PSA for all measured number of users in the sys-
tem. We show the measured execution times of the encrypt procedure in Fig. 3.
LaSS-PSA and DIPSAUCE have execution times linear in the number of users.
The execution time of the Enc procedure grows with 0.052 ms per user for
LaSS-PSA and with 0.00075 ms per user for DIPSAUCE. The speedup per user
of DIPSAUCE compared to LaSS-PSA is 69x.

KH-PRF-PSA shows a constant execution time of 230 ms for any number of
users in the system. Thus, it will outperform DIPSAUCE for large numbers of
users. Extrapolating from the measured times, this occurs when n ≈ 300000.

5 Conclusion

In this paper we have showed state-of-the-art PSA schemes and their proposals
for a distributed setup, and found them practically infeasible due to computa-
tional complexity which grows with the number of users. To address this, we
have provided a formal definition of PSA with a distributed setup, suggested a
new PSA scheme adhering to this definition, proved it secure and implemented
it on realistic hardware. We found its performance sufficient to be deployed in
practice. Let us further elaborate on the following discussion point.

Client Failures. In a secure PSA scheme, nothing is learned by the aggregator
unless all ciphertexts are included in an aggregation. Therefore, a dropped mes-
sage from an honest client will prevent the aggregator from learning anything.
We note that there is a general non-interactive mitigation to this practical prob-
lem [14] for dealing with client errors, which is applicable to all PSA schemes
including ours. This however increases computational and network costs. Since
the setup in DIPSAUCE is efficient, another alternative to deal with client fail-
ures can be to exclude failing clients from the protocol and re-execute the setup,
if the failures are fairly infrequent.

Acknowledgements. We would like to thank Paul Stankovski Wagner, Elena Pagnin
and Christian Gehrmann for valuable discussions of this work.
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Appendix

A Adversary Advantage

The adversary advantage (excluding the potential advantage resulting from the

beacon) is calculated as n · (
t
k)
(nk)

in Theorem 2. Table 2 shows this advantage for

realistic n, t and k, where t = n/2 and k = 2
√

n − 2) in a rook’s graph which is
the k-regular graph which was used in our implementation.

Table 2. Adversary advantage in DIPSAUCE with a rook’s graph given by n · (
t
k)
(nk)

for

different values of n and a corruption ratio of 0.5.

n k t Advantage

1024 62 512 2−55

2025 88 1012 2−78

3025 108 1512 2−99

4096 126 2048 2−117

5041 140 2520 2−131

6084 154 3042 2−144

7056 166 3528 2−156

8100 178 4050 2−168

9025 188 4512 2−178

10000 198 5000 2−188
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Abstract. Various smartphone and web applications use personal infor-
mation to estimate the user’s behaviour among others for targeted adver-
tising and improvement of personalized applications. Often applications
and web services offer only two choices, either accept their privacy poli-
cies or not use the services. Hereby, the general scenario is to pay applica-
tions and web services with personal data. As privacy policies are lengthy
to read and not comprehensible, most users accept the terms and condi-
tions without the awareness of potential consequences. Thus, most users
are unaware of continuously being tracked by many applications installed
on their smart devices or accept sharing personal data in exchange for
using applications and services online. Therefore, this study attempts to
shed some light on the willingness to pay for data protection when offered
this option in a continuous data-sharing scenario, and the willingness to
accept when offered the option to sell personal data to two different data
requestors. The study (N = 500) is conducted via crowdsourcing and
examines the monetary valuation of users with respect to different data-
sharing scenarios and different data types to allow for a more fine-grained
analysis of user preferences. Moreover, different influencing factors such
as privacy concerns, awareness and intended behaviour are examined in
relation to the user’s monetary valuation. The results show significant
differences between willingness to pay and accept for ten different data
types and the two sharing scenarios contributing to further empirical
evidence for the endowment effect. However, the sharing scenarios seem
to have not a big influence on willingness to pay but showed significant
differences in willingness to accept. Furthermore, the privacy influencing
factors seem to negatively correlate with willingness to pay and positively
correlate with willingness to accept.
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1 Introduction

Numerous business models rely on ongoing data collection to generate profits
through the use of personal information. Companies like Google and Facebook
compel users to continually provide data as a condition of using their services,
allowing them to make money by using targeted profiling and advertising [16,
37]. Moreover, an increasing number of companies and organizations participate
in the trade of users’ personal information, frequently operating in uncertain
legal territory when managing the profits resulting from such transactions [36].
Instances of improper management and exploitation of personal information have
raised awareness among governments regarding the need to establish regulatory
frameworks to safeguard personal data online. The European Union’s General
Data Protection Directive (GDPR) and the California Consumer Privacy Act
(CCPA) are such examples [40], standardizing data privacy laws and increasing
people’s control over personal data. Whereas the industry sector has assigned
monetary values to personal data by using it for various businesses ranging from
social media and advertising to improving personalized products. However, the
monetary valuation from a user perspective is still an underexplored research
domain. For examining the monetary valuation of certain goods from users’
perspective the measures Willingness to Pay (WTP) for a certain good and the
Willingness to Accept (WTA) money in exchange for the same good [2] is used.
In the context of privacy, the users are confronted with an abstract concept
of privacy. It is difficult to assess short- and long-term benefits and risks, as
the consequences of continuous data sharing remain most often opaque for the
users [35]. Previous research has started to consider different sharing contexts
when examining the WTP and WTA constructs. However, not much research
has been done examining the WTP and WTA valuation for different data types
by considering the ambiguity of data-sharing scenarios [28,37,40]. Therefore,
this research will take (1) the sharing context and (2) different data types into
account to allow for a more fine-grained examination of user monetary valuation
of their data.

The following crowdsourcing study is based on the valuation of two different
sharing scenarios and ten different data types to allow for a closer examination
of users’ preferences. Furthermore, various influencing factors, such as privacy
concerns, privacy literacy and privacy awareness, are examined. Additionally,
different privacy nudges are designed to examine what effect additional infor-
mation about information collection on smartphones have on privacy concern,
privacy awareness and WTP and WTA. Moreover, a detailed analysis is pre-
sented to create further evidence for the endowment effect in the context of
sharing different data types in a continuous data-sharing scenario.

Thus, this study aims to examine the following research questions:

RQ1: Is it possible to explore the endowment effect across varying data
formats and sharing scenarios?
RQ2: Is there a positive correlation between privacy-influencing factors and
higher values for WTP and WTA?
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RQ3: Can the use of framing effects, such as privacy nudges, lead to an
increase in privacy awareness, WTP, and WTA?

In sum, the contributions of this work are the following: (1) collecting more gran-
ular evidence to contribute to the ongoing discussion of the endowment effect
and privacy paradox, (2) the examination of the influence of various privacy
influencing factors on the monetary valuation of different data types in different
sharing contexts, and (3) provide further empirical evidence for the monetary
valuation of privacy in different sharing contexts considering the theory of con-
textual integrity. This paper is organized as follows: first, an overview of related
work is given in Sect. 2. In Sect. 3, the methodological background and the study
workflow are introduced, and in Sect. 4, the results of the user study are pre-
sented. Furthermore, Sect. 5 discusses the limitations of the experiment, and
finally, in Sect. 5, we conclude this paper and indicate future research directions.

2 Related Work

Numerous business strategies rely on the continuous collection of data as a means
to generate profits from individuals’ personal information. Big tech companies,
such as Google and Facebook require users to continuously share personal infor-
mation in exchange for their services, and generate profit from targeted adver-
tising and profiling strategies [16,37]. Moreover, a growing number of businesses
and organizations collect, and trade user‘s personal information. Repeatably, the
data collection processes operate in ambiguous legal areas [30,32] while manag-
ing the assets obtained from trading personal data [36]. Instances of misuse of
personal data have sparked the development of legal frameworks, especially in
the European Union, such as the General Data Protection Regulation (GDPR),
Data Governance Act (DGA), and Data Act (DA), to safeguard the handling of
data shared online [15,40]. The aim of these regulations is to enhance oversight of
personal information shared online, but they often lead to complex rules and set-
tings that may not be well-suited to individual users’ requirements. Nonetheless,
users often demonstrate limited abilities to judge when assessing the advantages
and disadvantages of data trading situations, and they may agree to long-term
privacy risks in exchange for immediate gains [1]. A primary question regarding
privacy regulations and configurations revolves around whether users prioritize
and value their privacy [40].

Often, such research inquiries are assessed by examining the importance users
attach to their privacy, typically determined through their Willingness to Pay
(WTP) for data protection or their Willingness to Accept (WTA) monetary
compensation in exchange for their data [2,5,19]. WTP and WTA are the pri-
mary metrics used to assess how much users value various goods, and as a result,
they have been employed in the field of privacy research [3,8,28,29,31]. Further-
more, numerous earlier investigations have pointed out that the value individuals
place on privacy, as determined by their WTA, is significantly higher than their
WTP [28,37,40]. This is described as the endowment effect and is a well-known
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phenomenon that offers a potential explanation for the phenomenon of loss aver-
sion. Loss aversion is a key characteristic of the prospect theory [17]. Prospect
theory describes the tendency of overvaluating possessions. This phenomenon
has been observed in numerous empirical studies [2,26,29,33,40]. These studies
consistently reveal that participants tend to attribute significantly higher values
to WTA in contrast to WTP. While utilizing WTP and WTA metrics to mea-
sure the monetary value for products where the impact on the individual’s life
and risks and benefits can be assessed is straightforward, applying WTP and
WTA to scenarios where the effects remain vague and uncertain is considerably
less reliable [35,40]. However, the use of WTP and WTA measures still yields
valuable insights into which types of data are more sensitive to users and which
data types users are typically more inclined to pay for in order to secure better
protection [28]. The primary focus of previous research was on the examination
of WTA [26,28]. Thus, one contribution of this research is to provide further
empirical evidence on the comparison of WTP and WTA and their association
to other privacy constructs. Additional methods have demonstrated promising
results when assessing WTP and WTA by employing methods of contingent
valuation surveys within a concrete data-sharing situation [28]. When assessing
the monetary worth of various data types, the focus has predominantly been on
examining location information [26,29,39]. Notably, there have been significant
differences in monetary values between WTP WTA, as well as variations across
different types of locations. Also, other data types have been empirically exam-
ined, but mainly for WTA [28]. Moreover, the association with other privacy
constructs, such as privacy literacy and privacy behaviour is still an underex-
plored research field. The Protection Motivation Theory (PMT) [9] serves as one
of the primary theoretical frameworks examining behavioural choices in the data-
sharing context. It is derived from the Protection Behavior Theory (PBT) and
centres on the protective element of privacy behaviour. PMT posits that individ-
uals are inclined to safeguard themselves against a perceived threat when they
believe that the threat is applicable to them, which is known as threat appraisal.
Additionally, a coping appraisal is conducted, wherein individuals evaluate their
ability to effectively protect themselves using the available methods (self-efficacy
and response efficacy). If both the threat and coping appraisal are high, moti-
vation to adopt protective behaviour is also high [9,12]. According to the PMT,
there is a significant relationship between concern for privacy and protective
behaviours, as demonstrated by previous research [7,12]. Furthermore, Further-
more, privacy literacy has been examined in relation to privacy concerns and
behaviour and also WTP and WTA, showing positive correlations, especially
with WTA [26]. Also, privacy nudges [38] have been examined in relation to pri-
vacy awareness, privacy literacy, concern and behaviour [4,18,27]. However, not
much research has been done on the influence of privacy nudges in the context
of monetary valuation of privacy for different data types and sharing contexts
[6]. Thus the different influencing factors will be examined in relation to the
monetary quantification of privacy in this study. In the following section, the
methodological approach will be described more closely.



What is Your Information Worth? 227

3 Methodology

In the following the methodological approach to measure WTP and WTA, the
influencing factors and the study design are explained.

3.1 WTP and WTA

Previous studies have demonstrated the effectiveness of discrete choice surveys
in assessing WTP and WTA [2,19,28,33,40]. However, WTA has received more
attention from the scientific community compared to WTP. The question of how
to set an upper limit for monetary values is a significant concern when using
discrete choice surveys to evaluate WTP and WTA. Previous studies, as noted
by Winegar and Sunstein [40], have raised questions about the appropriateness
of not setting an upper limit, as it often leads to unreasonably high values for
WTA. On the other hand, WTP seems to be less influenced by the upper limit,
regardless of whether it is set or not. To avoid unrealistically high values for
WTA in discrete choice surveys, the average WTA values from previous studies
[2,19,28,33,40] have been used as a guide to determine a reasonable upper limit
for WTA and WTP. An indirect price assessment questionnaire was constructed
to assess an ideal price range rather than directly asking participants for an
ideal price evaluation [21]. To determine the ideal price range, an indirect price
assessment questionnaire was developed, which asked participants to provide
both a lower and an upper limit of what they were willing to pay in exchange for
their data. By analyzing the upper and lower bounds, the optimal price point
could be calculated [20]. Previous research has shown that users may not be able
to make a well-informed assessment of the value of their data, making it difficult
to calculate the appropriate price. To simplify this process, creating realistic
scenarios for data trading has been found to be effective [25,26]. Thus, two
different sharing scenarios were created with two well-known data requestors:
(1) Apple: private data requestor asking for the personal information to mainly
use it for improving their services and applications, and (2) Google: private
data requestor asking for the personal information for selling it to third parties,
personalized advertising and improving their services. The data requestors and
differences in processing and handling personal related data have been explained
to the participants. Furthermore, ten different data types (including the category
of all information) have been included in the study design to allow for a more
fine-grained analysis of WTP and WTA. The categories have been defined based
on previous research [2,28,40]. Within the study, the order of the data types and
the sharing scenarios are randomized. Also, the order of WTP or WTA-related
questions is randomized.

3.2 Influencing Factors

Further measures are integrated into the experiment to assess the correlation
of WTP and WTA values with different dimensions of privacy concern, privacy
literacy, privacy awareness, and demographic information. To assess the relation
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of monetary values with the participants’ privacy concerns, the Mobile Users
Information Privacy Concern (MUIPC) model was adapted from Xu et al. [41]
and extended with further dimensions of the Internet Users’ Information Privacy
Concern (IUIPC) [22,34]. Overall, three dimensions consisting of ten items were
used to measure various aspects of privacy concerns. (1) Control over personal
information, (2) awareness about data protection, (3) data collection practices.
All questions are answered on a 7-point Likert Scale ranging from 1 (strongly
disagree) to 7 (strongly agree). To measure the relation of intended privacy
behaviour on WTP and WTA, two dimensions of intended privacy behaviour
have been extracted from previous research [7,9,12], namely (1) privacy protec-
tion behaviour, measured with ten items and self-efficacy, measured with four
items. The questions are answered on a 7-point Likert Scale ranging from 1
(strongly disagree) to 7 (strongly agree). Furthermore, privacy literacy is mea-
sured by using the Online Privacy Literacy Scale (OPLIS) [23] consisting of
twenty items covering four dimensions: (1) Knowledge about institutional prac-
tices, (2) knowledge about technical aspects of data protection, (3) knowledge
about protection strategies, and (4) knowledge about institutional regulations.
The number of right answers is summed up over all four dimensions to create the
privacy literacy score, where overall, 20 points can be achieved when answering
all questions correctly. To assess privacy awareness, different privacy nudges have
been designed based on two commonly used apps accessing sensitive informa-
tion regularly (Google Maps and Amazon Shopping). The permission requests of
these apps have been examined over one week following the approach of [14,24].
The permission requests of both apps have been analysed, grouped into differ-
ent data categories and visualized for the user study. Hereby, information and
visualization framing effects have been used to nudge participants and measure
the influence of presented information on the user’s privacy awareness and con-
cern. For the experiment, two different nudge types have been designed (1) a
plain nudge, not containing any signal colours to emphasise potential dangerous
permissions, and (2) a nudge containing signal colours [red, green] to highlight
potential dangerous permissions and further information about the necessity of
the information requested by the app.

Privacy awareness is hereby measured by five dimensions withdrawn from
previous research [10]: (1) perceived sensitivity of personal information, (2) per-
ceived surveillance, (3) perceived intrusion, (4) perceived control over personal
information, (5) perceived secondary use of personal information. The questions
are answered on a 7-point Likert Scale ranging from 1 (strongly disagree) to 7
(strongly agree).

3.3 Experimental Setup

The experiment was divided into four smaller experiments due to time con-
straints. Running the study by asking for all the different influencing factors
would have increased the length of the study drastically. Thus, in Fig. 1 the work-
flow of the first three studies is shown, as the studies follow a similar structure.
The only difference is the influencing factor included in the respective survey.
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Hereby, study 2 (N = 100) included privacy literacy, and study 3 (N = 100)
intended privacy behaviour. Throughout all three studies (N = 300) the WTP
and WTA experimental part and the privacy concern survey are the same1.

Survey Part I
Experimental Part

WTA
2. Sharing Scenarios:  

1. Google 

2. Apple

Introduction to the 

experiment

Survey Part II

Privacy 

Concern 

IUIPC

Demo-

graphics

Outro 

and 

Payment

Service Usage for 

Sharing Scenarios 

[Apple/Goole]

WTP
2. Sharing Scenarios: 

1. Google 

2. Apple

Survey Part II

Privacy 

Concern 

IUIPC

Privacy 

Literacy

Demo-

graphics

Outro 

and 

Payment

Survey Part II

Privacy 

Concern 

IUIPC

Privacy 

Behavior

Demo-

graphics

Outro 

and 

Payment

Study 1

(N=100)

Study 2

(N=100)

Study 3

(N=100)

WTP/WTA 

parts are 

randomized

1. Financial data 

2. Biometric data 

3. Communication data

4. Social Network data

5. Location data

6. Browsing data

7. Demographic data

8. Identity data

9. Health data

10. All data

Data Types: 

randomized order  

Fig. 1. Workflow of surveys covering WTP/WTA, privacy concern, privacy literacy,
and privacy behaviour. This workflow includes three experiments: (1) examining WTP
and WTA and privacy concern; (2) examining WTP and WTA and privacy literacy;
and (3) examining WTP and WTA and privacy behaviour.

To examine the influence of privacy nudges on WTP, WTA and privacy
awareness, another study version (N = 200) has been designed, shown in Fig. 2.
Here, the WTP and WTA part and privacy concern questionnaire are the same
as in the other study versions, but the privacy nudges and privacy awareness
questionnaires are included. This study part is further divided into a control
group (N = 100) receiving the plain privacy nudges and an experimental group
(N = 100) receiving the colourful nudges and further information on the conse-
quences of data sharing2.

3.4 Ethical Considerations

The experiment was thoughtfully planned to safeguard the privacy of partici-
pants. A distinct personal identifier was generated at the beginning of the study,
and only the participants had the ability to regenerate it. As a result, the entire
experimental process relied solely on anonymized data about the participants,
making it impossible to identify any individuals. The ethics committee of Fac-
ulty IV at Technische Universität Berlin granted approval for the experiment
without any additional concerns or requirements to address.
1 The HTML files of the experiments and privacy nudges are available open

source in the following GitHub repository: https://github.com/veraschmitt/
MonVal Experiment.git.

2 An example of the nudges for Google Maps can be found in the Appendix A.

https://github.com/veraschmitt/MonVal_Experiment.git
https://github.com/veraschmitt/MonVal_Experiment.git


230 V. Schmitt et al.

Survey Part I

Experimental Part I (Privacy Nudges)

Privacy Nudges
Colourful permission 

requests and additional 

information 

Introduction to the 

experiment

Service Usage for 

Sharing Scenarios 

[Apple/Goole]

3 Sharing Scenarios
1. Amazon

2. Uber

3. Google Maps
Survey Part II

Experimental 
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(N=100)
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randomized randomized order  

Experimental Part II

WTA
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1. Google 

2. Apple

WTP
2. Sharing Scenarios: 

1. Google 

2. Apple

Survey Part III

Privacy 

Concern 

IUIPC

Demo-

graphics

Outro 

and 

Payment

Privacy 

Awareness

1. Financial data 

2. Biometric data 

3. Communication data

4. Social Network data

5. Location data

6. Browsing data

7. Demographic data

8. Identity data

9. Health data

10. All data

Data Types: 

Privacy 

Awareness

Permission 

Requests Experimental Part I (Plain Information)

Privacy Nudges
Plain information only 

without any colour 

highlighting 

3 Sharing Scenarios
1. Amazon

2. Uber

3. Google Maps

Control 

Group

(N=100)

Sharing 

scenarios are 

randomized

Fig. 2. Workflow of experiment 4 including the privacy nudges and privacy awareness
questionnaire. Experiment 4 is split into two experiments with 100 participants each. In
the control group privacy nudges are used containing limited information and following
a simple design. In the experimental group different framing effects are integrated to
examine their influence on privacy awareness.

4 Results

Overall, 500 participants participated in the four studies where 51% of the partic-
ipants were female, 42% had a university degree, 78% were employees, and 15%
stated that they are currently practising in IT-related domains. After a Shapiro
Wilk test for all variables in the dataset, no normal distribution is present, and
therefore we have to rely on non-parametric tests for the following analysis.

4.1 WTP and WTA Comparison

WTP and WTA for Different Data Types. WTP and WTA is measured in
all four studies similarly, thus the WTP and WTA analysis is based on 500 par-
ticipants. The analysis of the endowment effect can also be shown in this study.
In Table 1, the different data types are displayed with the respective WTP and
WTA values, as well as the results from the Wilcoxon signed-rank test (applying
the Benjamini-Hochberg p-value correction to avoid α cumulation errors) indi-
cating significant differences between WTP and WTA, indicating that for all
data types the endowment effect can be observed.

Furthermore, the range is also included in the Table 1 displaying the differ-
ences between WTP and WTA is also displayed in Fig. 3. Financial and Health
data are among the highest valued data types which is in line with the findings
from [28] for similar data types but only evaluated for WTA. Interestingly, the
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Table 1. Differences between WTP and WTA Overall.

Data Type WTP e WTA e Range e F p

Financial 6.35 15.77 9.42 5524.5 <.001

Biometric 5.88 13.04 7.16 14545 <.001

Location 5.51 15.31 9.80 4692 <.001

Social Media 6.29 13.58 7.30 13955.5 <.001

Communication 5.61 15.80 7.79 10066.5 <.001

Web Traffic 6.27 15.87 9.60 5285.5 <.001

Demographics 6.12 14.28 8.17 7925.5 <.001

Identity 5.93 15.64 9.71 3885.5 <.001

Health 6.14 14.02 7.88 9137 <.001

All 7.11 14.95 7.85 8080 <.001

All data category is only slightly above the highest WTP values and even below
the highest rated WTA category, indicating the sum of WTP and WTA over all
data types cannot be taken as a basis for analysing the overall WTP and WTA
and needs to appear as a separate category, as implemented in this study.

In addition, in Fig. 4, 5, and 6 the significant differences among the different
data types for the respective WTP, WTA and Range analysis are displayed. After
running a Kruskal-Wallis Test (with Dunn post-hoc analysis) the data type All
and Communication show significant differences in comparison with all the other
data types. Also Location significantly differs with most of the other data types.
However, the other seven data type seem to be very similar, indicating that the
differentiation of data types for WTP might be not so relevant as for WTA.
In Fig. 5 the significant differences can be found for more data types where the
differentiation might be more useful.

WTP and WTA for Sharing Scenarios. When comparing the monetary val-
uation for different sharing scenarios with the Wilcoxon signed-rank test (apply-
ing the Benjamini-Hochberg p-value correction to avoid α accumulation errors),
for WTP only two data types have significant differences when comparing Google
with the Apple scenario as summarised in Table 2.

Here the mean values are only slightly higher for Apple, indicating that
participants would pay significantly more for the protection of their Biometric
and Location data to Apple than to Google.

When comparing WTA for both scenarios (see Table 3, all data types show
significant differences. When comparing the means for all data types participants
request more money from Apple than from Google in exchange for their data.
Overall, from the assessment of the difference between WTP and WTA, it can be
observed that when an upper limit is set, the endowment effect can be minimized
compared to the findings of [40].
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Fig. 3. Distribution of the range (WTA - WTP) among the data types (fin = financial
data, bio = biometric data; loc = location information; com = communication data;
web = web traffic data; demo = demographic information; ident = personal identity;
health = health data; all = mean over all data categories)

Fig. 4. Significant differ-
ences of data types in WTP.

Fig. 5. Significant differ-
ences of data types in WTA.

Fig. 6. Significant differ-
ences of data types for the
range between WTP and
WTA.

Table 2. Differences between WTP Google and WTP Apple.

Data Type WTP G e WTP A e F p

Biometric 6.03 6.66 24661.5 <.001

Location 5.17 5.47 26517.0 <.001
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Table 3. Differences between WTA Google and WTA Apple.

Data Type WTA G e WTA A e F p

Financial 15.59 15.97 4582.5 <.001

Biometric 15.43 15.71 5794 <.001

Location 12.87 13.19 7716 <.001

Social Media 13.11 13.56 7559.5 <.001

Communication 15.14 15.51 5408.5 <.001

Web Traffic 13.52 13.90 7260.5 <.001

Demographics 13.45 13.74 8660.5 <.001

Identity 15.41 15.77 6154.5 <.001

Health 15.69 15.92 5276 <.001

All 17.72 17.83 3539.5 .02

4.2 Influencing Factors

Reliability Analysis of Influencing Factors. The reliability of the privacy
constructs needs to be assessed to determine the internal consistency of the
constructs. The Cronbach’s α coefficient is a statistical tool used to assess the
internal consistency or reliability of a group of survey questions. The Cronbach’s
α coefficient is expressed on a standardized scale of 0 to 1, with higher values
indicating greater agreement among the survey items. Therefore, Cronbach’s α
can be used to quantify the level of agreement among the questions and ensure
that they are measuring the intended characteristic effectively [11]. Hair et al.
[13] suggest that Cronbach’s α coefficient of ≥.70 is widely accepted as an ade-
quate level of reliability, but values as low as ≥.60 could be considered acceptable
in the context of exploratory research. In Table 4 Cronbach’s α is displayed for
each construct. All privacy dimensions yield acceptable or good (and in two cases
excellent) α values, except for one dimension of privacy concern, perceived con-
trol (PC1: Control). Removing single items did not result in an improved Cron-
bach’s α, but a Cronbach’s α of .64 is still acceptable for exploratory research,
and will therefore, be taken into consideration for further analysis. All other con-
structs can be integrated into the analysis with their respective items, yielding
sufficient internal consistency.

Privacy Concern. For the analysis of the association of Privacy Concern and
WTP and WTA, the responses of only 500 participants can be taken into account
as the Privacy Concern questionnaire was integrated in all four studies.
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Table 4. Reliability Analysis of Influencing Factors.

Influencing Factor Cronbachs α Conf. Interval Reliability

PB: Prot. Beh 0.80 0.74, 0.86 good

PB: Self Efficacy 0.75 0.75, 0.87 acceptable

PC: Overall 0.89 0.87, 0.90 good

PC1: Control 0.64 0.58, 0.69 poor

PC2: Awareness 0.78 0.74, 0.81 acceptable

PC3: Collection 0.85 0.82, 0.87 good

AW: Overall 0.88 0.86, 0.89 good

AW1: Perc. Sensit 0.83 0.79, 0.85 good

AW2: Perc. Surv 0.90 0.88, 0.91 excellent

AW3: Perc. Intr 0.82 0.79, 0.85 good

AW4: Per. Contr 0.79 0.75, 0.81 acceptable

AW5: Second. Use 0.91 0.89, 0.92 excellent

In Fig. 7 the association of Privacy Concern shows only small negative corre-
lations (after running Spearmans correlation analysis), whereas in Fig. 8 positive
moderate correlations can be seen between Privacy Concern and WTA, indicat-
ing the more concern participants are the more money they demand in exchange
for their personal data.

Fig. 7. Correlation between WTP and
Privacy Concern displaying all Data
Types.

Fig. 8. Correlation between WTA and
Privacy Concern displaying all Data
Types.
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Privacy Behaviour. For the analysis of the association of privacy behaviour
and WTP and WTA, the responses of only 100 participants can be taken into
account as the privacy behaviour questionnaire was only integrated in study 2.

Fig. 9. Correlation between WTP and
Privacy Protection Behavior displaying
all Data Types.

Fig. 10. Correlation between WTA
and Privacy Protection Behavior dis-
playing all Data Types.

In Fig. 9 the association of privacy Protection Behavior shows only small
negative correlations (after running Spearmans correlation analysis), whereas for
the data types Location Communication the correlations are more negative but
still weak. In comparison to In Fig. 10 we see only positive correlations between
Privacy Protection Behavior and WTA, showing mostly moderate positive cor-
relations. The differences between WTP and WTA are interesting to examine
as we assumed that with higher privacy Protection Behavior WTP would also
increase, where the opposite is shown. For WTA the correlations are examined as
expected, indicating with higher Privacy Protection Behavior participants also
demand more money in exchange for their different data types.

Privacy Literacy. For the analysis of the association of privacy literacy and
WTP and WTA, the responses of only 100 participants can be taken into account
as the privacy literacy questionnaire was only integrated into study 3. Similar
effects can be observed when comparing Privacy Literacy with WTP and TWA.
In Fig. 11 the correlations can be observed between Privacy Literacy and WTP,
where for most data types only a very weak positive correlation can be examined.
When comparing it with Fig. 12, again mostly positive moderate correlations can
be observed between Privacy Literacy and WTA, indicating, with higher Privacy
Literacy participants demand more money in exchange for their personal data.

Privacy Awareness. To evaluate the influence of the privacy nudges the pri-
vacy awareness questionnaire has been asked before and after the nudges have
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Fig. 11. Correlation between WTP
and Privacy Literacy displaying all
Data Types.

Fig. 12. Correlation between WTA
and Privacy Literacy displaying all
Data Types.

been presented. When evaluating the different privacy awareness dimensions for
the general influence of privacy nudges without taking the type of nudge into
consideration, we can observe a significant difference only for two privacy aware-
ness dimensions (Perceived Surveillance an Perceived Intrusion), indicating that
the nudges do not have a great effect on privacy awareness (see Table 5).

Table 5. Privacy Awareness Before and After the Privacy Nudges.

Awareness Dim. Mean B Mean A F p

Perc. Surveillance 4.96 5.2 2738.5 .003

Perc. Intrusion 4.94 5.13 2689.5 <.001

However, no significant differences were found for the comparison of the pri-
vacy awareness dimensions before the privacy nudges were shown between the
experimental and control group, and only the overall privacy awareness score
showed significant differences after running a Mann-Whitney U Test (U statis-
tics 4154, p = .038, Benjamini Hochberg corrected p-values). Interestingly, the
control group had a slightly increased overall awareness (mean = 4.79) in com-
parison to the experimental group (mean = 4.63).

5 Discussion and Conclusion

In this study, the monetary evaluation of different data types has been examined
by applying a discrete choice survey for the evaluation of WTP and WTA. Differ-
ent privacy constructs have been examined to measure their influence on WTP
and WTA. The results of the WTP and WTA comparison types show significant
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differences for all data types, adding more empirical evidence to the observation
of the endowment effect [2,28,40]. However, the unreasonable evaluation of WTA
examined by [40] could be lowered by introducing an upper limit in the discrete
choice survey. The two different sharing scenarios only yielded significant differ-
ences for WTA, where participants were requesting more money from Apple in
exchange for all their data types in comparison to Google. For WTP significant
differences could only be found for two data types, where participants are willing
to pay more for their protection to Apple than to Google. Overall, our findings
regarding the WTP and WTA comparison validate the ongoing discussion of
the endowment effect and loss aversion when comparing WTP and WTA. The
analysis of the privacy concern, literacy, behaviour and awareness with the WTP
and WTA assessment did not show the expected results. The correlation anal-
ysis sometimes shows counter-intuitive associations between WTP and WTA,
whereas the association with WTA is always positively correlated and for WTP
negative or not correlated. This indicates that WTA is a more reliable measure
for monetary valuation as it is more in line with previous findings of [2,28,40].

Overall, the research questions can be answered as follows:

RQ1: Is it possible to explore the endowment effect across varying data for-
mats and sharing scenarios? Significant differences has been detected between
WTP and WTA for all different data types, thus the endowment effect can
be examined. However, only for WTA the sharing scenario showed significant
differences among all data types, but only for two data types for WTP.
RQ2: Is there a positive correlation between privacy-influencing factors and
higher values for WTP and WTA? Moderate positive correlations can only be
observed between all influencing factors and WTA, but not for WTP. Inter-
estingly, WTP shows a moderate or weak negative correlation with privacy
concerns, privacy behaviour and privacy literacy. This might indicate, that
WTP and WTA need to be examined separately from each other and do not
measure the same construct.
RQ3: Can the use of framing effects, such as privacy nudges, lead to an
increase in privacy awareness, WTP, and WTA? The privacy nudges did
not increase privacy awareness after the nudges had been presented. Only
two dimensions of privacy awareness slightly increased for the overall pri-
vacy awareness evaluation. The type of nudge did not result in significant
differences in the privacy awareness dimensions between the experimental
and control groups after the nudge had been presented, indicating that the
privacy nudges did not have an influence on privacy awareness.
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Finally, the study can confirm effects observed in previous studies in rela-
tion to the endowment effect and loss aversion between WTP and WTA and
can also confirm previous findings of the influence of privacy concern on WTA
[26]. Overall, when dealing with everyday products, it is typically reasonable to
assume that the value of known goods can be measured reliably. However, in
the domain of data privacy, this assumption becomes vague. Due to information
gaps and cognitive biases, both WTP and WTA metrics are unlikely to serve
as reliable indicators of the individual valuation of data privacy [40]. Hence, on
their own, the monetary estimates cannot reveal the true net worth of privacy,
or monetary value individuals attach to different types of personal information.
For future research, the design of the privacy nudges needs to be improved in
order to make them more meaningful and expressive.

Appendix

A Privacy Nudges, Demographics and Relation
to Influencing Factors

See Figs. 13, 14, 15, 16, 17, 18 and 19.

Fig. 13. Example of the privacy nudges used in the control group (nudge on the left
side) and the experimental group (information nudge and visual nudge on the right
side).
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Fig. 14. Correlation between WTA and
Privacy Concern with Age Categories.

Fig. 15. Correlation between WTP and
Privacy Concern with Age Categories.

Fig. 16. Correlation between WTA and
Privacy Concern with Education Cate-
gories.

Fig. 17. Correlation between WTP and
Privacy Concern with Education Cate-
gories.

Fig. 18. Correlation between WTA and
Privacy Concern with IT Background.

Fig. 19. Correlation between WTP and
Privacy Concern with IT Background.
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Abstract. The presence of packing techniques in malicious software
remains a significant obstacle in malware analysis. Consequently, numer-
ous research efforts have emerged with the objective of developing a
generic methodology to unpack malware. However, these unpacking
methodologies often rely on assumptions about the capabilities of pack-
ers. These assumptions include factors such as the origin of memory
sources, code-writing techniques used to fulfill packing capabilities, the
number of packing layers used, the persistence of code within memory,
and the clear distinction between packer and malware code. In our paper,
we aim to advance the state-of-the-art by addressing these underlying
assumptions associated with malware unpacking. Based on these assump-
tions, we formulate five research questions to be addressed in a study on
the packer capabilities found in a real-world Windows malware and clini-
cal data set consisting of off-the-shelf packers. The answers deduced from
our study demonstrate that the majority of common generic unpacking
methodologies in the literature show significant blind spots, with the
notable exception of the Renovo methodology and its derivatives.

1 Introduction

In 2022, 96,987,253 new distinct malware samples were identified [5]. Examining
each one of them manually is very time-consuming, so an automated analysis
system is desirable. This figure is inflated due to packers introducing polymor-
phism into malware and does not reflect the number of functionally unique sam-
ples [9,19]. According to the number of known unique malware families, this
figure is likely between 454 [22] and 2908 [15]. Therefore, removing this poly-
morphism by unpacking the samples would significantly reduce the problem and
is therefore desirable. With our work, we are aiming to aid the development of
unpackers by addressing typical assumptions that are used in common imple-
mentations at the moment.

In order to tackle the packer problem, numerous unpackers have been devel-
oped. However, due to the high number of new samples every year, creating
a specific unpacker for each of them or for each particular packer is not feasi-
ble. Therefore, the development of a generic unpacker that can handle a large
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number of different samples is desirable. Current generic unpacking prototypes
use a variety of assumptions to observe the sample’s behavior, waiting for the
unpacking to finish, and extracting the unpacked code once or multiple times in
a loop [7,16,20,21,23,27,33]. This methodology leverages the fact that code has
to be in its unpacked form in memory in order to get executed.

Therefore, the unpacker needs to identify the location of the written memory
bytes and has to be aware of the sample’s write operations. This leads to the
first assumption that a generic unpacker needs to make: Should it limit itself
to specific memory locations, e.g. only new allocations or sections that were
created when the image was loaded, or should it invest more resources to not
limit itself? The same is true for the type of memory writes the unpacker needs
to look for. To make matters more complicated, malware authors can leverage
multiple layers [11], or code waves, of packing [18,37] or overwrite previously
written code [37]. Thus, general unpackers need to make the choice whether
they want to invest resources to be aware of such processes or deem them to
be nonsignificant. Lastly, it was shown [37] that there are types of samples for
which the entire unpacked code is never in the memory all at once. This goes
against the common assumption that there is a clear difference between malware
and packer code.

The answers to those questions differ between different implementations of
generic unpackers that are currently discussed in the literature. Furthermore,
to our knowledge, there has so far been no study of the behavior of malware
samples with packer functionality in the context of those assumptions. This is
problematic as it limits the number of educated choices during development
and increases the likelihood of blind spots. For example, a generic unpacker that
searches for packing functions that can be separated from malicious functionality
might be blind to samples that show interwoven behavior. However, if there is
not a significant number of samples with interwoven behavior, searching for them
would unnecessarily slow down the unpacker, potentially limiting its use cases.

In this paper, we aim to provide guidelines for developers of generic unpackers
by creating a study about the behavior of malware with packer functionality in
the context of the assumptions mentioned above. More formally, we want to
answer the following research questions:

RQ1 Which sources are used by malware to obtain memory for unpacking?
RQ2 Which functions and/or techniques are used by malware to write malicious

code?
RQ3 What is the ratio between malware whose entire code is available at the

end of the execution and the remaining malware?
RQ4 How many unpacking stages are typically used?
RQ5 Is it feasible to differentiate between packing and malicious functionality?

To this end, we used 3714 samples from the real-life data set Malpedia [30]
and 2931 samples of the off-the-shelf packer data set dataset-packed-pe [2]
(Packed-PE) to conduct a study using our program to monitor the code and
memory writes executed from malware samples. Malpedia is a manually curated
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data set striving to contain a representative of every version of every malware
family without the polymorphism introduced by packers. Packed-PE strives to
include samples of every available off-the-shelf packer. The results of the study
and the ensuing answers to the research question are the contributions of this
paper.

2 Related Work

In this section, we give an overview of the current knowledge of packer behavior
and elate our research questions to the methods of common generic unpackers.

2.1 Packer Behavior Surveys

Muralidharan et al. [29] provide a comprehensive overview of malware packing
in general. They elaborate on the different types of packers by enumerating
different packing techniques, off-the-shelf packers, and their distribution in the
wild. They also give an overview of different packer identification and detection
techniques among other things.

There are also several programs to statically detect the packer used in the
outer layer, such as PEiD [3] or Exeinfo PE by ASL [1]. They utilize different
signature data bases to detect packers.

An extensive survey on the behavior of packers was conducted by Ugarte-
Pedrero et al. [37]. They suggest that there are six types of packers. The first
three types describe the topology of the unpacking layers. The first type is charac-
terized through a singular tail jump, which is a transition between two unpacking
layers without the second unpacking layer giving control back to the first layer.
The second type describes packers with multiple tail jumps in a row, and the
third type is more complex topologies. Types four and five are distinguished by
the location of the ‘malicious code’. They have used a series of metrics to dis-
tinguish between ‘malicious code’ and ‘packer code’. Type six is a packer that
encrypts and decrypts the packed code as needed.

2.2 Unpacking Heuristic

In the research of packers and unpackers, several different unpacking heuristics
have been proposed.

One possible unpacking heuristic is called Hump-And-Dump [35]. It is based
on the idea that unpacking utilizes big loops, and therefore the execution of big
loops is a strong indicator for them. However, the malware might instead utilize
functions like the LoadLibrary family of functions for unpacking, so no big loops
are being executed by the malware.

Other heuristics are based on the assumption that API calls such as NtTer-
minateProcess or NtCreateUserProcess signal that the packing has concluded or
that a new process is launched with the unpacked malware inside [27]. Though
these API-traced heuristics can be circumvented by the malware [24].
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The write-then-execute heuristic manifests the idea that code must be written
in order to be executed and has already shown promising results [16,23,37]. It is
a very generic principle and makes no assumptions about the properties of the
malware.

2.3 Generic Unpacker Designs

During our literature survey, we found 9 different generic unpacking designs, each
with different assumptions about packer behavior. These differences motivated
the creation of this work. The unpackers are described below, with respect to
their answers to our research questions, and summarized in Table 1.

Polyunpack [33] (2006) uses a mixture of static and dynamic analysis to
find the original entry point (OEP). It is compatible with all possible memory
locations (RQ.1) and write operations (RQ.2). It assumes that there is only
one unpacking layer (RQ.3) without overwrites (RQ.4), as well as a clear divide
between malware and packer code (RQ.5).

Omniunpack [27] (2007) observes executions and memory writes at page-
level (RQ.1) granularity and determines the singular extraction point with a
heuristic based on API calls and an AV scanner (RQ.2). Its methodology assumes
that there are multiple transitions before the malware is unpacked (RQ.3). It is
unaware of code overwrites (RQ4) and assumes a distinction between malware
and packer code (RQ.5).

Renovo [23] (2007) uses emulation and shadow memory to determine the
unpacking state of every byte in the system. It extracts modified bytes every
time a written byte is executed and is therefore compatible with any memory
location (RQ.1) and any write operation (RQ.2). It assumes multiple transitions
(RQ.3) and malware overwrites during unpacking (RQ.4), as well as no clear
distinction between the packer and malware functionality of a given sample
(RQ.5). Renovo also represents EtherUnpack [16] (2008) and Malwise [9]
(2012), as they are modified reimplementations of Renovo. CoDisasm [8] (2015)
and PinDemonium [14] are also grouped under Renovo, since they use a very
similar method based on PIN [26].

Eureka [34] (2008) uses different heuristics based on API calls and bigram
analysis to unpack samples. It is compatible with any memory location, as it
dumps the entire process image (RQ.1) and all possible write operations (RQ.2).
It assumes multiple transitions (RQ.3), no overwrites (RQ.4), and a clear divide
between malware and packer code (RQ.5).

Pandora’s Bochs [7] (2008) uses introspection based on Bochs to perform
unpacking. It assumes that the unpacked code is in the image section (RQ.1)
and compatible with any kind of write operation (RQ.2). It also takes multiple
transitions into account (RQ.3), as well as overwrites during execution (RQ.4),
and sees malware and packer code as indistinguishable (RQ.5).

Coogan et al.’s unpacking methodology [12] (2009) extracts the unpacking
method statically and executes it outside of its binary. It is compatible with any
memory location (RQ.1), assumes only direct access to memory (RQ.2), only
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one transition (RQ.3), no overwrites (RQ.4), and a distinction between malware
and packer code (RQ.5).

Jeong et al. [21] (2010) proposed an unpacking methodology that involves
an entropy analysis to determine the state of the unpacking every time a basic
block ends. It assumes that the malware unpacks in sections allocated during
the loading of the image (RQ.1) with any kind of write operation (RQ.2). It
further assumes that there is only one transition (RQ.3), no overwrites (RQ.4),
and that malware and packer code are indistinguishable (RQ.5).

BinUnpack [11] (2018) uses function hooking to find the exact point, when
the import address table (IAT) is constructed. They argue that the creation of a
new IAT is the point when the malware is fully unpacked and the whole process
is dumped. Their method is therefore compatible with any memory location
(RQ.1) and write operations (RQ.2), assumes multiple transitions (RQ.3), no
overwrites (RQ.4), and that malware and packer code cannot be distinguished
(RQ.5). BinUnpack also represents BareUnpack [10] (2018) which employs a
very similar methodology based on Microsoft Detours [28].

Roamer [20] (2019) observes changes in the memory maps of all processes
and dumps new memory regions that meet certain criteria after a set timeout. It
assumes that only new allocated memory regions are used (RQ.1), any memory
writes (RQ.2), multiple transitions (RQ.3), no overwritten code (RQ.4), and no
distinction between malware and packer code (RQ.5).

Table 1. This table presents the findings of our survey on what common unpackers
assume about packing behavior. “Any” in the Memory location and Memory Writes
columns means that they are able to work with any common techniques and functions
used by malware to write code. “New Allocs” describes that the unpacker is only
compatible with newly allocated sections. “Only Images” describes unpackers that
focus on malware that conduct their unpacking purely within the sections of the loaded
image. “Aware” in the Transitions column means that they are aware that there might
be multiple transitions. “Unaware” means that it is assumed that there is only one
transition. “Aware” in Overwrites means that the unpacker is not aware of whether code
is overwritten or not. “Heuristic” describes that the unpacker is aware of overwrites but
uses a heuristic to determine the number of transitions. The last column determines
whether the unpacker assumes that malware and packer code are the same.

Generic Unpacker RQ1 RQ2 RQ3 RQ4 RQ5

Mem. Location Mem. Writes Transitions Overwrites M.==P.

Polyunpack [33] Any Any Unaware Unaware No

Omniunpack [27] Any Unaware Heuristic Agnostic No

Renovo [23] Any Any Aware Aware Yes

Eureka [34] Any Any Aware Unaware Yes

Pandora’s Bochs [7] Only Image Any Aware Aware No

Coogan [12] Any only direct Unaware Unaware No

Jeong et al. [21] Only Image Any Unaware Unaware No

BinUnpack [11] Any Any Aware Unaware Yes

Roamer [20] New Allocs Any Aware Unaware Yes
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3 Unpacking Model

To answer the research questions, we first need a theoretical model for our find-
ings. Since our study focuses on the exploration of unpacking behavior in mal-
ware, we have chosen write-then-execute as our unpacking heuristic. Using such
an open heuristic introduces the potential for false positives. We have addressed
the identification and mitigation of false positives in the implementation chapter.

At first we introduce the kinds of information that belong to our modified con-
cept of code waves [18], which we call unpacking stages. This information helps
establish connections among the unpacking stages, which describe the unpacking
behavior conducted by a given sample. This theoretical base is implemented in
a program to measure the unpacking behavior of malware, which is described in
the subsequent chapter.

3.1 Unpacking Stages

We divide the execution of malware into instances of write-then-execute triggers.
At the beginning of the execution, we start with an unpacking stage L and each
instance of a write-then-execute introduces a new instance of L. Let L be a tuple
of (I, E,W,A) with I ∈ N being the identifier of the unpacking stage, E being
a set of executed basic blocks, W being a set of addresses w with w ∈ N that
have been written to, and A being a set of called API functions. A basic block
is a linear sequence of code without any control manipulation such as jumps,
calls, etc. Every basic block e ∈ E being a tuple (s, l, I) with s, l, I ∈ N being
the start address and the length of the executed basic block and the identifier
for the unpacking stage that was the last to manipulate at least one byte at an
address within the range of the basic block. Every API call a ∈ A being a tuple
(name, P, r) with name being the name of the called function, P ⊂ N being the
list of the in- and out-parameters with r ∈ N being the return value.

An instance of write-then-execute is triggered when an address b is executed
with b ∈ W of the current unpacking stage. As a result, a new empty unpacking
layer is created with the basic block associated with b as its first executed basic
block. Additionally, repeated execution of basic blocks belonging to previous
unpacking stages attributes these blocks to the current unpacking stage. Thus,
basic blocks can belong to more than one unpacking stage. Therefore, our defini-
tion of unpacking stages differs from the model of unpacking layers [37], because
this model arranges its code waves in a graph and encodes the repeated execu-
tion of basic blocks as jumps between layers so that every basic block belongs
to at most one unpacking layer.

3.2 Packer Tags

We have decided on using a tagging system instead of an exclusive category
system. Exclusive category systems demand that there is a mapping from every
sample to a single category. Given the abundance of diverse packers, attempting
to map each one to a single category necessitates striking a balance between
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an overly broad classification and an excessively narrow classification. However,
being too broad may group together unrelated packers, and being too narrow
would result in an escalating number of categories. A tagging system can act
like a non-exclusive category system.

A tag always describes the relationship between two unpacking stages. We
define a tag as a triple (Lm, Ln, T ), with Lm and Ln being unpacking stages and
T being a type of tag with
T ∈ {Transition,Share-Code, Overwrite,Memory-Source,Memory-Writer}.
Note that Lm can be equal to Ln. The tags Memory-Source and Memory-Writer
are further decorated by the function or technique used. Two unpacking stages
that are completely unrelated do not get a tag assigned to them. The complete
unpacking behavior of a specific sample can be accurately described by a set of
the following tags.

Transition describes the transition from Lm to Ln. As mentioned above, this
unpacking stage intuitively says that the 1st unpacking stage executes a byte it
had previously written and, therefore, introduces the Ln.

Share-Code shows that the two unpacking stages Lm and Ln share unaltered
code. This indicates a strong functional and programmatic relationship between
the two unpacking stages.

Overwrite indicates that Ln has been partially or completely overwritten by
a later or the same stage Lm. Multiple stages can overwrite the same stage.
However, the initial stage is excluded from this, because the overwritten code
from the initial stage can be replicated from the image file and, therefore, does
not need to get unpacked. Therefore, it indicates whether all stages of the code
are available at the end of the execution.

Memory-Source states the source of the memory in which the code of Ln

resides. The source describes the way the handle to the writable memory has
been obtained. However, this only describes that Lm gained the handle on a
memory section that is used by either Lm or at a later stage to write and execute
the code of Ln.

Memory-Writer describes the writing relationship between Lm and Ln. Lm

has written the entirety or parts of Ln. For every Memory-Writer there exists
only one Memory-Source but each Memory-Source may have multiple Memory-
Writes.

4 Implementation

In this section, we describe the technical implementation of the model described
in Sect. 3. The implementation is used to describe the unpacking capabilities of
a given sample and is used for the study on the packer capabilities to answer the
posed research questions.

As described in Sect. 3.1, the implementation needs to be able to record
memory writes, executed code, and API calls. This requires insight into the
execution of the malware. There are several ways of achieving this through static
or dynamic analysis. While it is possible to use static analysis, not all code is
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available before and possibly during the unpacking process. Therefore, we have
chosen an approach based on dynamic analysis.

The fastest way employs a debugger which steps through the program. How-
ever, not only do various methods exist to detect and circumvent a debugger,
but also single stepping through a program or setting the correct breakpoints
is very time-consuming. Introspection approaches are generally more covert and
harder to detect than debuggers.

Therefore, we have chosen the emulation introspection framework
PANDA [17] to implement our program using PyPanda [13] due to its popu-
larity and stable API. PANDA is based on QEMU and directly ties into the
execution of it.

4.1 Behavior Recording

As described in Sect. 3.1, we need to record the executed basic blocks, written
memory addresses, and API calls. Executed basic blocks and written memory
addresses are monitored through callbacks provided by PANDA. We decided
to implement our system for the x86 Intel architecture, since we found that
only 6.49% of the Windows executables uploaded to Malware Bazaar [4] from
February 2020 until March 2023 are 64bit executables.

The callbacks for the memory writes and basic blocks each produce log lines
containing the current process-id, thread-id, an indicator to which callback has
produced the log line, and the current program counter. The log lines associated
with the memory writes also contain the address of the write, the length of the
written data, and the written data. The log lines produced by the basic block
callbacks contain the base address and the size of the basic block.

We have found that the extensive use of callbacks is detrimental to the run
time of the analysis. Since we want to achieve good performance for our program,
we have chosen to implement several optimizations. First, we limit the recording
to the processes of interest. To this end, we utilize the callback of PANDA which
is executed every time the CR3 register changes. The CR3 register contains the
current Address Space ID (ASID), which is an indicator of the currently active
process. Therefore, callbacks are only activated when the ASID indicates that a
process of interest is being executed. The PIDs of the processes of interest are
gathered in a watch list. The original malware process is initially added to this
list. Additional processes are deemed ‘of interest’ and their PIDs are added to
the list if they are launched by the malware or a process injection is performed.
PIDs are removed from the list when a process on that list terminates. An empty
watch list ends the analysis rather than waiting for the timeout to expire.

Second, callbacks are deactivated when a big loop is being executed as an
evasion technique, as described by Lita et al. [25]. To this end, a hash map is
created containing a counter each for every written memory address and executed
basic block counting the number of writes and executions. Anytime one of the
counters reaches a certain threshold, the respective callback is deactivated. To
determine whether we have left the big loop, we utilize the basic block translation
callback by PANDA. This callback ties directly into the way QEMU [6], which
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PANDA is based on, executes code. To emulate code, QEMU divides it into basic
blocks and translates these into tiny code, which is a platform-independent code.
Then this code is compiled and run directly on the host machine. To ensure
efficiency, every basic block is translated once and stored in a lookup to limit
the need for redundant translations. Therefore, the translation of basic blocks
serves as an indicator that novel code has been executed, indicating that the
big loop has been exited. So, the translation of code flushes the hash maps and
reactivates deactivated callbacks.

For the last aspect, we record the API functions by utilizing PANDA’s hooks2
framework. Deactivating Address Space Layout Randomization (ASLR) enables
us to recognize called API functions by their addresses. Therefore, we created
lookups of both addresses using APIScout [31] and function signatures for the
API functions that are relevant for malware unpacking. From this information, a
hook is created for each relevant function. These hooks read the input parameters
of its function and create a second hook that breaks on the return address which
is read from the stack. The second hook reads both the output parameters and
the return value of the function, before removing itself. In case a function is
called that has the potential to alter the memory map of the process, a list of all
loaded modules with their names, base addresses, and sizes is also logged. With
this, all important recordings for the unpacking stage L have been described.

Lastly, the analysis starts with the execution of the malware inside the emu-
lated operating system and runs for a predetermined amount of time. When the
operating system first switches context into the malware process, it is recognized
by the name of the process and activates the callbacks. Also, the process’ PID
is added to the monitored watch list, as mentioned above.

4.2 Generating Unpacking Stages

To create an unpacking stage, the log file is first read line by line. Each write
operation, executed basic block, and API call by the malware is attributed to
the current unpacking stage. Since the unpacking stage should be limited to the
actual malicious code and not include libraries, all write operations, executed
blocks, and API calls performed by a library are discarded. The discarding is
based on whether the program counter contained in that log line is within the
range of a loaded library. However, the library might have been modified by
the malware either on disc or in memory, in which case the operations are not
discarded as long as they are within the modified ranges of the library. This
not only allows us to distinguish the direct addressing of memory locations by
malware from those by libraries but also to detect code caves [36]. Furthermore,
this reduces false positives triggered by libraries due to the generic write-then-
execute heuristic.

But there is also the possibility of libraries performing unpacking tasks on
behalf of the malware, e.g. RTLDecompressBuffer. Therefore, we need to iden-
tify the functions that malware uses to unpack. To achieve this, a whitelist of
functions has been iteratively generated by tagging every executed basic block
with its associated memory location and source. When the source of a basic
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block could not be determined, the sample was manually debugged to identify
the source of the memory for the untagged basic block. The function is added
to the whitelist and it is then checked whether our system is able to attribute
the source to the basic blocks. This ensures that the diverse methods that are
at the disposal of malware are accounted for and that a warning is generated in
case new methods are developed to quickly detect them. However, this method
is not able to record unpacking behavior conducted using return oriented pro-
gramming.

So whenever a new basic block is executed which has been previously written
to by the same unpacking stage, a new unpacking stage is created. All subsequent
memory writes, executions, and API calls are attributed to the new unpacking
stage, as described in Sect. 3.1. In case the analysis involves more than one
process, this approach is parallelized to accommodate each process. The result
of this analysis is a sequence of unpacking stages.

4.3 Generating Packer Tags

The unpacking stages are organized in a list, and consecutive stages are tagged
with a Transition tag. A nonempty intersection between the sets of executed
blocks of two unpacking stages triggers a Share-Code tag. Analogously, a
nonempty intersection between the sets of the write operation of a later stage
and executed code of an earlier unpacking stage triggers an Overwrite tag. The
Memory-Writer tag is triggered by a non-empty intersection between the sets of
write operations of an earlier stage and executed code of a later unpacking stage.
The Memory-Source tag is applied through the generation or usage of memory
from an earlier unpacking stage in which the executed basic blocks of a later
unpacking stage reside.

The result is a set of tags that describes the unpacking behavior of the
malware.

4.4 Limitations

Our methodology assumes that the code is executed at the point where it has
been written. Unfortunately, this is not the case with interpreted languages, for
example, those that use a custom bytecode representation for their code. Some
malware is written in .NET [30], which employs a byte code and JIT compilation.
Therefore, our methodology is not compatible with .NET malware.

To utilize PyPanda for our experiments, we had to employ runtime optimiza-
tions, as mentioned above. These optimizations may lead to imprecise results,
e.g., that certain memory writes are not recorded or that overlapping code
between two unpacking layers is not fully recorded. For example, it may happen
that a layer is overwritten by a previous one but when memory-write callbacks
are deactivated, these overwrites are not recorded by the system. However, this
imprecision does not have a major impact on the central statements of our
results, since they only involve the quantity of overwritten and overlapping code
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between two unpacking stages and therefore have no influence on the binary
nature of the Overwrite and Share-Code tags.

The general problems of sandboxing malware also apply, like the malware
detecting that it is running inside PANDA and henceforth altering its behavior.

5 Study

In this section, we present our study using the implementation of Sect. 4 of
the unpacking model described in Sect. 3. This study aims to gain a compre-
hensive understanding of the packer capabilities of malware by exploring the
tags assigned to the samples. We begin by introducing our real-world data set,
followed by a description of the experimental setup. Using this information,
we answer the previously posed research questions and assess the unpacking
methodologies on their generality.

5.1 Data Set

We desire two data sets, one consisting of a diverse set of in the wild malware
and a clinical data set consisting of a diverse range of off-the-shelf packers. The
in the wild data set needs to meet the prudent practices described by Rossow [32]
and Plohmann [30]. It needs to encompass a wide array of different actors and
families in order to have a realistic picture of the usage of off-the-shelf packers
and particularly custom packers in the wild. In this way, we remedy the effect
that most packer studies use data sets made up of well-known and documented
packers, as mentioned in [29]. Therefore, we have chosen Malpedia [30]. It is a
manually curated data set that aims for representativeness by covering as many
malware families as possible while limiting itself to one unique version of an
unpacked sample. To enhance reproducibility, Malpedia is organized in a GIT
repository. The commit of our data set is a272e8b71. We used all 3714 32bit
executable samples from Malpedia. A first investigation of the data revealed that
435 (11.71%) of the samples are composed using the .NET framework. Since our
methodology is not compatible with such samples, we have decided to exclude
them from the data set to not compromise the integrity of the results. Also,
382 (10.29%) of the samples have been removed due to not being able to run
inside the VM or not finishing the analysis step. Furthermore, we have removed
48 (1.29%) of the samples because we were unable to fully describe the memory
sources or writers. Therefore, the curated data set consists of 2897 samples. Our
system was able to detect unpacking behavior in 1206 samples (41.63%).

In addition to Malpedia, we also desire a clinical data set comprised of off-
the-shelf packers to compare it with. So, we can differentiate which behavior is
replicable with goodware packed in off-the-shelf packers in a clinical setting and
which can be observed in the wild. To this end, we have decided to use dataset-
packed-pe [2] (short: Packed-PE) as the clinical data set. The commit used is
d64d90d. We used 2931 samples from Packed-PE. Analogously to Malpedia, we
removed 119 (4.06%) .NET samples, 254 (8.67%) broken runs, and 16 (0.55%)
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not fully described samples from the data set. Lastly, we were able to detect
unpacking behavior in 2001 (78.23%) samples.

5.2 Setup

We have used twelve instances of our tool simultaneously and have chosen a time-
out of ten minutes. The virtual machines had 2 GB of RAM and the operating
system was Windows 7 on i386 architecture. Although Windows 7 is relatively
old and its user base has migrated to newer versions, Windows 7 still has very
high compatibility with new and older malware.

5.3 Results

To present our findings, we first explore the Memory-Source tags.

Memory-Source: Our findings are presented in Table 2. Note that each tech-
nique and function is counted only once per sample rather than being counted
across all unpacking stages. The most commonly used memory sources are image
sections and memory sections allocated with VirtualAlloc. In Malpedia 797 and
794 samples exhibited this behavior respectively, while in Packed-PE there were
1699 and 456 samples.

Additionally, there are samples in Malpedia leveraging various heap func-
tions. Allocating memory on the heap is a very common and safe way of allo-
cating memory. However, some malware also use code caves, with 80 samples in
Malpedia and 111 in Packed-PE. Also 63 samples in Malpedia utilize the stack,
which has not been observed in the Packed-PE samples. Another notable tech-
nique is the usage of LoadLibrary functions. Here, the malware first writes or
modifies a DLL file on the hard drive, before loading that DLL with LoadLibrary
and, therefore, fulfilling the write-then-execute metric. It can also be seen that
the number of different techniques is much less diverse, with only 7 different
techniques in the off-the-shelf packers and 18 in Malpedia.

In conclusion, the answer to RQ.1 is that malware uses all kinds of memory
sources, with the image sections and the new sections of VirtualAlloc being
the most prominent. Other possible techniques are rather rare, however, a true
generic unpacker has to be compatible with all kinds of different memory sources.
This shows that Roamer [20], Jeong et al. [21], and Pandora’s Bochs [7] have
blind spots in their methodology.

Memory-Writer: In this segment, we dive into the functions and techniques
employed by malware to write code.

The results are presented in Table 3. In analogy to the above, the techniques
are counted once for each sample. Directly accessing memory, with 1119 sam-
ples in Malpedia and 2001 samples in Packed-PE, emerges as the most popular
method in our study. This means that no Windows function has been used
to write the code. Therefore, directly accessing memory is very common for
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Table 2. This table shows the sources used by samples from our datasets to gain access
to a memory region.

Used Memory Source Malpedia Samples [%] Packed-PE Samples [%]

image 66.09 84.91

VirtualAlloc 65.84 22.79

NtMapViewOfSection 27.61 19.84

RtlAllocateHeap 8.79 0.40

NtAllocateVirtualMemory 8.13 0

codecave 6.63 5.55

VirtualAllocEx 5.64 0

stack 5.22 0

LoadLibraryExW 3.90 0

LocalAlloc 3.07 0

LoadLibraryExA 2.49 0

GlobalAlloc 2.40 0.10

HeapCreate 2.07 0.25

LoadLibraryA 1.58 0

malloc 0.58 0

LoadLibraryW 0.58 0

MapViewOfFile 0.41 0

VirtualAllocExNuma 0.08 0

all examined off-the-shelf packers in Packed-PE. It is worth mentioning that
some compilers may translate memcpy into a loop that directly accesses mem-
ory. Additionally, memcpy is employed by 158 samples in Malpedia and 149 in
Packed-PE. This is a significant decrease compared to the direct access to mem-
ory. The LoadLibrary usages are also reflected in Memory-Writer. The range of
techniques employed by off-the-shelf packers is much more limited than in the
preceding section, with only four techniques used across the entire Packed-PE
data set and seven to ten used in Malpedia.

Our findings in response to RQ.2 reveal that malware mostly relies on the
direct addressing of memory locations when writing code, while the utilization
of functions plays a minor role in comparison. However, there is still a significant
amount of malware that utilizes API calls to write code. Therefore, unpacking
methodologies have to be made aware of both possibilities, or they would be
imprecise for a significant amount of samples. This shows that the methodology
by Coogan et al. [12] has blind spots for malware using API functions.

Overwrite: In this section, we describe and elaborate on the phenomenon of
malware overwriting itself.

Our results are displayed in Table 4. Our data shows that 23.38% in Mal-
pedia and 28.79% in Packed-PE overwrite parts of their executed code during
execution. These parts cannot be extracted from the code of the image file.
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Table 3. This table shows the functions and techniques used by samples from our
datasets to write data that is later executed. The “direct” stands for the direct access
to memory.

Used Write Function/Technique Malpedia Samples [%] Packed-PE Samples [%]

direct 92.79 100.00

memcpy 13.10 7.45

LoadLibraryExW 3.90 0

LoadLibraryExA 2.49 0

memmove 2.16 0

WriteProcessMemory 1.99 0.10

RtlDecompressBuffer 1.82 0

LoadLibraryA 1.58 0

RtlMoveMemory 1.08 0.50

LoadLibraryW 0.58 0

Table 4. This table shows the amount of samples from our datasets, whose code is
overwritten.

Code Overrides Malpedia Samples [%] Packed-PE Samples [%]

Yes 23.38 28.79

No 76.62 71.21

This discovery shows that unpacking schemes that unpack malware without
taking overwrites into account generate imprecise results for a quarter of the
samples, which answers RQ.3. This renders the methodologies that employ a
singular extraction such as Omniunpack [27], Roamer [20], Eureka [34], BinUn-
pack [11], and the methodology of Jeong et al. [21] insufficiently generic.

Unpacking Stages: In this section, we investigate the number of unpacking
stages utilized in malware. To this end, we present the absolute numerical val-
ues and a statistical analysis of the distribution of stages for a comprehensive
overview.

In Table 5, it is evident 432 samples (35.82%) in Malpedia and 432 sam-
ples (35.82%) in Packed-PE comprise only two layers, making them the sim-
plest group. However, the groups consisting of three and four layers contain
284 (23.55%) and 219 (18.16%) samples for Malpedia and 511 (25.54%) and
395 (19.74%) for Packed-PE. In particular, these groups are nearly equal in size
to the group of samples with two layers. On average malware of Malpedia uses
9.15 unpacking stages with the median being at 3.0 and the maximum being at
3120 unpacking stages. Therefore, it is very similar to Packed-PE with a median
of 3.0. However, there is no outlier at the maximum, since the average is very
close to the median with 3.82, and the maximum is at 487.
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The concept of having multiple code waves as described by Bonfante et al.
[8] is an integral part of every methodology for a generic malware unpacker.
Our answer to RQ.4 reflects, as it does for RQ.1 and RQ.2, that malware
mostly adheres to a set of clear rules and that the unpacking stages are rather
limited. However, more complex behavior can be observed in the wild and should
therefore be considered. Therefore, Polyunpack [33], the methodology of Coogan
et al. [12], and Eureka [34] have significant blind spots in their methodology.

Table 5. Number of unpacking stages per sample.

Number of Unpacking Stages Malpedia Samples [%] Packed-PE Samples [%]

2 35.82 44.88

3 23.55 25.54

4 18.16 19.74

5 10.03 0.40

6 5.06 0.30

7 1.16 0.30

8 0.83 0.25

9 0.66 5.80

10 0.50 0.15

11 0.08 0.15

12 0.08 0.10

13 0.17 0

≥15 3.90 2.40

Malicious and Unpacking Functionalities: In this section, we take a look
at the connections and dependencies of the unpacking and malware functionality
of the samples.

To properly evaluate this, we used the Share-Code tag, to identify whether
malware functionalities are executed during an unpacker stage.

Our argument is that when malicious functionalities are executed during an
unpacker stage, it signifies a functional dependency between them. Therefore,
there is no clear distinction between the execution point of malicious function-
alities and unpacker functionalities, and a distinction between the two is not
feasible.

Our findings are displayed in Table 6. It shows that in 979 samples (81.18%) in
Malpedia and 1818 samples (90.85%) in Packed-PE no malicious functionalities
have been observed during the unpacking stages, while in 227 or 183 samples
they were observed. This means that a significant part of our samples showed
malicious functionalities during the unpacking stages.
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Therefore, with respect to RQ.5, we contend that rigid differentiation
between malicious and packer code is not a good generalization, as it does not
align with the pursuit of research generalizability due to the significant portion
of malware not being able to be described by it. Therefore, Omniunpack [27],
Polyunpack [33], the methodologies by Coogan et al. [12] and Jeon et al. [21],
and Pandora’s Bochs [7] are not suitable as generic unpacking methodologies.

Table 6. This table shows the number of samples that displayed malicious function-
alities during unpacking stages.

Malicious
Functionalities During
Unpacking Stages

Malpedia
Samples [%]

Packed-PE
Samples [%]

No 81.18 90.85

Yes 18.82 9.15

6 Conclusion

The goal of this paper is to push the state-of-the-art of understanding malware
unpacking. To do so, we have identified five assumptions that generic unpackers
make in order to be compatible with what they expect to be the behavior of the
majority of samples. Based on these assumptions, we have posed five research
questions to measure their relevancy and correctness and answered them in this
study.

For this study, we have introduced five different tags that describe the inter-
actions between two unpacking stages. When applied to a sample, these tags
describe the unpacking behavior of that given sample. We have explored the dif-
ferent techniques and functions used by malware to acquire memory and write
unpacked code. Furthermore, we have found that a considerable amount of in
the wild samples (64.18%) employ more than one unpacking stage and only in
three quarters of samples is the entire unpacked code available at the end of
the execution. Lastly, we have shown that it is no longer feasible to differen-
tiate between malware and packer code, as there is a significant portion of in
the wild samples (18.82%) in which malicious and packer functionalities are so
intertwined that a clear distinction has been made impossible.

We found that the unpacking scheme Renovo is the only one that is able to
cope with the unpacking behaviors explored in our study. Therefore, we suggest
that Renovo should be taken as a basis for future endeavors in generic malware
unpacking. However, more research is still needed to address various evasion
techniques, such as injection into benign processes used during the unpacking
process, to develop a robust generic malware unpacking methodology.
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Abstract. Detecting intrusions in modern network infrastructures is
challenging because of the growing size and, along with it, the increasing
complexity of structure. While several approaches try to cope with those
challenges, few address problems arising from heterogeneity and changes
within those infrastructures.

We present a self-forming community approach that integrates fed-
erated learning (FL) with distributed intrusion detection systems based
on anomaly detection. It autonomously separates the anomaly detection
models into communities at runtime with the goal of mutual informa-
tion exchange using FL techniques to improve detection accuracy. Com-
munity formation is realized via the introduction of a similarity score
between each pair of models, indicating which models would profit from
aggregation. Through a re-evaluation of the similarity score during run-
time, changes in the deployed infrastructure can be considered, and the
communities adapted. Our experiments show our approach reported no
false alarms when evaluated with a real-world dataset and an intrusion
detection rate of up to 97%.

Keywords: collaborative IDS · federated learning · anomaly detection

1 Introduction

Intrusion detection systems (IDSs) play an essential role in securing network
infrastructures against attacks and unwanted access [2,6]. However, modern
infrastructures have grown significantly in size, complexity, and heterogeneity.
This evolution, particularly exemplified by the Internet of Things (IoT) and
edge computing, renders conventional, standalone IDSs inadequate to manage
the size and complexity. Collaborative intrusion detection systems (CIDSs) have
emerged as a solution in which several sensors and one or multiple analysis units
collaborate and distribute the workload [14]. In centralized CIDSs, all sensors
forward data to a single central analysis unit, which creates a single point of
failure (SPoF) and a bottleneck. In distributed CIDSs, multiple nodes perform
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a distributed analysis, mitigating the disadvantages of a centralized approach,
but usually at the cost of reduced detection accuracy [14].

Cordero et al. [5] introduced the concept of community-based CIDSs. In
their concept, the set of all IDS entities is split into subsets called communities.
Within each community, a centralized community head performs the analysis
of data from all sensors within that community. This concept provides scala-
bility, and experiments demonstrated the performance with ensemble learning
methods. However, the centralized structure inherits the disadvantages of SPoF
and limits scalability within communities. Furthermore, the authors propose a
randomized approach to community formation, which is simple but potentially
leaves a significant gap for improvements. A similar approach improved upon
anomaly detection accuracy by forming communities on the set of IoT devices
across IoT gateways and incorporating federated learning (FL) strategies [9].
This concept utilizes the similarity of IoT devices, which is defined by an exter-
nal analysis tool, to aggregate similar anomaly detection models. However, this
analysis tool is only applicable to IoT devices and IoT infrastructures in general,
so this approach works within the boundaries of fixed and predefined communi-
ties, without adaptivity toward other infrastructures.

With this paper, we focus on research questions that address the main issues
of the state of the art of community-based CIDS:

1. How to autonomously form communities in a way beneficial for detection
accuracy?

2. How to adapt the communities to changes within the observed infrastructure
during runtime?

To address the above research questions, we propose a novel concept of
self-forming communities within distributed CIDS, utilizing similarity relations
among monitored entities gathered at runtime. The key idea is to form the com-
munities in an iterative process from the ground up. This means grouping and
aggregating initially trained anomaly detection models of single entities based on
their similarity. The aggregation is implemented by the concept of FL, resulting
in mutual information exchange, thus, potentially increasing model accuracy for
the contained models. To realize our concept, we introduce a similarity measure-
ment technique that allows the comparison of anomaly detection models with
respect to their ability to correctly predict network traffic behavior. The reevalu-
ation of similarity relations allows for models to change communities at runtime,
eventually grouping with the optimal models and rearranging communities in
case of changes to the infrastructure. With this approach, we are strengthening
scalability, adaptivity, and practicality by performing autonomous community
formation at runtime.

The remainder of the paper is structured as follows. In Sect. 2 we provide
related work and background information for further comprehension of the
paper, which we continue with introducing our approach in detail in Sect. 3,
followed by our implementation and evaluation described in Sect. 4, before we
summarize with future work in Sect. 5.
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2 Background and Related Work

Despite collaborative intrusion detection and federated learning sharing similar
ideas about distributing workload and locality-based computation, they differ
in key aspects. Therefore, in this section, we introduce their concepts, describe
their properties, and examine their respective advantages and drawbacks, while
also discussing related work.

2.1 Collaborative Intrusion Detection

Collaborative Intrusion Detection Systems (CIDSs) were introduced as a solu-
tion to the requirements of intrusion detection within growing-size networks. The
main concept behind this approach is the establishment of collaboration among
individual monitoring entities e.g. IDSs or simple data collectors with the goal
of retrieving a holistic view of the monitored environment and increased detec-
tion accuracy compared to traditional IDS deployments [14]. Collaboration, in
this context, is realized as the different participants sending monitoring informa-
tion, e.g. intrusion alarms or network data, to certain predefined participants for
information aggregation and analysis. There are several approaches for CIDSs
that differ in architecture, data dissemination, aggregation functions, etc. each
with individual strengths and weaknesses.

In particular, centralized architectures, while usually yielding the best detec-
tion accuracy through holistic information at the central entity, suffer from
implementing a single point of failure (SPoF) and weak scalability. Distributed
CIDSs, on the other hand, provide the most versatility and scalability [5,14],
hence we focus on this type of architecture. Here, the individual participants are
distributed and communicate without a central entity. Furthermore, all collabo-
rating entities usually perform both, data acquisition, meaning the collection of
monitoring data, as well as, the analysis of this very data.

Communities. The concept of communities within distributed CIDSs was intro-
duced as a solution to increase the detection accuracy of distributed CIDS com-
pared to centralized implementations [5]. The main idea is to partition the set
of IDS entities within a CIDS into subsets, so-called communities, providing a
centralized architecture where ensemble learning methods can increase detection
accuracy. For each community, one member is chosen as a so-called community-
head with the task of solely performing intrusion detection analysis on data while
the remaining members acquire this very same data. Through this separation of
responsibilities, certain drawbacks, distributed architectures circumvented, are
reintroduced, leading to SPoF and scalability issues within the communities. Our
approach can be seen as an enhancement by the introduction of federated learn-
ing which provides an improvement in SPoF handling and increases scalability.
Further, the in-community similarity goes hand in hand with a structured mem-
ber selection, where the original realization implements random group assign-
ments with the goal of fulfilling certain pre-defined community sizes or numbers
of communities.
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Another approach, focusing mainly on community creation in distributed
CIDS is called SkipMon [15], a CIDS that dynamically configures communities
based on the similarity of the alert data. Similarity is defined through bloom
filters applied to alert data. Every client is spanning a matrix containing the
similarity score to all other clients, which is used to form communities for more
detailed alert data exchange, once the values are above a certain threshold. How-
ever, the authors utilized traditional signature-based IDS for evaluation purposes
and focused solely on distributing alert information. This stands in opposition
to our utilization of anomaly detection as the detection technique extending the
detection horizon to zero-day attacks. Additionally, the communities also imple-
ment a centralized architecture being dependent on one central node for intrusion
detection, whereas our implementation relies on a peer-to-peer infrastructure.

2.2 Federated Learning (FL)

The concept and term Federated Learning has been created in recent years [8]
and resembles a research area in the world of machine learning with decentral-
ization and distribution in mind. The key idea is to collaboratively train models
on clients orchestrated by a central server while keeping the training data decen-
tralized [1,7]. The realization of that concept operates in four consecutive steps
forming a cycle. At first, all clients receive an initial model which they then
autonomously train with their locally collected data. After a certain amount of
time or training iterations, the now adopted model is sent, as the second step,
to the central server. Having received a certain number of individual models, the
central server aggregates those with the resulting model combining features of
the individual ones. This new global model is then distributed to all clients clos-
ing the cycle, and the clients perform model training again. Figure 1 visualizes
this process.

Step 1 Step 2 Step 3 Step 4

Central server chooses a
statistical model to be trained

Central server transmits the
initial model to several nodes

Nodes train model locally with
their own data

Central server pools model
results and generates new

global model

Fig. 1. The four cyclic steps of federated learning.

Through its conception, FL supports the preservation of privacy and does
not assume that training data are identically distributed [8]. As an example that
utilizes those features for an intrusion detection system within the IoT, Nguyen
et al. [9] introduced DIoT, a federated self-learning anomaly detection module
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for the IoT. The authors feature an anomaly-based IDS built on recurrent neural
networks (RNNs) and an automatic classification of IoT devices connected to
each gateway. Each gateway trains a device-type-specific model for each device
category and sends this data to a central aggregation server. They achieved a
low false-positive value, but rely on an external device categorization service,
hence, the classification only works for IoT devices. Furthermore, their concept
of a central aggregation server might not be beneficial or even possible in certain
complex and dynamic IoT infrastructures.

Considering peer-to-peer federated learning, the approach is to distribute
the model aggregation to the clients, who are connected in a peer-to-peer fash-
ion. The motive behind this is the fact, that each client can then aggregate
its own global model adjusting the aggregation to suit its needs. Examples of
such approaches are the works of Roy et al. [11] which first applied peer-to-peer
federated learning and tested it with a medical application. The aggregation of
personalized global models for clients can improve detection accuracy, however,
those clients do not have control over the diversity of connected IoT-devices.
Hence, our approach provides a more careful selection of models within the
communities which, once aggregated, can increase the model accuracy of all
participants more precisely.

On a different path of decentralizing federated learning, Briggs et al. [3] used
the concept of hierarchical clustering within FL to distribute the learning process
and improve the handling of independent and identically distributed (iid) data.
This concept is also implemented by Saadat et al. [12] utilizing the approach
of hierarchical clustering techniques. However, their approaches still require the
use of a central server. A more related approach to ours is achieved by the
work of Sun et al. [13], which are forming groups within federated learning for
intrusion detection. They introduced segmented federated learning, separating
FL participants into groups based on their contribution to the main model.
Groups get formed, thus participants get separated, when they diverge regarding
their contribution to the main model of their respective group. This results
in a community generation based on model characteristics. However, there is
no feature of rejoining members of different groups once they are separated.
Furthermore, there is no onboarding procedure for new models to be assigned
to the best possible group, which is a necessity in the case of highly dynamic
infrastructures such as IoT.

To the best of our knowledge, our approach is the first to incorporate the con-
cept of communities within a peer-to-peer federated learning infrastructure. Fur-
thermore, we realize the community formation in an autonomous and dynamic
manner, aiming for similarity of models, thus being infrastructure independent
and reacting to changes within the deployed infrastructure.

3 Self-adaptive Community Formation

In this section, we define the goals that we want to achieve with our design, give
a high-level overview of our basic concept, followed by an in-depth description
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of our automated approach to optimize community formation. Furthermore, we
give an overview of our intrusion detection strategy.

3.1 Goals

Our design aims to provide a solution to the research questions outlined in the
introduction, i.e., combine community-based CIDS with federated learning and
automatically organize entities into communities. With our solution, we pursue
the following goals:

– G1 - High detection accuracy. The focus on detection accuracy is twofold,
with the number of false positives, the number of incorrectly reported inci-
dents, to be as low as possible, while, simultaneously the number of true
positives, the number of correctly reported incidents, as high as possible. Our
goal is not to distract operators by reporting false alarms, but, at the same
time, not to miss any intrusions in that process.

– G2 - Preserve Privacy. The preservation of privacy has gained in popular-
ity in recent years. Especially within the field of intrusion detection, analyz-
ing potentially sensible data, privacy protection is of growing interest to both
industry and the research community. We focus on the privacy of network
traffic data.

– G3 - Adapt to changes. Changes within infrastructures are inevitable,
considering the vast amount of portable connected devices. Adaptability of
defense mechanisms is therefore an important cornerstone in maintaining high
defense accuracy while experiencing such changes.

3.2 Basic Concept

The underlying concept of our approach is based on the autonomous forma-
tion of communities containing similar anomaly detection models among a set
of potentially heterogeneous models. Similarity is defined by our similarity mea-
surement technique, which generates similarity scores indicating models best
suited for building communities (see Sect. 3.3). The reason for forming these
communities is the mutual information exchange of trained normal behavior
information between models via aggregation. This enables the models to profit
from each other’s findings, potentially increasing detection accuracy. To realize
our approach, our concept implements one anomaly detection model for each
to-be-observed entity, in the sense that it is solely trained on the behavior of
this entity’s network traffic. This enables the models of those entities expressing
similar network traffic behavior to be grouped into communities. Within these
communities, model aggregation via the concept of federated learning is applied
(see Sect. 3.4). As changes within the deployed infrastructure might occur, model
training, model aggregation, community formation, and associated similarity
score calculation are periodically reiterated.

This concept allows for the following advantages. First, to enable a potential
increase in the anomaly detection accuracy of the grouped models, hence fulfilling
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goal G1. This is achieved by the application of federated learning, which works
best if the aggregated models are trained on rather similar data [9]. Second,
to preserve the privacy of the entities’ network data. This is accomplished by
only exchanging model information and not the network traffic data for both the
model aggregation and the similarity score calculation, fulfilling goal G2. Third,
by reevaluation of the similarity relations during runtime, we are able to adapt
to changes in the deployed infrastructure and to achieve our goal G3.

The system model of our approach is visualized in Fig. 2 and consists of
one or multiple gateways to which the to-be-observed entities are connected.
Gateways are connected in a peer-to-peer fashion and contain IDS and man-
agement logic. The IDS is responsible for monitoring the network traffic using
anomaly detection models, generating intrusion alerts where necessary, and com-
municating those to the corresponding actors. The management logic consists
of community management, responsible for community formation and general
model management, federated learning, responsible for model aggregation, and
data management, which provides the data for the score calculation. Further, we
decided to use Gated Recurrent Units (GRUs) for our anomaly detection models
which utilize basic approaches of natural language processing for the representa-
tion and classification of network traffic (Sect. 3.5). GRUs represent an evolution
and improved version of recurrent neural networks and do not require a labeled
dataset.

M M M M

Gateway

Model Information

M M M M

Gateway

M

Dataset Management

Community Management

Dataset Management

M M

Community Management

M

Gateway

IDS IDS

Federated Learning Federated Learning

Fig. 2. A visual overview of our approach shown exemplary with three gateways con-
taining the dataset and model management services and connected via a network. The
different entities are connected to the gateways and the colors of the Models symbolize
the communities those models belong to.

3.3 Community Formation

Unlike the original community-based concept [5], which randomly assigned their
IDS nodes to communities, we purposely aggregate models to form communi-
ties that represent similar network traffic behavior, regardless of size or quantity
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constraints. Furthermore, our approach does not require external analysis tools
and categorization of communities prior to runtime, as is the case with other
concepts [9], due to working exclusively with data that can be acquired during
runtime. This is enabled by our similarity measurement technique, which cal-
culates and assigns similarity scores to each pair of models. This information is
then used for forming communities of similar entities.

Similarity Score Calculation. The main idea is to define the similarity between
two models as the accuracy of each model in the data of the other model. Accu-
racy means the ratio between the number of correctly predicted network packets
and all tested network packets. Essentially, the models get cross-evaluated on
each other’s datasets with the goal of finding models trained on similar data.
Following this approach, we implicitly make a connection between the similarity
in the network behavior of the entities based on how their models are trained.

In detail, the similarity score si,j of the model Mi in regards to model Mj is
calculated utilizing the following equation:

si,j =
|Ci

Mj
|

|Di
Mj

| (1)

Ci
Mj

⊆ Di
Mj

represents the set of correctly classified datapoints of model Mi

in the data set of model Mj and the set Di
Mj

contains all the data points tested.
This calculation happens between each pair of models and also across the indi-
vidual gateways every time a model updates their datasets. The similarity score
table, present at each gateway, is then filled and updated with the calculated
values accordingly. The values are of the form si,j where i indicates the row,
hence the score of model i on the data of model j represented by the column.
The tables between each gateway are synchronized to have a consistent table for
everyone. Each model management is responsible for calculating and updating
the values of its models. In Table 1 an example of such a table is shown.

The calculation of the similarity scores is always performed in the gateway
where the data is collected. As a result, the models themselves are exchanged for
this calculation, having the advantage of preserving the privacy of device-specific
network traffic.

Table 1. The similarity table is present on every gateway. The values are read as the
model Mx of the row is tested with the dataset Dy of the model y of the column and
results in the corresponding similarity score.

D1 D2 D3

M1 0,90 0,90 0,21

M2 0,82 0,85 0,25

M3 0,13 0,37 0,68
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Formation. The formation of the communities is performed according to the
compatibility of the models with other models or existing members, measured by
the similarity score. Generally, when the mutual similarity score of two or more
models is above a certain threshold, a community among them is formed. The
same is true for models added to existing communities. In case a similarity score
of a community member falls below the threshold or its value is higher with other
models or communities, this member is leaving the community. In the special
case, when there is one model with a similarity score above the threshold for
several communities and models, the community or model for which the model
has the highest score above the threshold wins. When forming or expanding a
community, the mutual similarity scores of all participants must be above our
threshold. This provides the assurance that the similarity is definitively above
the threshold between all members. However, our threshold is dependent on
the compared model’s Mi own score si,i, thus a product between a limiting
factor l and si,i. The following formula shows the requirements each model of a
community C has to fulfill.

thresholdi = l · si,i (2)

Mi ∈ C ⇒ ∀j ∈ J, si,j ≥ l · sj,j ∧ sj,i ≥ l · si,i (3)

With J being the set of indices of the models within the community C.
The reason for incorporating the own accuracy of the model into the threshold

generation is to allow for communities of similar models to be formed since a
score si,i of a model Mi on its own dataset Di might not be above a fixed value,
e.g. 0,7, so the threshold of similar models have to be related to si,i.

The limiting factor l of the threshold is l = 0, 9. In our evaluation, we dis-
covered that this is the optimal value for forming communities with suitable
similarity to improve the accuracy of the model (see Sect. 4).

Applying the described community formation to the exemplary similarity
table shown in Table 1, models M1 and M2 would form a community since both
similarity scores s1,2 = 0, 9 ≥ l · s2,2 = 0, 9 · 0, 85 (M1 on D2) and s2,1 = 0, 82 ≥
l · s1,1 = 0, 9 · 0, 9 (M2 on D1) are above the corresponding thresholds. Model
M3 would not be part of this community due to not exceeding the threshold for
its corresponding similarity scores, e.g. s3,1 = 0, 1.

Once a community is formed, one gateway, usually the one responsible for
the most models within that community, acts as the community head, meaning
it manages the FL process by instantiating an FL server where the models of
that community are being transferred to, aggregated, and, finally, redistributed.

The dynamics within the community formation enable the best possible
model combination in regard to similarity even in cases of changing behavior
in the entities. This changing behavior can be evoked through firmware updates
or the reallocation of new responsibilities to those entities. In addition, this app-
roach also allows us, to a certain degree, to tolerate crash faults of community
heads. In the case of a crashed community head, another gateway gets to be the
head of that community; hence the model aggregation can still be performed.
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However, this is only possible if the community is spread over at least two gate-
ways and if there are at least two other models of other gateways involved.

Dataset Management. Prior to the community formation, the dataset manage-
ment is tasked with, on the one hand, selecting relevant data snippets, which
are characteristic for testing other models, and, on the other hand, storing and
updating this information to a local database for the calculation of the similarity
score. The data snippet for each model representing its network traffic consists
of its training dataset. By doing so, we can evaluate the investigated model’s
similarity on the same data the compared model was trained on; hence, utilizing
our similarity score, we can draw the conclusion of whether both models were
trained on similar data. This happens without exposing that data itself to other
gateways, but by exchanging the models themselves for similarity score calcu-
lation. After each model training phase, the updated training data gets merged
with the old data and stored in the database.

3.4 Federated Learning

The concept of Federated Learning (FL) is utilized by our approach to aggregate
individual models, which are found to be similar, to a general model. The goal
is to improve the detection accuracy of the individual models by mutual infor-
mation exchange about the learned network traffic behavior of the associated
entities. By selectively aggregating similar models, we allow the model aggre-
gation to best support the models to learn from each other’s findings [9]. An
aggregation across all heterogeneous models would potentially not be of benefit
regarding mutual learning, hence we combined FL with our community forma-
tion strategy.

Each community is operating its own FL setup with the community head as
the instance operating the model aggregation. The aggregation process is essen-
tially the aggregation of the weights of the models to create a new general model,
which in turn is then distributed to the IDSs as a replacement for the current
models. The aggregation is performed as described in the work of McMahan et
al. [8] through the so-called FedAvg algorithm averaging the values. Once the
general model is built and distributed to the other model management services,
a new round of individual model training is started.

3.5 Intrusion Detection

Anomaly detection is the core part of our intrusion detection, which we try to
improve by realizing our community formation approach in combination with
the concept of federated learning.

Anomaly Detection. The local monitoring performed by our approach is based on
anomaly detection utilizing a certain form of Recurrent Neural Network (RNN)
called Gated Recurrent Units (GRU) [4]. This machine learning algorithm can
be seen as an improvement to the Long Short Term Memory (LSTM) algorithm
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Fig. 3. The utilization of GRU for anomaly-detection within network intrusion detec-
tion

regarding the ability to connect and detect the occurrence and order of certain
events. These algorithms originate from the field of Natural Language Processing
(NLP), where they are utilized for predicting word orders, e.g. to reason about
the content of sentences. This feature can also be utilized for intrusion detection,
particularly anomaly detection since benign network traffic is partly predictive
and repetitive [9]. Utilizing this property enables the algorithm to link certain
events in time, and thus can detect anomalous behavior when certain events fall
out of the frame. This approach was originally introduced by Nguyen et al. [9],
hence, for reasons of comparability, we adopted it almost identically, with an
exception within the extracted data features (see below).

Functionality. The application of GRUs as an anomaly detection algorithm for
network intrusion detection works as follows and is visualized in Fig. 3. First,
seven characteristic features of the network packets are extracted that most effi-
ciently represent a packet. Those features are listed in Table 2 and encompass
the packet length, direction, protocol, etc. The next step is to translate the indi-
vidual network packets into words of an alphabet. Thereby, the tuple of seven
characteristic features is, depending on the values, mapped to a certain word in
the alphabet chosen. After this symbol mapping, the actual GRU algorithm is
used for predicting the probability of the symbol si representing packeti, based
on the last k previous packages with k = 20, after having trained the model first.
Finally, a packet is seen as anomalous if its predicted probability pi of appear-
ance is below a certain threshold pi < δ with δ = 10−2. However, to reduce the
number of false positive alerts, an alert is only triggered for a set of consecutive
packets W = pkt1, ..., pktw and the following is valid:

|{pkti ∈ W |pi < δ}|
w

> γ (4)

with γ = 0.5 and w = |W |.
The principle behind the utilization of GRU is to learn which symbols usually

follow which other symbols. If then, once the model is trained, the symbol order
is different, a possible anomaly is detected, and potentially an alarm is raised.
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The stated values for the introduced variables, the size, and structure of
the neural network, as well as the characteristic features, are all taken from
related work [9]. Hence, we implemented the GRU with three hidden layers
each containing 128 neurons. Only the use of all seven characteristic features
for all models is an exception to the original approach in which different model
types utilize a different number of those seven features. The reason for that is
the required comparability for later aggregation of our models since we do not
group them before but during execution.

Table 2. Those are the characteristic features extracted from a network packet most
useful for describing such a packet. Additionally, the scope of the values of the indi-
vidual features is shown.

Characteristic Value

Protocol encapsulated protocol types

Packet length bin index of packet length

Direction 1 = incoming, 0 = outgoing

Local port type bin index of port type

remote port type bin index of port type

TCP flags TCP flag values

IAT bin bin index of packet inter-arrival time

Once an alert is generated by an IDS, this information is propagated to a
central alert aggregation service for further analysis. This functionality of alert
data exchange and information extraction from alerts is out of the scope of this
paper.

4 Implementation and Evaluation

Our approach is implemented using the Python Programming Language1 which
enables us to use a machine learning library, called “Tensorflow2” combined
with the federated learning framework “Flower3”. Both are open-source libraries
developed by Google and FlowerLabs, respectively. Tensorflow is providing state-
of-the-art machine learning algorithms including Gated Recurrent Units (GRU),
while Flower realizes the client-server interaction and model aggregation when
federated learning is applied.

1 https://www.python.org/.
2 https://www.tensorflow.org/.
3 https://flower.dev/.

https://www.python.org/
https://www.tensorflow.org/
https://flower.dev/
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4.1 Experimental Setup

The setup of our approach is similar to the concept shown in Sect. 3.2. For
evaluation purposes, we focus on an IoT infrastructure setup, but our concept
can be applied to a variety of different infrastructures. The reasons for deciding
on an IoT infrastructure are the natural heterogeneity, size, and complexity of
such networks. Our setup essentially encompasses two types of relevant entities,
namely IoT devices and gateways. The remaining domains of the ISO reference
IoT architecture are of little concern for this approach4.

Each IoT gateway encompasses an IDS and management logic. IoT devices
include a diverse set of appliances fit for different purposes with the commonality
of being connected to one gateway via, in our case, IP-based communication. The
gateways themselves, as is known from the IoT context, manage the connections
to a fluctuating number of devices and, simultaneously, are connected to other
gateways in a peer-to-peer fashion.

Dataset. For the evaluation of our approach, we settled on a dataset that pro-
vides a good balance between depicting current network traffic in IoT infras-
tructures and being representative for comparison to other works. This dataset
was built by Nguyen et al. [9,10] and also used in their work for evaluation
purposes. It provides network traffic data of a variety of different IoT devices
implemented in different infrastructure scenarios. The key benefit of this dataset
is the clear association of network traffic with single IoT devices, allowing us to
realize our setup and gain insight into the community formation decisions taken
autonomously. The content of the dataset includes both benign and attack data,
where the attack data originates from the application of the Mirai attack onto
IoT devices. This plays a part in contributing to its actuality, however, other
attacks are currently not included in this dataset. In total there are 33 IoT
devices; however, for only five of those devices, there is malicious network traf-
fic available. Further, only 14 devices were deployed in a realistic smart home
infrastructure, which our evaluation is mainly based on.

Evaluation Metrics. As suitable evaluation metrics to measure accuracy, we use
the false positive rate (FPR) and the true positive rate (TPR). Thereby, FPR
indicates the rate at which benign network traffic is incorrectly classified as
anomalous, while TPR is the rate of correctly detected attacks as anomalies.
Our intention is to achieve a low FPR causing fewer false intrusion alerts, while
simultaneously maximizing the TPR to increase detection accuracy. To evalu-
ate the FPR values, we performed a four-fold cross-validation on the training
dataset, which means that we divided the data equally into four folds with three
folds for training/validation and one fold for testing. As the testing data only
contains benign data every generated alert is guaranteed to be a false alarm. The
same four-fold cross-validation is performed when testing for TPR. For this rate,
however, the attack data is used which contains malicious, as well as, benign traf-
fic. Hence, a window of w = 250 (see Eq. 4) is considered a false negative when
4 ISO/IEC 30141:2018.
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less than half (γ = 0, 5) of the packets are classified as anomalous, otherwise, it
would be considered a true positive.

4.2 Results and Discussion

Our focus on evaluation encompasses in addition to the general accuracy of
our approach, also an approach to determine the best limiting value l for the
community formation thresholds, as well as an investigation on how well our
formation can adapt to infrastructural changes.
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Fig. 4. Receiver Operating Characteristic (ROC) curve of FPR and TPR comparing
the accuracy of our self-forming communities to the pre-defined communities of related
work.

Accuracy. To evaluate the detection accuracy of our approach we measure
the detection accuracy after model training and community formation rounds.
Within each round, consisting of community formation and model training, the
model training encompasses 17 epochs with a total of three training rounds.
We chose those values to have a basis for comparison with the related work of
Nguyen et al. [9]. In that notice, we evaluated our approach using the same data
set that contains 14 IoT devices with attack data for five of them.

Looking at the Receiver Operating Characteristic (ROC) curve in Fig. 4,
which compares our approach to the related work, we can see that our self-
formed communities perform comparably well with respect to detection accuracy.
While the true positive rate of our approach is slightly lower after the first round
(deviation of up to 2%), the false positive rate of our approach is 0% where the
related work is up to 2% after all rounds are executed. A possible reason for the
lower TPR in the first rounds could be the fact, that our approach requires us
to have at least one round to form the most beneficial communities, whereas the
concept of pre-defined communities has this setup from the beginning.

Investigating community formation in this scenario, there were three com-
munities formed after the first round (see Table 3). These match the pre-defined
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Table 3. Showing the models of devices that were autonomously selected to partici-
pate in communities by our approach. Additionally, the rounds are given in which the
communities existed.

Device Community # 1. Round 2. Round 3. Round

D-LinkCamDCS930L 1 ✗ ✓ ✓

D-LinkCamDCS932L

EdimaxPlug1101W 2 ✗ ✓ ✓

EdimaxPlug2101W

iKettle2 3 ✗ ✓ ✓

SmarterCoffee

Lightify 4 ✗ ✗ ✓

Hue Switch

Table 4. Showing the communities formed when testing all 33 devices with our app-
roach. Note only those communities of models are included in this table, that are not
already listed in Table 3. However, all communities shown in both tables together were
formed when testing all 33 devices. All of the communities of this table were formed
after the first round and stayed in this constellation throughout the execution of our
approach.

Communities (Each row is one community)

D-LinkDoorSensor D-LinkSensor D-LinkSiren D-LinkSwitch D-LinkWaterSensor

TP-LinkPlugHS100 TP-LinkPlugHS110

WeMoInsightSwitch WeMoSwitch

EdimaxCamIC3115 EdimaxCamIC3115

communities of the related work, however, our approach also formed a commu-
nity among two lighting-related devices seen in Table 3 in community number
four. However, this community that formed after the second round did not have
an effect on the FPR value of those models, since both models already had an
FPR of 0%. Note that there is no attack data for those devices, so no TPR values
could be collected. When performing our community formation on the models of
all 33 devices, the formed communities result as shown in Tables 3 and 4. Those
additional communities of Table 4 were formed after the first round and stayed
as such throughout the remaining runtime.

The results of this evaluation show, that our approach is comparable to the
accuracy of related approaches and that our autonomous community formation
is comparable to other mechanisms that classify IoT devices.

Efficiency of Similarity Measure. The efficiency of community formation
depends on a suitable threshold to be able to group the appropriate models
and exclude the improper ones. As our threshold is dependent on the similarity
score of the compared model on its own data (see Eq. 2), we have to determine
the appropriate value for the limiting factor l.
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We evaluated the best value for l by investigating the deviation between
the similarity score of a model Mi (si,j) and the comparative value sjj as of
Eq. 1. For that, we performed our community formation on all 33 devices of the
dataset which resulted in the communities shown in Tables 3 and 4. Focusing on
the models of our formed communities which also correlate with the pre-defined
communities of related work [9], we discovered that the deviation of the values
to be compared is within 90% of sj,j . Further, when we investigated the next
possible community not formed by l = 0.9, we discovered that the value for l
had to be dropped to 0.55, however, when executing model aggregation among
those models there was no benefit in mutual information exchange regarding the
FPR recognizable. This behavior can be subject to change when investigating
with other datasets, however.

Adaption to Change. To evaluate how our community formation behaves under
changes in the deployed infrastructure, we set up a scenario where IoT devices are
exchanged. We were measuring the number of rounds it takes for our approach
to adjust to those changes and how or if the accuracy is affected.

When testing with our accuracy evaluation setup where the formed commu-
nities are shown in Table 3, we changed the first device “D-LinkCamDCS930L”
with the third “EdimaxPlug1101W”. As a result, communities number 1 and 2
were immediately dissolved, and, within the same round, two new communities
were formed between the D-Link cameras and Edimax plugs. Thereby, neither
the models of the D-Link devices nor the models of the Edimax devices expe-
rienced deficits within their FPR or TPR. This can be explained by the fact
that the transformation, dissolving one community and forming another one,
happened within one round. As a consequence, there was no time the model
aggregation was performed between two unsimilar models, hence compromising
the detection accuracy of those. Similar tests encompassing all 33 devices showed
the same behavior, which confirms our approach can adapt to changes within
the infrastructure.

5 Summary and Future Work

Our approach exclusively utilizes available information on similarity during run-
time to improve anomaly detection accuracy within heterogeneous infrastruc-
tures. The main idea is to autonomously aggregate models, representing entities
with similar network behavior, to gain profit from each other’s findings and
improve detection accuracy. Furthermore, our concept is capable of adapting to
changes within infrastructures and can be applied to a variety of infrastructures
that express IP-based communication. The evaluation results show an equal if
not superior detection accuracy of our approach compared to related work, with-
out requiring data preparation through labeling.

Future work includes adapting our approach to analyze network flow data
for a more accurate traceability of malicious network traffic, instead of only
considering the sequential arrival of network packets. This enables a more pre-
cise classification of the relationships among network traffic, especially a more
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accurate distinction between benign and malicious traffic flows when reporting
alerts. As a consequence, other machine learning mechanisms could be evaluated
or might be necessary when analyzing network flow data.
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Abstract. WhatsApp stickers are a popular hybrid of images and
emoticons that can contain user-created content. Stickers are mostly sent
for legitimate reasons, but are also used to distribute illicit content such
as Child Sexual Abuse Material (CSAM). As the process of creating
stickers becomes easier for users from version to version, a digital forensic
analysis is still lacking. Therefore, we present the first comprehensive dig-
ital forensic analysis of WhatsApp’s sticker handling on Android, with a
special focus on the legal context, i.e. the definition of possession of illicit
content. Our analysis is based on 40 scenarios that reflect the full lifecycle
of community-created stickers. We show how the distribution channel of
a sticker found on a device can be reconstructed, partially even when its
traces have been removed from WhatsApp and are not visible through
WhatsApp’s user interface. In addition, we show that Google Drive back-
ups recover stickers, making device seizure dispensable; however, stickers
can still be permanently deleted. Most importantly, we show that simply
finding a sticker on a device is not sufficient to meet the requirements of
the legal definition of possession. Therefore, prosecution for possession
of a sticker requires additional evidence, which we provide.

Keywords: WhatsApp · sticker · possession · CSAM · digital
forensics · Android

1 Introduction

WhatsApp by Meta is the most used messenger app globally [22] and the third
most used Social Network [23]. In 2018 Meta introduced stickers to WhatsApp,
which are a hybrid of images and emojis and were designed to “share your
feelings in a way that you can’t always express with words” in an “easy and fun”
way [27]. Unlike emojis, stickers can be created by users based on any image,
except for format restrictions. Back in 2018 sticker creation was complicated,
as it involved the development of a dedicated sticker app [26]. Later, so-called
sticker makers became popular, such as the “Sticker.ly - Sticker Maker” which
has been downloaded more than 100 million times from Google’s Play Store
alone [24].
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Not surprisingly, stickers are used to distribute not only memes, but also
illegal content such as CSAM [5,14] and Nazi propaganda [21]. Even worse,
WhatsApp automatically saves every sticker received in a chat, hence users may
have incriminating stickers on their devices without knowing or wanting to. This
sounds absurd at first, but the German police reported that CSAM stickers were
posted to a group chat of climate activists (“Fridays for Future”) [2] placing all
members of the group in the precarious position to have CSAM on their devices,
which can have serious consequences for the device owner, such as jail sentences,
if, for example, a sticker depicts CSAM, the possession of which is illegal in 140
countries [12].

Right now, WhatsApp is rolling out the ability to create stickers directly in
WhatsApp [25,28] based on any common image format, making the creation and
sending of personalized stickers even easier. Therefore, a digital forensic under-
standing of stickers is of increasing importance. With this paper, we contribute
a comprehensive digital forensic analysis of WhatsApp’s Sticker handling, with
particular attention to the legal definition of possession.

Contributions and Organization of Paper. First off, we introduce stickers from
a user perspective and concentrate on their peer-to-peer nature and find that
stickers can be collected but are otherwise concealed from a user’s perception,
in contrast to other media types commonly shared per WhatsApp (Sect. 2).

Importantly, we highlight the legal prerequisites that must be met to assume
that a sticker file is possessed by a user, namely control, knowledge, and intent,
as these are the drivers of a digital forensic examination (Sect. 3). Furthermore,
we analyze and compare existing research on WhatsApp to put our work in
perspective (Sect. 4).

To examine the real evidential weight of artifacts, we design and evaluate 40
scenarios, which cover all possibilities a user has to interact with stickers. Our
scenarios incorporate the areas of reception, interaction, removal, and backup
(Sect. 5). Subsequently, we execute the scenarios on one physical and two emu-
lated devices running Android 9, 10 and 13, as well as two different versions
of WhatsApp, respectively. We base our evaluation on WhatsApp’s directories
in both the Android media and data partition, and reduce the data to eleven
relevant artifacts.

Then, we present our fundamental results and, most importantly, reconstruct
the communication from the stored sticker up to its origin (Sect. 6). Next, we
identify the msgstore.db as the primary source for evidence of distribution,
but find that the stickers.db and the whatsapp.log can be used to prove
distribution if the data from the msgstore.db is not available (Sect. 7).

In contrast to distribution, proving possession is complex; therefore, we shed
light on the aspect of control and knowledge (Sect. 8) and find that the mere
existence of a sticker on a device is not sufficient to satisfy the legal requirements
of possession. Consequently, we present artifacts that prove that a user had
control over a file and knew it existed, namely the favorite and quoted messages
in the msgstore.db, favorite stickers in the stickers.db and cached sticker
files, which are only available when the user interacted with a sticker.
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Coherently, we sum our findings per artifact in a conclusive table and find
that without access to the data stored on the data partition there is no evidence
that supports prosecution (Sect. 9) and finally conclude our paper (Sect. 10).

2 Sticker Foundations

Fig. 1. Receiving a sticker from a
stranger who added the recipient to a
group chat called “Experiment”. (Color
figure online)

Fig. 2. The user sent the sticker they
had just received, which is recorded in
the recent sticker menu (red box).(Color
figure online)

First of all, we now introduce the foundations of WhatsApp sticker handling with
a focus on the user experience, while we dismiss the technical details mostly to
Sect. 6.

2.1 Receiving and Sending Stickers

Any user can receive stickers in a chat, as you can see in Fig. 1 in the orange
box. To use stickers, a user can collect previously received stickers by clicking
and selecting “mark as favorite” or the star button which will add the sticker to
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the users favorites menu, which is shown at the bottom of Fig. 1, and is activated
by clicking first on the sticker button (red box) and then on the star button (blue
box). In this example, the user has not yet “favorited” any sticker.

Our user now “favorited” the received sticker and can subsequently redis-
tribute it, as can be seen in Fig. 2. The recipient responded with the sticker
they had just received. Another way to obtain stickers is to install official sticker
packs, which are available by clicking on the plus button in the bottom right
corner. However, these sticker packs are beyond the scope of this paper, as they
are subject to Meta’s Terms of Service, and are therefore unlikely to contain
content of interest to Law Enforcement Agencies (LEAs). Nevertheless, any sent
sticker is recorded by an entry in the recently used stickers menu (red box).

2.2 Stickers are Different

Fig. 3. Excerpt of data initially
stored by WhatsApp in the
user-accessible media partition.

This means that stickers can be distributed in
a peer-to-peer-like manner, can be collected by
users, and hence “going viral” is part of their
design. This is very different from the behavior of
emojis and GIFs (available with the buttons to
the left of the sticker button), which serve a sim-
ilar purpose but cannot be collected because the
available content is the same for every user and is
exclusively provided by the respective platform.

However, just as GIFs, photos, and videos,
stickers are stored locally on the device, but
unlike these other media files, stickers are only
partially affected by the settings for the automatic download of media files. By
default the automatic download of media files is enabled but can be disabled in
the settings, then, WhatsApp suggests that “no media” other than voice mes-
sages will be downloaded. This is misleading, as static stickers are downloaded
nonetheless (see Sect. 8.1), therefore, a user can prohibit the download of any
media file except for static stickers.

Fig. 4. WhatsApp’s can search for, e.g.
images and videos across all chats, but
not for stickers.

Every downloaded media file is stored
in its dedicated directory in the user-
accessible media partition, for which we
show an excerpt in Fig. 3, and is pre-
sented to the user outside of What-
sApp’s user interface, for example, in the
device gallery, except for stickers. This is
due to the fact that only the WhatsApp
Stickers directory is marked with a
.nomedia file, which signals Android’s
media scanner to ignore this directory and its content [7]. As a result, a user is
never confronted with the fact that stickers are stored on their device, in contrast
to other media files.
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However, stickers are also hidden from the user’s perception in WhatsApp’s
user interface. For example, a user can get an overview of all photos, videos,
and GIFs from all chats, which is impossible for stickers, as shown in Fig. 4.
Therefore, apart from used and collected stickers, a user is never confronted
with stickers that are stored on its device beyond the chat in which a sticker was
received.

3 A Special Emphasis on Possession

The differences shown in sticker handling in contrast to the handling of other
media files are a problem in light of the legal definition of possession. For exam-
ple, the civil codes of European countries explicitly define possession as hav-
ing actual control and sometimes even require specific intent [4]. On the con-
trary, common law legislation does not provide a precise definition of possession,
although the concepts applied are similar [4,11]. The aspect of possession of files
has already been argued in court proceedings, for example, when the only CSAM
files found were in the browser cache [11,16].

In proceedings based on CSAM found in a browser cache, some defendants
have admitted that they intentionally viewed CSAM on the Internet, but argued
that they were unaware of the existence of a browser cache and never intended to
possess these images. Consequently, they claimed that they had no control over
these files and therefore did not possess them [11,16]. Although some courts have
accepted this reasoning, others have contended that cached files merely serve as
evidence of past possession while intentionally viewed CSAM was possessed in
the form of the image displayed [11].

Consequently, Howard [11] aptly distinguished the two approaches followed
by the courts and named them Present Possession approach and Evidence Of
approach. The Present Possession approach assumes that the cached files are
the possessed files, which can be circumvented by technical ignorance, e.g., the
existence of the browser cache was unknown to the defendant. On the contrary,
the Evidence Of approach expects the cached files to be the witness of a crime
and, hence, cannot be circumvented by technical ignorance. However, it is hard
to prove that an artifact effectively testifies that a crime was committed. For
example, Horsman [9,10] showed that the existence of a file in a browser cache
does not prove that it was actually displayed on the screen, let alone viewed by
the user, and therefore has little evidentiary value.

In the rest of this paper, we follow the Evidence of approach and concentrate
solely on technical facts that prove a defendant’s capability to control a sticker
and knowledge of its existence, summing up to actual control, and avoid jumping
to conclusions or making assessments, which is the duty of the judge and jury [3].

4 Related Work

So far, no light has been shed on WhatsApp’s sticker handling, although some
specific WhatsApp functionalities have been studied by the community, such as
the call signaling messages [13] or the security of group chats [20].
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However, back in 2014 Anglano [1] established with his work a thorough
understanding of WhatsApp’s artifacts, which included not just the extraction
of information but also correlation from several artifacts to reconstruct, e.g.
deleted messages, but also the temporal context. Anglano focused on SQLite
databases that were stored in the /data/com.whatsapp/databases directory of
the data partition. Anglano identified, for example, the msgstore.db to con-
tain exchanged messages. But, for the reconstruction of deleted information and
the temporal context, Anglano incorporated also the log file of WhatsApp (i.e.
/data/com.whatsapp/files/Logs/whatsapp.log). Fortunately, these artifacts
are still relevant in newer versions of WhatsApp, which we show i.a. in Sect. 6.2.

Although the focus of Anglano [1] was not on media sharing, the exchange
of multimedia files was briefly examined on the example of an image. How-
ever, at the time of the study, WhatsApp did not automatically download
received images; instead, only thumbnails were displayed. As a result, identi-
fying instances of incriminating images on a device always implied that users
had manually downloaded and retained them. Thus, the question of possession
of incriminating images did not arise. In addition, the study could not include
an analysis of stickers as they had not yet been introduced at the time.

Furthermore, significant transformations have occurred in the realm of back-
ups since the publication of Anglano [1]. Today, WhatsApp’s backup strategy
is using Google Drive by default, while additionally creating encrypted local
copies of some files which were studied by Anglano [1]. However, back in 2014,
the backups were encrypted with a universal encryption key that was publicly
known for all users, whereas today these backups are encrypted using AES-256
and employ a unique key stored in Android’s protected data partition [6]. There-
fore, we focus on Google Drive backups which were not studied before, and only
remark the potential existence of local encrypted backups for some databases
(see Table 2, artifacts with ID 3-5).

5 Research Approach

We aim to find which artifacts effectively prove that a user had actual control
over a sticker or distributed a sticker, therefore, we study the complete life cycle
of stickers collected from peers which results in 40 scenarios, we divide into
the areas of (I) reception, (II) interaction, (III) removal, and (IV) backups,
respectively in the context of one-on-one and group chats. We now give a brief
overview of our scenarios, the execution of the scenarios and our evaluation
methodology. For a detailed and atomic description of our experiments, please
refer to Table 4 in Appendix A.

5.1 Scenarios

Generally, our scenarios are created with the idea of comparing the resulting
artifacts against each other, to determine their meaningfulness. For example,
in the reception area, we have the scenario RECEIVE-OFF-NODISPLAY (I.4) and
its direct counterpart RECEIVE-OFF-DISPLAY (I.3). In Fig. 5, we show the flow
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Fig. 5. Flow diagram of the RECEIVE-OFF-NODISPLAY scenario.

diagram of the scenario RECEIVE-OFF-NODISPLAY (I.4) which combines every
possible characteristic of receiving a sticker, resulting in four subscenarios. The
colored boxes highlight a subscenario that represents a case where a user dis-
abled auto-download, was added to a group chat by a stranger, and received
an animated and a static sticker that were never displayed. In contrast, the
RECEIVE-OFF-DISPLAY scenario is identical except that the stickers were dis-
played because the user opened the chat after receiving them. These comple-
mentary scenarios allow us to determine whether there are artifacts that reliably
indicate that a sticker was displayed.

5.2 Execution

In order to have a convenient full access to the file system, we use an emulated1

Google Pixel 6 Pro smartphone, running Android 13, to execute each scenario.
We installed and registered WhatsApp in version 2.23.7.76 with the official pack-
age installer2. Furthermore, we validate the results of the emulated device by
executing key scenarios on a physical Samsung Galaxy S9+ (Android 9 with
WhatsApp v2.22.23.84). To study whether different operating system versions
and app versions have an impact on the artifacts, we executed some scenarios on
an emulated Google Pixel 3a (Android 10 with WhatsApp v2.23.7.76). Please
refer to Table 4 in the Appendix A for a detailed mapping of the devices to sce-
narios. We also provide the extracted data upon request with the assurance that
the phone numbers and accounts involved will not be disclosed.

5.3 Evaluation

For our evaluation we consider artifacts stored in the WhatsApp directories in
the media and the data partition, we acquired logically. Therefore, the recovery
1 Using: Android Studio Electric Eel — 2022.1.1 Patch 2.
2 https://www.whatsapp.com/android/?lang=en.

https://www.whatsapp.com/android/?lang=en
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of deleted files, which requires a physical extraction, is beyond the scope of this
work. Furthermore, we analyzed databases, by commonly connecting and query-
ing them, therefore, we did not consider deleted records that may be recovered
by analyzing their WAL files, which, however, is a discipline of its own [17–19].

Nevertheless, we acquired more data than is feasible for a manual analysis.
For each scenario, more than 200 files have been extracted from WhatsApp’s
directories, including up to twelve databases. Two of these databases, namely
wa.db and msgstore.db, which were already presented by Anglano [1], contained
three tables in 2014, respectively. Now, wa.db and msgstore.db have 33 and
164 tables, respectively. Therefore, we applied a systematic and reproducible
preprocessing step prior to the analysis phase to reduce and structure the data
corpora to a manageable amount for review.

We identify relevant artifacts, by applying a recursive backward search, as
proposed by Klier et al. [15], which starts from the known metadata of a file, and
searches within artifacts for appearances of those metadata and consequently
collects further metadata to search for, until no new metadata can be found.
In this case, we start the search with the sticker’s filename and its SHA-256 file
hash in Base64 representation, based on the findings of Anglano [1]. The collected
findings are saved to a JSON file, which allows a straightforward comparison of
complementing scenarios and a starting point for an in-depth analysis.

Finally, in Table 1 and Table 2, we show all relevant artifacts we identified
with our approach for sticker handling, including a self-assigned ID for further
reference. Please note that square brackets are used to represent a naming scheme
(for an example, see Sect. 6.1).

Table 1. Relevant artifacts of the media partition, located in /media/... (Android
9/10) or /media/Android/media/com.whatsapp/... (Android 13).

ID Filename Path Type Content

1 STK-[YYYYMMDD]-WA[NNNN].webp WhatsApp/Media/WhatsApp Stickers/ WEBP actual sticker file

2 [Base64].thumb.webp WhatsApp/.StickerThumbs/ WEBP animated sticker file preview

Table 2. Relevant artifacts of the data partition, for all Android versions located in
/data/data/com.whatsapp/....

ID Filename Path Type Content

3 wa.db databases/ SQLite contact & profile records

4 msgstore.db databases/ SQLite communication records

5 stickers.db databases/ SQLite data for sticker menu

6 media.db databases/ SQLite media download records

7 whatsapp.log files/Logs/ text file main log of WhatsApp

8 whatsapp-[YYYY-MM-DD].log.gz files/Logs/ GNU zip former versions of log

9 [SHA256 in Base64].webp files/Stickers/ WEBP copy of sticker file

10 [SHA256 in Base64][RESOLUTION].0 cache/webp static cache/ PNG preview of sticker

11 [SHA256 in Base64].tmp[RESOLUTION].0 cache/webp static cache/ PNG preview of sticker
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6 Fundamental Results

We will now explain our fundamental results before addressing the legal questions
at hand in the subsequent sections. Most importantly, each downloaded sticker
file (ID 1, in Table 1) is stored in the directory /WhatsApp/Media /WhatsApp
Stickers which is either located in the root directory (Android 9/10) or in
/Android/media/com.whatsapp (Android 13) of the media partition.

6.1 Sticker Files

Listing 6.1. The structure of a static sticker file with
optional ICC profile and alpha channel information.

Chunk | Length | Offset | Payload (excerpt)
RIFF | 21346 | 0 | WEBP

VP8X | 10 | 12 | 8........
ICCP | 536 | 30 | .........0..mntrRGB XYZ ...
ALPH | 7164 | 574 | .!.m.F...._8I.BD.’.I. ...o>
VP8 | 13218 | 7746 | p....*....>1..D"!..yu. ....
EXIF | 374 | 20972 | II*.......AW..‘.......{"sti

The filenames of the
sticker files adhere to the
scheme: STK-[YYYYMMDD]
-WA[NNNN].webp,
whereas the date
(YYYYMMDD) reflects the
day of reception and is
based on the device time,
just like the file system timestamp. In addition, NNNN is a counter that starts at
0 and increments by 1 with each sticker received that day. However, each sticker,
as identified by its SHA256 hash, is only saved once, regardless of the time it was
received, how many times, or in which chats. However, this is only true when
WhatsApp correctly references all stored stickers; for exceptions, see Sect. 8.1.
Nevertheless, the filename reflects the circumstances of the very first time that
sticker was received.

The stickers adhere to the WebP standard [8], which is a container format for
media content and is based on the Resource Interchange File Format (RIFF).
In Listing 6.1 we show the structure of a static sticker file. The VP8X chunk
indicates which features are present in the given file, such as alpha channel
information. Next, follow optional chunks for an ICC profile (indicated by ICCP)
or the referenced alpha channel information (ALPH). Then, a VP8 chunk follows
which contains the actual image data to be displayed. On the contrary, animated
stickers contain an additional chunk with animation information (ANIM) and
carry the media content in multiple frames (each indicated by ANMF). Afterwards,
optional metadata follows, whereas each examined sticker file concludes with a
chunk of Exif information (EXIF).
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Fig. 6. Excerpts of msgstore.db, markings show the reconstruction of a sticker origin
by the example of a group chat. (Color figure online)

6.2 Tracing the Sender

WhatsApp records communication in the msgstore.db (see ID 4 in Table 2),
including receiving and sending of stickers. In Fig. 6 we trace a sticker, as identi-
fied by its file hash and file path (highlighted yellow) in the message media
table, back to the originating chat (red markings). First of all, the column
message row id references an entry in the message table which, in turn ref-
erences an entry in the chat table. The chat table is also referenced by the
message media table, hence, this is redundant information. The chat table,
most importantly, references an entry in the jid table by a jid row id, which
finally points to the chat in which the sticker was received, in this case, this is a
group with the identifier ******139544342844.

In contrast, if the sticker had been received in a one-on-one chat, we would
discover a user identifier and thus the sender. However, in this case we only
identified a group. Now, to identify the concrete sender within the group, we
need further information from the message table (blue markings), namely, the
sender jid row id, which again references the jid table. But this time the
referenced entry contains the user identifier, which is actually the registered
phone number (******737982), of the user who sent the sticker to the group,
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hence the sender is identified. In a one-on-one chat, the sender jid row id is
0, hence, invalid.

Furthermore, if the user of the device under investigation is the sender of the
sticker in question, the value of the from me column in the message table would
be 1 while the chat row id would identify the recipient, again either a specific
user or a group.

6.3 Timestamps Set by WhatsApp

WhatsApp uses several timestamps in its databases, in the whatsapp.log and for
its file names (see Sect. 6.1). We found that the timestamps in the whatsapp.log
reflect the local device time without stating the local timezone used and are
in human readable format (similar ISO 8601). Furthermore, we can confirm
that timestamps which indicate by their name to come from the server, e.g.
receipt server timestamp, indeed reflect the server time in our experiments.
On the contrary, any other timestamp reflects the local device time in UTC+0,
which is consistent with the findings of Anglano [1].

6.4 Hints to the Origin

Information of a stickers origin and creation may be found in the embedded
metadata, for example, in the EXIF tag (see Listing 6.1).

Each of the stickers studied contained a JSON in its EXIF tag, an example is
shown in Listing 6.2 which is not altered by distribution. The embedded infor-
mation is partly used to retrieve more stickers from the same source, e.g. by the
sticker-pack-id or to manage stickers within WhatsApp, e.g. the emojis key
is used to organize stickers by mood. In this case, the sticker-pack-publisher
and the android-app-store-link point to the sticker maker that was used to
create the sticker. The sticker-pack-name was assigned by us, in contrast, the
sticker-pack-id was assigned by the sticker maker app used. However, while
every sticker has such an embedded JSON, the actual available information dif-
fers tremendously, depending on a sticker’s origin.

Listing 6.2. Exif metadata of a sticker.

{"sticker-pack-id": "stickerwhatsapp.com.stickers.stickercontentprovider afylruu",
"sticker-pack-name": "RECEIVE",
"sticker-pack-publisher": "Sticker Make for Wha[sic]",
"android-app-store-link": "https://play.google.com/store/apps/details?id=stickerwhatsapp.com.

↪→ stickers",
"emojis": [[...]]}

6.5 Google Drive Backups

A Google Drive backup restores sticker files that were referenced in a chat
and stored on the device at the time of backup, as well as data from the
/data/com.whatsapp/ directory, including databases, log files, and even cache
files. Therefore, all of our findings can be applied to data restored from a Google
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Drive back up, as even the original filenames of the stickers are recovered, and
hence the filename still represents the circumstances of the very first reception
before the backup. This means that it is possible that the filename of a sticker
points to a date on which the device at hand was not yet in use. Consequently,
a device can contain evidence of crimes committed with another device.

7 Evidence for Distribution

The distribution of a sticker by the user of the device under investigation can be
proven with the msgstore.db database (ID 4, in Table 2), as shown in Sect. 6.2.
In summary, the complete communication, including the time of distribution and
the recipients, can be reconstructed, under the premise that the message media
table has a record for the searched sticker. However, these records are only avail-
able if the respective message or chat have not been deleted after the distribution.
In this case, the distribution can be proven by resorting to WhatsApp’s records
of recently used stickers (see Fig. 2).

The recently sent stickers are recorded in the recent stickers table of the
stickers.db (artifact ID 5, in Table 2) in which a sticker can be identified by
its file hash, referred to as plaintext hash here. Furthermore, the timestamp
of the last distribution is available in the last sticker sent ts column, and
the entry weight column is actually a counter for executed send operations.
However, a user can easily initiate the removal of these entries by deleting a
sticker from the recent stickers menu (see Fig. 2). Fortunately, every insertion
and removal from the recent stickers table is recorded in whatsapp.log, as
shown in Listing 7.1. Therefore, while the recipients of a sticker remain unclear,
some distributions can be proven.

Listing 7.1. Excerpt of whatsapp.log that records the sending or forwarding of a
sticker.

2023-04-12 12:29:41.552 [...] RecentStickers/addEntry/adding entry:
↪→ WeightedRecentStickerIdentifier{stickerIdentifier=RecentStickerIdentifier{fileHash=’
↪→ ELkg[...]’, imageHash=’sqrI[...]’, sticker=Sticker{[...]}, weight=1.0}

[...]
2023-04-18 09:13:32.573 [...] RecentStickers/removeEntry/removing entry:

↪→ RecentStickerIdentifier{fileHash=’ELkg[...]’, imageHash=’sqrI[...]’, sticker=Sticker
↪→ {[...]}, lastStickerSentTs=1681302581878,[...]}

8 Evidence for Possession

While the evidence for distribution is unambiguous, the determination if a sticker
in the WhatsApp Stickers directory is possessed by a defendant is complex;
hence, we now discuss the aspects of control and knowledge of existence, identi-
fied as the main characteristics of possession in Sect. 3, in detail. While intention
is also an integral component in some jurisdictions and must be considered in a
prosecution, we will not discuss its aspects in this paper, as it is hardly techni-
cally.
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8.1 Control

Cache Behavior. Although sticker files are stored in the media partition, they
exhibit cache-like behavior. For example, stickers are automatically stored on
the device upon receipt and are automatically deleted from the file system when
they are no longer referenced in a chat. Additionally, a user has little option
to affect this behavior. To be more precise, static stickers are downloaded even
when the automatic media download has been disabled while the user cannot
object to the automatic removal in any way, for example, when the sticker was
part of a disappearing message. Consequently, sticker files are temporary and
only reflect the state of the sticker within WhatsApp.

This is also reflected by the fact that stickers are downloaded and stored
only once, regardless of how often they have been received. Therefore, storing
the sticker files locally improves the user experience, e.g. due to offline displaying
capabilities, reduced loading times and reduced data usage; hence, improve the
apps performance which is the typical aim of caching. Furthermore, there is no
indication that WhatsApp wants a user to handle sticker files, as they are treated
differently than other media file types (see Sect. 2). To summarize, sticker files
are temporary, improve the performance and are solely managed by WhatsApp,
which is typical behavior for an application cache.

File System Access. Due to the full read and write privileges on the media
partition, a user is capable to exercise full control over a sticker file in the file
system once downloaded and before deleted. Most importantly, stickers deleted
by the user in the file system are not automatically recovered by WhatsApp,
not even when a backup is restored3. However, only technically skilled users can
exercise this control over sticker files by manually browsing the file system with
a file manager, as the respective storage area is not presented to the user, unlike,
for example, the WhatsApp Images directory (see Sect. 2.2).

Control from WhatsApp. In turn, from within WhatsApp, every user can exer-
cise three types of control over a sticker. First, a user can delete sticker files
indirectly, yet reliably, from the WhatsApp Stickers directory4 by any kind
of removing operation offered, such as removing the received sticker from the
chat, clearing the entire chat history, or blocking the contact. Second, a user
is capable to redistribute stickers, as shown in Sect. 2. Third, users can control
whether a sticker is added to their sticker menu by marking it as a favorite.
These WhatsApp-specific options enable every user to control stickers to some
extent.

3 The deleted sticker in the respective chat is replaced by a button that allows the
user to re-download a missing sticker.

4 Under the condition that the sticker is not used in another chat.
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Uninstalling and Migrating WhatsApp. In general, the files within the WhatsApp
Stickers directory are in sync with the status of a sticker in WhatsApp. How-
ever, this linkage dissolves when WhatsApp is uninstalled on Android 9 and
Android 105, while, the sticker files remain on the device. In this case, the only
way a non-technically savvy user can exhibit control of a sticker diminishes.
Even when WhatsApp is reinstalled and recovered from a backup the link to the
stored sticker files is not recovered, in contrary, they are simply re-downloaded
which leads unusually to several instances of identical stickers. The newly down-
loaded stickers again can be controlled from within WhatsApp, but not the old
instances.

Although this effect appeared in our scenarios only on Android 9 and Android
10, sticker files on newer operating system may also be affected, as the device
may have been upgraded from an older Android version which would migrate
the sticker files to the newer operating system without restoring the ability to
control these files.

Assessing Control for Prosecution. To sum up, although the sticker files are
saved in a user-accessible storage area, there are arguments that contradict the
assumption that the sticker files in the WhatsApp Stickers directory are under
the control of the user. Therefore, the ascertainment that a sticker file is stored on
a device is not sufficient and a digital forensic examination should bring those
sticker files to light, which are accessible from within WhatsApp, and hence,
evidently controllable by a user.

8.2 Knowledge of Existence

First of all, WhatsApp downloads sticker files to the WhatsApp Stickers direc-
tory, regardless of whether the chat has been opened by the user. Since the user
is not confronted with sticker files in any other context, as shown in Sect. 2.2,
an investigator cannot assume that a user knows that a sticker exists even when
it is referenced in WhatsApp’s user interface. Therefore, an examination must
further verify the evidence of knowledge.

Distributing, Quoting and Starring. The best evidence for knowledge is the proof
that a user actively engaged with a sticker, for example, by distributing, quoting,
or starring. Therefore, the evidence of distribution that we presented in Sect. 7
can also be used to prove knowledge. However, stickers that were quoted, which
is not a distribution, are handled slightly differently. To be more precise, they
are recorded in message quoted media table of the msgstore.db instead of the
message media table while the rest of the communication can be reconstructed,
as demonstrated in Sect. 7 and Fig. 6.

Additionally, the msgstore.db database (ID 4, in Table 2) records which
sticker messages have been marked as favorites by setting the starred column

5 WhatsApp on Android 13 asks the user if “keep app data” is desired. Irrespective
of the users’ choice on Android 13 the user stays in control of the sticker files.
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of the message table to 1. Furthermore, the stickers.db database (ID 5, in
Table 2) records favorite stickers in the starred stickers table. Finally, every
sticker that was sent, forwarded or marked as favorite is additionally stored in the
/data/com.whatsapp/files/verbStickers/ directory of the data partition, by
the name of their file hash, e.g. a0FxYpH-avyuN7RqWB+Zdz7Kd6DhyNWbc++cVy
7xeoE=.webp (ID 9, in Table 2). This is not the case for stickers with which
the user has not been interacting with; hence, this also proves that the user was
aware of the existence of a sticker.

Manual Download. Furthermore, a manual download of a sticker is also
strong evidence that a user must know of the existence of a sticker. For-
tunately, WhatsApp logs media downloads with their respective settings in
the whatsapp.log log file (artifact ID 7, in Table 2), as shown in List-
ing 8.1 for a manually downloaded sticker. A manual download is indicated
by autoDownload=0, mode=manual and MediaDownloadManager/ start manual
download, consequently, automatically downloaded stickers are logged with
autoDownload=1, mode=auto and MediaDownloadManager/ queueDownload
auto download. Therefore, the log records the actual mode that was used to
download a sticker and not the state of the auto-download setting; hence, actu-
ally proves a manual download.

Listing 8.1. Excerpt of whatsapp.log that indicates an automatic download of a sticker
as identified by its hash.

2023-04-18 11:41:02.691 [...] MediaDownload/initialized;mediaHash=fSxk[...] autoDownload=0
[...]
2023-04-18 11:41:02.694 [...] MediaDownloadManager/start manual download [...], message.

↪→ mediaHash=fSxk[...]
[...]
2023-04-18 11:41:03.004 [...] MediaDownload/updateMessageAfterDownload/mediaHash=fSxk[...]

↪→ url=https://157.240.223.60/[...]&mode=manual status=success

Evidence for Display. While the display of a sticker may indicate knowledge, it
is rather weak evidence, as a user must not see everything that was displayed,
e.g. when scrolling to the end of a conversation rapidly. However, the display can
be proven, as WhatsApp creates thumbnails of stickers when displaying them
in a chat or in the notification bar. These thumbnails are stored in the data
partition in the /data/com.whatsapp/cache/webp static cache directory (ID
10 and 11 in Table 2). The thumbnail file name contains the resolution (i.e.
64x64px) and the SHA256 hash of the actual sticker encoded in Base64, e.g.
\Z6 + XOkb77NrYytqBDhXG95svMaPc1tJzAc + 2r9N0cDo = .tmp 64 64.0.
The existence of a thumbnail with a resolution of 64x64px indicates that the
sticker was shown in the notification bar whereas a thumbnail with a resolution
of 438x438px was displayed in a chat.
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9 Summary

We strongly advise that a prosecution should not be based exclusively on the
existence of an incriminating sticker file in the WhatsApp Stickers directory,
as this neither proves knowledge nor control. Therefore, in Table 3 we sum up
our findings for each relevant artifact with respect to the evidence available
under a given premise and, hence, open up the opportunity to prosecute stickers
profoundly.

However, all artifacts that can prove distribution, knowledge, or control are
stored in Android’s data partition, which may not be acquirable in an investiga-
tion. This issue can at least partially be circumvented with a live examination,
as the contents of the msgstore.db database and the stickers.db database,
are reflected in WhatsApp’s user interface.

Table 3. Summary of artifacts, incl. ID and evidence contained for Distribution,
Knowledge and Control.

ID Name Premise Evidence of. . .

Dis. Knowl. Cont.

1 STK-[YYYYMMDD]-WA[NNNN].webp - × × ×
2 [Base64].thumb.webp - × × ×
3 wa.db - × × ×
4 msgstore.db: message media hash & path identical × × �
4 msgstore.db: message media hash & path identical, from me=1 � � �
4 msgstore.db: message quoted media hash & path identical × � �
4 msgstore.db: message starred=1 × � �
5 stickers.db: recent stickers hash identical � � �
5 stickers.db: starred stickers hash identical × � �
6 media.db - × × ×
7 whatsapp.log hash in RecentStickers/[add|remove]Entry � � �
8 whatsapp-[YYYY-MM-DD].log.gz hash in RecentStickers/[add|remove]Entry � � �
9 [SHA256 in Base64].webp hash in file name × � �
10 [SHA256 in Base64].=.tmp 64 64.0 hash in file name × see Sect. 8.2 �
10 [SHA256 in Base64] 438 438.0 hash in file name × see Sect. 8.2 �
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10 Conclusion

WhatsApp and stickers are a widespread and popular way to communicate.
However, they can be used to distribute incriminated files and, hence, are in
the focus of LEAs. Our study shows that a user can have stickers on its device
without knowing or wanting to. For example, as a member of a innocuous group
which is muted and rarely read a user has no option to prevent the unaware and
automatic storage of a sticker on its device. Therefore, the mere existence of an
incriminated sticker does not satisfy the prerequisites for possession. However,
in such cases we show that deleting the sticker from the chat and from the file
system is sufficient to effectively extirpate the incriminated content.

Furthermore, to hold offenders accountable, we identified evidence that
proves distribution, knowledge, or control, even when the respective informa-
tion has been removed from WhatsApp’s user interface. However, our results
show that a logical acquisition of an Android device is insufficient for prosecu-
tion in any case, whereas a live examination can be used in case access to the
data partition is not available. On the other hand, we show that seizing a device
is not effective to deny an offender access to the incriminated material as stickers
can be immediately restored from a Google Drive backup, hence, the access to
the backup must be prohibited, as well.

Overall, we showed that the concept of possession presents several intricate
challenges that require careful examination during a digital investigation. While
the possession of digital files when they are stored in an application’s working
directory has concerned courts for a long time, there is little digital forensic
research on the topic, especially beyond browser caches. This is concerning, as
smartphones and their apps are an important part of most peoples lives today,
and, while it is the duty of the judge and the jury to evaluate if incriminated
files are possessed, it is the duty of us to deliver the facts necessary to make the
evaluation.

A Detailed Description of Executed Scenarios
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Abstract. Split learning (SL) is a new collaborative learning technique
that allows participants, e.g. a client and a server, to train machine learn-
ing models without the client sharing raw data. In this setting, the client
initially applies its part of the machine learning model on the raw data
to generate Activation Maps (AMs) and then sends them to the server to
continue the training process. Previous works in the field demonstrated
that reconstructing AMs could result in privacy leakage of client data. In
addition to that, existing mitigation techniques that overcome the pri-
vacy leakage of SL prove to be significantly worse in terms of accuracy. In
this paper, we improve upon previous works by constructing a protocol
based on U-shaped SL that can operate on homomorphically encrypted
data. More precisely, in our approach, the client applies homomorphic
encryption on the AMs before sending them to the server, thus protect-
ing user privacy. This is an important improvement that reduces privacy
leakage in comparison to other SL-based works. Finally, our results show
that, with the optimum set of parameters, training with HE data in
the U-shaped SL setting only reduces accuracy by 2.65% compared to
training on plaintext. In addition, raw training data privacy is preserved.

Keywords: Activation Maps · Homomorphic Encryption · Machine
Learning · Privacy · Split Learning

1 Introduction

Nowadays, machine learning (ML) methods are widely used in many applications
due to their predictive and generative power. However, this raises serious con-
cerns regarding user data privacy, leading to the need for privacy-preserving
machine learning (PPML) solutions [9]. Split Learning (SL) and Federated
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Learning (FL) are two PPML methods that rely on training ML models on
decentralized data sources [19]. In FL [22], every client runs a copy of the entire
model on its data. The server receives updated weights from each client and
aggregates them. The SL [7] model divides the Neural Network (NN) into two
parts: the client-side and the server-side. SL is used for training NN among
multiple data sources, while mitigating the need to directly share raw labeled
data with collaboration parties. The advantages of SL are multifold: (i) it allows
multiple parties to collaboratively train a NN, (ii) it allows users to train ML
models without sharing their raw data with a server running part of a NN model,
thus preserving user privacy, (iii) it protects both the client and the server from
revealing their parts of the model, and (iv) it reduces the client’s computational
overhead by not running the entire model [20].

Though SL offers an extra layer of privacy protection by definition, there are
no works exploring how it is combined with popular techniques that promise
to preserve user privacy (e.g. encryption). In [1], the authors studied whether
SL can handle sensitive time-series data and demonstrated that SL alone is
insufficient when performing privacy-preserving training for 1-dimensional (1D)
CNN models. More precisely, the authors showed raw data can be reconstructed
from the AMs of the intermediate split layer. The authors also employed two
mitigation techniques, adding hidden layers and applying differential privacy to
reduce privacy leakage. However, based on the results, none of these techniques
can effectively reduce privacy leakage from all channels of the SL activation. Fur-
thermore, both these techniques result in significantly reducing the joint model’s
accuracy.

In this paper, we focus on training an ML model in a privacy-preserving man-
ner, where a client and a server collaborate to train the model. More specifically,
we construct a model that uses Homomorphic Encryption (HE) [4] to mitigate
privacy leakage in SL. In our model, the client first encrypts the AMs and then
sends the Encrypted Activation Maps (EAMs) to the server. The EAMs do not
reveal anything about the raw data (i.e. it is not possible to reconstruct the
original raw data from the EAM).

Contributions: The main contributions of this paper are:

C1. We designed a simplified version of the 1D CNN model presented in [1]
and we are using it to classify the ECG signals [16] in both local and SL
settings. More specifically, we construct a U-shaped split 1D CNN model
and experiment using plaintext AMs sent from the client to the server.
Through the U-shaped 1D CNN model, clients do not need to share the
input training samples and the ground truth labels with the server – this is
an important improvement that reduces privacy leakage compared to [1].

C2. We constructed the HE version of the U-shaped SL technique. In the
encrypted U-shaped SL model, the client encrypts the AM using HE and
sends it to the server. The advantage of HE encrypted U-shaped SL over
the plaintext U-shaped SL is that server performs computation over EAMs.



A More Secure Split 309

C3. To assess the applicability of our framework, we performed experiments on
two heartbeat datasets: the MIT-DB [16] and the PTB-XL [21], with PTB-
XL currently being the largest open-source electrocardiography dataset to
our knowledge. For the MIT-DB dataset, we experimented with AMs of two
lengths (256 and 512) for both plaintext and homomorphically EAMs and
we have measured the model’s performance by considering training duration
test accuracy, and communication cost. We performed similar experiments
with PTB-XL dataset, however, only with AMs of length 256.

C4. Moreover, our framework takes advantage of batch encryption, an optimiza-
tion technique for memory and computation, to improve computing perfor-
mance over encrypted data. We conducted experiments with and without
batch encryption and compared results.

C5. We designed a detailed protocol to prove our construction’s and provide
proof of its security level under the malicious threat model.

Organization: The rest of the paper is organized as follows1: In Sect. 2, we
present important published works in the area of SL. The architectures of the
proposed models are presented in Sect. 3. The design and implementation of split
1D CNN training protocols are described in Sect. 4, formal protocol construction
in Sect. 5, protocol security in Sect. 6, extensive experimental results in Sect. 7,
and conclude the paper in Sect. 8.

2 Related Work

One of the primary reasons researchers seek novel techniques is to bridge the
large gap between existing privacy solutions and the actual practical deployment
of NNs. PPML consists of cryptographic approaches such as HE and Multiparty
Computation (MPC), differential privacy as well as distributed ML approaches
such as FL, and SL [3]. Google AI Blog introduced FL, where users (e.g. mobile
devices) collaboratively train a model [15] under a central server’s orchestration
(e.g. service provider) without sharing their data. However, in FL, sharing user
model weights with server can lead to sensitive information leaks [8].

SL approach [7] is a promising approach in terms of client raw data protec-
tion, however, SL provides data privacy on the grounds that only intermediate
AMs are shared between the parties. Different studies showed the possibility of
privacy leakage in SL. In [19], the authors analyzed the privacy leakage of SL
and found a considerable leakage from the split layer in the 2D CNN model.
Furthermore, the authors mentioned that it is possible to reduce the distance
correlation (a measure of dependence) between the split layer and raw data by
slightly scaling the weights of all layers before the split. This scaling works well
in models with a large number of hidden layers before the split.

1 Due to space constraints, the necessary background information about 1D CNN, HE
and SL are in Sect. A.

https://ai.googleblog.com/2017/04/federated-learning-collaborative.html
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The work of Abuadbba et al. [1] is the first study exploring whether SL can
deal with time-series data. The authors proved that only SL cannot preserve the
privacy of the data, and employed two techniques to resolve this privacy problem.
However, both suffer from a loss of model accuracy, with the use of differential
privacy degrading the classification accuracy significantly from 98.9% to 50%.

3 Architecture

In this section, we first describe the non-split version or local model of the 1D
CNN used to classify the ECG signal. Then, we discuss the process of splitting
this local model into a U-shaped split model. Furthermore, we also describe
the involved parties (a client and a server) in the training process of the split
model, focusing on their roles and the parameters assigned to them throughout
the training process. Notations for all parameters and their descriptions is in
Table 1.

Table 1. Parameters and Description in the Algorithms

# ML Parameters Description HE Parameters Description

1 D Dataset P Polynomial modulus

2 x, y Input data samples and ground-truth labels C Coefficient modulus

3 n, N Batch size and number of batches to be trained Δ Scaling factor

4 wi, bi Weights and biases in layer i CKKS Encryption scheme

5 f i Linear or convolution operation of layer i pk Public key

6 gi Activation function of layer i sk Secret key

7 ai Output activation maps of gi HE.Enc Homomorphic encryption

8 zi Output tensor of f i HE.Dec Homomorphic decryption

9 η Learning rate HE.Eval Homomorphic evaluation

10 Φ Model’s weights ctxpri Private context

11 E Number of training epochs ctxpub Public context

12 L, J Loss function and error āi Encrypted activation maps

13 O Optimizer z̄i Encrypted tensor

3.1 1D CNN Local Model Architecture

We first implement and successfully reproduce the local model results [1]. This
model contains two Conv1D layers and two FC layers. The optimal test accuracy
that this model achieves is 98.9%. We implement a simplified version where the
model has one less FC layer compared to the model from [1]. Our local model
consists of all the layer of Fig. 1 without any split between the client and the
server. As can be seen in Fig. 1, we limit our model to two Conv1D layers and one
linear layer as we aim to reduce computational costs when HE is applied on AMs
in the model’s split version. Reducing the number of FC layers leads to a drop in
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the accuracy of the model. The best test accuracy we obtained after training our
local model for 10 epochs with a n of 4 is 92.84%. Although reducing the number
of layers affects the model’s accuracy, it is not within our goals to demonstrate
how successful our ML model is for this task; instead, our focus is to construct
a split model where training and evaluation on encrypted data are comparable to
training and evaluation on plaintext data. We also apply the simplified 1D CNN
on the PTB-XL dataset, with a small modification due to the difference in the
number of input channels compared to the dataset from [16]. The training result
on the PTB-XL dataset after 10 epochs with a n of 4 is 74.01%, with the best
test accuracy of 67.36%. In Sect. 7, we detail results for the non-split version and
compare them with split version.

The training process of the local 1D CNN can be described as following: Sup-
pose we have a heartbeat data sample x ∈ R

c, where c is the number of input
features or the number of time steps. x belongs to one out of m ground-truth
classes. Each data sample x has a corresponding encoded label vector y ∈ R

m

that represents its ground-truth class. We can write the 1D CNN as a function
fΦ, where Φ is a set of adjustable parameters as denoted in Table 1. Φ is first
initialized to small random values in the range [−1, 1]. Our aim is to find the
best set of parameters to map x to a predicted output vector ŷ ∈ R

m, where ŷ
is as close as possible to y. ŷ can be a vector of m probabilities, and we pick x
to belong to the class with the highest probability. To find the closest value of ŷ
with respect to y, we try to minimize a loss function L(ŷ,y). Training the 1D
CNN is an iterative process to find the best Φ to minimize the loss function. This
process consists of two sub-processes called “forward propagation” and “back-
ward propagation”. More specifically, forward propagation moves from the input
x throughout the network, reaching the output layer and produces the predicted
output ŷ. Conversely, backward propagation moves from the network’s output
layer back to the input layer to calculate the gradients of the loss function L
w.r.t the weights Φ of the network. These weights are then updated according
to the gradients. The process of calculating the predicted output, the loss func-
tion, the gradients and then updating the weights is called “training”. We train
the NN with thousands of samples of x’s and corresponding y’s, through many
iterations of forward and backward propagation. We do not train the network
on each single data example, but use a number of them at a time (defined by the
n). The total number of training batches is N = |D|

n , where |D| is the size of the
dataset. Once the NN goes through all the training batches, it has completed
one training epoch. This process repeats for E epochs in total.

3.2 U-Shaped Split 1D CNN Model

In this section, we first present the constructed U-shaped split model. We then
report in more detail the roles and access rights of the actors who are involved in
the training protocols of the split 1D CNN on both plaintexts and EAMs. The SL
protocol consists of two parties: the client and server. We split the local 1D CNN
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into multiple parts, where each party trains its part(s) and communicates with
others to complete the overall training procedure. More specifically, we construct
the U-shaped split 1D CNN in such a way that the first few as well as the last
layer are on the client-side, while the remaining layers are on the server-side, as
demonstrated in Fig. 1. The client and server collaborate to train the split model
by sharing the AMs and gradients. On the client-side, there are two Conv1D,
two Max Pooling, two Leaky ReLU layers, and a Softmax layer. On server-side,
there is only one linear layer. As mentioned earlier, the reason for having only
one linear layer on the server-side is due to computational constraints when
training on encrypted data.

3.3 Actors in the Split Learning Model

As mentioned earlier, in our SL setting, we have two involved parties: the client
and the server. Each party plays a specific role and has access to certain param-
eters. More specifically, their roles and accesses are described as

– Client: In the plaintext version, the client holds two Conv1D layers and can
access their weights and biases in plaintext. In the HE encrypted version, the
client generates the HE context and has access to all context parameters (P,
C, Δ, pk and sk). Note that for both training on plaintext and EAMs, the
raw data examples x’s and their corresponding labels y’s reside on the client
side and are never sent to the server during the training process.

– Server: In our model, the computation performed on the server-side is limited
to only one linear layer. Hence, the server can exclusively access the weights
and biases of this linear layer. The server also has access to the HE parameters
except for the secret key sk. The hyperparameters shared between the client
and the server are η, n, N , E.

4 Split Model Training Protocols

We first present the protocol for training the U-shaped split 1D CNN on plaintext
AMs, followed by training the U-shaped split 1D CNN on EAMs.

4.1 Plaintext Activation Maps

We have used Algorithm 1 and Algorithm 2 to train the U-shaped split 1D CNN
reported in Subsect. 3.2. First, the client and server start the socket initialization
process and synchronize the hyperparameters η, n,N,E. They also initialize the
weights of their layers according to Φ.
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During forward propagation, the client forward-propagates the input x until
lth layer and sends a(l) to the server. The server continues to forward propagate
and sends the output a(L) to the client. Next, the client applies the Softmax
function on a(L) to get ŷ and calculates the error J = L(ŷ,y).

The client starts the backward propagation by calculating and sending the
gradient of the error w.r.t a(L), i.e. ∂J

∂a(L) , to the server. The server continues
the backward propagation, calculates ∂J

∂a(l) and sends ∂J
∂a(l) to the client. After

receiving the gradients ∂J
∂a(l) from the server, the backward propagation continues

to the first hidden layer on the client-side. Note that the exchange of information
between client and server in these algorithms takes place in plaintext. As can be
seen in Algorithm 1, the client sends the AMs a(l) to the server in plaintext and
receives the output of the linear layer a(L) from the server in plaintext. The same
applies on the server side: receiving a(l) and sending a(L) in the plaintext as can
be seen in Algorithm 2. Sharif et al. [1] showed that the exchange of plaintext
AMs between client and server using SL reveals important information regarding
the client’s raw data. Later, in Subsect. 7.4 we show in detail how passing the
forward AMs from client to server in the plaintext will result in information
leakage. To mitigate this privacy leakage, we propose the protocol, where the
client encrypts AMs before sending them to the server (see Subsect. 4.2).

4.2 Encrypted Activation Maps

The protocol for training the U-shaped 1D CNN with a homomorphically EAM
consists of four phases: initialization, forward propagation, classification, and
backward propagation. The initialization phase only takes place once at the
beginning of the procedure, whereas the other phases continue until the model
iterates through all epochs. Each phase is explained in detail below.

Initialization. This phase consists of socket initialization, context generation,
and random weight loading. The client establishes a socket connection to the
server and synchronizes the four hyperparameters η, n, N,E with the server,
shown in Algorithm 3 and Algorithm 4. These parameters must be synchronized
on both sides to be trained in the same way. Also, the weights on the client
and server are initialized with the same set of corresponding weights in the local
model to accurately assess and compare the influence of SL on performance.
On both, client and server, w(i) are initialized using corresponding parts of Φ.
a(i), z(i), and the gradients are initially set to zero. In this phase, the context
generated is an object that holds pk and sk of the HE scheme as well as P, C
and Δ.
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Algorithm 1: Client Side
Initialization:
s ← socket initialized with port and
address;
s.connect
η, n, N, E ← s.synchronize()

{w (i), b(i)}∀i∈{0..l} ← initialize using Φ

{z(i)}∀i∈{0..l}, {a(i)}∀i∈{0..l} ← ∅{
∂J

∂z(i)

}
∀i∈{0..l}

,
{

∂J

∂a(i)

}
∀i∈{0..l}

← ∅
for e ∈ E do

for each batch (x, y) from D do
Forward propagation :
O.zero grad()

a
0 ← x

for i ← 1 to l do
for i ← 1 to l do

z
(i) ← f

(i)
(
a
(i−1)

)

a
(i) ← g

(i)
(
z
(i)

)

end

s.send (a
(l)

)

s.receive (a
(L)

)

ŷ ← Softmax
(
a
(L)

)

J ← L(ŷ, y)
Backward propagation :

Compute

{
∂J

∂ŷ
&

∂J

∂a(L)

}

s.send

(
∂J

∂a(L)

)

s.receive

(
∂J

∂a(l)

)

for i ← 1 to l do

Compute
{

∂J

∂w (i) , ∂J

∂b (i)

}

Update w
(i)

, b
(i)

end

end

end

Algorithm 2: Server
Side

Initialization:
s ← socket initialized ;
s.connect
η, n, N, E ← s.synchronize()

{w (i), b(i)}∀i∈{0..l} ←
initialize using Φ

{z(i)}∀i∈{l+1..L} ← ∅{
∂J

∂z(i)

}

∀i∈{l+1..L}
← ∅

for e ∈ E do
for i ← 1 to N do

Forward propagation :
O.zero grad()

s.receive (a
(l)

)

a
(L) ← f

(i)
(
a
(l)

)

s.send
(
a
(L)

)

Backward propagation :

s.receive

(
∂J

∂a(L)

)

Compute

{
∂J

∂w (L)
,

∂J

∂b(L)

}

Update w
(L)

, b
(L)

Compute
∂J

∂a(l)

s.send

(
∂J

∂a(l)

)

end

end

Further information on the HE parameters and how to choose the best-suited
parameters can be found in the TenSEAL’s benchmarks tutorial. As shown
in Algorithm 3 and Algorithm 4, the context is either ctxpub or ctxpri depending
on whether it holds the secret key sk. Both the ctxpub and ctxpri have the same
parameters, though ctxpri holds a sk and ctxpub does not. The server does not
have access to the sk as the client only shares the ctxpub with the server.

Forward Propagation. In the forward propagation the client first zeroes out the
gradients for the batch of data (x,y). He then begins calculating the a(l) AMs
from x, as can be seen in Algorithm 3 where each f (i) is a Conv1D layer.

The Conv1D layer can be described as following: given a 1D input signal that
contains C channels, where each channel x(i) is a 1D array (i ∈ {1, . . . , C}), a
Conv1D layer produces an output that contains C ′ channels. The jth output
channel y(j), where j ∈ {1, . . . , C ′}, can be described as

y(j) = b(j) +

C∑
i=1

w (i) � x(i), (1)

https://bit.ly/3KY8ByN
https://pytorch.org/docs/stable/generated/torch.nn.Conv1d.html
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where w(i), i ∈ {1, . . . , C} are the weights, b(j) are the biases of the Conv1D
layer, and � is the 1D cross-correlation operation. The � operation can be
described as

z(i) = (w � x)(i) =

m−1∑
j=0

w (j) · x(i + j), (2)

where z(i) denotes the ith element of z, and size of the 1D weighted kernel is m.
In Algorithm 3, g(i) can be seen as the combination of Max Pooling and

Leaky ReLU functions. The final output AMs of the lth layer from the client is
a(l). The client then homomorphically encrypts a(l) and sends the EAMs a(l) to
the server. In Algorithm 4, the server receives a(l) and then performs forward
propagation, which is a linear layer evaluated on HE encrypted data a(l) as

a(L) = a(l)w
(L)

+ b
(L)

. (3)

Upon reception, the client decrypts a(L) to get a(L), performs Softmax on a(L)

to produce the predicted output ŷ and calculate the loss J , as can be seen
in Algorithm 3. Having finished the forward propagation we may move on to the
backward propagation part of the protocol.

Backward Propagation. After calculating the loss J , the client starts the back-
ward propagation by initially computing ∂J

∂ŷ and then ∂J
∂a(L) and ∂J

∂w (L) using the
chain rule (Algorithm 3). Specifically, the client calculates:

∂J

∂a(L)
=

∂J

∂ŷ
∂ŷ

∂a(L)
,

∂J

∂w(L)
=

∂J

∂a(L)

∂a(L)

∂w(L)
(4)

Following, the client sends ∂J
∂a(L) and ∂J

∂w (L) to the server. Upon reception, the
server computes ∂J

∂b by simply doing ∂J
∂b = ∂J

∂a(L) , based on Eq. (3). The server
then updates weights and biases of linear layer according to Eq. (5).

w
(L)

= w
(L) − η

∂J

∂w (L)
, b(L) = b(L) − η

∂J

∂b(L)
(5)

Next, the server calculates

∂J

∂a(l)
=

∂J

∂a(L)

∂a(L)

∂a(l)
, (6)

and sends ∂J
∂a(l) to the client. After receiving ∂J

∂a(l) , the client calculates the gradi-
ents of J w.r.t the weights and biases of the Conv1D layer using the chain-rule,
which can generally be described as:

∂J

∂w (i−1)
=

∂J

∂w(i)

∂w(i)

∂w(i−1)
,

∂J

∂b(i−1)
=

∂J

∂b(i)

∂b(i)

∂b(i−1)
(7)

Finally, after calculating the gradients ∂J
∂w (i) ,

∂J
∂b(i) , the client updates w(i)

and b(i) using the Adam optimization algorithm [12].
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5 Formal Protocol Construction

In this section, we formalize the communication between the client and the
server. To this end, we design a protocol that is divided in two phases (Setup
and Running) and relies on the following five building blocks:

Algorithm 3: Client Side
Context Initialization:

ctxpri, ← P, C, Δ, pk, sk
ctxpub, ← P, C, Δ, pk
s.send(ctxpub)

for e in E do
for each batch (x, y) from D do

Forward propagation :
O.zero grad()

a
0 ← x

for i ← 1 to l do

z
(i) ← f

(i)
(
a
(i−1)

)

a
i ← g

(i)
(
z
(i)

)

end

a(l) ← HE.Enc
(
pk, a(l)

)

s.send (a(l))

s.receive (a(L))

a
(L) ← HE.Dec

(
sk, a(L)

)

ŷ ← Softmax
(
a
(L)

)

J ← L(ŷ, y)
Backward propagation :

Compute

{
∂J

∂ŷ
&

∂J

∂a(L)
&

∂J

∂w (L)

}

s.send

(
∂J

∂a(L)
&

∂J

∂w (L)

)

s.receive

(
∂J

∂a(l)

)

for i ← l down to 1 do

Compute

{
∂J

∂w (i)
,

∂J

∂b(i)

}

Update w
(i)

, b
(i)

end

end

end

Algorithm 4: Server
Side

Context Initialization:
s.receive(ctxpub)

for e in E do
for i ← 1 to N do

Forward propagation :
O.zero grad()

s.receive (a(l))

a(L) ←
HE.Eval

(
f
(i)

(
a(l)

))

s.send
(
a(L)

)

Backward propagation :

s.receive

{
∂J

∂a(L)
&

∂J

∂w (L)

}

Compute
∂J

∂b(L)

Update w
(L)

, b
(L)

Compute
∂J

∂a(l)

s.send

(
∂J

∂a(l)

)

end

end

– A CCA2 secure public-key encryption scheme PKE = (Gen,Enc,Dec);
– An EUF-CMA secure signature scheme Sign = (σ, ver);
– A Leveled Homomorphic Encryption scheme HE = (KeyGen,Enc,Eval,Dec);
– A first and second pre-image resistant hash function H;
– A synchronized clock between the Client and the Server.

Setup Phase. During this phase each entity generates a public/private key
pair (pk, sk) for the CCA2-secure public-key encryption scheme PKE and a
sign/verification key pair (σ, ver) for the EUF-CMA-secure signature scheme
Sign. Furthermore, the client runs HE.KeyGen to generate the public, private
and evaluation key of the HE scheme. Below we provide a list of all generated
keys:
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– (pkC, skC) - public/private key pair for the Client;
– (σC, verC) - sign/verification key pair for the Client;
– (pkS, skS) - public/private key pair for the Server;
– (σS, verS) - sign/verification key pair for the Server;
– (pkHE, skHE, evkHE) - public, private and evaluation keys generated by Client.

Running Phase. After successfully executing the Setup phase, the Client initi-
ates the protocol’s running phase by sending

m1 = 〈t1,PKE.Enc(pkS, evkHE),HE.Enc(pkHE,AMap), σC(H1)〉 to the server,
where t1 is a timestamp, H1 is a hash such that:

H1 = H(evkHE‖HE.Enc(pkHE,AMap)), AMap is the AM and σC(·) denotes
the cryptographic signature of C. Upon reception, the Server verifies the
freshness of the message by looking at the timestmap t1 and the signa-
ture of the sender. If any of the verifications fail, the Server outputs ⊥ and
aborts the protocol. Otherwise, it first decrypts the evaluation key evkHE

using its private key skS and subsequently uses the homomorphic evalu-
ation key evkHE to operate on Amap. The result of these operations is
a homomorphically encrypted output HE.Enc(pkHE, out), which is sent back
to the Client via: m2 = 〈t2,HE.Enc(pkHE, out), σS(H2)〉, where H(2) =
H(t2‖HE.Enc(pkHE, out)). Upon reception, the Client first verifies the fresh-
ness of the message and the server’s signature. Should the verification fail,
the Client outputs ⊥ and aborts the protocol. Otherwise, the Client first
recovers the encrypted output by running HE.Dec(skHE,HE.Enc(pkHE, out)) →
out. This output will be used by the Server to compute the initial gra-
dients grad for the ML model. Having computed grad the Client forwards
them to the Server via: m3 = 〈t3,PKE.Enc(pkC , grad), σS(H3)〉, where H3 =
H(t3‖grad). Upon receiving m3, the Server first verifies the freshness and
the signature of the message. Should the verification fail, the Server outputs
⊥ and aborts the protocol. Otherwise, it recovers the gradients by running
PKE.Dec(skS,PKE.Enc(pkS, grad)) → grad. Based on grad, the Server can update
the parameters of the ML model (i.e. bias and weights), a process resulting to
updated gradients grad′. Finally, the Server outsources grad′ to the Client via:
m4 = 〈t4,PKE.Enc(pkC, grad′), σC(H4)〉, where H4 = H(t4‖grad′)). Upon recep-
tion, Server verifies freshness and message signature. Should the verification fail,
Client outputs ⊥ and aborts the protocol. Otherwise it decrypts the updated
gradients by running PKE.Dec(skC,PKE.Enc(pkC, grad′)) → grad′. The running
phase of our protocol is illustrated in Fig. 3.

6 Protocol Security

We prove the security of our protocol in presence of a probabilistic polynomial
time (PPT) adversary ADV. We assume that ADV has the following capabilities:

– ADV overhears the communication between the Client and the Server;
– ADV is allowed to tamper with any message she sees, either by changing the

contents of the message, or by replacing it with another one.
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In our threat model, we assume that ADV does not block the communication
between the Client and the Server.

More formally, we will prove the following proposition:

Proposition 1 (Protocol Soundness). Let PKE be a CCA2-secure public-key
encryption scheme and Sign an EUF-CMA-secure signature scheme. Moreover,
let ADV be a PPT adversary. Then ADV:

1. Can not infer any information from the exchanged messages except from the
time of sending;

2. Can not tamper with the content of any message in a way that goes unnoticed.

Proof. We examine each assumptions separately, and we will prove that they
both hold with overwhelming probability.

A1: Our first assumption is that ADV can not infer any information from
exchanged messages. Assuming that ADV does not collude with neither
Client nor Server, the only way to infer information about messages is to
successfully decrypt messages encrypted under PKE or HE. However, assum-
ing security of both of those schemes, this can only happen with negligible
probability in the security parameters λ and κ of PKE and HE respectively.
Hence, if we denote advantage of ADV in decrypting exchanged ciphertexts
by ε, we get: ε = negl(λ) + negl(κ). So finite sum of negligible functions is
still negligible, ADV can decrypt messages with negligible probability and,
our assumption holds with overwhelming probability.

A2: ADV can try tampering with the exchanged messages in two possible ways:
– Generate and send her own messages in place of the actual messages;
– Replay old messages.
Generating her own valid ciphertexts is trivial as every ciphertext is
encrypted under a public key. Moreover, ADV would also need to forge a
valid signature of the sender should she wish to create a malicious message
that is indistinguishable from a real one. However, given the EUF-CMA
security of the signature scheme Sign, this can only happen with negligible
probability in the security parameter μ of Sign.
Thus, the only alternative for ADV is to replay and old message that was
transmitted at some time in the past t′. However, since, each exchange
message contains the current timestamp both in the first component of the
message and in the signed hash, ADV would once again need to forge a valid
signature of the sender since, otherwise, the verification of the signature
would pass, though the verification of the timestamp would fail. Hence, if
we denote by ε2 the advantage of ADV in forging a valid signature, we
conclude that the overall advantage of ADV in tampering with the content
of any message in an indistinguishable way is:

ε2 = negl(μ) + negl(μ) = negl(μ) (8)

Hence, our second assumption holds with overwhelming probability.
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7 Performance Analysis

In this work, we evaluate our method on two ECG datasets: the MIT-BIH
dataset [16] and the PTB-XL dataset [21].2

7.1 Experimental Setup

All models are trained on a machine with Ubuntu 20.04 LTS, processor Intel
Core i7-8700 CPU at 3.20GHz, 32Gb RAM, GPU GeForce GTX 1070 Ti with
8Gb of memory. We write our program in the Python version 3.9.7. The NNs are
constructed using the PyTorch library version 1.8.1+cu102. For HE algorithms,
we employ the TenSeal library version 0.3.10.

In terms of hyperparameters, we train all networks with 10 epochs, a η =
0.001 learning rate, and a n = 4 training n. For split NN with HE AMs, we use
the Adam optimizer for client model and mini-batch Gradient Descent for server
model. We use GPU for networks trained on plaintext. For U-shaped SL on HE
AMs, we train the client model on GPU, and server model on CPU.

7.2 Evaluation

In this section, we report the experimental results in terms of accuracy, training
duration and communication throughput. We measure the accuracy of the three
NN on the plaintext test set after the training processes are completed.

Networks with Different Activation Map Sizes: The 1D CNN models used
on both MIT-BIH and PTB-XL datasets have two Conv1D layers and one linear
layer. The AMs are the output of the last Conv1D layer.

For the MIT-BIH dataset, we experiment with two sizes of AMs: [n, 512] (as
in [1]) and [n, 256] [10]. We get the AMs of size [n, 256] by reducing the number
of output channels in the second Conv1D layer by half (from 16 output channels
to 8 output channels). We denote the 1D CNN model with an AM sized [n, 256]
as M1, and the model with an AM sized [n, 512] as M2.

For the PTB-XL dataset, we change the number of the input channels for
the first Conv1D layer to 12, since the input data are 12-lead ECG signals [11].
Besides, we only experiment with 8 output channels for the second Conv1D layer.
We denote this network by M3. Using M3, the output AM size is [n, 2000].

Training Locally: The result when training the model M1 locally on the MIT-
BIH plaintext dataset is shown in Fig. 4. The NN learns quickly and is able to
decrease the loss drastically from epoch 1 to 5. After that, from epoch 6–10, the
loss begins to plateau. After training for 10 epochs, we test the trained NN on
the test dataset and get 88.06% accuracy. Training the model locally on plaintext
takes 4.8 s for each epoch on average.

Figure 5 shows the results when training the model M2 on plaintext MIT-
BIH. After 10 epochs, the model achieves the best training accuracy of 91.66%.

2 Due to limited space, the figures from this section are moved to Sect. B.

https://www.python.org/downloads/release/python-397/
https://pytorch.org/get-started/previous-versions/
https://github.com/OpenMined/TenSEAL
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The trained model results in 92.84% prediction accuracy. Each training epoch
takes 4.8 s on average -the same as model M1. Even though the two models differ
in the output sizes of the AMs, they are relatively small models: the number of
parameters is 2061 for M1, and 3989 for M2. As both models can fit in the GPU
memory, the local training duration becomes similar for both models.

Training M3 locally on the plaintext PTB-XL dataset results in Fig. 6
achieves a training accuracy of 72.65% after 10 epochs with a test accuracy is
67.68%. This low accuracy is due to small NN with 12013 trainable parameters
and limited training epochs (each takes 10.56 s on average).

7.3 U-Shaped Split Learning Using Plaintext Activation Maps

Our experiments, show that training the U-shaped split model on plaintext
(reported in Sect. 3.2) produces the same results in terms of accuracy compared
to local training for both models M1, M2 and M3. This result is similar to the
findings of [1]. Even though the authors of [1] only used the vanilla split model,
they also found that compared to training locally, accuracy was not reduced.

We will now discuss the training time and communication overhead of the
U-shaped split models and compare them to their local versions. For the split
version of M1, each training epoch takes 8.56 s on average, hence 43.9% longer
than local training. Training the split version of M2 takes 8.67 s per epoch on
average, which is 44.6% longer compared to the 4.8 s of local training. The split
version of M3 on the PTB-XL dataset takes 15.55 s per epoch to train and is
47.25% slower than the local version. The U-shaped split models take longer to
train due to the communication between the client and the server. The commu-
nication cost for one epoch of training split M1 and M2 are 33.06 Mb and 60.12
Mb, respectively. M2 incurs almost twice as much communication overhead com-
pared to M1 due to the bigger size of the AMs. For M3, communication overhead
is on average 316.9 Mb per epoch, which is much bigger than M1 and M2 due
to bigger AMs sent from client during training.

These figures show that the similarities are not as strong compared to the
MIT-BIH AMs. This is due to the fact that M3 is a small network trained on a
limited number of epochs (72.65% training accuracy after 10 epochs), therefore,
the convolution layers are not yet able to produce highly similar AMs compared
to the original signals. Still the figures indicate similar patterns between the AMs
and the original PTB-XL signals. Nonetheless, to reach any conclusions, we first
need to experiment with better NNs that can produce highly accurate predic-
tions on both the train and test splits of the PTB-XL dataset, then quantify
similarities between AMs and input signals of these networks.

7.4 Visual Invertibility

In SL, certain AMs sent from client to the server to continue the training process
show high similarity with the client’s input data, as demonstrated in Fig. 7 for
models trained on the MIT-BIH dataset. The figure indicates that, compared
to the raw input data from the client (the first row of Fig. 7), some AMs (as
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plotted in the second and third row of Fig. 7) have exceedingly similar patterns.
This phenomenon clearly compromises the privacy of the client’s raw data. The
authors of [1] quantify the privacy leakage by measuring the correlations between
the AMs and the raw input signal by using two metrics: distance correlation and
Dynamic Time Warping. This approach allows them to measure whether their
solutions mitigate privacy leakage work. Since our work uses HE, said metrics
are unnecessary as the AMs are encrypted. Similar to MIT-BIH, we visualize
the output AMs produced by M3 to access their visual similarity compared to
original signals. Due to space constraints, we visualize results only for normal
class (see Fig. 8) instead of five different classes of heartbeat in PTB-XL dataset.

7.5 U-Shaped Split 1D CNN with Encrypted Activation Maps

We train the split NNs M1 and M2 on the MIT-BIH dataset using EAMs accord-
ing to Sect. 4.2. To encrypt the AMs from the client before sending them to the
server, we experiment with five different sets of HE parameters for both models
M1 and M2. Furthermore, we also employ the batch encryption (BE) feature of
the CKKS encryption scheme. BE allows us to encrypt a N × N matrix into N
ciphertexts, with each column encrypted as a ciphertext for memory and compu-
tation optimization [2]. We experiment with training the NNs with and without
BE. Additionally, we perform experiments using different combinations of HE
parameters. Table 2 shows the results in terms of training time, testing accuracy,
and communication overhead for the NNs with different configurations on the
MIT-BIH dataset. For the U-shaped SL version on the plaintext, we captured all
communication between client and server. For training split models on EAMs,
we approximate the communication overhead for one training epoch by getting
the average communication of training on first ten batches of data, multiply that
with total number of training batches.

Results differ between training M1 and M2 with different sets of HE param-
eters. For the M1 model, the best test accuracy was 85.41%, when using the set
of HE parameters with P = 4096, C = [40, 20, 20], Δ = 221 (denoted s1), and
without BE. The accuracy drop was 2.65% compared to plaintext training.

However, with BE, s1 produced only 79% accuracy. Compared to the bigger
sets of parameters with P = 8192, s1 achieves higher accuracy while requiring
much lower training time and communication overhead. The result when using
the first set of parameters with P = 8192 is close (85.31%), but with a much
longer training time (3.67 times longer) and communication overhead (8.43 times
higher). We observe that in some cases, training with BE results in better testing
accuracy, while in some other, it leads to accuracy reduction. On the other hand,
training on EAMs with BE is 23–35% faster. The amount of communication
overhead is also significantly reduced (up to 13 times). Interestingly, using the
HE parameters with P = 2048 and without BE drastically reduces accuracy to
22.65%, however, with BE, it only reduces accuracy to 70.12%. Hence, the effect
of BE in NN training needs further study.

Although M2 achieves better accuracy than M1 on plaintext data, it does
not provide better results in encrypted version. The best accuracy of M2 on



322 T. Khan et al.

Table 2. Training and testing results on the MIT-BIH dataset

Network Type of Network HE Parameters Training duration per epoch (s) Test accuracy (%) Communication per epoch (Tb)

BE P C Δ

M1 Local 4.80 88.06 0

Split (plaintext) 8.56 88.06 33.06e−6

Split (HE) False 8192 [60,40,40,60] 240 50 318 85.31 37.84

8192 [40,21,21,40] 221 48 946 80.63 22.42

4096 [40,20,20] 221 14 946 85.41 4.49

4096 [40,20,40] 220 18 129 80.78 4.57

2048 [18,18,18] 216 5 018 22.65 0.58

True 8192 [60,40,40,60] 240 33 310 81.22 4.77

8192 [40,21,21,40] 221 31 311 84.36 2.81

4096 [40,20,20] 221 11 507 79.00 0.67

4096 [40,20,40] 220 11 656 80.79 0.69

2048 [18,18,18] 216 3 869 70.12 0.16

M2 Local 4.80 92.84 0

Split (plaintext) 8.67 92.84 60.12e−6

Split (HE) False 8192 [60,40,40,60] 240 118 518 81.40 238.71

8192 [40,21,21,40] 221 n/a n/a n/a

4096 [40,20,20] 221 31 711 81.38 12.86

4096 [40,20,40] 220 31 791 80.12 14.60

2048 [18,18,18] 216 12 087 22.65 1.786

True 8192 [60,40,40,60] 240 79 637 81.46 17.57

8192 [40,21,21,40] 221 56 356 84.46 9.25

4096 [40,20,20] 221 20 790 84.69 1.82

4096 [40,20,40] 220 20 521 81.65 1.82

2048 [18,18,18] 216 8 113 73.82 0.36

encrypted version is 84.69% using s1 and with BE. Compared to the configu-
ration that achieves best results for M1 at 85.41%, best configuration for M2

takes 1.39 times more to train but incurs less communication overhead (about
2.5 times less). This is because the best configuration for M2 occurs when BE
is used, and best configuration for M1 occurs when BE is not used. In general,
training M2 with EAMs takes 2–3 times longer to train and 3–6 times more
communication overhead compared to M1 with the same HE configuration.

Table 3. Training and testing results on the PTB-XL dataset

Network Type of Network HE Parameters Training duration per epoch (s) Test accuracy (%) Communication per epoch (Tb)

BE P C Δ

M3 Local 10.56 67.68 0

Split (plaintext) 15.55 67.68 316.9e−6

Split (HE) True 8192 [40,21,21,40] 221 72 534 65.42 115.64

4096 [40,20,20] 221 24 061 64.22 18.20

4096 [40,20,40] 220 22 570 65.23 18.77

2048 [18,18,18] 216 7 605 65.33 1.93

The results of training different settings of M3 on the PTB-XL dataset are
reported in Table 3. We only train the split version of M3 with an EAM using
BE. The HE set of parameters P = 8192, C = [40, 21, 21, 40], Δ = 221 achieves
the best test accuracy at 65.42%. This result is only 2.26% lower than the result
obtained by the plaintext version. However, this set of parameters incurs the
most communication overhead (115.64 Tb per epoch) and takes the longest to
train (72 534 s per epoch). Overall, test accuracies achieved by different HE
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parameters are quite close to each other, with 65.42% being the lowest. Inter-
estingly, the smallest set of HE parameters P = 2048, C = [18, 18, 18],Δ = 216

achieves second-best accuracy at 65.33%, requiring about 1/10 of the training
duration and 1/100 of the communication overhead compared to P = 8192. The
two sets of parameters with P = 4096 produce quite similar results, roughly
taking same amount of time and communication overhead to train.

Through our experiments, we see that training on EAMs can produce very
optimistic results, with accuracy dropping by 2–3% for the best sets of HE
parameters. Furthermore, training using BE can significantly reduce the amount
of training time and communication overhead needed, while producing compa-
rable results when it come to training without BE. The set of parameters with
P = 8192 always achieve the highest test accuracy, though incurring the highest
communication overhead and the longest training time. The set of parameters
with P = 4096 can offer a good trade-off as they can produce on-par accuracy
with P = 8192, while requiring significantly less communication and training
time. Experimental results show that with the smallest set of HE parameters
P = 2048, C = [18, 18, 18], Δ = 216, the least amount of communication and
training time is required. In addition, this only works well when used together
with BE. When training the network M3 on the PTB-XL dataset, this set of
parameters produces even better test accuracy compared to P = 4096. However,
this result may be because the network M3 is small. The test accuracy on the
plaintext version is 67.68%, hence the noises produced by the HE algorithm do
not yet have a significant role in reducing the model’s accuracy.

Remark 1. As can be seen in Table 2, the accuracy of the same algorithm varies
greatly under different CKKS parameters. The parameter selection in CKKS is
not evident as a set of the parameter may result in efficient computation for one
application but also in poor performance for another application. In addition,
CKKS uses approximate arithmetic rather than exact arithmetic, in the sense
that once computation is finished the result may slightly differ compared to
that of a direct computation [5]. Hence, it is still open to research whether for
specific applications, a closed form of relation for the set of parameters can be
used to measure the accuracy. However, training both models M1 and M2 with
a different set of parameters, we observe:

– Training model with BE yields better outcomes than without BE. This pat-
tern can be seen in M2 and also in M1 with two exceptions (P = 8192, C =
[60, 40, 40, 60],Δ = 240) and (P = 4096, C = [40, 20, 20],Δ = 221).

– Training without BE, higher contexts yield better results than lower. This
pattern can be seen in M2 and also in M1 with two exceptions (P = 4096, C =
[40, 20, 20],Δ = 221) and (P = 4096, C = [40, 20, 40],Δ = 220).

– Also in both models M1 and M2, BE is suitable for lower context (P =
2048, C = [18, 18, 18],Δ = 216).
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Open Science and Reproducible Research: To support open science and
reproducible research, and provide researchers with opportunity to use, test, and
extend our work, source code used for the evaluations is publicly available3.

8 Conclusion

In this paper, we focused on training ML models in a privacy-preserving way.
We used the concept of SL in combination with HE and constructed protocols
allowing a client to train a model in collaboration with a server without sharing
valuable information about the raw data. To the best of our knowledge, this
is the first work that uses SL on encrypted data. Our experiments show that
our approach has achieved high accuracy, especially when compared with less
secure approaches that combine SL with differential privacy. The limitation of
our work is having only one client in the protocol. While extending the protocol
to multiple clients is an important task, it requires us to rely on a multi-key
HE scheme, which is beyond scope of this work and remains to be addressed in
future works.

A Preliminaries

A.1 Convolutional Neural Network

In this work, we employ a 1D CNN [1,13] as a feature detector and classifier
for two ECG heartbeat datasets, namely MIT-BIH [16] and PTB-XL [21]. The
employed 1D CNN has the following stacked layers:

– Conv1D: Is used to swipe a kernel of adjustable weights over a 1D input
signal. The Conv1D outputs the AMs capturing feature information from
said input signal. Figure 2 visualizes the Conv1D operation and shows the
difference between a Conv1D and a Conv2D layer.

– Leaky ReLU [14]: It is a non-linear function that can be described as f(x) = x,
if x ≥ 0, and f(x) = αx if x < 0, where α is a small number, such as 0.01.

– Max Pooling: In CNN, Max Pooling compresses the input, focusing on impor-
tant elements and allowing slight input changes with minimal impact on the
pooled version [18].

– Fully Connected (FC): The FC layer has one output unit connected to all
input units, unlike the convolution layer, where one output unit in an AM
only connects to a small area in the input signal.

– Softmax: A Softmax activation function takes a vector of k real numbers,
e.g. z = (z1, . . . , zk)Rk, and outputs a probability distribution consisting of k
probabilities. Each probability in the output vector is calculated as follows:

σ(z)i =
ezi

∑k
j=1 ezj

. (9)

We use the 1D CNN as a supervised learning method, where both the input data
and corresponding labels are needed to train our network.
3 https://github.com/khoaguin/HESplitNet.

https://github.com/khoaguin/HESplitNet
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A.2 Homomorphic Encryption

HE is an emerging cryptographic technique for computations on encrypted data.
HE schemes are divided into three main categories according to their functional-
ity: Partial HE [17], leveled (or somewhat) HE [4], and fully HE [6]. Each scheme
has its own benefits and disadvantages. In this work, we use the CKKS Leveled
HE scheme [4]. CKKS allows users to do additions and a limited number of mul-
tiplications on vectors of complex values (and hence, real values too). Prior to
the encryption, CKKS encodes a message z ∈ C

N/2 to a ring of polynomials over
the integers Z[X]/

(
XN + 1

)
. Working with polynomials over rings of integers

is a good trade-off between security and efficiency compared to standard com-
putations on vectors. During encoding, the vector z is multiplied by a scaling
factor Δ to keep a level of precision. The encoded message is encrypted, and the
resulted ciphertext is an element c ∈ (

Zq[X]/
(
XN + 1

))2. Ciphertexts can then
be added or multiplied together. An issue arises during multiplication, is that
the term Δ2 appears in the ciphertext result. To address this, CKKS deploys a
rescaling operation to keep the scaling factor Δ constant. The inverse procedure
needs to be followed for the decryption; that is, the ciphertext will be decrypted
first, and then the encoded message will be decoded and multiplied by 1/Δ to
recover z′ ∈ C

N/2. The number of allowed multiplications is predefined by a
list of prime numbers. To build this list, the authors first choose (p1, . . . , pL, q0)
primes, where each p� ≈ Δ and q0 > Δ. Finally, they set qL =

∏L
1 pl · q0, where

qL = q – the order of Zq – and the list is (qL, . . . , q0). After each multiplication,
an element is deleted from the list. However, according to [4], the security of
CCKS is based on the ratio N/q. Hence, to maintain the same level of security
as we increase q, we also need to increase N -the degree of the polynomials and
hence, computational costs. Summing up, the most important parameters of the
CKKS scheme are:

1. Polynomial Modulus P: Naturally, this parameter has a direct impact on
the scheme’s efficiency and security. According to [4], this value needs to be
a power of two. Common values include 2048, 4096, 8192, 16384 and 32768.

2. Coefficient Modulus C: A list of primes that define current scheme’s level.
After each multiplication a different prime is used as coefficient modulus.
Hence, no more multiplications are allowed when all primes are used.

3. Scaling Factor Δ: This is a constant positive number multiplied by the
plaintext message during encoding to maintain a certain level of precision.
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Fig. 1. U-shaped SL Fig. 2. Conv1D vs Conv2D

Fig. 3. Running Phase

B Datasets

MIT-BIH: We use the pre-processed dataset from [1], which is based on the
MIT-BIH arrhythmia database [16]. The processed dataset contains 26,490 sam-
ples of heartbeat that belong to 5 different types: N (normal beat), left (L) and
right (R) bundle branch block, atrial (A) and ventricular (V) premature con-
traction. To train our network, the dataset is split into a train and test split as
matrices of size [13245, 1, 128], meaning that each contain 13,245 ECG samples
and, each sample has one channel and 128 timesteps [1].

PTB-XL: According to [21], PTB-XL is the largest open-source ECG dataset
since 2020. The dataset contains 12-lead ECG-waveforms from 21837 records
of 18885 patients. Compared to PTB-XL, MIT-BIH only contains 2-lead ECG-
waveforms obtained from 47 patients. Each waveform from PTB-XL has a dura-
tion of 10 s. Two sampling rates are used to collect the data: 100 Hz and 500 Hz.
In our experiment, we employ the 100 Hz waveforms. Each 12-lead ECG wave-
form is associated with one or several classes out of five classes: normal (NORM),
conduction disturbance (CD), myocardial infarction (MI), hypertrophy (HYP),
and ST/T change (STTC). For waveforms that belong to multiple classes, we
choose only the first one and remove the others for simplicity. The dataset is
then split into a 90%-10% train-test ratio. In total, we have a training split of
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Fig. 4. MIT-BIH [n, 256] Fig. 5. MIT-BIH [n, 512]

Fig. 6. PTB-XL [n, 512]

Fig. 7. Top: client input data.
Middle: output channels M1.
Bottom: output channels M2.

Fig. 8. Visual invertibility of the model M3 on
the PTB-XL dataset. Left: input data (NORM
class). Right: corresponding activation maps.

size [19267, 12, 1000], with 19,267 ECG waveform samples, of 12 channels (or
leads) and 1,000 timesteps each. The test split’s size is [2163, 12, 1000].
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Abstract. Tremendous efforts have been made to improve the efficiency
of secure Multi-Party Computation (MPC), which allows n ≥ 2 parties
to jointly evaluate a target function without leaking their own private
inputs. It has been confirmed by previous research that Three-Party
Computation (3PC) and outsourcing computations to GPUs can lead
to huge performance improvement of MPC in computationally intensive
tasks such as Privacy-Preserving Machine Learning (PPML). A natu-
ral question to ask is whether super-linear performance gain is possi-
ble for a linear increase in resources. In this paper, we give an affirma-
tive answer to this question. We propose Force, an extremely efficient
Four-Party Computation (4PC) system for PPML. To the best of our
knowledge, each party in Force enjoys the least number of local computa-
tions, smallest graphic memory consumption and lowest data exchanges
between parties. This is achieved by introducing a new sharing type
X -share along with MPC protocols in privacy-preserving training and
inference that are semi-honest secure in the honest-majority setting. By
comparing the results with state-of-the-art research, we showcase that
Force is sound and extremely efficient, as it can improve the PPML per-
formance by a factor of 2 to 38 compared with other latest GPU-based
semi-honest secure systems, such as Piranha (including SecureML, Falcon,
FantasticFour), CryptGPU and CrypTen.

Keywords: MPC · Privacy-preserving machine learning · Four-party
computation

1 Introduction

Values have been constantly generated from machine learning (ML) over mass
data collected from different users. On the other hand, the importance of privacy
and data security have also been increasingly recognized. Technically, it is a
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Table 1. Comparison of Force and state-
of-the-art works against semi-honest
adversaries, with max boosting factor.

Setting Ref. LAN WAN
Training Inference Inference

2PC Cheetah - CPU [23] - 1234x 70x

P-SecureML [40,54] 14x 5.8x 13x

3PC CryptGPU [50] 6.5x 14x 10x

P-Falcon [53,54] 2.1x 3.1x 2.4x

4PC CrypTen [28] 38x 10x 29x

P-FantasticFour [12,54] 4.7x 7.4x 10x

Force 1 1 1

Fig. 1. Overview of Force protocols

good starting point to always keep sensitive data at local storage and never
reveal them on the Internet in plaintext, but to preserve the usability of data
distributed across owners remains challenging.

Secure multi-party computation protocols (MPC) have been designed for
multiple parties to jointly compute a function without revealing their own secret
inputs. Starting from the two-party case (2PC), frameworks have been proposed
[25,27,43] to offer various trade-offs of security and performance. Extending 2PC
to three party protocols (3PC), especially by tailoring the secret shares such that
a single corrupted party cannot learn anything useful about the complete secret
value, leads to a large leap in performance [2,3] in the honest majority setting.
Although a giant gap in performance still remains, follow-up works [1,28,50]
have proposed algorithmic and engineering optimizations to bring MPC closer to
real-world and high-throughput applications, such as privacy-preserving machine
learning (PPML). Thus, a natural question to ask is: Can 4PC be non-trivially
faster than 3PC? In this paper, we give an affirmative answer. By introducing
a new sharing type X -share and a new set of protocols, our new Force frame-
work for 4PC is not only secure at its cryptographic core, but more impor-
tantly, it outperforms cutting-edge semi-honest secure 2PC/3PC/4PC solutions
for privacy-preserving machine learning remarkably by a factor of 2 to 38.

More specifically, we made the following contributions:

– New 4PC Protocols. Benefiting from a brand new sharing type called
X -share (Sect. 4.1), our 4PC matrix multiplication protocol achieves the low-
est number of local multiplications and number of ring elements sent/received
by each party. Besides, we design novel share conversion and comparison pro-
tocols with a new type of correlated randomness, the X -dabit (Sect. 4.3), to
achieve the least computational and communication costs. Due to the sym-
metry property of X -share, we can eliminate the communication in 3PC by
turning to the communication-free truncation proposed by SecureML [40] to
keep the precision consistent.

– Extensive Evaluations. With all the X -share optimized operations as build-
ing blocks, shown in Fig. 1, Force greatly improves overall PPML performance.
We make fair comparisons between different systems under the same setting.
An overview of the evaluation is shown in Table 1. For a better insight, we
also include the latest CPU-only framework Cheetah [23].
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– Optimized Graphic Memory Usage. Unlike [25,34,38,46], which provide
inference-only implementations, our aim is to train real-world ML models
such as VGG16 [49] with large batch size even for large datasets in MPC over
GPU. Given X -share (Sect. 4.1), Force greatly reduce the graphic memory
consumption of each party so that it can perform PPML training of one large
dataset, ImageNet [48] on large networks like VGG16 with BatchSize = 16,
which was not possible in prior solutions.

2 Related Work

2.1 Privacy Preserving Machine Learning

In 2017, SecureML [40] firstly attempted to execute neural networks (NN) in 2PC,
using ABY [13] shares with correlated randomness and mixed protocols with
pre-processing. Later attempts like miniONN (2017) [37], secureNN (2019) [52],
Falcon (2020) [53], Cheetah (2022) [23] and [22,25,34,38,39,46,55] still follow
the mixed protocol approach with various optimization for multiplication and
approximation methods for other non-linear operations. Recent 4PC systems
[5,10,12,29,30,35] also continue with similar approach. All these mainly focus
on demonstrating the asymptotic feasibility of PPML and provable security of
the system. This might be the primary reason why few of them have taken
advantages of GPUs or adapted the solutions for specific ML frameworks.

2.2 PPML on GPU

Research on implementing PPML on GPU can be seen as a tour that starts from
two ends and finally meets in the middle.

On one hand, crypto researchers turn to GPUs for faster computation. Pu
et al. [45] in 2011 implemented Yao’s Garbled Circuit (GC) [16] on GPU. Later in
2013, Husted et al. [24] and Frederiksen and Nielsen [17] worked on more modern
GC protocols on GPUs. cuHE [11] brought homomorphic encryption (HE) onto
GPU in 2015. These pioneering works uncovered the potential of GPU-friendly
MPC, which could be up to 60 times faster than CPU-based solutions [17].

On the other hand, ML researchers pay more attention to privacy. Google
in 2016 proposed secure aggregation and Federated Learning (FL) [4] to train
shared models over data distributed across users. TensorFlow added support for
differential privacy (DP) [14] in 2019 [19]. Although being quite efficient, FL and
DP cannot guarantee the same security as MPC does [26,51].

Finally, the two lines of research meet at CrypTen (2020) [28]. While still hav-
ing an ABY-style cryptographic core, the underlying MPC protocols in CrypTen
are abstracted in a more ML-oriented way so that it can offer PyTorch-like [42]
interfaces for ML practitioners, making the PPML framework more approachable
for non-cryptographers and extensible for arbitrary number of parties. CryptGPU
[50] further extends CrypTen with other GPU-friendly MPC components in a spe-
cial case: 3PC. In 2022, Watson et al. proposed Piranha [54], a modular frame-
work for accelerating generic secret sharing-based MPC protocols over GPU.
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With novel engineering optimizations, Piranha can train real PPML model such
as VGG [49], which was previously impossible on CryptGPU or CrypTen.

For other approaches to implement PPML such as using designated hardware,
we refer the reader to the nice surveys [6,20,41].

3 Preliminaries

3.1 Fixed-Point Computation

We define a fixed-point value as an �-bit integer using two’s complement repre-
sentation, consisting of both integer part and decimal part with � − p bits and p
bits respectively. Normally, addition and subtraction will be directly performed
over a Z2� ring, since the result is supposed to remain below 2�. Meanwhile,
although the multiplication could be performed in the same manner, the result
must be divided by 2p to maintain the same p-bit decimal precision.

3.2 Correlated Randomness

Correlated randomness are random values with special (algebraic) structural
relations that are generated during the pre-processing phase [13,27,39,43] to
accelerate the online phase in MPC.

Replicated Shared Secrets and Zero Shares. As defined in [1], a secret
value x ∈ Z2� is said to be replicated shared in 3PC, if three random values
x0, x1, x2 ∈ Z2� are sampled with x = x0+x1+x2, and the pairs (x0, x1), (x1, x2)
and (x2, x0) are owned by each of the three parties respectively. We denote such
a sharing type as [·]RS. Addition and subtraction of two replicated shares [x]RS
and [y]RS can be locally computed by parties. The multiplication of [x]RS and
[y]RS in 3PC, however, requires parties to interact. More specifically, Pi is able
to compute zi = xiyi + xi+1yi + xiyi+1, yielding a 3-out-of-3 sharing of xy. In
order to recover the replicated share [xy]RS, Pi has to re-share their masked local
result zi +αi to one of the other two parties, where

∑
αi = 0. Such zero sharing

is the correlated randomness that can be derived from a pseudorandom function
PRF() with pre-shared keys [50]. We also call such a sharing type as replicated
share in general, if any share value xi is held by more than one party.

For Type Conversion : dabit. The dabit (doubly authenticated bit) is a type
of correlated randomness proposed by Rotaru and Wood [47] to mainly support
secure comparison protocol and sharing type conversion. Let b

$← {0, 1} be the
randomness to be shared,

∑
the arithmetic sum in the ring, ⊕ the binary XOR

operation. Formally, dabit is defined as

dabit := ([b], 〈b〉) , such that b =
∑

[b]i = ⊕〈b〉i, [b]i
$← Z2� and 〈b〉i

$← Z2.

Extended dabit : edabit. Recent work [15] of Escudero et al. extends dabit to
edabit (extended doubly authenticated bit). Similar to dabit, an edabit is a tuple
of shares for b = (b0, · · · , b�b−1)

$← Z2�b defined as
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edabit := ([b], 〈b〉 := (〈b0〉, 〈b1〉, · · ·, 〈b�b−1〉)),
such that b =

∑
[b]i, [b]i

$← Z2� and bj = ⊕〈bj〉i, 〈bj〉i
$← Z2.

3.3 Threat Model

A semi-honest adversary cannot deviate from the protocol description, but may
try to infer information about the secret input. As a well studied model, security
against semi-honest adversaries [36] in the honest majority setting often leads to
2PC and 3PC protocols with good efficiency [1–3,8,39,40,43,46,50,55], while the
ones with malicious security [9,18,27,44,53] are still too heavy for large-scale
applications in practice [16]. The honest majority setting is also adopted
by 4PC frameworks with semi-honest or malicious security [5,10,12,28–30,35],
where (strictly) less than one half of the parties can be controlled by an adversary.

We assume confidential, authenticated, and peer-to-peer channels between
different parties. Thanks to the channel, the adversary can only see, delay or
delete encrypted messages and any non-trivial modification can be detected.

Let REALΠ,A,Z denote the output of an environment machine Z interacting
with the adversary A executing the protocol Π in the real world. Let IDEALF,S,Z
denote the output of Z interacting with a simulator S connected to an ideal
functionality F in the ideal world.

Definition 1 (UC security). Let F be a four-party functionality and let Π
be a four-party protocol that computes F . Protocol Π is said to uc-realizes F
with abort in the presence of static semi-honest adversaries if for every
non-uniform probabilistic polynomial time (PPT) adversary A, there exists a
non-uniform PPT adversary S, such that for any environment Z

IDEALF,S,Z
c≡ REALΠ,A,Z .

We follow the universally composable framework (UC) described in detail
in [7]. More specifically, we use the hybrid model, where provably UC-secure
components are abstracted as ideals in the next proof.

4 4PC Protocols

We construct efficient 4PC protocols as building blocks of Force for PPML. In
Sect. 4.1, we introduce our new sharing type X -share and how parties perform
4PC fixed-point computations. We highlight that the multiplication based on
X -share reduces the local computation of each party to only one multiplication.
To the best of our knowledge, this becomes the least computation cost com-
pared to other sharing constructions such as replicated or 2-out-of-2 sharing. In
Sect. 4.1 and Sect. 4.3 we show how to perform conversions between share-modes
and sharing types (by using a X -dabit transmitted from dabit [47]).
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In all the protocol descriptions, we use the term public parameters to denote
all security parameters and cipher-suites identifiers, and sid the session identifier.

4.1 X -share and Arithmetic Computation

X -share and Share-Mode. We begin by introducing our new sharing type
X -share used in our 4PC computations. X -share can work over both Z2� and Z2

rings in two modes.

– [·]AC-sharing : We say that a value x is [·]AC-shared among parties {Pi}, if
PA and PB hold the same value x0, PC and PD hold the same value x1 such
that x = x0 + x1. We define [·]Pi

AC to be the share value of Pi.
– [·]AB-sharing : We say that a value x is [·]AB-shared among parties {Pi}, if

PA and PC hold the same value x0, PB and PD hold the same value x1 such
that x = x0 + x1. Same as above, we denote the share of Pi as [·]Pi

AB.

We denote the share-mode as ψ, φ, θ, with ψ, φ, θ ∈ {AC,AB}. We say that a
value x is [·]4o4-shared among parties {Pi}, if Pi hold share xi respectively such
that x =

∑
xi.

Linearity. If the share-modes of both shared values are identical, it is easy
to observe that the linear computations can be executed locally with X -share.
Given [·]AC-sharing (or [·]AB-sharing) of secret values x, y and public constants
e0, e1, parties can locally compute e0[x]AC + e1[x]AC. The trick continues when
parties have to compute [x]AC + e2, where e2 is a public constant.

Now we consider the case if the share modes of secret x and secret y are
different, e.g. [x]AC and [y]AB. In order to keep the output to maintain either
[·]AC-sharing or [·]AB-sharing, parties have to jointly change the share mode of y
(or x) by executing ΠchMode (see Sect. 4.1), then locally compute [x]AC + [y]AC.

4PC Multiplication. The most important application of X -share is 4PC mul-
tiplication. We begin with computing [z]4o4 = [x]ψ[y]φ, where ψ �= φ. To perform
the multiplication of two secret values, parties have to jointly compute:

xy = (x0 + x1)(y0 + y1)
= x0y0 + x0y1 + x1y0 + x1y1

Suppose the secret value x is [·]AC-shared and the secret value y is [·]AB-shared
(or reversely), each party can locally compute exactly one out of four terms
shown in the above equation. This yields a 4-out-of-4 sharing [z]4o4 = [x]AC[y]AB.
For further computations, parties send their own masked share [z]Pi

4o4 + rPi to
their reshare partner, where

∑
rPi = 0. Since each zero sharing is fresh, par-

ties can freely choose to rebuild either [z]AC or [z]AB according to the incoming
computations.

Due to the fact that we are using fixed-point numbers to represent both x
and y, the re-shared result z has to be truncated to maintain the p decimal bit
precision. Remark that after re-sharing, both [z]AC and [z]AB yields a 2-out-of-2
sharing, thus we are free to apply the truncation technique Πtrunc introduced by
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Fig. 2. Four party multiplication protocol

SecureML [40] to avoid the additional communication overhead and round within
the truncation protocols Πtrunc1 and Πtrunc2 proposed by ABY3 [39]. A detailed
description of our multiplication protocol is shown in Fig. 2.

In contrast to linear operation, an unwilling situation for multiplication is
when the share-modes of both secrets x and y are identical. Parties have to
execute the ΠchMode (Fig. 4) to change the share-mode of either x or y (not
both) before multiplication.

Change Share-Mode. Here we present the protocol ΠchMode for changing share-
modes. We first define correlated randomness called changeM sharing or shortly
CMS, denoted as �r�ψtoφ.

Suppose parties want to change the share-mode of a shared value x from
[·]AC-sharing to [·]AB-sharing, we require parties to already hold �r�ACtoAB after
the pre-processing phase. During the execution of ΠchMode, PA and PC simply
exchange their own 2-out-of-2 sharing masked with r0 and r1, obtaining their
new shares x0+x1−r0−r1, while PB and PD set their shares to be r locally. This
yields a fresh [x]AB. The CMS can be generated by computing PRF() with pre-
shared keys in the pre-processing stage. We formally define our CMS generation
protocol ΠCMSGen in Fig. 3, as well as the online protocol ΠchMode in Fig. 4.

Division. If parties have to jointly divide a shared value x by a public value
γ which is not a power of two, we use the truncation protocol Πtrunc2 in [39]
as a division protocol ΠDiv to avoid two possible bad events explained in [39].
ΠDiv consumes a correlated randomness that we call a division share ([r]ψ, [r′]φ),
where r′ = r/γ. The idea behind this protocol is to first reveal [x]ψ masked
with [r]ψ. Parties then compute publicly (x − r)/γ and unmask this value by
computing (x − r)/γ + [r′]φ locally. Note that we do not require φ = ψ, so the
share-mode of the shared division result can be chosen freely.
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Fig. 3. Four party changeM share generation protocol

4.2 Boolean Computation

This is the special case for � = 1 in Z2� . The linearity preserves and parties can
simply replace all additions (and subtractions) with XORs and multiplications
with ANDs while executing boolean operations.

4.3 Share Conversion

For PPML, non-linear functions (such as ReLU, max-pooling etc.) can be evalu-
ated more appropriate with MPC protocols over boolean inputs [28,39,43,50,54],
while other linear functions (multiplication, convolutions etc.) prefer arithmetic
shared values. In the following, we show how conversion between sharing types
works, and how parties can determine the share-mode of outputs.

X -dabit. As an important building block, we extend edabit introduced by Escud-
ero et al. [15] to X -dabit. Here b

$← Z2�b , and ψ and φ can be identical.

X -dabit := ([b]ψ, 〈b〉φ := (〈b0〉φ, · · · , 〈b�b−1〉φ)) s.t. [b]Pi

ψ
$← Z2� , 〈bj〉Pi

φ
$← Z2

To generate X -dabit (in the pre-processing), four parties are assigned into two
groups. Then following the protocols proposed by [15] for 2PC setting, each group
ends up holding the same randomness and generate shares in both arithmetic
and boolean worlds. This allows parties to generate ([b]ψ, 〈b〉φ), where ψ = φ.
To change the share-mode of either [b]ψ or 〈b〉φ, parties run ΠchMode (Fig. 4).
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Fig. 4. Four party change share-mode protocol

Fig. 5. Four party bit to arithmetic protocol

Arithmetic vs. Boolean. We first consider one bit case, where parties have
to convert [x]ψ to 〈x〉φ with x ∈ Z2 (an A2B protocol for one single bit). Note
that in this case, parties sample b

$← Z2 in X -dabit. The boolean share of this
X -dabit becomes one-bit share among parties. By using such an X -dabit, parties
simply open their local shares [x]Pi

ψ masked with [b]Pi

ψ , then locally “unmask”
the revealed value x − b with 〈b〉φ. Converting 〈x〉φ to [x]ψ works in the same
manner vice versa. A detailed protocol description (B2A for one bit) is placed
in Fig. 5. If x ∈ Z2� , parties can generate an X -dabit with �b = � to support an
A2B protocol, and � pieces X -dabits with �b = 1 to support a B2A protocol. We
refer to [15,47] for more details.

4.4 Secure Comparison

We now introduce our secure 4PC comparison protocol ΠComp. Using the same
technique mentioned in [54], parties firstly reveal [x]ψ by masking it with [b]ψ
(arithmetic part of an X -dabit). Now parties hold 〈b〉ψ (boolean part of an
X -dabit) and a public revealed x−b over Z2� . After computing the bit decompo-
sition of x − b, parties will jointly compute a parallel prefix adder (PPA) circuit
to securely extract the sign bit of [x]ψ. To do so, parties will prepare a shared
propagator 〈p〉ψ = 〈x− b〉ψ ⊕〈b〉ψ and a shared generator 〈g〉φ = 〈x− b〉φ ∗ 〈b〉φ,
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Table 2. Force compared to the existing works regarding Dot Product (in bits).

Setting Framework Preparation Online Local with Trunc
Comm Comm Rounds Mult Comm Rounds

2PC (S.H.)a P-SecureML [40,54] TTPb 4n� 1 3 4n� 1

3PC (S.H.) CryptGPU [50] 0 2� 1 3 3� 2
P-Falcon [53,54] 0 2� 1 3 4� 1

4PC (S.H.) CrypTen [28] TTP 8n� 1 2 (8n + 4)� 2
P-FantasticFour [12,54] 0 4� 1 7 6� 2
PrivPy [35] 0 4� 1 2 4� 1

4PC (M.)c Trident [10] 3� 4� 1 3 5�(4�) 2(1)

Swift [29] 3� 3� 2 3 4�(3�) 2(1)
Tetrad [30] 2� 4�(3�) 2(1) 4 4�(3�) 2(1)

4PC (S.H.) Force 0 2� 1 1 2� 1
a Semi-Honest
b Trusted Third-Party
c Malicious

where A ∗ B denotes a bit-wise AND of A and B, and ψ �= φ. To prepare such
a 〈g〉φ, parties call ΠchMode once before computing the PPA. In return now 50%
of the secure AND protocols are already executable in an efficient 4PC way. For
the rest of AND computations, we choose to let parties call ΠchMode once in each
round to change the share-mode of the updated propagator. As a result, the
overall AND computations can be executed in a 4PC way.

5 Communication and Computation Analysis

We use DotP to denote the dot product computation (convolution) of two secret
vectors, for conciseness. And we let n denote the length of a vector. As already
mentioned in Sect. 4, parties have to rescale (truncate) the shared output of DotP
for consistence in precision. A summary of Force and existing works for DotP at
each active party (followed by the truncation) is shown in Table 2.

In 2PC, P-SecureML proposed by [40,54] consumes Beaver Triples to support
DotP in the online stage. Instead of implementing a heavy pre-processing com-
putation, P-SecureML simply lets a trusted third party to allocate the shares.
Meanwhile, the local truncation technique allows parties to simply truncate the
last p bits without any interaction. So the total communication overhead for the
online stage is still 4n� bits.

In 3PC, both CryptGPU [50] and P-Falcon [53,54] use replicated sharing
scheme. Parties need to send/receive overall 2� bits after each DotP to recon-
struct the replicated share holdings (re-sharing), which yields one communica-
tion round. Since a local truncation [40] fails in replicated sharing scheme in 3PC
(proven by [39]), parties perform Πtrunc2 [39] with the help of a pre-computed
truncation share ([r], [r′]), where r′ = r/2p. This protocol can be executed com-
bined with re-sharing, which requires parties to exchange 4� bits data in a single
communication round. On the other hand, CryptGPU [50] chooses to implement
another truncation protocol ΠTrunc1 [39] to avoid generating truncation share.
This results in two rounds and 3� bits communication volume totally.
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CrypTen [28] implements 4PC protocols with a 4-out-of-4 sharing scheme.
Regardless the triple generation in the pre-processing stage, a party still has
to send/receive 8n� bits and 4� bits within the DotP protocol and the trunca-
tion protocol, respectively. Compared to CrypTen, P-FantasticFour [12,54] uses
replicated sharing scheme over four shares, which improves the communication
overhead to 6�.

Recently some 4PC protocols such as [10,29,30] achieves active security in the
honest majority setting (tolerating one malicious corruption). All of those rely on
correlated randomnesses generated in the pre-processing stage to accelerate the
online computation. While all four parties stay active in the pre-processing stage,
some work (such as [29,30]) choose to activate three parties in the online stage to
complete the computation. Parties benefit from having continuous multiplication
gates with amortized communication overhead of 3� in one round. We point
out that in CNN (e.g. [21,49]), a convolution layer is followed directly by an
activation layer, which requires parties to execute a comparison protocol. As a
result, such a construction requires parties to exchange overall 4� elements in
two rounds.

Given X -share in Force, we observe a huge computational and communication
complexity reduction and a much simplified connection channel establishment.
Without relying on a pre-processing stage1, parties only have to compute one
single multiplication locally for DotP. And in fact, parties exchange their local
shares with one single partner instead of two, which yields a simpler peer-to-
peer connection. Since the local truncation is compatible with X -share, the total
communication overhead of Force is only 2� bits in one round.

6 Accelerated Backward in Training

Backward phase is more complicated than the forward phase: for example, it is
possible that parties hold a shared x in [·]AC-sharing, which has to be multiplied
by two shared values y in [·]AC-sharing and y′ in [·]AB-sharing. Yet, it can get
accelerated by X -share. First of all, we exclude this situation from the forward
phase (except for the comparison protocol), as the computation moves only in
one direction without reusing any shared values in multiple computations. The
easiest way to implement the backward phase is to let parties execute ΠchMode

if needed. Such a naive solution results in an extra round and communication
overhead, but it already has a huge performance improvement compared to other
frameworks. A more efficient solution is to let parties hold one shared value in
both share-modes, which then enables parties to perform 4PC computations
everywhere during the backward phase. Such critical values are normally only
weights in each layer, meaning that parties are capable to trade a small portion
of memory for a huge computation acceleration. Remark that holding a shared
value in both share-modes does not leak any information to parties, since local
shares of each shared value in different share-modes will be chosen freshly (e.g.
x = x0 + x1 and x = x′

0 + x′
1).

1 Recall that generating zero sharing does not require parties to interact.



Force 341

7 Evaluation

In this section, we thoroughly evaluate X -share and make in-depth comparisons
against other state-of-the-art solutions. We build Force on top of Piranha [54]2,
at commit bd9c8c4, in C++. We implement the new 4-party sharing type X -share
for all relevant PPML operations. Besides, we add support for batch normal-
ization and complex ResNet like ResNet152, while Piranha only supports layer
normalization and basic ResNet18.

7.1 Evaluation Setup

Testbed Environment. We run our evaluations on 4 cloud servers, with 2
CPUs, Intel(R) Xeon(R) Platinum 8360Y CPU @ 2.40 GHz, and 12 × 128GB
of RAM. Each of our servers is equipped with one GPU, NVIDIA Tesla
P100-PCIE with 16GB of video RAM (VRAM). We consider two types of network
environments: LAN and WAN, with 10Gbps bandwidth + 0.2ms round-trip
latency and 100Mbps bandwidth + 40ms round-trip latency, both simulated by
the tc tool3. Our server is running Ubuntu 18.04.6 LTS with CUDA 10.1.243.

Baseline. We choose as baselines several state-of-the-art systems that have
semi-honest security, as summarized in Table 1. For 2PC, Cheetah [23] is the
most recent PPML work using FHE and correlated oblivious transfer (cOT) on
CPUs, which is completely different from ours. We run it on the same server
as a baseline of CPU-based PPML. SecureML [40] is the only 2-party system
supporting both private inference and training, which is improved by Piranha
[54] via porting it to GPU. We refer to the GPU version as P-SecureML. For
both 3-party and 4-party, we only consider the honest-majority setting. Falcon
[53] is the fastest 3-party system on CPU. Piranha [54] ports the semi-honest
version to GPU with huge boost. We mark it as P-Falcon. CryptGPU [50] is
another 3-party system on GPU similar to P-Falcon. We include both of them
as baselines. CryptGPU [50] is deployed with the latest Github source code4, at
commit 2ff57b2. As for 4-party, CrypTen [28] is the only one with semi-honest
security in an honest-majority setting by design. We deploy it using their
latest Github source code5, at commit efe8eda. All the other 4-party or more-
party systems are for malicious adversaries, which are slowed down by heavy
verification or validations. For fairness, we should not compare with them. Yet,
Piranha [54] re-implemented the semi-honest version of FantasticFour [12] on
GPU. We include this simplified version and refer to it as P-FantasticFour. We run
all the evaluations with 20 bits of fixed-point precision. The calculations are over
the 64-bit ring Z264 , except Cheetah [23], which supports maximum 44-bit. All the
experiments are performed multiple times, with BatchSize = 1, considering that
some systems do not support large batch sizes. Then we calculate the benchmarks
2 https://github.com/ucbrise/piranha/.
3 https://man7.org/linux/man-pages/man8/tc.8.html.
4 https://github.com/jeffreysijuntan/CryptGPU.
5 https://github.com/facebookresearch/CrypTen.

https://github.com/ucbrise/piranha/
https://man7.org/linux/man-pages/man8/tc.8.html
https://github.com/jeffreysijuntan/CryptGPU
https://github.com/facebookresearch/CrypTen
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by averaging all the results except the first run, to mitigate the influence of
system initialization and runtime randomness.

Models and Datasets. For our evaluations, we consider three datasets
and three neural networks in different sizes: Small ones: CIFAR10 [31] and
AlexNet [32]. Medium ones: TinyImageNet [33] (Tiny for short) and VGG16 [49].
Large ones: ImageNet [48] and ResNet152 [21]. We try to keep the models as
much as they are in their original publications. However, due to the various input
sizes of different datasets, as well as performance considerations, we slightly
adjust the structure similarly to CryptGPU [50] and Falcon [53].

7.2 End-to-End Running Time Evaluation

In Table 3 and 4, we list the running time of an inference pass for all datasets and
models described in Sect. 7.1 in LAN and WAN settings. Our Force completely
outperforms all the baseline systems in all evaluations. CPU-based Cheetah is
slower than all the other GPU-based systems in LAN. In WAN, Cheetah (imple-
mented in C++) can perform better than the Python-implemented (CryptGPU
and CrypTen) in deep network like ResNet152, while still slower than the C++-
implemented (P-SecureML, P-Falcon, P-FantasticFour and Force). When compar-
ing all GPU-based systems, the C++-implemented perform much better than the
Python-implemented. This could result from the language performance differ-
ence. Among those C++-implemented, Force beats the other three Piranha-based
systems, P-SecureML, P-Falcon and P-FantasticFour, in all experiments, with the
acceleration brought by our novel sharing type X -share.

Benchmarks of a training pass are similar, as shown in Table 6. Cheetah
is omitted here as it does not support training. Again, our Force completely
dominates in all evaluations.

7.3 Linear vs. Non-linear Operations

We group common computation tasks into two categories: linear and non-linear.
Linear operations include convolution, matrix multiplication and batch normal-
ization. Non-linear operations include ReLU, pooling and SoftMax.

We plot the running time of different operations during an inference pass in
Fig. 6. Due to the huge time difference between Cheetah and all other systems,
all the experiments other than the two shown are rarely visible as bar charts.
Thus we omit them. We can see that the most time-consuming operation in
Python-implemented CryptGPU and CrypTen is ReLU, while linear operations
cost more in those C++-implemented. CryptGPU can be faster than P-SecureML
and P-FantasticFour in linear operations, but slower than P-Falcon and Force.
The implementation language still makes a difference here.
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Table 3. Running time (Second) of an inference pass in LAN , BatchSize = 1.

CIFAR10 Tiny ImageNet

AlexNet VGG16 ResNet152 AlexNet VGG16 ResNet152 AlexNet VGG16 ResNet152

P-SecureML 0.41 1.48 7.89 0.55 2.19 9.44 2.50 15.70 31.46

CryptGPU 1.15 2.91 35.58 1.14 3.83 38.21 2.42 12.74 49.54

P-Falcon 0.29 0.89 5.18 0.35 1.37 6.24 1.12 10.03 20.39

CrypTen 1.05 3.48 26.04 1.25 5.20 29.10 4.59 32.75 62.58

P-FantasticFour 0.72 2.20 12.81 0.87 3.40 15.59 2.72 24.03 49.74

Force 0.12 0.35 2.54 0.14 0.54 3.01 0.43 3.26 9.70

Cheetah 2.67 80.43 66.96 19.74 325.30 263.87 383.97 4026.87 3226.62

PyTorch 0.0008 0.0017 0.0264 0.0009 0.0017 0.0266 0.0009 0.0017 0.0268

Table 4. Running time (Second) of an inference pass in WAN , BatchSize = 1.

CIFAR10 Tiny ImageNet

AlexNet VGG16 ResNet152 AlexNet VGG16 ResNet152 AlexNet VGG16 ResNet152

P-SecureML 12.20 57.54 239.81 21.64 121.05 241.73 179.19 1126.83 1907.65

CryptGPU 18.41 44.17 807.32 19.46 65.15 846.11 48.53 359.46 1387.28

P-Falcon 2.85 11.08 91.06 3.80 28.27 119.33 30.79 370.70 730.97

CrypTen 34.37 103.26 721.67 43.47 256.77 876.92 397.49 2203.29 4649.98

P-FantasticFour 7.60 41.39 218.33 13.00 125.80 368.82 135.93 1489.91 2853.29

Force 2.60 6.75 75.28 2.94 14.21 85.85 13.59 155.15 324.17

Cheetah 12.64 233.34 220.16 52.59 908.09 711.77 827.68 11012.47 8101.88

Table 5. Communication volume (MByte) of an inference pass, BatchSize = 1.

CIFAR10 Tiny ImageNet

AlexNet VGG16 ResNet152 AlexNet VGG16 ResNet152 AlexNet VGG16 ResNet152

P-SecureML 65.93 381.39 1178.82 130.16 849.01 2082.17 1186.00 8361.98 15718.33

CryptGPU 2.32 53.59 236.17 13.32 214.12 677.61 226.08 2622.02 7376.14

P-Falcon 3.72 84.48 168.85 20.83 337.62 680.50 350.09 4134.47 8441.19

CrypTen 74.67 579.78 1409.07 178.98 1641.77 3034.04 2005.10 18069.92 27607.43

P-FantasticFour 7.01 159.50 300.42 39.24 637.43 1218.99 659.45 7805.96 15150.84

Force 1.49 33.76 79.95 8.38 134.93 316.65 140.95 1652.33 3907.41

Cheetah 40.10 951.35 773.51 249.24 3792.40 3091.30 4493.92 46450.00 37876.50

Table 6. Running time (Second) of a training pass in LAN , BatchSize = 1.

CIFAR10 Tiny ImageNet

AlexNet VGG16 ResNet152 AlexNet VGG16 ResNet152 AlexNet VGG16 ResNet152

P-SecureML 1.62 4.55 29.20 7.53 5.99 27.81 7.41 28.82 65.51

CryptGPU 2.27 5.49 40.24 3.23 8.06 41.37 9.10 38.86 53.28

P-Falcon 0.75 2.44 12.08 0.96 3.04 13.55 4.13 16.14 35.78

CrypTen 13.48 40.86 27.68 18.39 50.34 33.35 FAIL FAIL 74.07

P-FantasticFour 1.65 4.99 25.65 2.17 6.64 29.96 9.69 37.10 79.78

Force 0.35 1.23 6.40 0.51 1.59 7.53 2.89 8.57 22.77

PyTorch 0.0031 0.0067 0.0659 0.0027 0.0049 0.0637 0.0034 0.0077 0.0683
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Table 7. Maximum batch size when
training ImageNet in VGG16.

Batch Size 1 2 4 8 16 32
P-SecureML � � �
CryptGPU �
P-Falcon � � �
CrypTen

P-FantasticFour � �
Force � � � � �

Table 8. Inference accuracy comparison
of Force and PyTorch.
Inference CIFAR10 Tiny ImageNet

AlexNet PyTorch 69.65% 26.38% 22.84%

Force 69.69% 26.39% 22.84%

VGG16 PyTorch 88.31% 54.90% 56.41%

Force 88.34% 54.89% 56.42%

ResNet152 PyTorch 83.99% 65.14% 67.36%

Force 83.98% 65.15% 67.36%

Fig. 6. Running time of different operations during an inference pass in LAN setting
with BatchSize = 1. X-axis is time in seconds.

Fig. 7. Micro-benchmark of matmul and ReLU in four Piranha-based systems. X-axis
is data dimension and Y-axis is time in Milliseconds. For matmul, we multiply an x×x
matrix by an x × 1 vector.

To further compare the effect of different sharing types, we make some micro-
benchmark of matrix multiplication and ReLU in four Piranha-based systems. We
perform matmul and ReLU of different input data size and record the average
running time. The results are plotted in Fig. 7. Force, with the new sharing type
X -share, shows outstanding improvement over the other three. Besides, Force
scales much better as the problem size increases.

7.4 Communication Cost

One of the main contribution of Cheetah is low communication cost. We make it
even better. As shown in Table 5, we have the minimal communication volume
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Fig. 8. Time ratio when Force runs
inference on ResNet152.

Fig. 9. Validation accuracy of 9 train-
ing epochs for AlexNet+ CIFAR10.

when performing inference with BatchSize = 1 for all the evaluations. However,
we still notice high communication cost during all phases, especially for large
datasets and WAN settings. As an example, we plot the ratio of communication
and computation time of Force in Fig. 8. We can see that as the dataset gets
larger, mainly the image dimensions, communication consumes more time. When
the network latency is high, like in WAN, the whole running time is dominated
by communication.

7.5 Memory Efficiency

Compared with RAM, which could easily reach 1TB nowadays, VRAM is an
extremely limited resource, which is normally 16GB or 24GB per card. To mea-
sure the utilization efficiency of VRAM, we run a simple experiment. We train
one large dataset, ImageNet, on one of the large models, VGG16, and try to find
out the maximum possible batch size. The result is displayed in Table 7. Force is
the only system which supports training ImageNet on VGG16 with BatchSize = 8
and BatchSize = 16. This is achieved by getting rid of Beaver’s Triple and reduc-
ing the number of local shares to just one. All the other systems can only train
with batch size up to 4. CrypTen could not even train with BatchSize = 1.

7.6 Accuracy Comparison

To measure the accuracy, we run both inference and training with Force. We first
train the models on all the datasets with PyTorch to get pre-trained models.
Starting from those pre-trained models, we perform the accuracy evaluation.
We run all the evaluation with 26 bits of fixed-point precision, as suggested by
Piranha. The inference accuracy on validation sets is shown in Table 8. Force
provides almost the same accuracy as the plaintext PyTorch, only with a tiny
relative error of less than 0.1% for all models and datasets. For training, we
use AlexNet + CIFAR10 as an example. Starting from a pre-trained model, we
train AlexNet on CIFAR10 with Piranha, Force and PyTorch for 9 epochs. The
validation accuracy is plotted in Fig. 9. After 9 epochs, the accuracy of PyTorch
is 49.59%, of Force is 49.71%, which is even 0.12% higher, indicating extremely
low accuracy loss.
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8 Conclusion

In this paper, we construct a highly efficient 4PC framework Force for PPML.
Our implementation and evaluation showcase that Force is by far the most effi-
cient in terms of time, memory consumption and overall performance. It can be
meaningful future work to extend Force with malicious security and guarantee
of delivery, as well as to generalize it for any number of parties.
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