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Preface

This volume contains the main proceedings of the Fifth Iberoamerican and the Fourth
Indo-American Knowledge Graphs and Semantic Web Conference (KGSWC 2023),
held jointly during November 13–15, 2023, at the University of Zaragoza in Zaragoza,
Spain. KGSWC is established as a yearly venue for discussing the latest scientific results
and technology innovations related to Knowledge Graphs and the Semantic Web. At
KGSWC, international scientists, industry specialists, and practitioners meet to discuss
knowledge representation, natural language processing/text mining, and machine/deep
learning research. The conference’s goals are (a) to provide a forum for the AI com-
munity, bringing together researchers and practitioners in industry to share ideas about
innovative projects, and (b) to increase the adoption of AI technologies in these domains.

KGSWC 2023 followed on from successful past events in 2019, 2020, 2021, and
2022. It was also a venue for broadening the focus of the Semantic Web community
to span other relevant research areas in which semantics and web technology play an
important role and for experimenting with innovative practices and topics that deliver
extra value to the community.

The main scientific program of the conference comprised 20 papers: 18 full research
papers and two short research papers selected out of 50 reviewed submissions, which
corresponds to an acceptance rate of 40%. The program was completed with four work-
shops sessions, and a Winter School where researchers could present their latest results
and advances and learn from experts. The program also included five high-profile experts
as invited keynotes (Claudia d’Amato, Università degli Studi di Bari, Italy; Valentina
Presutti, University of Bologna, Italy; Deborah McGuinness, Rensselaer Polytechnic
Institute, USA; Pascal Hitzler, Kansas State University, USA; and Steffen Staab, Uni-
versität Stuttgart, Germany), with novel Semantic Web topics. A few industry sessions
were also organized, with contributors including Ultipa, IET, Catalink and the Building
Digital Twin Association.

The General and Program Committee chairs would like to thank the many people
involved in making KGSWC 2023 a success. First, our thanks go to the four co-chairs
of the main event and the 60-plus reviewers for ensuring a rigorous 150 blind review
process, which led to an excellent scientific program, with an average of three reviews
per article.

Further, we note the kind support of all people from University of Zaragoza,
Zaragoza. We are thankful for the kind support of all people from Springer. We also
thank Fatima Zahra, Juan Pablo Martínez, Rubén Barrera and Gerardo Haces, who
administered the website and helped to make strong publicity. We finally thank our
sponsors and our community for their vital support of this edition of KGSWC.
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The editors would like to close the preface with warm thanks to our supporting
keynotes, the program committee for rigorous commitment in carrying out reviews, and
last but not least, our enthusiastic authors who made this event truly international.

November 2023 Fernando Ortiz-Rodriguez
Boris Villazón-Terrazas

Sanju Tiwari
Carlos Bobed
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An Ontology for Tuberculosis
Surveillance System

Azanzi Jiomekong1(B), Hippolyte Tapamo1, and Gaoussou Camara2

1 Department of Computer Science, University of Yaounde 1, Yaounde, Cameroon
{fidel.jiomekong,hippolyte.tapamo}@facsciences-uy1.cm
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Abstract. Existing epidemiological surveillance systems use relational
databases to store data and the SQL language to get information and
automatically build statistics tables and graphics. However, a lack of log-
ical and machine-readable relations among relational databases prevent
computer-assisted automated reasoning and useful information may be
lost. To overcome this difficulty, we propose the use of an ontology based-
approach. Given that existing ontologies for epidemiological surveillance
of TB does not exist, in this article, we present how we developed with
the help of an epidemiologist an ontology for TB Surveillance System
(O4TBSS). Currently, this ontology contains 807 classes, 117 Object-
Properties, 19 DataProperties.

Keywords: Ontologies · Knowledge Graph · Epidemiological
surveillance · Tuberculosis · O4TBSS · EPICAM

1 Introduction

Tuberculosis (TB) is a global scourge, responsible for millions of deaths yearly.
Most recently, the global concerns about the emergence of multidrug-resistant
and extensively drug resistant TB (MDR and XDR-TB) caused by the bac-
terium’s resistance to the usual drugs complicated the management of TB.
Caused by an inadequate treatment, MDR and XDR-TB treatment is costly, less
effective and resistant strains can propagate to other individuals [6]. Effective
management of this disease requires developing systems such as epidemiological
surveillance systems which have to provide all needed information to stakehold-
ers [5]. Data collected by epidemiological surveillance systems are usually stored
in relational databases. Although these databases have proven their effective-
ness in data representation and management, the absence of a knowledge model
describing the semantic of data limits the discovery of new knowledge through
semantic reasoning and inference mechanisms [15]. In order to overcome such
difficulties, researchers have been working on knowledge representation through
ontologies [7,17].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Ortiz-Rodriguez et al. (Eds.): KGSWC 2023, LNCS 14382, pp. 1–15, 2023.
https://doi.org/10.1007/978-3-031-47745-4_1
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Studer et al. [24] defined an ontology as “a formal, explicit specification
of a shared conceptualization.” In the medical domain, digitized information
management has greatly improved medical practice and medical ontologies have
become the standard means of recording and accessing conceptualized medical
knowledge [7,13,27]. Many researchers have addressed the modeling of TB infor-
mation [1,12,18,19,21]. However, the ontologies proposed are too large [21] and
the details provided in a disease-specific ontology such as ours may get lost in
larger ontologies. On the other hand, the ontologies specific to TB [1,12,18,19]
do not cover all the aspects of tuberculosis surveillance.

In a previous work [4,9], we developed a platform which is used for epidemio-
logical surveillance of tuberculosis in Cameroon. It uses the PostgreSQL database
management system to store data, get information and build statistical tables
and graphics. During the use of this platform, we realized that a lack of logical
and machine-readable relations among PostgreSQL tables prevents computer-
assisted automated reasoning and useful information may be lost. This remark
is supported by existing literature [15]. In this paper, we present the develop-
ment of an ontology for Tuberculosis Surveillance that we named O4TBSS which
can be used for the semantic annotation of tuberculosis data stored in relational
databases.

The rest of the article is organized as follows: the Sect. 2 presents the method-
ology we used to develop the ontology, Sect. 3 reports the ontology development,
Sect. 4 presents a use case and Sect. 5 presents the conclusion.

2 Ontology Development Methodology

During the development of the Ontology for Tuberculosis Surveillance System,
we have followed a methodology made up of a set of principles, designed activities
and phases based on scrum [22] and NeOn [25] methodologies.

Scrum [22] describes how the team members should be organized in order
to develop a system in three phases: The pre-development phase (planning and
design), the development phase (system development or enhancement) and the
post-development phase (system integration and documentation). The scrum
members composed of the scrum team (developers and users) and the scrum
master develop the system in many sprints (iterative development). At the begin-
ning of the development, the product backlog (list of tasks to proceed) is created
and divided into many sprints backlogs (list of tasks at each sprint). With scrum,
the meetings called scrum meetings take place at the beginning and the end of
the project and each sprint.

NeOn methodology [25] for ontology building is composed of a set of scenarios
that the knowledge engineer can combine in different ways, and any combination
should include Scenario 1. These scenarios present how an ontology can be devel-
oped from the specification to the implementation by reusing and re-engineering
non-ontological resources, reusing ontological resources (after a re-engineering
if necessary), reusing ontology design patterns. The ontology obtained can be
adapted to one or various languages and cultural communities to obtain a mul-
tilingual ontology.
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Based on the combination of scrum and NeOn, the methodology we used
to develop O4TBSS is composed of the pre-development step, the development
step and the post-development step.

2.1 The Pre-development Step

The Pre-development step involves the specification, the analysis and the design
of the application in which the ontology will be integrated. The specification
permits us to obtain the application specification document (ASD). It contains
the users’ needs and all the features of the software to develop. The analysis
activity uses the ASD to understand the system in order to delineate, and identify
its features. During the software design, the software architecture, the different
modules and the relations among these modules are defined. If the ontology is
necessary, it will be specified in the software architecture and its role will be
clearly defined.

At the end of the pre-development step, the first version of the application
specification (containing competencies questions), analysis and design is pro-
duced. The product backlog of the ontology to be built is also produced and a
scrum meeting will allow us to define the list of tasks to be executed to build
the ontology.

2.2 The Development and Post-development Steps

During the development, the tasks contained in the product backlog are orga-
nized in many sprint backlogs and executed. Then, the ontology is developed
through repeated cycles (iteratively) and in modules (incrementally), allowing
the scrum team to take advantage of what was learned during the development
of earlier versions. This step is composed of two main phases: the development
of the first version of the ontology and the development of the next versions.
First Version. The first phase consists of the development of the first version
of the ontology. It is composed of three activities and proceeds as follows:

1. The identification of knowledge sources: an inventory of existing knowl-
edge sources (human experts, domain resources, existing ontologies) is made.
If existing ontologies match the needs, they are adopted. Else, the identified
resources will be use to build the ontology;

2. Knowledge acquisition: during knowledge acquisition, knowledge is
acquired from domain experts, existing resources (ontologies/domain
resources) or both;

3. Knowledge representation: during this activity, the knowledge obtained
is serialized in a machine readable form.

After the development of the first version of the ontology, the evaluation is
performed. The feedback of this evaluation is presented at the scrum meeting.
This feedback will allow us to define the next steps of ontology development.

The Next Versions. The second phase is an iterative and incremental phase
in which each increment consists of exploiting the evaluation feedback in order
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to complete specifications, analysis, design and to develop the new versions of
the ontology. Each increment involves the sprint planning meeting which will
result in a set of features that the ontology must meet; knowledge identification;
knowledge acquisition; and knowledge representation. At the end of each sprint,
a sprint review meeting allow us to evaluate the ontology given the specifications,
analysis, design and competencies questions. Note that at each review, a reasoner
is used to check the ontology consistency.

Post-development Step. The Post-development step involves the population
of the ontology with instances to obtain a Knowledge Graph (KG) [8]. Thereafter,
the integration of this knowledge graph in related software should be done. For
example, a semantic search engine [10] may be developed to navigate in the
Knowledge Graph.

3 Ontology Building

This section presents the development of an Ontology for Tuberculosis Surveil-
lance System (O4TBSS). Thus, the pre-development step and development steps
are presented in the following subsections.

3.1 Pre-development

During the pre-development, the specifications, analysis and design of the appli-
cation which will integrate the ontology will allow us to determine the need and
role of an ontology.

Software Specifications and Analysis. In a previous work [4,9], we present a
platform for tuberculosis surveillance. This platform allowed the National Tuber-
culosis Control Program (NTCP) in Cameroon to obtain data for tuberculosis
management. These data are stored in the PostgreSQL database management
system and interfaces (example of Fig. 1) allows users to search information using
multiple searching criteria. During the use of this system on the field, we real-
ized that a lack of logical and machine-readable relations among PostgreSQL
tables prevents computer-assisted automated reasoning and useful information
may be lost. Then, a new module of the platform which enables users to access
all needed information is required. The main functionalities of this module are:

– Provide a way (e.g., semantic search engine) to stakeholder to get all needed
information;

– Discovering new knowledge from existing ones. For example, to get the correct
answers to the queries like “does patient x be at risk to become TB-MDR”, the
system must have access to patients’ knowledge (e.g., patient characteristics
and treatment behavior) and be able to reason based on this knowledge to
infer patients characteristics.

The new module must allow doctors, epidemiologists and decision makers to
get access to all the relevant knowledge. The use case these actors will execute
is given by the Fig. 2.
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Fig. 1. Searching for patients using multiple criteria

Fig. 2. The general use case executed by all users

System Design. To allow users to have access to all knowledge, the data must
be stored using a data structure supporting inferences. As many researchers have
proved that ontologies is the best choice for knowledge modeling [15,23], we have
chosen to use an ontology.

Product Backlog Definition for the Development of the Ontology. The
product backlog comprises the list of tasks to be executed in order to develop
the ontology. These are:

– Identification and evaluation of existing ontologies. This task consists of find-
ing existing ontologies that can be used in the system;

– Identification of domain resources. During the identification of domain
resources, existing knowledge sources will be identified. In case existing
ontologies are not sufficient, these resources will be useful resources for ontol-
ogy enrichment;

– Knowledge acquisition from ontological knowledge sources. This task consists
of using existing methodologies to acquire knowledge from existing ontologies
and domain resources;
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– Knowledge representation. After the knowledge is obtained, it is serialized in
a machine readable form;

– Ontology population. To come up with the Knowledge Graph, the ontology
obtained after its serialization is populated with instances.

The identification of ontological resources, knowledge acquisition, knowledge
representation is based on the NeOn methodology and is done iteratively (in
many sprints) and incrementally (until the ontology fulfills the needs). After
the pre-development step and each sprint, the scrum master organizes scrum
meetings with the scrum team composed of the knowledge engineer and the
epidemiologist. During these meetings the ontology is evaluated and the sprint
backlog containing what to do in the next sprint is defined. Each evaluation
allowed us to determine the ontology consistency using the Pellet reasoner, and
to what extent the ontology developed fulfills the requirements.

3.2 Development

The O4TBSS was developed in five sprints.

First Sprint: Searching for Existing Ontologies that Fulfilled the Need.
According to the NTCP, during epidemiological surveillance of TB, the following
information are recorded: patients and their follow-up, symptoms of the disease,
laboratory testing, epidemiology, drugs, sensitization, users, training and train-
ing materials. The ontology modeling epidemiological surveillance used by the
NTCP must contain all these information. We have conducted a review of exist-
ing ontologies using Bioportal [27] and Google’s Search Engine. Keywords such
as “tuberculosis”, “tuberculosis surveillance”, “ontology for tuberculosis surveil-
lance” and “tuberculosis ontology” were used to carry out searches. A total of
38 ontologies were found on BioPortal repository using the keyword “tuberculo-
sis” and 48 ontologies were found using the keyword “tuberculosis surveillance.”
These ontologies were examined and all excluded because they did not focus
on epidemiological surveillance of tuberculosis. A total of 12 scientific papers
were identified from Google Search Engine using the keywords “ontology for
tuberculosis surveillance” and “tuberculosis ontology”. Nine of these papers were
excluded because they did not focus on tuberculosis ontology and four papers
were retained. The first one entitled “A Tuberculosis Ontology for Host Sys-
tems Biology” [12] focuses on clinical terminology. It aims at providing a stan-
dard vocabulary to TB investigators of systems biology approaches and omics
technologies. The ontology presented has been made available in a csv format;
“RepTB: a gene ontology based drug repurposing approach for tuberculosis”
[19] focuses on drug repurposing. “An ontology for factors affecting tubercu-
losis treatment adherence behavior in sub-Saharan Africa” [18] focuses on the
factors that influence TB treatment behavior in sub-Saharan Africa; and “An
Ontology based Decision support for Tuberculosis Management and Control in
India” [1] which presents the use of an ontology for TB management in India.
Although these papers are about ontologies of TB, only one ontology is available
for download in a csv format and this ontology covers just the clinical aspects
of epidemiological surveillance.
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At the end of the first sprint, we have noted that no existing ontology covers
the domain that we want to represent. This justified the development of a new
ontology.

Second Sprint: Knowledge Extraction from Knowledge Sources. In a
previous work [2,3], we extracted knowledge from some knowledge sources of
tuberculosis management. This knowledge was used to construct an ontology
for tuberculosis surveillance. This ontology is composed of 329 terms with 97
classes, 117 DataProperties and 115 ObjectProperties. Given that this ontology
models the epidemiological surveillance system of tuberculosis, it is yet to be
evaluated to see if it is complete. That is why, we evaluated this ontology given
two criteria:

1. The completeness of the modeled domains, which measures if all the domains
covered by epidemiological surveillance are well covered by the ontology;

2. The completeness of the ontology for each domain involved in the epidemio-
logical surveillance, which measures if each domain of interest is appropriately
covered in this ontology.

The keywords were identified from this ontology and used to carry out
searches of existing ontologies on Bioportal repository and Google Search Engine.
We found 275 ontologies. For each term, we noted the list of ontologies obtained.
For the ontologies found in the BioPortal repository, the BioPortal ontology visu-
alization tool (see Fig. 3) was used to visualize the terms that are presented in
the ontology. If an ontology contains the relevant terms, it is selected. In many
cases, two ontologies have the same terms when searching using certain keywords
e.g., “patient”, “doctor”, “nurse”, “tuberculosis”, etc. Then, the most complete
were selected. The ontologies not present in the BioPortal repository were exam-
ined using Protege. The ontology in the csv file was examined using LibreOffice
Calc. The Table 1 presents the ontologies selected for our purpose.

Comparing the ontologies selected with the ontology constructed with TB
domain resources, we found that only the ontology constructed using TB
resources takes into account all the aspects of epidemiological surveillance. How-
ever, by considering the completeness of each domain covered by epidemiological
surveillance, we remark that the ontologies selected are more complete. In the
next sprint, we will show how knowledge has been extracted from the ontologies
presented in table 1 and combined with the ontologies constructed using domain
resources to build O4TBSS.
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Fig. 3. Example of browsing Human Disease Ontology (DOID) using Bioportal visu-
alization tool

Third Sprint: Ontology Construction The ontologies selected during the
second sprint were used to construct O4TBSS. To this end, ontological knowl-
edge was extracted using either ontofox [28] or Protege. For the ontologies not
presented in ontofox such as “Adherence and Integrated Care ontology”, Pro-
tege software was used for their examination, identification of irrelevant terms
and the deletion of the latter. Knowledge obtained was imported in Protege and
examined term by term with the help of an epidemiologist to evaluate each term
and identify redundancies. Redundant terms identified were removed. Additional
terms were extracted from the ontology constructed using domain resources to
enrich the ontology obtained. The Pellet reasoner in Protege allowed us to verify
the consistency of the ontology obtained. The Table 2 and the Fig. 4 respectively
present the metric and a part of the ontology obtained.
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Table 1. List of ontologies selected for our purpose. The keyword column presents
the keywords that were used to find the ontology. The ontology column presents the
ontology selected given the keyword. The covered domain column presents the domain
of epidemiological surveillance covered by the ontology and the description column
presents a brief description of the ontology

Keywords Ontology Covered domains Ontology description

Epidemiological
surveillance

Epidemiology
Ontology (EPO)

Epidemiology This is an ontology describing the
epidemiological, demographics and
infection transmission process [20]

Tuberculosis
symptoms

Symptom
Ontology (Symp)

Tuberculosis sign
and symptoms

Symp aims to understand the
relationship between signs and
symptoms and capture the terms
relative to the signs and symptoms
of a disease [16]

Tuberculosis Human Disease
Ontology (DOID)

Patients and
their follow-up,
Epidemiology

Human Disease Ontology is an
ontology that represents a
comprehensive hierarchically
controlled vocabulary for human
disease representation [21]

Tuberculosis
ontology

A Tuberculosis
Ontology for
Host Systems
Biology

Patients,
symptoms,
laboratory
testing

Tuberculosis Ontology for Host
Systems Biology focuses on clinical
terminology of tuberculosis
diagnosis and treatment. It is
available in a csv format [12]

Patient Adherence and
Integrated Care

Patient and their
follow-up

This ontology is an ontology that
defines the medication adherence of
patient [26]

Patient Presence
Ontology
(PREO)

Patient and their
follow-up

This ontology defines relationships
that model the encounters taking
place every day among providers,
patients, and family members or
friends in environments such as
hospitals and clinics [14]

Patient Mental Health
Management
Ontology
(MHMO)

Patient and their
follow-up

The Mental Health Management
Ontology is an ontology for mental
health-care management [29]

Fourth Sprint: Ontology Enrichment. After building the ontology, we
decided to populate it with some data gathered from the TB database. But we
remarked that some data contained in the database can be considered as con-
cepts/property. With SQL queries, we extracted these knowledge composed of 70
classes and enriched our ontology. The actual version of the ontology is composed
of 943 terms, with 807 classes, 117 ObjectProperties and 19 DataProperties.

Fifth Sprint: Ontology Population. The main purpose of this work was
to construct O4TBSS. However, we decided to populate it with instances
to obtain a Knowledge Graph and make some inference on it. Thus, dur-
ing the population, a flat view of the TB database was created by making
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a simple SQL query. This query allowed us to gain access to information
and the information obtained was populated in the ontology. To keep the
relation between the tables in the database, the tuples identification in the
database were used as the identification of these instances in the ontol-
ogy. For example, the TB case with ID “TBCASE 14f7ee” is linked to its
appointment with ID “RDV 14f5e7a” in the database. Then, in the ontol-
ogy, their identifications will also be “TBCASE 14f7ee” and “RDV 14f5e7a”.
The complete ontology and the source code written for its population is avail
able on github. It should be noted that given the confidentiality of medical data,
we did not use the surveillance data of NTCP.

Table 2. O4TBSS terms and terms imported from 7 other ontologies sources and
enriched with TB database terms

# Ontologies Classes DataProperties ObjectProperties Total

O4TBSS 807 117 19 943

1 Epidemiology Ontology 95 0 0 95

2 Symptom Ontology 12 0 0 12

3 Adherence and Integrated Care 246 12 2 260

4 Presence Ontology 205 25 5 235

5 Human Disease Ontology 22 14 0 36

6 Mental Health Management Ontology 143 64 0 217

7 A Tuberculosis Ontology For Host Systems Biology 125 0 0 125

8 Ontology constructed with TB domain resources 17 8 6 31

Fig. 4. A screenshot of O4TBSS obtained after the third sprint

https://github.com/jiofidelus/ontologies/tree/master/O4TBSS/populatingO4TSS
https://github.com/jiofidelus/ontologies/tree/master/O4TBSS/populatingO4TSS


Ontology for Tuberculosis Surveillance System 11

4 Use Case: Automatic Detection of TB-MDR
Susceptible Patients by Reasoning on O4TBSS

Our main purpose in this paper was to present how we built O4TBSS. After
this presentation, we are going to show how reasoning mechanisms can be used
to infer new knowledge more easily than SQL Joins queries and replies to the
competencies questions such as: “which are the characteristics of patients at risk
of TB-MDR?”. This section presents use cases in which the reasoning mechanism
allowed us to derive new knowledge from existing knowledge. Given that the
NTCP did not give the right to use the data to populate the ontology, because
of their sensitivity, only fake data are used to demonstrate the capabilities of
the ontology once populated. From the 5000 patients’ information stored in the
tuberculosis database, the first 50 were selected and used to generate fake data
and populate the ontology. The Description Logic (DL) queries were used to
define simple axioms and save in the ontology so that these axioms can be reused
further for inference. The advantage of using this feature of protégé is that it
allows us to ensure that the axiom is inferring the right knowledge. The Pellet
reasoner implemented in the Protege software were used for use cases execution.

The TB-MDR is generally caused by an inadequate treatment of tuberculo-
sis, which can give rise to an epidemic of TB difficult to cure [18]. According
to the National TB Control Program, the patients who did not come to their
appointments to get the medications are those who will later develop the resis-
tance to drugs and come back with TB-MDR. Health workers revealed that
often, patients will follow the first 4 months of treatment, once they start feeling
better, they don’t come back for the last two months of their treatment. Con-
sequently they come later with TB-MDR. According to epidemiologists, these
patients and their characteristics must be identified in time and the right actions
must be made.

The current version of the TB platform does not consider the TB-MDR
patients. However, the information on the follow-up of appointments of the
patients are stored in the database. To get access to this information, a SQL
query must be made with the current version. Given that the database is flat,
to get access to other information with the link to the patients, a joined query
with many tables must be done. The example of Fig. 5 shows how this task can
be difficult to make and prone to errors. The current use case (Fig. 6) shows how
an axiom allows us to get all the patients at risk of becoming TB-MDR. The
inference mechanism allows us to infer all patients characteristics and the links
with other entities (e.g., the link with the TB exams) will allow us to have more
information on the patient.

This use case shows that the ontology can be used to classify patients accord-
ing to their behavior. It can also be used to automatically identify other cate-
gories of patients, by using the inference mechanism.
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Fig. 5. An example of a SQL query used to find patients at risk of TB-MDR and their
characteristics.

Fig. 6. Inferring the patients at risk of TB-MDR using Protege and DL query. A simple
click on a patient permits access to the patient’s characteristics. This type of knowledge
can be saved in the ontology by clicking on the “add to ontology” button.
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5 Conclusion

In this article we reported the development of an ontology for tuberculosis
surveillance. This ontology can be used for the annotation of clinical and epi-
demiological data of tuberculosis. Our motivation was to provide a knowledge
model for epidemiological data which permits stakeholders involved in epidemi-
ological surveillance of TB to easily have access to all needed information using
the reasoning mechanism. Even if we demonstrated only the reasoning feature of
the ontology, it should be noted that the ontology developed can also be used for
data exchange and integration. It can easily be integrated with other ontologies.
This ontology may serve as an example to model epidemiological surveillance of
other infectious diseases.

Data collected during epidemiological surveillance may become very large and
the users may face the problem of information overload which is the well known
problem in the medical domain [11]. On the other hand, there are many users
(epidemiologists, decision makers, doctors, etc.) of epidemiological surveillance
systems and they have different preferences on data. In the future work, we plan
to populate the ontology to obtain a KG and to build a semantic search engine
on top of this KG in order to filter information reaching users according to their
profile.
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2023 (Jul 2023). https://doi.org/10.46298/arima.9873

5. Choi, B.C.K.: The past, present, and future of public health surveillance. Scientifica
2012, 875253 (2012)

6. Glaziou, P., Floyd, K., Raviglione, M.: Global epidemiology of tuberculosis. In:
Seminars in Respiratory and Critical Care Medicine, vol. 39 (2018)

7. Hauer, T., et al.: An architecture for semantic navigation and reasoning with
patient data - experiences of the health-e-child project. In: Sheth, A., et al. (eds.)
ISWC 2008. LNCS, vol. 5318, pp. 737–750. Springer, Heidelberg (2008). https://
doi.org/10.1007/978-3-540-88564-1 47

8. Ivanov, Y.: What is an enterprise knowledge graph and why do i want one? https://
www.ontotext.com/knowledgehub/fundamentals/what-is-a-knowledge-graph/

https://doi.org/10.21817/ijet/2016/v8i6/160806247
https://doi.org/10.21817/ijet/2016/v8i6/160806247
https://doi.org/10.1109/AICCSA.2017.99
https://doi.org/10.1109/AICCSA.2017.99
https://doi.org/10.1515/comp-2019-0013
https://doi.org/10.46298/arima.9873
https://doi.org/10.1007/978-3-540-88564-1_47
https://doi.org/10.1007/978-3-540-88564-1_47
https://www.ontotext.com/knowledgehub/fundamentals/what-is-a-knowledge-graph/
https://www.ontotext.com/knowledgehub/fundamentals/what-is-a-knowledge-graph/


14 A. Jiomekong et al.

9. Jiomekong, A., Camara, G.: Model-driven architecture based software development
for epidemiological surveillance systems. Studi. Health Tech. Inf. 264, 531–535
(2019). https://doi.org/10.3233/shti190279

10. Kassim, J.M., Rahmany, M.: Introduction to semantic search engine. In: 2009 Inter-
national Conference on Electrical Engineering and Informatics, vol. 02, pp. 380–386
(2009). https://doi.org/10.1109/ICEEI.2009.5254709

11. Kolusu, H.R.: Information overload and its effect on healthcare. Oregon Health &
Science University, Master of biomedical informatics (2015)

12. Levine, D., et al.: A tuberculosis ontology for host systems biology. Tuberculosis
95(5), 570–574 (2015). https://doi.org/10.1016/j.tube.2015.05.012

13. Lin, Y., Xiang, Z., He, Y.: Brucellosis ontology (IDOBRU) as an extension of the
infectious disease ontology. J. Biomed. Semantics 2, 9 (2011). https://doi.org/10.
1186/2041-1480-2-9

14. Maitra, A., Kamdar, M.: Presence ontology (2019). http://bioportal.bioontology.
org/ontologies/PREO

15. Martinez-Cruz, C., Blanco, I.J., Vila, M.A.: Ontologies versus relational databases:
are they so different? a comparison. Artif. Intell. Rev. 38(4), 271–290 (2012).
https://doi.org/10.1007/s10462-011-9251-9

16. MediaWiki: symptom ontology (2009). https://symptomontologywiki.igs.
umaryland.edu/mediawiki/index.php

17. Munir, K., Anjum, M.S.: The use of ontologies for effective knowledge modelling
and information retrieval. Appl. Comput. Inf. 14(2), 116–126 (2018). https://doi.
org/10.1016/j.aci.2017.07.003

18. Ogundele, O.A., Moodley, D., Seebregts, C.J., Pillay, A.W.: An ontology for
tuberculosis treatment adherence behaviour. In: Proceedings of the 2015 Annual
Research Conference on South African Institute of Computer Scientists and Infor-
mation Technologists, pp. 30:1–30:10. SAICSIT 2015, ACM, New York, NY, USA
(2015). https://doi.org/10.1145/2815782.2815803

19. Passi, A., Rajput, N., Wild, D., Bhardwaj, A.: RepTB: a gene ontology based drug
repurposing approach for tuberculosis. J. Cheminf. 10 (2018). https://doi.org/10.
1186/s13321-018-0276-9

20. Pesquita, C., Ferreira, J., Couto, F., Silva, M.J.: The epidemiology ontology: an
ontology for the semantic annotation of epidemiological resources. J. Biomed.
Semant. 5, 4 (2014)

21. Schriml, L.M., et al.: Human Disease Ontology 2018 update: classification, content
and workflow expansion. Nucleic Acids Res. 47(D1), D955–D962 (2018). https://
doi.org/10.1093/nar/gky1032

22. Schwaber, K.: Agile Project Management With Scrum. Microsoft Press, Redmond,
WA, USA (2004)

23. Shen, F., Lee, Y.: Knowledge discovery from biomedical ontologies in cross
domains. PLOS ONE 11(8), 1–34 (2016). https://doi.org/10.1371/journal.pone.
0160005

24. Studer, R., Benjamins, V.R., Fensel, D.: Knowledge engineering: principles and
methods. Data Knowl. Eng. 25(1–2), 161–197 (1998). https://doi.org/10.1016/
S0169-023X(97)00056-6
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Abstract. We present the Emi reasoner, based on a new interpreta-
tion of the tableau algorithm for reasoning with Description Logics
with unique performance characteristics and specialized advantages. Emi
turns the tableau inside out, solving the satisfiability problem by adding
elements to expressions rather than adding expressions to element node
labels. This strategy is inspired by decidable reasoning algorithms for
Horn Logics and EL++ that run on a loop rather than recursive graph-
based strategies used in a tableau reasoner. Because Emi solves the same
problem there will be a simple correspondence with tableaux, yet it
will feel very different during execution, since the problem is inverted.
This inversion makes possible many unique and straightforward opti-
mizations, such as paralellization of many parts of the reasoning task,
concurrent ABox expansion, and localized blocking techniques. Each of
these optimizations contains a design trade-off that allows Emi to per-
form extremely well in certain cases, such as instance retrieval, and not
as well in others. Our initial evaluations show that even a naive and
largely un-optimized implementation of Emi is performant with popular
reasoners running on the JVM such as Hermit, Pellet, and jFact.

1 Introduction

Knowledge graph schema are complex artifacts that can be very useful, but are
often difficult and expensive to produce and maintain. This is especially true
when encoding them in OWL (the Web Ontology Language) as ontologies for
data management or reasoning. The high expressivity of OWL is a boon, in that
it makes it possible to describe complex relationships between classes, roles,1 and
individuals in an ontology. At the same time, however, this high expressivity is
often an obstacle to its correct usage that can limit adoption, and can hamper any
practical reasoning applications by adding complexity to the reasoning process.

To manage the complexity of OWL some prefer to accept hardness as it is and
develop tools to manage or simplify the tricky parts. However, it occasionally
is the case that problems appear difficult when they are actually quite intuitive

1 We refer to properties as roles, unless a distinction is relevant, as this is the standard
description logic term. These include both object properties and data properties.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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when expressed differently. When this happens it can be helpful to start again
from the beginning and re-imagine what is possible by trying something entirely
different. This will of course not alter the fundamental proven computational
complexity of any reasoning or modeling problem. But it can lead to algorithms
and design patterns that are more easily understandable, and potentially uncover
unique use cases and optimizations.

In this spirit we have used a new API for OWL called (f OWL) [2] for
our experiment that can represent and better facilitate ontology data for the
reasoning tasks we want it to perform. A custom reasoning algorithm called
Emilia2 (Emi) was implemented specifically to leverage the unique advantages
of the new API, and with time the two will be able to seamlessly work within a
single framework. The Emi reasoner will be able solve all of the same problems
that current reasoners are able to solve, but its execution follows an iterative
rule-like path rather than recursive tableau.

This type of experiment may seem equivalent and redundant to logicians and
mathematicians, and looking at it only in a purely formal sense this can seem
to be the case, however Emi works entirely differently from current systems and
presents many opportunities for new research. The reasoner presented here is a
prototype which demonstrates that the technique is valid and no less efficient
than other comparable Java Virtual Machine (JVM) reasoners – the potential for
new unique research directions and optimization techniques using this method
will be the subject of future works. Initial testing is underway of Emi, and it
is already performing competitively with other state-of-the-art systems in use
today, and is particularly efficient with instance retrieval, despite being a naive
prototype system written in a high level language with only the most basic and
straightforward of optimizations.

2 ALCH
The Emi algorithm currently supports ALCH reasoning, and the syntax and
semantics of that logic are given below. Future extensions will likely expand
expressivity for additional description logics.

2.1 Syntax

The signature Σ for the Description Logic ALCH is defined as Σ =
〈NI , NC , NR〉 where:

– NI is a set of individual element names.
– NC is a set of class names that includes � and ⊥.
– NR is a set of role names.
– NI , NC , NR are pairwise disjoint

Expressions in ALCH use the following grammar:
R ::= NR

C ::= NC | ¬C | C � C | C � C | ∃R.C | ∀R.C

2 Eager Materializing and Iterating Logical Inference Algorithm.



18 A. Eberhart et al.

2.2 Semantics

An interpretation I =
(
ΔI , ·I)

maps NI , NC , NR to elements, sets, and rela-
tions in ΔI with function ·I . An axiom A in ALCH is satisfiable if there is an
interpretation where ·I maps all elements, sets, and relations in A to ΔI . An
ontology O is a set of axioms formed from ALCH expressions, and is satisfiable if
there is an interpretation that satisfies all axioms it contains, this interpretation
being a model for O. ·I is defined in Table 1 below.

Table 1. ALCH Semantics

Description Expression Semantics

Individual x xI ∈ ΔI

Top � ΔI

Bottom ⊥ ∅
Class B BI ⊆ ΔI

Role R RI ⊆ ΔI × ΔI

Negation ¬B ΔI \ BI

Conjunction B � C BI ∩ CI

Disjunction B 
 C BI ∪ CI

Existential Restriction ∃R.B { x | there is y ∈ ΔI such that (x, y) ∈ RI and y ∈ BI }
Universal Restriction ∀R.B { x | for all y ∈ ΔI where (x, y) ∈ RI , we have y ∈ BI }
Class Assertion B(a) aI ∈ BI

Role Assertion R(a, b) (a, b) ∈ RI

Negated Role Assertion ¬R(a, b) (a, b) �∈ RI

Class Subsumption B � C BI ⊆ CI

Class Equivalence B ≡ C BI = CI

Role Subsumption R � S RI ⊆ SI

3 (f OWL)

We use (f OWL)[2] because it includes many novel optimizations that streamline
ontology and reasoner development. True to the functional paradigm (f OWL)
uses functions and shuns classes. Indeed all OWL ontology objects can be created
directly with (f OWL) functions. And since these functions are not bound up
in an arbitrary class hierarchy, they can operate on independent data structures
that are internally typed to represent OWL semantics. A (f OWL) ontology
itself is simply another data structure made of collections of smaller similar
structures. This means that in most cases an expression, an axiom, even an
ontology can be traversed recursively as-is without writing more functions. The
use of immutable data structures by (f OWL) in standard Clojure style also
permits straightforward implementation of concurrent processes that operate on
ontology data.
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3.1 (f OWL) and Emi

Emi makes use of many features of (f OWL), some of which are uniquely advan-
tageous in that they have no comparable alternative in other reasoners or APIs.
One major advantage with using (f OWL) is the ontology-as-data-structure app-
roach, which means that once (f OWL) has loaded the ontology into memory,
Emi can efficiently traverse and manipulate expressions in the ontology with-
out worrying about concurrency, since a (f OWL) ontology is immutable. Once
the ontology is processed and elements in the signature are assigned mutable
memory for use during reasoning, it is straightforward to define a partially par-
alellizable reasoning process with Clojure built-in functions that can be precisely
lazy or eager when needed. The optimal configuration for when to choose each
strategy is subject to many design trade-offs and does not have an objective best
answer, though we believe we have developed a decent strategy. Emi processes
axioms eagerly, but sets of axioms lazily and in parallel when possible due to the
general observation that many non-synthetic ontologies contain a large number
of axioms, most of which are rather small. This can affect performance on syn-
thetic datasets where the occurrence of large or complex axioms is potentially
higher and a different strategy may work better.

4 Emi Reasoner

As mentioned in the introduction, the new reasoner we are developing works
iteratively without a graph, and is more like reasoning in EL++ or datalog where
the process runs on a loop that eventually terminates rather than an expansive
graph traversal. To reason iteratively we effectively need to turn the tableau
inside out so we can work directly with axioms instead of a graph of elements.
This means we will need to look at each axiom individually and add elements to
or remove elements from expressions according to the tableau expansion rules as
if they were backwards. This process slowly builds up a model for the ontology
by partially realizing expressions until they become satisfiable and no longer
need to be modified. Since every element is inspected for every axiom and the
inverted tableau rules are followed in expressions we know this will be consistent.
We assume that all expressions in our algorithm will be converted into Negation
Normal Form (NNF); it is important to emphasize that absolutely no other
logical preprocessing is used in the algorithm. In this section we assume that
readers are familiar with the basics of tableau reasoning, if not they can consult
[1] for further information.

4.1 Partial Interpretations

This algorithm works by directly attempting to realize an ontology and even-
tually build a consistent interpretation using the axioms as they are written
in NNF, by adding and removing elements until all axioms are satisfiable or
the ontology is shown to be unsatisfiable. We refer to the changing states of a
program as partial interpretations.
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Before continuing to the definition, it is important to stop and emphasize the
subtle difference between partial interpretations and standard interpretations.
A partial interpretation may be equivalent to some interpretation, and indeed
when Emi terminates and determines we have a satisfiable ontology this final
partial interpretation is a model. However partial interpretations are not neces-
sarily models and represent the states of the program as different assignments
are attempted in order to find a model. This difference may be confusing at first
for logicians who are used to only seeing standard interpretations, but the dis-
tinction is important not just for showing a simple proof but also for describing
the actual implementation of the algorithm as well. Our terminology deliberately
corresponds much more closely to how an actual implemented algorithm, rather
than a theoretical proof of one, would function by avoiding whenever possible
notions of infinity or concepts that would need to be represented by global vari-
ables that are pervasive in proofs and inconvenient or impossible to implement.
We do this intentionally so that it can be understood by programmers as well
as logicians; we hope not just to show correctness but that it is clear to anyone
how they could actually write a reasoner such as this.

Definition 1. A partial interpretation representing the current state of the algo-
rithm when a function is called is I∗ = (RI∗

, ·I∗
) where ·I∗

is a function that
maps elements, sets, and relations in an ontology O to a realization RI∗

of O.

Definition 2. A realization of ontology O is a set of assertions that states for
every class name A and element x in O that x ∈ AI∗

or x �∈ AI∗
and for every

role name R and element pair (x, y) in O that (x, y) ∈ RI∗
or (x, y) �∈ RI∗

.

Each partial interpretation in this algorithm corresponds to some realization
with a function ·I∗

. Note that there is no restriction against inconsistent real-
izations and partial interpretations, only that they must be complete. A partial
interpretation I∗ with realization RI∗

of ontology O is said to be a model of O
iff there is an interpretation I of O ∪ RI∗

.
As mentioned previously, while I often denotes a single consistent interpre-

tation, I∗ denotes the current interpretation when a function is evaluated in the
algorithm, and as such may change over time and contain information that is
later proved to be incorrect. Frequently we will say things like “Add x to EI∗

”,
and this indicates that the partial interpretation I∗ will henceforth be modified
in the program state to represent the described change to ·I∗

that produces the
desired realization.

4.2 Inverted Tableau Expansion Rules

Inverting the tableau rules is straightforward when we turn the standard tableau
terminology, such as occurs in [1,6], on its head and assume that “labels” rep-
resent the action of the ·I∗

function on class and role names in an ontology to
produce a realization, and that for any class or role name E that EI∗

= L(E).
To connect this idea with labelling terminology in a graph we use a labelled
object, which can represent both notions.
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Definition 3. A labelled object E is an object that is associated with some set
L(E), or label.

First we note that nodes and labels do not necessarily need to be connected
in a graph to represent the semantics of ALCH, and can be reinterpreted as
freely associating labelled objects. A labelled object can be a node in a tableau
graph or simply an isolated named object with no inherent graph connections.
This means that a label for a complex expression can be defined recursively
to match the semantics of a partial interpretation I∗, e.g. when an expression
C �D is satisfiable after applying the inverted tableau rules we have L(C �D) =
(C�D)I∗

= CI∗ ∪DI∗
. We can represent axioms equivalently as labelled objects

without actually needing to make a graph as long as all names in the signature
are not duplicated in expressions but actually reference the same labelled objects.

For this algorithm we consider the inverted ALC tableau rules sufficient for
deciding ALCH satisfiability, since the addition of the H fragment does not
permit complex role expressions and they do not require expansion to check.
The RBox axioms that are not included here will be described in Table 4 with
the TBox axioms. In Table 2 we show the tableau expansion rules for ALC [1]
and assume the standard notion of blocking for them, which can be found with
the original proofs, then show the inversions in Table 3 where blocking is defined
in Subsect. 4.4.

Table 2. ALC Tableau Expansion Rules

the following expansion rules apply to element x when x is not blocked

�-rule if 1. (C � D) ∈ L(x)

2. {C,D} �∈ L(x)

then L(x) → L(x) ∪ {C,D}
�-rule if 1. (C � D) ∈ L(x)

2. {C,D} ∩ L(x) = ∅
then either L(x) → L(x) ∪ {C}

or else L(x) → L(x) ∪ {D}
∃-rule if 1. ∃R.C ∈ L(x)

2. there is no y s.t. L((x, y)) = R and C ∈ L(x)

then create a new node y and edge (x, y) with L(y) = {C} and L((x, y)) = R

∀-rule if 1. ∀R.C ∈ L(x)

2. there is some y s.t. L((x, y)) = R and C �∈ L(x)

then L(y) → L(y) ∪ {C}

The labelling terminology is used in this subsection to show tableau cor-
respondence, though in general we avoid it since it is more obvious what is
happening to non-logicians when we show our algorithm as an implementable
process that produces interpretations, rather than a convoluted mathematical
abstraction. Specifically, we believe it is more natural to think of a predicate
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Table 3. Inverted ALC Tableau Expansion Rules

�-rule if 1. x ∈ L(C � D)

2. x �∈ L(C) ∩ L(D)

then L(C) → L(C) ∪ {x}
L(D) → L(D) ∪ {x}

�-rule if 1. x ∈ L(C � D)

2. x �∈ L(C) ∪ L(D)

then either L(C) → L(C) ∪ {x}
or else L(D) → L(D) ∪ {x}

∃-rule if 1. x ∈ L(∃R.C)

2. there is no y s.t. (x, y) ∈ L(R) and y ∈ L(C)

3. there is no z s.t. x is blocked by z

then create a new element y with y ∈ L(C) and (x, y) ∈ L(R)

∀-rule if 1. x ∈ L(∀R.C)

2. there is some y s.t. (x, y) ∈ L(R) and y �∈ L(C)

then L(C) → L(C) ∪ {x}

that represents a set as a labelled object where the label represents the set asso-
ciated with the predicate, than it is to invert this and represent all the elements
as labels for connected sets of predicate names.

4.3 ABox Expansion

One of the more useful optimizations that this algorithm permits is the expan-
sion of ABox axioms into many additional, unstated, expressions which must
hold in every possible model. This expansion begins while the algorithm eval-
uates the ABox and detects any immediate clashes. Later while evaluating the
TBox the expansion detects any clashes that cannot possibly be fixed to allow
the algorithm to terminate quickly, and it can be done concurrently whenever
the algorithm adds or removes elements from expressions. In Definition 4 we
maintain the assumption that all expressions are NNF and use ¬ to simplify the
appearance of equivalent expressions.

Definition 4. For partial interpretation I∗, expression E, and element/pair x:

1. A clash means x ∈ EI∗
and x ∈ ¬EI∗

2. x must be in E iff there is no I∗ where modifying ·I∗
to obtain x ∈ ¬EI∗

does not cause a clash
3. x must not be in E iff there is no I∗ where modifying ·I∗

to obtain x ∈ EI∗

does not cause a clash
4. An unresolvable clash means x must be in EI∗

and x must not be in EI∗

The set of all elements that must be in an expression EI∗
, denoted EI∗

m , is
a subset of the elements of EI∗

, and the set of all elements that must not be
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in EI∗
, written EI∗

m , is a subset of the elements of ¬EI∗
. Like the expressions

themselves, the exact members of EI∗
m and EI∗

m are unknown at the beginning of
the algorithm, so EI∗

m and EI∗
m indicate the additional knowledge of constraints

on satisfiability that grow as the algorithm runs and are thus referred to with the
I∗ as well. When we talk about element(s) being “added” to these sets (nothing
is ever removed), it is to indicate the change in ·I∗

that must hold in all future
I∗. Sets of elements that must (not) be in a complex expression can be computed
in a straightforward way from the components of the expression they are in, for
example (B � C)I∗

m ≡ BI∗
m � CI∗

m and (B � C)I∗
m ≡ BI∗

m � CI∗
m (note the use of

DeMorgan for m).
Expansion occurs during TBox evaluation by, whenever possible, propagating

the elements that must (not) be in expressions from antecedent to consequent,
e.g. if we have axioms {A(x), A � B} then x ∈ Am, and when we check A � B
it is often possible to conclude x ∈ Bm. This is not always possible for expres-
sions containing disjunction and negation except in certain very specific cases.
Regardless the effect is powerful. Maintaining these sets allows us to explore only
potentially correct solutions by preemptively avoiding actions that will be incon-
sistent in every model and also detect unresolvable clashes so the evaluation can
terminate more quickly.

4.4 Local Blocking

The notion of blocking is also required for termination due to the new elements3

created by the existential function. Our notion of blocking corresponds to the
usual definition in that it references the same cyclic patterns in roles, however
Emi cannot use blocking in reference to the global role hierarchy which is not
computed explicitly, so cycles are detected locally by tracing the dependency
paths that emerge as new elements are created to satisfy expressions.

Definition 5. A new element x was created to satisfy expression ∃R.B in an
algorithm A if there are partial interpretations I∗, I∗′ for A where for some y
we have (y, x) ∈ RI∗

, x ∈ BI∗
, y ∈ ∃R.BI∗

and y �∈ ∃R.BI∗′
if x �∈ ΔI∗′

.

Definition 6. For expression ∃R.BI∗
, an element x is blocked by element z

if (z, x) ∈ RI∗
and x was created to satisfy ∃R.B, or if for (z, y0) ∈ RI∗

where y0 was created to satisfy ∃R.B we have n ≥ 0 pairs of elements such
that

⋃n
k=1(yk−1, yk) ∪ {(yn, x)} ⊆ ΔI∗ × ΔI∗

.

Fortunately this restriction is rather intuitive to implement: we simply need
the function for an existential to not create new elements when checking new
elements that exist as a result of a prior application of the same function on
the same existential, since this will induce a cycle. It is effectively as if elements
have a ‘history’ represented by the chain of pairs that they inherit from the

3 When we say ‘new element’ this is equivalent to a fresh element symbol. It is written
this way because we are avoiding terminology that refers to an infinite set of names
and instead refer to what a program really does here, i.e. create something new.
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element that created them and which also contains their own origin. An element
will therefore not generate new elements in a function with the existential that
created it, and not if the function for the existential created an element that it
depends on for its existence, or that is in its ‘history’.

4.5 Termination Condition

The final component necessary for the algorithm to work is a termination con-
dition. Unlike a tableau, this algorithm will run on a loop and will actually
attempt to directly realize the ontology. How then do we know that the algo-
rithm has correctly realized all of the axioms? This is actually rather simple. If
the algorithm begins an iteration of checking all axioms with initial state I∗

a and
ends this iteration with state I∗

b without encountering any unresolvable clashes,
then we know it can terminate successfully if I∗

a = I∗
b . Since we know that each

I∗ represents a possible interpretation, it is clear that I∗ is a model when no
clash occurs after every axiom is checked and all elements remain the same in
all expressions.

Definition 7. A partial interpretation I∗ is said to equal partial interpretation
I∗′, or I∗ = I∗′, iff ∀E ∈ NC ∪ NR we have EI∗

= EI∗′
.

Equality can be verified by checking if the names in the signature have not
changed any of their memberships. If an element has been added to the signature,
or has moved into or out of any class or role, the algorithm must check the axioms
one more time to see if these changes cause side effects. Otherwise the algorithm
will have checked every axiom and found them to be satisfiable without making
any changes and has produced a model.

4.6 Algorithm Definition

An outline of Emi is shown in Algorithm 1 that uses functions from Table 4.

Backtracking. Explicit backtracking in this algorithm is handled by ‘reporting’
clashes and unresolvable clashes.

Definition 8. A report for Algorithm 1 immediately terminates execution of
whatever process is occurring and returns to the function that handles this report.

A report is meant to act like a programming exception. For example, when an
unresolvable clash is directly reported while evaluating the ABox the behavior
is clear, the ontology is unsatisfiable so all reasoning stops and the algorithm
immediately exits by returning False.

Standard clashes occur when the inverted tableau rules require an action
that is known to be inconsistent, but which could potentially be resolved by
making changes elsewhere. In this case the immediate action is to stop trying the
obviously inconsistent task and instead do something different. This type of clash
is normally handled in Emi by the code that solves the inverted tableau rules in
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the same way that a standard tableau might. However, there are cases where the
sat function must intervene, for instance when the antecedent of an axiom can
neither lack nor contain an element and both assignments have been attempted
to exhaustion. In this case we have indirectly found an unresolvable clash. If a
clash is reported but is able to be resolved, the algorithm merely proceeds along
as normal, and any problems that a removal causes will themselves be reported
and dealt with in the same way. Emi internally ensures that backtracking does
not return to an identical previous program state so that termination is not
a concern. ABox expansion greatly impacts this functionality by automatically
removing many impossible solutions from consideration, allowing these reports
to happen faster.

Parallelization. Because we are not working with one single expanded concept
representing the entire set of axioms like a standard tableau, it is possible in this
algorithm to parallelize many operations on separate axioms. In the simplest
case, it is unproblematic for the algorithm to process more than one axiom at
the same time so long as they do not share any class or role names. Clashes that
occur as a result of two independent axioms will in either case still be detected
elsewhere and are dealt with regardless of the ordering. Additionally, this idea
can be extended in the implementation to allow for axioms that share names
to be evaluated concurrently as well, so long as shared names are not modified
in ways that can cause a clash and begin backtracking. Emi makes use of the
simplest case already and the implementation of more complex parallelization is
in development.

Table 4. sat function behavior for ALCH satisfiability of ontology O, class name A,
class expressions B,C, and roles R,S

Axiom Action

A(a) If a ∈ AI∗
m report an unresolvable clash, otherwise add a to AI∗

and AI∗
m

¬A(a) If a ∈ AI∗
m report an unresolvable clash, otherwise add a to AI∗

m

B(a) Add a new class A and the axiom A � B to O and replace B(a) with A(a)

R(a, b) If (a, b) ∈ RI∗
m report an unresolvable clash, otherwise add (a, b) to RI∗

and RI∗
m

¬R(a, b) If (a, b) ∈ RI∗
m report an unresolvable clash, otherwise add (a, b) to RI∗

m

B � C For all x ∈ BI∗
add x to C using the inverted tableau expansion rules

If a clash is reported, instead bactrack to remove x from B

If both report a clash, report an unresolvable clash

B ≡ C Do sat(B � C) and sat(C � B) and report any unresolvable clashes

R � S For all (x, y) ∈ RI∗
add (x, y) to S. If a clash is reported, instead backtrack to

remove (x, y) from R. If both report a clash, report an unresolvable clash
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Algorithm 1: ALCH satisfiability for ontology O

Result: A realization that is a model of O when True, otherwise False
when an unresolvable clash occurs

// Initialize an empty set to represent a realization for O
I∗ ← {};

// Assume all E/Em/Em are empty and add them to I∗

for E ∈ NC ∪ NR do
E ← {};
Em ← {};
Em ← {};
I∗ ← I∗ ∪ {E,Em, Em};

// Obtain NNF of all axioms
F ← NNF of ABox of O;
A ← NNF of TBox of O;

// Process ABox
for F ∈ F do

sat(F );

if an unresolvable clash is reported then
return False

// Process TBox
repeat

I∗
old ← I∗;

for A ∈ A do
sat(A);

if an unresolvable clash is reported then
return False

until I∗ = I∗
old;

return True

4.7 Correctness

The correctness of this algorithm follows from the direct correspondence between
the tableau rules and their inversions along with a few minor details. First we
will examine the inverted tableau rules. Each rule contains two distinct states
in both the standard and inverted rules, the antecedent ‘if’ clause where certain
conditions must hold, and the consequent ‘then’ clause where changes are made
to the state in order to find a model. Thus it will be sufficient to show that
each ‘if’ and ‘then’ clause from the inverted tableau rules is re-writable into the
corresponding clause in the standard tableau rules.

�-rule ‘if’ This state in the inverted tableau rules corresponds to the standard
tableau rules, since in each case we know x should be in C � D, but
it is either not in C or D or both.
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‘then’ The change made in response to the ‘if’ clause is also equivalent, since
the inversion adding x to CI∗

and DI∗
represents the notion that we

now have x ∈ CI∗
and x ∈ DI∗

which is identical to the standard
tableau rules adding {C,D} to L(x).

�-rule ‘if’ This state in the inverted tableau rules corresponds to the standard
tableau rules, since in each case we know x should be in C � D, but
it is neither in C nor in D.

‘then’ The change made in response to the ‘if’ clause is also equivalent, since
the inversion adding x to CI∗

or DI∗
represents the notion that we

now have x ∈ CI∗
or x ∈ DI∗

which is identical to the standard
tableau rules either adding {C} to L(x) or adding {D} to L(x).

∃-rule ‘if’ This state in the inverted tableau rules corresponds to the standard
tableau rules, since in each case we know x should be in ∃R.C, but the
current state means that there is either no (x, y) ∈ R such that y ∈ C
or there is no y ∈ C such that (x, y) ∈ R. The blocking condition (3)
only applies when x is blocked because it is a new individual that
exists as a (possibly indirect) result of an element previously created
to satisfy this expression. When x is blocked in this way it is clear
that we have completed the first iteration of a cycle and do not need
to continue.

‘then’ The change made in response to the ‘if’ clause is also equivalent,
since the inversion creating some y such that y ∈ CI∗

and (x, y) ∈
RI∗

represents the notion that x ∈ ∃R.C, which is identical to the
standard tableau rules creating a new node and edge for y with L(y) =
{C} and L((x, y)) = R.

∀-rule ‘if’ This state in the inverted tableau rules corresponds to the standard
tableau rules, since in each case we know x should be in ∀R.C, but
the current state means that there is some y such that (x, y) ∈ R and
y �∈ C.

‘then’ The change made in response to the ‘if’ clause is also equivalent, since
the inversion adding every y to CI∗

wherever (x, y) ∈ RI∗
represents

the notion that x ∈ ∀R.C, which is identical to the standard tableau
rules adding {C} to any y so that L(y) = {C}.

The only remaining thing to discuss is that Algorithm 1 and the sat func-
tion are sound and complete. For this it is simple to outline without a lengthy
proof, since as we mentioned previously, the sat functions will test all elements
in all expressions with the tableau expansion rules, exactly as you would have
in a tableau. It is unnecessary and in fact unhelpful in this algorithm to com-
bine all expressions into a connected whole since each axiom is itself evaluated
consistently.

The subsumption axioms are solved in such a way that they implicitly com-
pute a class and role hierarchy, so any inference dependent on a hierarchy will
still be entailed. Next, the stop condition of Algorithm 1 when the interpretation
has not changed is identical with a completed tableau that no longer requires
expansion or backtracking since both are models. And of course all cases where
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unresolvable clashes can occur are sound because they indicate instances where
an element simultaneously must be in and must not be in an expression so the
algorithm should terminate. As for completeness, it is again clear that whenever
an unresolvable clash occurs it is identical with a case when a tableau discovers
a clash but cannot backtrack to correct it.

5 Evaluation

The implementation of the Emi reasoner is evaluated against other popular
JVM reasoners such as Hermit4, Pellet5, and jFact6 [4,7,8] using Leiningen7,
which can run Clojure as well as Java programs. 500 ontologies were randomly
sampled, half from ODPs and Biomedical ontologies in [3], and half from the
Ontology Reasoner Evaluation 2015 competition dataset. These files were altered
by removing any axiom that is not expressible in ALCH for testing. Among
the 500 ontologies, 56 of them either timed out on all reasoners or caused our
evaluation program to crash in some unexpected way due to lack of heap. It is
not entirely clear from our logs which reasoner may be breaking in this way so
we omit them, though we are confident that Emi has no heap issues or memory
leaks (it is quite difficult to even intentionally create memory leaks with Clojure)
and it can load all files by itself without error.

All testing was done on a computer running Ubuntu 20.04.1 64-bit with an
Intel Core i7-9700K CPU@3.60 GHz x 8, 47.1 GiB DDR4, and a GeForce GTX
1060 6 GB/PCIe/SSE2.

5.1 Results

Testing and development is ongoing for the Emi reasoner and these results are a
first example of the potential for this type of algorithm. A preliminary example
of the reasoning time can be found in Fig. 1. In this example, 3 tests are per-
formed and timed on each reasoner: initialization from a file in memory shown
in Fig. 2, satisfiability and consistency checking shown in Fig. 3, and retrieval
of the elements in all non-empty class and role names after reasoning has com-
pleted shown in Fig. 4.8 Each test was given a timeout of 5 min, and when a test
timed out more than 5 tests in a row for a reasoner it was prevented from testing
again on the same file to save time in the evaluation. Across all tests, when we
compare the percent difference between the reasoner time and the average time
for all reasoners we see that Emi is overall 9.8% faster than average, Hermit is
4.2% slower than average, Pellet is 42.3% faster than average, and jFact is 55.9%
slower than average. No reasoner was ever more than 100% better than average
or 300% worse than average. Emi, Hermit, and Pellet each had 2 files when they
4 Hermit Version 1.4.5.519.
5 Openllet Version 2.6.5.
6 jFact Version 5.0.3.
7 https://leiningen.org/.
8 Raw data and charts are available for inspection https://tinyurl.com/kgswc2023.

https://leiningen.org/
https://tinyurl.com/kgswc2023
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failed due to an exception, while jFact failed on 70 files, though this is largely
due to an issue it has with anonymous individuals in the ORE dataset.

As you can see in Figs. 2 and 3, the Emi reasoner has a relatively slow initial-
ize time and time for satisfiability on small ontologies. This is partially due to
the fact that Emi solves all ABox axioms without complex expressions while it
loads the ontology. This allows it to preemptively reject any naively unsatisfiable
ABox, and the cost of this is usually only a few milliseconds. Emi seems to scale
better than other systems and its performance improves in comparison as the
number of axioms increases. Also, Emi is definitively faster in every single test
when asked to compute the elements of all non-empty classes and roles, except
the two tests where it had a timeout when computing satisfiability. Emi finishes
reasoning with this information already computed, it is in effect computing both
things at once, and only needs a variable amount of time to answer in our tests
because it has to sort out the anonymous elements from every expression for
comparison with the other reasoners where these elements are hidden by the
OWL API [5]. Otherwise it could answer this in constant time.

Looking more closely at the data, there are three large clusters at 163, 325,
and approximately 5500 axioms due to the synthetic ontologies in the ORE
dataset. As you can see, all reasoners appear to behave similarly across multiple
files of the same size in the clusters. Except for these clusters there appears to
be a mostly stochastic distribution in the performance of each reasoner across
different files with jFact doing great on small files but not scaling well, while
Hermit, Pellet, and Emi start off a bit slower and seem to scale much better on
very large files.

An interesting pattern we have noticed in the evaluation is that Emi usu-
ally outperforms other reasoners when it checks large ontologies with empty or
nearly-empty ABoxes. This case makes sense when you notice that in ALCH,
as long as all axioms do not contain either negation or Top in the antecedent,
there will always be a model where every predicate is empty. This is the default
state when Emi starts, so it simply checks everything and the initial realization
turns out to be fine after the first iteration.

Fig. 1. All Reasoning Tests Fig. 2. Initialize
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Fig. 3. Satisfiability Fig. 4. Non-Empty Classes and Roles

6 Future Work

In the future there is quite a bit of work left to finalize and sufficiently verify Emi.
These improvements will be ongoing as part of any new extensions. Paralleliza-
tion in particular will likely prove difficult to formally pin down, though empir-
ically its use is not as yet seeming to be problematic when comparing against
the behavior of other reasoners. Some obvious extensions that are planned for
the near future are inverse roles, nominals, and cardinality expressions which
can work quite directly with some of the already existing code. Role chains are
another interesting and useful addition we are considering, though these will be
difficult to implement efficiently so we will be cautious.

An interesting observation we have made while considering extensions is that
some of the common difficulty with nominals in reasoning may turn out to be
trivial in many cases for the Emi algorithm because nominals are not necessar-
ily connected to anything as long as we maintain sufficient information about
(in)equality. Once this is implemented and our hypothesis is checked it would
also be straightforward to extend nominals to nominal schemas, since Emi does
not normalize or pre-process away the original axioms. Initial testing suggest
there is an intuitive way to bind nominal variables within axioms to solve this
directly as Emi reasons.
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Abstract. Knowledge graphs are considered as the best practice to illustrate
semantic relationships among the collection of documents. The research article
presents an intelligent article knowledge graph formation framework that utilizes
the BM25 probabilistic retrieval model for constructing a knowledge graph to
express conditional dependency structure between articles. The framework gen-
erates conditional probability features by employing the Okapi BM25 Score and
rank documents according to the search query. Also, the CRF model is trained
to perform Named Entity Recognition to empower semantic relationships. This
indicates that a BM25 score feature matrix is created of all named entity in the
collection which comes out as high dimensional. This problem is rectified using
singular value decomposition dimension reduction technique and pairwise cosine
similarity is calculated on reduced dimensions. Based on a similarity value, the
documents are connected and construct the knowledge graph structure. The results
represent the outcome of the search engine for different types of queries on IMDB
database and constructed knowledge graphs based on similarity between articles
in BBC and IMDB Dataset.

Keywords: Knowledge graph · Okapi BM25 · Search engine · Ranking

1 Introduction and Background Study

Knowledge graphs are considered as an effective and the most significant representation
to showcase the information in a structured way. It is basically a graph database that
stores knowledge in such a way that can be conveniently analyzed and queried [1]. The
fundamentals of graphs comprise of nodes, edges, and properties were,

• Entity (people/places/objects/concepts) are represented by nodes in a knowledge
graph [2, 3]. For example, a person node might be used to represent a person;

• Edges represent relationships (friendship, professional contact, event attendees, etc.)
• Properties/ features are additional information associated with nodes and edges, such

as attributes or metadata [4]. For example, a person node might have properties such
as name, age, or occupation.
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This research introduces an innovative approach to knowledge graph construction,
leveraging the BM25 probabilistic retrieval model in a novel manner. The framework
focuses on revealing conditional dependency structures between articles, powered by
the unique generation of conditional probability features using the Okapi BM25 Score.
This combination of BM25 and conditional probability features represents a fresh per-
spective on knowledge graph development, promising to enhance our understanding
of semantic relationships within document collections. The framework holds potential
applications in diverse domains, such as information retrieval, knowledge management,
and recommendation systems [5].

Nowadays, Knowledge graph is used to enhance search engine outcomes by pro-
viding more extensive and precise results [6]. By structuring information, a knowledge
graph facilitates search engines in comprehending the associations between diverse enti-
ties and concepts [7]. For instance, when a user conducts a search on a specific topic, a
knowledge graph can be utilized by a search engine to pinpoint the pertinent entities and
relationships linked with that topic [8]. This can enhance the accuracy and relevance of
the search engine results, including related entities and concepts that might be of interest
to the user.

Knowledge graphs can significantly enhance the ranking of search outcomes as well.
Search engines can benefit from knowledge graphs by comprehending the interrelations
between various entities and concepts [9]. This, in turn, facilitates the presentation of
more precise and relevant search outcomes to users. For instance, a search engine can
use a knowledge graph to recognize the most relevant entities and concepts associated
with a search query and organize search outcomes in order of priority [10]. Moreover,
a knowledge graph can empower search engines to offer personalized suggestions and
recommendations by considering the user’s search history and preferences. By scruti-
nizing the user’s interactions with the graph, the search engine can identify patterns and
relationships that can be used to provide personalized suggestions [11]. Considering the
background studies conducted, several limitations have been identified within the realm
of existing work.

• A limitation lies in the depth of semantic relationships within traditional knowledge
graphs, particularly in cases where Named Entity Recognition (NER) is not inte-
grated. The framework takes strides to address this concern by incorporating NER,
thereby enhancing the richness of semantic relationships and offering a more detailed
understanding.

• Furthermore, many extant knowledge graphs remain static and may not adapt adeptly
to diverse query types. In contrast, the proposed framework presents a solution
wherein knowledge graphs can be dynamically generated to align with specific search
queries. This adaptability holds promise for enhancing the relevance and precision
of query results.

We directed this research to propose a generic framework to build knowledge graph
of the most relevant documents for any specific search query. The research contributions
of the research work are as follows

• An Effective knowledge graph framework is proposed to support the relevant search
query.
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• A probabilistic best matching model Okapi BM25 score and Named entity is applied
to apply conditional dependency structure relationship to form knowledge graph
representing semantic relationship of search query;

• Singular Value decomposition technique is applied to reduce high dimensional Okapi
BM25 score document and generate an efficacious feature vector.

• A knowledge graph generation technique using pairwise cosine similarity measure is
proposed to present hidden relationships between diverse documents utilizing BM25
content matching score.

The remainder of the paper comprises of an intelligent knowledge graph formation
framework that is discussed in Sect. 2. Section 3 discusses the probabilistic models for
search outcome ranking. Section 4 details feature vector generation and dimensionality
reduction methodologies in support of illustrating the significant information. Graph
construction is discussed in Sect. 5. Section 6 depicts dataset, intermediate results, and
knowledge graph research outcome of search engine query document utilizing discussed
framework. At the end conclusion and future scopes are discussed in Sect. 7.

2 Knowledge Graph Formation Framework

The knowledge graph formation framework is a methodical approach that provides a
sequence of processes and techniques for developing a knowledge graph. The main
objective is to construct a well-organized knowledge graph from different data sources
by recognizing pertinent entities, their properties, and the connections among them
[12]. The framework usually encompasses multiple phases, such as collecting data,
preparing data, identifying named entities, extracting relationships, linking entities, and
constructing a knowledge graph. Each phase involves different algorithms and methods
that are utilized to convert unstructured data into a structured knowledge graph as shown
in Fig. 1.

Fig. 1. Knowledge Graph Formation Framework using Probabilistic Ranking Function BM25

The proposed knowledge graph framework is shown in Fig. 1 and its intermediate
steps are detailed herewith.
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• Identify the domain and scope of the knowledge graph: The process begins to deter-
mine the specific domain or subject for which knowledge graph needs to construct
(Abu-Salih, 2021). Therefore, the process startswith domain selection and user search
query input.

• Collect and preprocess data: Gather data from various sources and preprocess it to
ensure that it is clean, consistent, and structured in a way that is compatible with
the knowledge graph [13]. Here, process cleans the domain data and process it to
standard set of document id, document text, and additional metadata tuples.

• Extract entities and relationships: Use natural language processing (NLP) tech-
niques to identify named entities and relationships from the preprocessed data.Named
entity recognition is a technique to organize data at abstract level which helps in
defining the types of entities and relationships [14, 15].

• Calculate Documents ranking and dimensionality reduction: The probabilistic
ranking function BM25 is used to rank the documents based on their relative proxim-
ity. Further, to generate knowledge graph, feature vectors are formed which will store
named entity of terms alongwith BM25 score. Although, the BM25 generated feature
vector consists of a high dimension feature vector of each document in collection.
This issue has been rectified using a singular value decomposition feature reduction
approach.

• Document similarity and knowledge graph generation: Generate a graph database
to create the actual knowledge graph of documents, including nodes for entities and
edges for relationships based on documents similarity score calculated using BM25
score as feature vector [4]. Once the graph is created, it must be populated with data
from the preprocessed data sources [13, 16].

3 Probabilistic Model for Search Outcome Ranking

Probabilistic models used in search outcome ranking utilize probability theory to assess
the relevanceof search results. Thesemodels evaluate the probability of a document being
relevant to a user’s query and assign a score accordingly [17]. To calculate relevance
scores, probabilistic models often incorporate statistical measures like term frequency,
inverse document frequency, and document length. Other factors, such as query terms,
document metadata, and user behavior, may also be considered [18].

TF-IDF. Term Frequency-Inverse Document Frequency (TF-IDF) is a technique used
in natural language processing and information retrieval to determine the importance of
a word in a document or collection of documents [19]. The term frequency (TF) refers
to how often a term appears in a document, while the inverse document frequency (IDF)
measures the significance of a term in a document collection. To calculate the TF-IDF
W (t, d) score of a term, we multiply the term frequency TF(t, d) of the word t in the
document d by the inverse document frequency of that term. This way, we can identify
the most relevant words in the document by looking at the frequency of the word in the
document and the rarity of the word across the corpus.

W (t, d) = TF(t, d) × log

(
N

dft

)
(1)
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where N is the total number of documents and dfx is number of documents containing
x.

BM25. The Best Match 25 (BM25) is a ranking function used in information retrieval
that extends the principles of TF-IDF. While both methods compute the relevance of a
document to a query, BM25 is considered to be a more advanced model as it considers
other factors like the document length and the average length of documents in the collec-
tion. The BM25 score of a document d in Collection D of documents can be calculated
using the following equation:

core(t, d) =
⎛
⎝ TF(t, d) × IDF(t,D) × (k1 + 1)

TF(t, d) + k1 ×
(
1 − b + b×l(d)

avgdl

)
⎞
⎠ (2)

where t is the term, TF(t, d) is the term frequency of the term in the document d ,
IDF(t,D) is the inverse document frequency of the term in the collection D, k1 and
b are parameters that control the relative importance of term frequency and document
length, l(d) is the length of the document d , and avgdl is the average length of the
documents in the collection D. To build the search engine, a search query is retrieved
from the user. After receiving the query, BM25 score of the query is calculated using
Eq. 2, against all the documents in the dataset. Then the search results are ranked based
on these scores to display the most relevant documents to the user.

4 Feature Vector Generation and Dimensionality Reduction

In this section, the methodology to construct the graph of linked document is presented.
For this purpose, first each dataset is cleaned and processed to get the standard set of id,
name, text and additional metadata tuples. Then, Named Entity Recognition (NER) is
used to extract a total set of unique named entities from a dataset.

Named Entity Recognition (NER). NER refers to a branch of natural language pro-
cessing that emphasizes on detecting and categorizing entities that have been named in
text. In this research paper we have used sequence labeling, which involves assigning
labels (such as “person” or “location”) to each word in a sentence. A Conditional Ran-
domField (CRF)model is trained to predict themost likely sequence of labels for a given
sequence of words. A labeled training set is employed to train a CRF, where each word
in the sequence is associated with its corresponding named entity type. By examining
the patterns and relationships between words and their labels in the training set, the CRF
acquires knowledge to anticipate the labels of new, unseen sequences. After training,
the CRF is utilized to label entities in fresh text sequences. This involves feeding the
sequence into the CRF, which utilizes the learned patterns and relationships to assign
a label to each word. The resulting sequence of labels is used to extract named entities
from the text. Figure 2 shows the named entities after applying NER on a document.

After applying the NER, a BM25 relevance score for each of the named entity in
the document is calculated and a feature matrix is constructed to describe the document.
Encoding of documents set and named entity is performed to show data in numeric
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Fig. 2. Named Entities after Applying NER on a Document

Fig. 3. Process of Feature Vector Generation

form. Finally, BM25 is computed for each entity across the dataset which gives a feature
matrix. This complete process is shown in Fig. 3.

In the case of a dataset with a couple thousand documents the feature vector can be
a few dozen thousand numbers long. So, for further processing Singular Value Decom-
position (SVD) was used to reduce this dimension to a smaller number. The SVD of a
matrix A is defined as:

A = U�VT (3)

where U and V are orthogonal matrices, and � is a diagonal matrix containing the
singular values of A. VT is transpose of matrix V. To conduct dimensionality reduction
with SVD, we can calculate the truncated SVD of a matrix A by retaining solely the
first k most significant singular values and their corresponding columns in U and V.
Consequently, we obtain a decreased matrix A’, which contains only k columns, in
contrast to the initial n columns:

A′ = Uk�k(Vk)
T (4)

where Uk and Vk are the first k columns of U and V, respectively, and �k is the diagonal
matrix containing the first k singular values. The matrix A’ obtained through truncated
SVD represents a reduced-dimensional version of the original matrix A, where only the
columns corresponding to the k most significant dimensions or features are retained.

After experimentation, 500 dimensions were decided for this research work because
it accounts for 80+ % variance while reducing the dimensions by almost 39,000 in case
of the IMDb dataset (defined in Sect. 6) and 24,000 in case of the BBC dataset (defined
in Sect. 6).
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5 Graph Construction

After calculating the reduced feature vector, we can construct the graph based on the
similarity between two documents. Given the feature vector for any two documents we
can then gauge the similarity between them using the cosine similarity, i.e., the cosine
of the angle between the vectors. So, the pairwise cosine similarity is calculated of each
document to every other. The value at the index i and j in the resultant distance matrix
is the cosine similarity between the ith and jth document. Since the cosine similarity is
a commutative property, i.e., similarity of i and j is the same as j and i, the upper or
lower triangles in the distance matrix can be discarded. Further since the similarity of
document to itself is trivially 1, the diagonal can also be discarded. Finally, the pairwise
similarities for the documents in a dataset are left. A threshold can be applied to the
similarity values to decide if there is a link between two documents.

After this a flask web server was created that generates a graph structure in the form
of a list of nodes and a list of edges using the similarity values between documents in
each dataset and return them deserialized as a json document. The flask application can
also be used to filter the documents using BM25 search, given a search term and only
make the graph using the distance between the filtered documents.

6 Dataset and Research Outcome

Table 1. Dataset Details

Dataset Name Description # of records

IMDB Top 15001 Movies Information consist of
movie name, release date,
imdb id, genres, rating,
description, plot synopsis

1500 Movies

BBC2 News articles from BBC
between 2004 and 2005 across
five categories, business,
entertainment, politics, sport,
technology

2225 News Articles

CMU Book Summary
Dataset3

Dataset of 16,559 books and
their plot summaries extracted
from Wikipedia. It contains
summaries and metadata such
as author and genres

2000 Books selected from the
dataset

1 https://datasets.imdbws.com/.
2 http://mlg.ucd.ie/datasets/bbc.html.
3 https://www.cs.cmu.edu/~dbamman/booksummaries.html.

https://datasets.imdbws.com/
http://mlg.ucd.ie/datasets/bbc.html
https://www.cs.cmu.edu/~dbamman/booksummaries.html
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Table 1 details of the dataset used in this researchwork. The generated system ingests
the documents in form of text documents. So, in the case of the IMDb movies dataset,
a document is the concatenation of the various data points available for the movie,
including description, summary, and cast. Once the document corpus is indexed, search
queries can be performed on it. BBC and CMUBook SummaryDataset has news articles
and book summaries as text documents, respectively.

a) Search by Actor Name (c) Search by Story element

(b) Search by Movie Title (d) Search by Genre

Fig. 4. BM25 Ranking Outcome

6.1 BM25 Articles Ranking Outcome

Figure 4 displays the results of the implemented Okapi BM25 algorithm, and the results
are ranked using the BM25 score. Figure 4(a–d) shows the results of executing different
queries on the IMDb dataset. Queries can be made involving movie titles, cast members,
genres and plot points. Figure 4(a) shows the result of a query performed on actor name
as “tom cruise”. Figure 4(b) shows the result of a query performed on story element
as “Sinking Ship”. Figure 4(c) shows the result of a query performed on movie title as
“Avengers”. Figure 4(d) shows the result of a query performed in the genre “Horror”.

6.2 Graph Formation Outcome

A web application was created in JavaScript using the React UI Library to visualize the
data in the graph format. This visualization applicationwas used to display the documents
of a corpus in the form of nodes. Hovering over the nodes shows more information about
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the documents and a link to the original source. Document linking is user configurable
through a threshold selector. Cosine Similaritywas chosen as the linkage criteria between
documents i.e., a higher thresholdwill result in fewer linkages. In the extreme casewhere
the threshold is 1, the maximum selection, there will be no links. The threshold can be
lowered to discover new connection by changing the threshold value.

(a) News Network with threshold 1 (b) News networks with threshold 0.8

(c) Another document node linked to the node document shown in (b)

Fig. 5. BBC Graph Formation outcome for Query “Movie Awards Ceremony”

Figure 5 shows the constructed knowledge graphs on BBC dataset for search query
‘Movie Awards Ceremony’ using the different threshold values. Highlighted node in
Fig. 5(a–b) represents a news article about the Oscar awards. Figure 5(a) shows the
graph when threshold is 1 and it can be seen from the figure that there is no linkage
between any document. Figure 5(b) shows the graph when threshold is 0.8 and it results
in formation of new connections with similar articles. Figure 5(c) is like Fig. 5(b), but the
highlighted node is different, and it can be seen in the description, that this highlighted
node is also a news article about Oscar awards, and it is linked with previous highlighted
node. Hence, both the nodes have high similarity.
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(a) Movie Network with threshold 1 (b) Movie networks with threshold 0.8

(c) Another movie description node linked to the node document shown in (b)

Fig. 6. IMDb Dataset search outcome for the Query “Sci-Fi Space Fantasy”

Figure 6 demonstrated the query “Sci-Fi Space Action” performed on the IMDb
movies dataset. The nodes represent variousmovies that involve the themes Sci-Fi, Space
or Action. The highlighted node in Fig. 6(a–b), is a movie in the Star Wars franchise,
“StarWars: EpisodeV”. Figure a and Figure b show the graphwhen threshold is 1 and 0.8
respectively. Decreasing the threshold creates new connection between related movies.
Highlighted node in Fig. 6(b) is connected to highlighted node in Fig. 6(c) “Star Wars:
Episode IV” as they bear similarities being part of the same franchise and continuity.

7 Conclusion and Future Scope

In this research work a system is introduced that automatically generates a knowledge
graph linking unstructured text documents based on their similarity. Document similarity
is computed by the cosine similarity of the vector representations of documents. A novel
method of vectorizing text documents is implemented to achieve this. Using named



42 J. M. Zaeem et al.

entities present in the corpus to create the features in the vector as a refinement over
the common bag of words or n-gram technique for feature generation using all words in
the corpus. Then using Okapi BM25 relevance score of those features in documents to
calculate individual entries of the document vectors instead of their frequencies. Okapi
BM25 is also used to perform filtering of the document graph for specific queries. In
future some of the work can also be done in following directions:

• Making the knowledge graph out of the extracted named entities to show their
presence and relation in documents.

• Using deep learning techniques like transformers and Large Language Models for
feature extraction and vectorization.

• Addingmore explain ability to the search results and similarity results by highlighting
the features that affected the computed similarity scores.

• Adding other data types to the knowledge graph, e.g., adding image and video doc-
uments by incorporating the outputs from vision to text models for these documents
in the knowledge graph generation process.
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Abstract. Humanknowledge is subject to uncertainties, imprecision, incomplete-
ness and inconsistencies.Moreover, themeaning ofmany everyday terms is depen-
dent on the context. That poses a huge challenge for the SemanticWeb. This paper
introduces work on an intuitive notation and model for defeasible reasoning with
imperfect knowledge, and relates it to previous work on argumentation theory.
PKN is to N3 as defeasible reasoning is to deductive logic. Further work is needed
on an intuitive syntax for describing reasoning strategies and tactics in declara-
tive terms, drawing upon the AIF ontology for inspiration. The paper closes with
observations on symbolic approaches in the era of large language models.

Keywords: defeasible reasoning · argumentation theory · knowledge graphs

1 Defeasible Reasoning

1.1 Introduction

The accepted wisdom for knowledge graphs presumes deductive logic as the basis for
machine reasoning. In practice, application logic is usually embedded in conventional
programming, exploiting scriptingAPIs and graph query languages,whichmake it costly
to develop and update as application needs evolve.

Declarative approaches to reasoning hold out the promise of increased agility for
applications to cope with frequent change. Notation 3 (N3) is a declarative assertion and
logic language [1] that extends the RDF data model with formulae, variables, logical
implication, functional predicates and a lightweight notation.N3 is basedupon traditional
logic, which provides mathematical proof for deductive entailments for knowledge that
is certain, precise and consistent.

Unfortunately, knowledge is rarely perfect, but is nonetheless amenable to reasoning
using guidelines for effective arguments. This paper introduces the Plausible Knowledge
Notation (PKN) as an alternative toN3 that is based upon defeasible reasoning as ameans
to extend knowledge graphs to cover imperfect everyday knowledge that is typically
uncertain, imprecise, incomplete and inconsistent.

“PKN is to N3 as defeasible reasoning is to deductive logic”
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and innovation programme under grant agreement No. 101092908 (SMARTEDGE)
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Defeasible reasoning creates a presumption in favour of the conclusions, which may
need to be withdrawn in the light of new information. Reasoning develops arguments
in support of, or counter to, some supposition, building upon the facts in the knowledge
graph or the conclusions of previous arguments.

As an example, consider the statement: if it is raining then it is cloudy. This is
generally true, but you can also infer that it is somewhat likely to be raining if it is
cloudy. This is plausible based upon your rough knowledge of weather patterns. In place
of logical proof, we have multiple lines of argument for and against the premise in
question just like in courtrooms and everyday reasoning (Fig. 1).

Fig. 1. Illustration of how plausible inferences for properties and relations can act as generaliza-
tions or specializations of existing knowledge.

The above figure shows how properties and relations involving a class may be likely
to apply to a sub-class as a specialization of the parent class. Likewise, properties and
relations holding for a sub-class may be likely to apply to the parent class as a gen-
eralization. The likelihood of such inferences is influenced by the available metadata.
Inferences can also be based on implication rules, and analogies between concepts with
matching structural relationships. PKN [2] further supports imprecise concepts:

• fuzzy terms, e.g., cold, warm and hot, which form a scalar range with overlapping
meanings.

• fuzzy modifiers, e.g., very old, where such terms are relative to the context they apply
to.

• fuzzy quantifiers, e.g., few and many, for queries akin to SPARQL.

PKN represents an evolution from graph databases to cognitive databases, that
can more flexibly support reasoning over everyday knowledge. For a web-based
demonstrator, see [3].
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1.2 Relation to Previous Work

The Stanford Encyclopedia of Philosophy entry on argument and argumentation [4] lists
five types of arguments: deduction, induction, abduction, analogy and fallacies. Argu-
mentation can be adversarial where one person tries to beat down another, or cooperative
where people collaborate on seeking a better joint understanding by exploring arguments
for and against a given supposition. The latter may further choose to focus on developing
a consensus view, with the risk that argumentationmay result in group polarization when
people’s views become further entrenched.

Studies of argumentation have been made by a long line of philosophers dating
back to Ancient Greece, e.g., Carneades and Aristotle. More recently, logicians such
as Frege, Hilbert and Russell were primarily interested in mathematical reasoning and
argumentation. StephenToulmin subsequently criticized the presumption that arguments
should be formulated in purely formal deductive terms [5]. Douglas Walton extended
tools from formal logic to cover a wider range of arguments [6]. Ulrike Hahn, Mike
Oaksford and others applied Bayesian techniques to reasoning and argumentation [7],
whilst Alan Collins applied a more intuitive approach to plausible reasoning [8].

Formal approaches to argumentation such as ASPIC+ [9] build arguments from
axioms andpremises aswell as strict and defeasible rules. Strict rules logically entail their
conclusions, whilst defeasible rules create a presumption in favor of their conclusions,
which may need to be withdrawn in the light of new information.

Arguments in support of, or counter to, some supposition, build upon the facts in
the knowledge graph or the conclusions of previous arguments. Preferences between
arguments are derived from preferences between rules with additional considerations
in respect to consistency. Counter arguments can be classified into three groups. An
argument can:

• undermine another argument when the conclusions of the former contradict premises
of the latter.

• undercut another argument by casting doubt on the link between the premises and
conclusions of the latter argument.

• rebut another argument when their respective conclusions can be shown to be
contradictory.

AIF [10] is an ontology intended to serve as the basis for an interlingua between dif-
ferent argumentation formats. It covers information (such as propositions and sentences)
and schemes (general patterns of reasoning). The latter can be used to model lines of
reasoning as argument graphs that reference information as justification. The ontology
provides constraints on valid argument graphs, for example:

Scheme for Argument from Expert Opinion:

premises: E asserts that A is true (false), E is an expert in domain D containing A;
conclusion: A is true (false); presumptions: E is a credible expert, A is based on
evidence; exceptions: E is not reliable, A is not consistent with what other experts
assert.

Conflict schemes model how one argument conflicts with another, e.g., if an expert
is deemed unreliable, then we cannot rely on that expert’s opinions. Preference schemes
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define preferences between one argument and another, e.g., that expert opinions are
preferred over popular opinions. The AIF Core ontology is available in a number of
standard ontology formats (RDF/XML, OWL/XML, Manchester OWL Syntax).

PKN defines a simple notation and model for imperfect knowledge. Arguments for
and against a supposition are constructed as chains of plausible inferences that are used to
generate explanations. PKN draws upon Alan Collins core theory of plausible reasoning
[COLLINS] in respect to statementmetadata corresponding to intuitions and gut feelings
based upon prior experience. This is in contrast to Bayesian techniques that rely on the
availability of rich statistics, which are unavailable in many everyday situations.

Recent work on large language models (LLMs), such as GPT-4, have shown impres-
sive capabilities in respect to reasoning and explanations. However, there is a risk of
hallucinations, where the system presents convincing yet imaginary results. Symbolic
approaches like PKN are expected to play an important and continuing role in supporting
semantic interoperability between systems and knowledge graphs. LLMs are trained on
very large datasets, and in principle, could be exploited to generate symbolic models in
a way that complements traditional approaches to knowledge engineering.

2 Plausible Knowledge Notation (PKN)

The Plausible Knowledge Notation is an intuitive lightweight syntax designed to support
defeasible reasoning. PKN documents use data types restricted to numbers (as in JSON)
and names with optional prefixes.

2.1 PKN Statements

PKN supports several kinds of statements: properties, relations, implications and analo-
gies. These optionally include a scope and a set of parameters as metadata. The scope is
one or more names that indicate the context in which the statement applies, e.g., ducks
are similar to geese in that they are birds with relatively long necks when compared to
other bird species. Each parameter consists of a name and a value. Parameters repre-
sent prior knowledge as an informal qualitative gut feeling based upon prior experience.
Predefined parameters include:

certainty - the confidence in the associated statement being true.
strength - the confidence in the consequents being true for an implication statement,

i.e., the likelihood of the consequents holding if the antecedents hold.
inverse - the confidence in the antecedents being true when using an implication

statement in reverse, i.e., the likelihood of the antecedents holding if the consequents
hold.

typicality - the likelihood that a given instance of a class is typical for that class,
e.g., that a Robin is a typical song bird.

similarity – the extent to which one thing is similar to another, e.g., the extent that
they have some of the same properties.

dominance - the relative importance of an instance of a class as compared to other
instances. For a country, for instance, this could relate to the size of its population or the
size of its economy.
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multiplicity - the number of items in a given range, e.g., howmany different kinds of
flowers grow in England, remembering that parameters are qualitative not quantitative.

This paper is too short to provide detailed information, so here are a few examples
of PKN statements, starting with properties:

flowers of Netherlands includes daffodils, tulips (certainty high)

Here “flowers” is the descriptor, “Netherlands” is the argument, “includes” is the
operator, and “daffodils, tulips” is the referent. In other words, daffodils and tulips are
amongst the flowers found in the Netherlands. The metadata indicates that this statement
has a high certainty. Next here are two examples of relation statements:

Belgium similar-to Netherlands for latitude
Paul close:friend-of John

Next here is an implication statement with a locally scoped variable:

weather of ?place includes rainy implies weather of ?place includes
cloudy (strength high, inverse low)

This example has a single antecedent and a single consequent. Note the use of
“?place” as a variable, andmetadata for the confidence in using the statement for forward
and backward inferences. Next is a couple of examples of analogy statements:

leaf:tree::petal:flower
dog:puppy::cat:?

Next, here are some examples of queries, which are akin to SPARQL:

which ?x where ?x is-a person and age of ?x is very:old
count ?x where age of ?x greater-than 20 from ?x is-a person
few ?x where color of ?x includes yellow from ?x kind-of rose

The first query lists the people in the PKN graph who are considered to be very old.
The second query counts the number of people older than 20. The third query checks
whether there are few yellow roses in the PKN graph.

PKN allows statements to embed sub-graphs for statements about statements, e.g.

Mary believes {{John says {John loves Joan}} is-a lie}

which models “Mary thinks John is lying when he says he loves Joan.

2.2 Fuzzy Knowledge

Plausible reasoning subsumes fuzzy logic as expounded by Lotfi Zadeh in his 1965 paper
on fuzzy logic, see [11]. Fuzzy logic includes four parts: fuzzification, fuzzy rules, fuzzy
inference and defuzzification.

Fuzzification maps a numerical value, e.g., a temperature reading, into a fuzzy set,
where a given temperature could be modelled as 0% cold, 20% warm and 80% hot. This
involves transfer functions for each term, and may use a linear ramp or some kind of
smooth function for the upper and lower part of the term’s range.



Defeasible Reasoning with Knowledge Graphs 49

Fuzzy rules relate terms from different ranges, e.g., if it is hot, set the fan speed to
fast, if it is warm, set the fan speed to slow. The rules can be applied to determine the
desired fan speed as a fuzzy set, e.g., 0% stop, 20% slow and 80% fast. Defuzzification
maps this back to a numeric value.

Fuzzy logic works with fuzzy sets in a way that mimics Boolean logic in respect
to the values associated with the terms in the fuzzy sets. Logical AND is mapped to
selecting the minimum value, logical OR is mapped to selecting the maximum value,
and logical NOT to one minus the value, assuming values are between zero and one.

Plausible reasoning expands on fuzzy logic to support a much broader range of infer-
ences, including context dependent concepts, and the means to express fuzzy modifiers
and fuzzy quantifiers.

Here is an example of a scalar range along with the definition of the constituent
terms:

range of age is infant, child, adult for person
age of infant is 0, 4 for person
age of child is 5, 17 for person
age of adult is 18, age-at-death for person

The range property lists the terms used for different categories. The age property for
the terms then specifies the numerical range. Additional properties can be used to define
the transfer function.

PKN allows terms to be combined with one or more fuzzy modifiers, e.g., “very:old”
where very acts like an adjective when applied to a noun. The meaning of modifiers can
be expressed using PKN statements for relations and implications, together with scopes
for context sensitivity. In respect to old, “very” could either be defined by reference to
a term such as “geriatric” as part of a range for “age”, or with respect to the numerical
value, e.g., greater than 75 years old.

Fuzzy quantifiers have an imprecise meaning, e.g., include few, many and most.
Their meaning can be defined in terms of the length of the list of query variable bindings
that satisfy the conditions. Few signifies a small number, many signifies a large number,
and most signifies that the number of bindings for the where clause is a large proportion
of the number of bindings for the from clause.

2.3 PKN and RDF

The Resource Description Framework (RDF), see [12], defines a data model for labelled
directed graphs, along with exchange formats such as Turtle, query expressions with
SPARQL, and schemas with RDF-S, OWL and SHACL. RDF identifiers are either
globally scoped (IRIs) or locally scoped (blank nodes). RDF literals include numbers,
booleans, dates and strings. String literals can be tagged with a language code or a data
type IRI.

The semantics of RDF graphs is based upon Description Logics, see [13] and [14].
RDF assumes that everything that is not known to be true should treated as unknown.
This can be contrasted with closed contexts where the absence of some statement implies
that it is not true.
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Description Logics are based upon deductive proof, whereas, PKN is based upon
defeasible reasoning which involves presumptions in favor of plausible inferences, and
estimating the degree to which the conclusions hold true. As such, when PKN graphs
are translated into RDF, defeasible semantics are implicit and dependent on how the
resulting graphs are interpreted. Existing tools such as SPARQL don’t support defeasible
reasoning.

Consider PKN property statements. The descriptor, argument, operator and referent,
along with any statement metadata can be mapped to a set of RDF triples where the
subject of the triples is a generated blank node corresponding to the property statement.
Comma separated lists for referents and scopes can be mapped to RDF collections.

PKN relations statements can be handled in a similar manner. It might be tempting
to translate the relation’s subject, relationship and object into a single RDF triple, but
this won’t work when the PKN relation is constrained to a scope, or is associated with
statement metadata. Recent work on RDF 1.2 [15] should help.

PKN implication statements are more complex to handle as they involve a sequence
of antecedents and a sequence of consequents, as well as locally scoped variables. One
possible approach is to first generate a blank node for the statement, and use it as the
subject for RDF collections for the variables, antecedents and consequents.

PKN analogy statements are simpler, although there is a need to be able to distinguish
variables from named concepts, e.g. as in “dog:puppy::cat:?”.

3 Plausible Reasoning and Argumentation

Following the work of Allan Collins, PKN uses qualitative metadata in place of detailed
reasoning statistics, which are challenging to obtain. Heuristic algorithms are used to
estimate the combined effects of different parameters on the estimated certainty of con-
clusions. Reasoning generally starts from the supposition in question and seeks evidence,
working progressively back to established facts. Sadly, this paper is far too short to go
into details and the interested reader should look at the PKN specification.

An open challenge is how to declaratively model strategies and tactics for reasoning
rather than needing to hard code them as part of the reasoner’s implementation. Further
work is needed to clarify the requirements and to evaluate different ways to fulfil those
requirements using an intuitively understandable syntax. The AIF ontology would be a
useful source of inspiration.

4 Summary

This paper introduced PKN as a notation andmodel for defeasible reasoningwith knowl-
edge graphs that include knowledge that is uncertain, imprecise, incomplete and incon-
sistent. Deductive proof is replaced with plausible arguments for, and against, the sup-
position in question. This builds on thousands of years of study of effective arguments,
and more recently work on argumentation theory. Further work is needed on an intuitive
syntax for reasoning strategies and tactics.

Large LanguageModels have demonstrated impressive capabilities in respect to rea-
soning and explanations. This raises the question of the role of symbolic approaches such



Defeasible Reasoning with Knowledge Graphs 51

as RDF, N3 and PKN. Deep learning over large corpora has totally eclipsed traditional
approaches to knowledge engineering in respect to scope and coverage. However, we
are likely to continue to need symbolic approaches as the basis for databases which
complement neural networks, just as humans use written records rather than relying on
human memory.
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Abstract. Open Educational Resources include different types of mate-
rial for learning and teaching. Over time the number of them has been
increasing to a great extent. Although the availability of educational
material is beneficial for teachers and learners; however, the search for
relevant material becomes a complex task due to the limited availabil-
ity of specialized tools to locate content that meets the learners’ level
of knowledge. The current research presents a recommendation service
that provides a learning path based on Open Educational Resources.
The learning path is created according to the topic of interest of users,
and the level of understanding that they have about a particular topic.
The recommendation method is based on a knowledge graph, that is cre-
ated based on the metadata of educational resources obtained from an
academic repository. Then, the graph is enriched by three methods: 1)
keyword reconciliation using Spanish DBPedia as a target, 2) semantic
annotation to find semantic resources, and 3) identification of the level of
knowledge of each OER associated with a particular topic. The enriched
graph is stored in GraphDB, a repository that provides the creation of
semantic similarity indexes to generate recommendations. Results are
compared with the TF-IDF measure and validated with the precision
metric.

Keywords: Learning paths recommendation · OER · RDF graph

1 Introduction

Open Educational Resources (OER) are teaching and learning materials that
are ready to use with no access fees and enable innovation in formal or informal
education systems [7]. In the last decade, OER have become a key driver for
promoting positive transformation in education.

In recent years, due to the large quantity and variety of educational resources,
search engines are not always effective in finding the most relevant or potentially
useful content for users. To get more precise results, users can make searches on
educational repositories; however, this kind of engine does not consider users’
attributes to personalize results. Faced with this problem, recommender systems
(RS) arise that are capable of selecting the material that best suits the prefer-
ences or needs of a user. Especially in the context of the web, RS are popular
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because they provide users with the items or resources they are most likely to
like or be interested in [13].

Even though RS are key for discovering resources or relevant items in an
information-overloaded environment [4]; however, most RS approaches available
for e-learning do not consider the user’s level of knowledge about a given topic.
According to [19], due to e-learners often use time fragments to learn, as a conse-
quence the learning behavior is fragmented and non-consecutive. This increases
the difficulty of mastering the knowledge, therefore, a consecutive learning path
is preferred.

Therefore, to ensure the top level of knowledge acquisition for students, it is
necessary to create a viable transition from the most elemental degree of knowl-
edge to the higher or complete degree [3] using learning paths. To achieve this, it
is necessary that RS help the student to move in an orderly manner and sequen-
tial for the different degrees of acquisition of knowledge. On the contrary, of
the difference in learners’ knowledge, background, and preferences, choosing the
same learning path for all would unavoidably lead to bad academic performance
and low satisfaction [18]. In conclusion, even though there are many educational
websites that offer learning material, the order in which the material is delivered
cannot be consistent with the level of knowledge and the preferences of the users.

In view of the aforementioned problem, the aim of this paper is to present
a recommendation mechanism based on semantic technologies, that takes two
user’s key features, such as a particular subject or concept of interest and his/her
prior knowledge regarding this topic. The system then generates recommenda-
tions of sequences of OER ordered by their knowledge levels. In this way, learning
paths allow students to drive their learning progressively.

Next, we describe the research background (see Sect. 2). Then, the recom-
mendation method based on semantic technologies is explained (see Sect. 3);
and the results of experiments conducted with a specific OER repository are
discussed (see Sect. 4). Finally, we present the research conclusion.

2 Background

In this section, we present the background related to the main dimensions of
this proposal: OER, semantic technologies and recommendation systems. Also,
we identify some proposals to recommend learning paths.

2.1 Open Educational Resources

OER are generally available free of charge on the Web. Their main use is by
teachers and educational institutions that support the development of courses
and other types of material, but they can also be used directly by students [17].

Digital libraries, universities, and other educational organizations make OER
available to users through open-access repositories [2]. Among the best-known
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repositories are [11,15]: OpenStax1, MERLOT2, OER Commons3, Open Learn4,
NPTEL5, GalileoX6, Teaching Commons7, Universia8 and RiUTPL9.

To recommend learning paths based on OER and their levels of knowledge, we
must first know how to define or measure those levels. Two options are described
below.

According to [10], the assessment of different types of knowledge can be
done through taxonomies that define levels of student understanding. Two well-
known schemes are the Bloom Taxonomy, which evaluates the level of knowledge
acquired in an area or subject, and the SOLO Taxonomy (Structure of the
Observed Learning Outcome), which is a means of classifying learning outcomes
in terms of their complexity, by enabling teachers to assess students’ work in
terms of its quality.

Bloom’s taxonomy was proposed by Benjamin Bloom in 1956 to create a com-
mon language for learning outcomes, thus 1) facilitating communication among
the interlocutors involved, 2) defining the objectives of courses and curricula
at different levels, and 3) comparing them with the desired learning outcomes.
Bloom’s taxonomy defines six levels of cognitive learning: Knowledge, Compre-
hension, Application, Analysis, Synthesis, and Evaluation.

Subsequently, in 2009, Churches in [6] decided to update the version of
Bloom’s Taxonomy due to the potential that technology has on education. The
new digital version of the taxonomy incorporates some updates such as: using
verbs instead of nouns for each category, reordering the last levels, changing the
name of the first level (knowledge by recall), and expanding the synthesis level.
Table 1 summarizes the digital version of Bloom’s Taxonomy.

In our recommendation proposal, Bloom’s taxonomy and verbs mentioned in
the OER abstracts were taken as a reference to define the level of knowledge of
each OER.

2.2 Semantic Web and Knowledge Graphs

The idea of the Semantic Web (SW) is that data is available on the Web and
interconnected through named relationships. Thanks to SW technologies, we
can semantically describe any entity by means of vocabularies or ontologies.
Fundamental SW technologies include:

– Resource Description Framework (RDF) is a standard model for data inter-
change. Using RDF we can describe any specific object (called an individ-

1 https://openstax.org/.
2 https://merlot.org/merlot/.
3 https://www.oercommons.org/.
4 https://www.open.edu/openlearn/.
5 https://nptel.ac.in/courses.
6 https://www.galileo.edu/page/edx-galileox-cursos/.
7 https://teachingcommons.us/.
8 https://www.universia.net/es/lifelong-learning/formacion.
9 https://dspace.utpl.edu.ec/.
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Table 1. Digital version of Bloom’s Taxonomy.

Bloom level Description Verbs Knowledge level

Remembering Recall facts or data with-
out understanding

Recognize, list, describe,
identify, retrieve, find,
highlight and mark
favorites

Beginner

Understanding Demonstrate understand-
ing in finding information
from text

Interpret, summarize,
infer, paraphrase, classify,
compare, explain and
categorize

Beginner

Applying Solve problems by apply-
ing knowledge, facts or
techniques to a new situ-
ation

Implement, carry out, use,
run, upload, share and
edit

Intermediate

Analysing Examine and decompose
information into parts

Compare, organize,
deconstruct, attribute,
find, structure, and
integrate

Intermediate

Evaluating Justify opinions by mak-
ing judgments about
information, the validity
of ideas, or the quality of
a job

Verify, hypothesize, crit-
icize, experiment, judge,
test, detect, publish, mod-
erate and collaborate

Intermediate

Creating Collect information in a
different way by combin-
ing its elements in a new
model or proposing other
solutions

Design, invent, program,
manage, produce, build or
compile mash-ups

Expert

ual), such as physical things (people, locations, organizations, books, etc.) or
abstract concepts.

– Vocabulary and ontology are data models that are used as a reference to
describe the individuals or entities of a domain, by specifying the concepts
and their relationships. The language used to create a vocabulary is RDF(S),
and an ontology is OWL. In the Semantic Web, the use of these models is of
great importance as they help to reuse information and avoid meaning issues.

– SPARQL is used in SW as a query language. SPARQL allows querying and
manipulating RDF data over HTTP or SOAP. SPARQL queries are based
on patterns, which have the form of RDF triples, except that one or more
references to resources are variables.10.

In addition to the technologies mentioned above, for the implementation of
the learning path recommender, we use the SKOS (Simple Knowledge Organiza-
tion System) vocabulary. In SW, SKOS is used to describe knowledge organiza-
tion systems (KOS), which are systems of related concepts of a given knowledge
domain such as thesauri or taxonomies.
10 https://www.w3.org/standards/semanticweb/query.

https://www.w3.org/standards/semanticweb/query
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Table 2. Weaknesses of classic RS approaches.

RS type Issue

Content-based New user issue: this issue occurs when the profile for the
target user can not be built due there is not enough infor-
mation about she/he
Over-specialization: the system recommends items similar
to those already consumed by the target user, thus creat-
ing a ”filter bubble” trend, which means that there is no
novelty in recommendations

Collaborative Lack of transparency: In general, the filtering algorithms
used for recommendation work as a black box and the user
does not know how the results were generated [4], i.e., the
recommendation process is not transparent to the user, and
the recommendations are not explainable
Sparsity: Not all users rate the items available in the sys-
tem, this lack of information makes it difficult to compute
the similarity between users and items
Cold-start : This problem occurs when a new user or item
(new item issue) enters the system; when there are new
items, there is no rating information yet

Demographic It is the RS that can generate the worst results because it
assumed that users whose demographic features are simi-
lar, share the same preferences about the items to be rec-
ommended. In addition, users tend to be suspicious when
giving personal information to RS; making this a problem
when making recommendations without having knowledge
about the features of a user

2.3 Recommendation Systems

Recommender systems (RS) generate a list of items that a target user may be
interested in or like. According to [12], these systems fall into several categories
based on the information they use to recommend items. The three fundamental
types of RS are:

– Content-based filtering systems: They analyze the content or features of the
items to calculate the similarity between them. The systems that implement
this filtering technique arise from the idea of recommending based on items
that the user liked in the past.

– Collaborative filtering systems: This kind of system, as input, needs a rating
matrix that is created with the explicit ratings that, in the past, the users
assigned to the items.

– Demographic filtering systems: These are systems that make recommenda-
tions using demographic information of the users such as age, gender, profes-
sion, geographic location, etc.

Each approach is useful in a given context, however, these methods suffer
from some weaknesses [14] as can be seen in Table 2.
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In some domains, it may be difficult to adopt the above-mentioned
approaches, mainly due to a lack of data. To solve such limitations, there are
other approaches such as hybrid recommender systems and knowledge-based
systems.

Hybrid filtering systems recommend items by combining two or more meth-
ods together, thus they reduce issues and limitations of pure recommender sys-
tems and increase the overall system performance [8].

Knowledge-based RS use knowledge about users and items to generate a rec-
ommendation by reasoning about which products meet the user’s requirements.
There are multiple techniques to exploit knowledge and build this type of recom-
mender system. In recent years, graph and semantic web technologies are being
adopted to address the problem of the lack of explainability and lack of data of
classical systems [5]. In this proposal, we use this type of filtering.

2.4 Recommendation of Learning Paths

Nowadays, RS are applied in several industry sectors, such as e-commerce,
tourism, entertainment, health, digital libraries, among others.

Another field of application for RS, which is currently booming, is e-learning.
Due to the massification and virtualization of learning and the online availability
of free material, educational institutions, providers, and educators must face sev-
eral issues and challenges, mainly, how to manage large classes and make learn-
ing more effective. According to [16], in large classes, the instructor provides less
attention to individual students, thus depersonalizing the learning experience.
Through smart environments, intelligent tutors, and recommendation services,
students can receive more effective services for support their learning, and the
teacher could reduce their workload. Despite these improvements, as pointed out
by [1], e-learning technology does not yet offer the ability to recommend the best
learning path for each learner.

Rosenbaum & Williams (2004), cited in [9], state that a learning path is
a sequence of learning activities and events that lead to a prescribed level of
competence. A learning path that fits the user’s profile can help the learner
understand more effectively. According to [19], a way to create recommendations
of learning paths is leverage semantics relations between knowledge units because
they could reveal logical sequences of competency.

A proposal where the recommendation of learning paths is addressed is [18].
Here, the authors propose a framework for learning path discovery based on
a differential evolutionary algorithm and a disciplinary knowledge graph. The
output of the system is a learning path adapted to the learner’s needs and
learning resources for learning according to the path.

In this proposal, we try to join the effort of recommending learning sequences
to students by suggesting to them a set of OERs ordered according to the level
of competence with which they deal with a topic, thus learners can scale up
learning to the required level.
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3 Description of the Recommendation Approach

The learning path recommendation can be divided into three phases, as described
in Fig. 1. The first phase consists of acquiring the OER metadata and transform-
ing them to a RDF-based knowledge graph. The second phase consists of dis-
covering new facts from the keywords and abstracts of OER to enrich the graph.
In the final phase, the data consumption components are implemented from the
graph to generate recommendations for a target user. The project implementa-
tion and documentation are available on GitHub11.

Fig. 1. Process for generating recommendations. To deal with the cold-start prob-
lem that faces traditional recommender systems, the proposed process includes a data
enrichment phase to identify key contextual information underlying each resource. From
the original OER metadata and new data, an RDF knowledge graph is created, that
is the source for the OER paths recommendation that is based on SPARQL queries.

3.1 Data Acquisition and Preparation

As can be seen in the Fig. 1, the first step is to obtain OER metadata from an
educational repository. After data extraction and cleaning, the semantic model
to describe educational resources is defined. Finally, data transformation to RDF
format is performed. Further details of implementation of each task are provided
below.

OER Metadata Acquisition. In this paper, due to the ease of access to the data,
we worked with the data provided by the Institutional Repository (RiUTPL12),
which is based on DSpace. The repository contains the resources and educa-
tional objects generated by the academic community of the Universidad Técnica
Particular de Loja (UTPL).

11 https://github.com/JonathanYaguana/Tesis.
12 http://dspace.utpl.edu.ec/.

https://github.com/JonathanYaguana/Tesis
http://dspace.utpl.edu.ec/
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To ensure the appropriate amount of OER in a specific area of knowledge, it
was decided to work with the resources generated by students of the Computer
Information Systems and Computing career.

The OER metadata was provided by the UTPL Library, through a previ-
ously made request. The dataset was provided in JSON format and describes
508 resources. Among the metadata for each resource are: title, abstract, date,
author, tutor, keywords, type, format, language, description, and link.

Pre-processing of Data. Based on the analysis of provided metadata, data were
cleaned because some quality issues were detected. The data was processed using
the OpenRefine tool, which was useful to standardize formats and merge similar
terms.

Definition of the OER Model. From the data set obtained in the previous step,
the semantic model to describe OER was defined. The definition was based on
the reuse well-known vocabularies: schema.org, DCMI Metadata Terms (DCT)
and SKOS.

By reusing the three indicated vocabularies we can represent OER metadata
such as name, date of publication, keywords, abstract, format, and language, as
well as data about the author, contributor, URL, educational level, and citations.
Figure 2 presents the model proposed for describing OER.

Fig. 2. Semantic model for OER description. The semantic model includes several
classes and properties that facilitate the discovery of the more suitable OER, that
meet the interests of a target user. The partial view of the model shows how semantic
relationships connect OER metadata to concepts or subjects (defined by the class
skos:Concept) that could be required to support the learning process of a specific
learner.
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Transformation to RDF data. Once the model has been defined, the objective
of this phase is to convert the OER data to RDF. For the transformation, the
OpenRefine tool was used, through the RDF Refine extension.

The procedure for the transformation is simple: we edit the RDF Skeleton,
which specifies how the RDF data is generated based on the original data struc-
ture. Once the mapping is configured, transformed data are exported to an RDF
file. Then, we use GraphDB Free to store data due to features to create sim-
ilarity indexes, a function that was very useful for the implementation of our
recommendation method.

3.2 Data Enrichment

The keywords and abstracts of each OER were analyzed to discover new triples
and thus extend or enrich the graph created in the previous phase. The objective
of analyzing the keywords was to find the equivalent DBPedia resources. DBpedia
provides access to extract structured content from the information created in the
Wikipedia project.

Likewise, the abstracts were analyzed to discover semantic entities mentioned
in the text. From external URIs, we traverse the DBPedia graph to obtain new
triples, mainly SKOS concepts related to topics addressed in OER content. Also,
from the verbs found in abstracts, we try to classify each educational resource
in a specific knowledge level.

Then, the enriched graph is used for computing the similarity between OER,
a basic function to generate the recommendations.

Keyword Reconciliation. Keyword expansion starts with data reconciliation, that
is, finding equivalent resources in an external graph; in this paper, the external
dataset that was used is Spanish DBPedia. The Reconcile functionality of Open-
Refine was used to perform this task; the reconciliation was performed for all
the keywords of OER, although not all the equivalent resources were found in
DBPedia.

Semantic Annotation. The goal of this task is to identify entities within the
abstract of OER and link them to the semantic descriptions of each resource. The
annotation process is performed by means of the TextRazor API13, a Natural
Language Processing tool that allows to analyze and extract metadata from
textual content in any language.

As a result of the annotation process, we obtained a list of links to Spanish
DBPedia resources describing the entities found in abstracts. From the annota-
tions identified with the API, by means of SPARQL queries, two levels of infor-
mation were extracted from the semantic entities. The first level uses the relation
dct:subject to extract SKOS concepts, and the second level uses skos:broader to
get broader topics. Figure 3 shows an example of the annotation extraction levels.

13 https://www.textrazor.com/.

https://www.textrazor.com/
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Fig. 3. Concept expansion using the SKOS vocabulary and property paths. The expan-
sion of DBPedia concepts is carried out by using the SKOS vocabulary and SPARQL
property paths. Through the property skos:broader that connects two skos:Concept
and property paths like [∗| + |{}] we can iteratively retrieve the most specific concepts
that a target user would like or be interested to know.

According to the OER model, new semantic entities are linked to the
semantic representation of each educational resource, through the property
schema:mentions.

Identification of the level of knowledge of OER. One of the important tasks
in generating learning sequences is to determine the level of knowledge of an
educational resource, i.e., in addition to identifying the main topic that a resource
deals with, we need to know whether the topic is addressed in a superficial way,
or in a more advanced way, according to a scale of knowledge level. However,
determining that metadata is not easy; according to the study carried out, there
is no method with which to do this task.

Nevertheless, in this paper, we propose a simple method to determine the
level of knowledge based on Bloom’s Taxonomy. Using verbs found in OER
abstracts, we get the level of knowledge (Beginner, Intermediate, or Advanced)
of each resource (see Table 1 to find mappings between verbs and the knowledge
level). To carry out this process, we follow the steps indicated on the Fig. 4.

As Fig. 4 suggests, the first step is to extract the verbs contained in the
abstract of OER; the second step is to obtain the Bloom level for the found
verb; the third step is to obtain the number of verbs for each Bloom level. In
the fourth step, the assignment of the final knowledge level is done according to
the highest number of Bloom levels, i.e., the number of verbs of an existing level
determines the final level of the educational resource. Finally, the knowledge level
was associated with the semantic representation of each educational resource by
means of the property schema:educationalLevel.
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Fig. 4. Process for identifying the knowledge level of OER: from the textual content of
an educational resource, such as the abstracts, (1) verbs are extracted and (2) classified
according to the knowledge levels defined in Bloom’s Taxonomy. Then, (3) by each
OER, knowledge levels are counted, and finally 4) we compute which is the predominant
level in that OER.

3.3 Learning Path Recommendation

The learning path recommendation is based on a data filtering mechanism based
on SPARQL queries. The queries are performed on the OER graph and are the
basis for creating an index that determines the similarity between OER.

In this proposal, a text index, named TextIndex in GraphDB, was created for
selecting OER according to the topic of interest for the target user and a knowl-
edge level equal to or higher than the user. The index computes the score sim-
ilarity based on textual metadata (such as schema:keywords, schema:mentions,
dct:subject and skos:broader) of resources and their knowledge level.

4 Experimentation

This section describes the test scenario of the proposed method and its results are
compared with those of TF-IDF (term frequency-inverse document frequency)
which is a statistical measure that evaluates how relevant a term is to a document
in a collection of documents.

4.1 Description of the Validation Scenario

The experiment consists of evaluating the results of our recommendation
method, i.e., verifying the relevance of the resources that the recommendation
method offers to users according to their profiles. As a case study, the base pro-
file of four pre-fabricated users was established. Each profile is based on a topic
of interest to the target user and a level of knowledge on that topic.
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The topics used for validation were selected considering four of the most
popular ones in the OER corpus; the selected topics are neither very general,
such as the Internet or the web, nor very specific. In addition, to complete the
user profile, a level of knowledge was randomly assigned to each topic, assuming
that it is the level the user has. Thus, the four user profiles are as follows: 1)
Database → Advanced, 2) Open Educational Resources → Beginner, 3) Data
Mining → Intermediate, and 4) Resource Description Framework → Beginner.

To compare recommendation results, the TF-IDF frequency measure was
used as a baseline, which was calculated based on the text properties of each
educational resource, and without taking into account the level of knowledge.

4.2 Results

To measure the quality of the recommendation, the relevance of each suggested
resource was determined. Relevance indicates importance of a recommendation
(1 = it is relevant, 0 = it is not relevant). The relevance value was assigned by
a human, comparing the topic of interest to the user with the metadata of each
recommended resource.

With the indicator established, the performance of each method was deter-
mined using the precision metric. The precision determines the effectiveness of
the recommendation and its value is calculated with the following expression:

precision =
Relevant items

Relevant items + Irrelevant items
(1)

To evaluate the recommendation based on the text index, TextIndex, we
create a Python notebook that reads each user profile, and as output it returns
the recommended resources along with a similarity score. Then, the results are
evaluated considering the relevance of each recommended item according to the
topic of interest and the level of knowledge of the target user.

To compute the precision, for each user’s profile, we obtained a list of the first
20 resources with the highest similarity score returned by our method (based on
a text index) and by the TF-IDF metric. Table 3 presents the results obtained
by each method.

Table 3. Performance of the evaluated methods

Topic of interest TextIndex Precision TF-IDF Precision

Database 55.0 50.0

Data mining 75.0 40.0

Open Educational Resources 85.0 30.0

Resource Description Framework 55.0 45.0

Average Precision 67.5 41.25

As can be seen in Table 3, the text-based index obtains a higher precision to
generate a list of educational material, although the performance is not excellent
as we expected. After analyzing each case evaluated, we were able to detect that
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one reason that affected the performance was that the OER dataset considered
was too small, so there was no variety of material for the recommendations.

5 Conclusion

Throughout a training or study program, the level of knowledge that a learner
has on a subject plays a fundamental role when looking for the most appro-
priate resources that guarantee their evolution until to achieve the proficiency
required. The level of knowledge helps to establish a better baseline between the
users’ understanding and the information they require or want to acquire. For
this reason, a learning path based on knowledge levels is a key factor to con-
sider within the educational resources recommendation. In this proposal, each
OER was classified in a level of knowledge according to Bloom’s taxonomy. This
metadata was essential to generate recommendations consistent with the level
of understanding of a user on a certain topic.

In addition, the recommendation based on an enriched graph proved to be
a fundamental activity for the OER recommendation, since the external graph,
DBPedia, helped us to add extra knowledge units to discover related resources,
taking advantage of the knowledge systems described by SKOS. Thus, users can
find the content they need and understand the relationships between concepts
underlying the domain.

For the implementation of the recommendation method, the essential com-
ponents were built and thus we were able to evaluate its performance. The best
results achieved are those obtained by the text index-based recommendation
method, which obtained a precision of 67.5% compared to TF-IDF with a preci-
sion of 41.25%. Even though the performance of the system was not the best, the
result is encouraging, since the user received more relevant resources of interest
consistent with their level of knowledge. Currently, we are trying to improve
some components of the proposal, in order to release a web prototype that can
be used and evaluated for students.

Acknowledgements. The authors thank the Computer Science Department of Uni-
versidad Técnica Particular de Loja of Ecuador for sponsoring this academic project.
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Abstract. In today’s economy, knowledge is essential for organizations’
growth as it allows them to solve problems, be productive, make deci-
sions, and be competitive. Moreover, personal know-how on organiza-
tions’ activities possessed by individuals, which can benefit other per-
sons within the organization and contribute to the organization’s growth,
needs to be better managed within information systems generally not
designed for these purposes.

Nevertheless, the efficient use of explicit and implicit personal know-
how of organizations’ activities requires an adequate enterprise architec-
ture to perform tasks such as collecting, transforming, sharing, and using
interpersonal activity knowledge. However, existing enterprise architec-
tures that support explicit knowledge do not offer efficient means to
capitalize on this humans’ interpersonal activity knowledge.

This study provides a holistic view of an enterprise architecture that
allows organizations to acquire, transform, share, and use interpersonal
activity knowledge for persons and the organization’s growth. It describes
the proposed architecture through the prism of the Zachman enterprise
architecture framework and an information system.

Keywords: Enterprise architecture · Knowledge graph · Zachman
framework · Interpersonal activity Knowledge

1 Introduction

In today’s economy, knowledge is essential for organizations’ growth and compet-
itiveness. To fully use the knowledge produced during activities, organizations
should be able to acquire, formalize, apply, and handle outdated knowledge from
their information system [1]. Besides explicit knowledge available in documents,
a particular knowledge that can contribute to organizations’ productivity is the
individual know-how persons possess from their working experience within their
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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fields. This personal know-how is challenging to manage due to its individualistic
characteristics and the fact that it is implicit. However, if collected within an
organization, it can, on the one hand, improve its performance and be used in
decision-making and problem-solving. On the other hand, it can save personal
purposes as individuals can learn from each other by querying each other activity
know-how [7], internalize it, and use it to produce new knowledge from existing
pieces of knowledge.

To effectively manage explicit and implicit know-how produced within organi-
zations, information systems are the main component that contributes to achiev-
ing this goal and should strive at four main tasks: (1) knowledge development,
(2) codification and storage, (3) transfer and sharing, and (4) utilization [4].

Considering explicit and implicit know-how management by information sys-
tems enables organizations to save the entire knowledge produced by persons
from their activities, enabling them to avoid losses, dysfunctions in organizations,
or knowledge dispersal when faced with factors such as personnel retirements,
deaths, staff promotions, or changeovers [3].

A key challenge of activity knowledge management within organizations’s
information systems is the knowledge representation. This study relies on the
work on interpersonal activity knowledge graph [30] to propose an enterprise
architecture for interpersonal activity knowledge management.

1.1 Interpersonal Activity Knowledge Graph (IAG)

The interpersonal activity knowledge graph (IAG) is a representation of per-
sons’ know-how regarding their activities within an organization. Based on a
graph structure representation and its consideration of persons, it is mislead-
ing to assume it is a personal knowledge graph. However, interpersonal activity
knowledge is an aggregation of personal activity knowledge, which is different
from personal knowledge in the sense that it is not centered on the persons’ per-
sonal information, relationship, social lifestyle, health, or behavior but rather
on the activities they carry out to achieve tasks assigned to them. In addition,
personal knowledge is generally devoted to services to individuals [30] whereas
IAGs represent persons’ know-how and can be utilized by individuals and for
organizations’ decision-making or problem-solving.

Figure 1 shows an overview of personal knowledge graphs and the main
groups of concepts they can use. These groups are as follows:

– Personal information includes: This group is made up of concepts such as
name, place of birth, town, allergy, or any information about a person.

– Personal social relationships include: This group involves concepts such as
father, mother, sisters, friends, or any social relationship connected to a per-
son.

– Personal resources include: This group concerns concepts such as house, gui-
tar, car, shop, or things with which a person is attached.

Unlike personal knowledge graphs, interpersonal activity knowledge graphs
are inspired by activity theory studies, used in psychology to study humans in
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Fig. 1. Primary groups of concepts for personal knowledge representation: The repre-
sentation is centered on persons

their environment through their activities. In this theory, the concept of activity
in general (human or not) is the most fundamental concept [20,21].

In essence, interpersonal activity knowledge representation is centered around
activities from which concepts, such as motivation, goal, location, resources,
rules, and subject, which characterize these activities, are connected to them.
Figure 2 shows a high-level schema of a personal activity knowledge represen-
tation, which is the building block of interpersonal activity knowledge graphs
(IAGs).

1.2 Enterprise Architecture

An activity is a work carried out within organizations to achieve goals, produce
goods and services, and stay competitive. Capturing the knowledge from activi-
ties can help organizations study them, learn, and make decisions, but how can
the information systems be aware of the activities knowledge as presented above.

This study addresses the capitalization of knowledge derived from organi-
zational activities through enterprise architecture (EA) so that interpersonal
activity knowledge benefits organizations for their growth. In other words, how
can enterprise architecture describe the management of interpersonal activity
knowledge?

Enterprise architecture (EA) is an abstract and holistic description or detail
plan of an enterprise information system (IS) and business processes, elaborated
as a guideline to achieve a specific goal [25,31]. It describes how the technol-
ogy and business components are related or work together in order to support
organizations’ business strategy, plans, activities, business rules, and external
relations [22,28].
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Fig. 2. Activity-centered knowledge representation: A schema for personal activity
knowledge graph and a building block for interpersonal activity knowledge graph

EA can be used to analyze the current state of ISs and describe their future
directions concerning enterprises’ visions. EA frameworks can be classified as
follows [27]:

– Military frameworks dedicated to military ISs: the Department of Defense
Architecture Framework (DoDAF).

– Company frameworks to achieve ISs for organizations’ goals: Zachman Frame-
work (ZF), The Open Group Architecture Framework (TOGAF).

– Government frameworks for government information systems: Federal Enter-
prise Architecture Framework (FEAF).

– Manufacturing frameworks for manufacturing information systems: General-
ize Enterprise Reference Architecture and Methodology (GERAM).

Because this study is intended to describe a generic EA for organizations that
want to manage (inter)personal activity knowledge, it will rely on the Zachman
framework, which is one of the most used EA frameworks alongside The Open
Group Architecture Framework (TOGAF) [23,24]. Zachman framework, unlike
other frameworks such as the Department of Defense Architecture Framework
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(DoDAF) or the Ministry of Defense Architecture Framework (MODAF), is
product neutral [26] and offers a simple means to describe a knowledgeable
architecture of enterprise information systems, including their components, roles,
and relationship to each other [10]. This tool can depict complex enterprise
architecture by describing their logical structure from different points [5]. In this
study, it aims at aligning organizations’ information systems to their goal of
capitalizing on interpersonal knowledge.

The Zachman framework systematically describes an enterprise information
system from various perspectives with a six-by-six matrix where the six columns
are the fundamental communication questions: the what (data that needs to be
understood and worked with), who (persons who are involved in the business
process), where (network or where the business activities are taking place), how
(function or how the process of changing the aim of the enterprise into a more
detailed description of it operations), when (time), and why (motivation and
formulation of business goal and strategies). The six rows are perspectives of
the enterprise architecture from different stakeholders of an organization. These
perspectives are:

– The planner’s perspective at the contextual level sets the context and objec-
tives of the information system.

– The owner’s perspective at the conceptual level establishes the conceptual
model of the enterprise.

– The designer’s perspective at the logical level determines the information
system model in accordance with the conceptual model and the feasibility.

– The bulder’s perspective at the physical level.
– The Sub-Contractor at the Out-of-context view level.
– The functioning level, which represents the actual deployment of the system

in the real world from the user’s perspective.

In general, the Zachman framework is a language-independent formalism that
offers a high level of abstraction for any system development process description
[29].

This study elaborates on a generalized enterprise architecture to capture,
transform, and share interpersonal activity knowledge for persons’ and organi-
zations’ benefits. To achieve this goal, it describes these information systems
in five (05) layers from the Zachman Enterprise Architecture (ZEA) framework
perspective.

The remainder of this study is organized as follows. Section 2 presents relevant
studies related to personal knowledge management, Sect. 3 describes the pro-
posed approach of enterprise architecture and knowledge representation, Sect. 4
presents the discussion on the proposed approach, Sect. 5 is the conclusion of
this study.

2 Related Work

Knowledge management and enterprise architecture were addressed by [11] in the
educational domain. These authors present an academic knowledge management
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system in three layers: the people layer, made up of academic and non-academic
staff who are the primary data sources of the system. The second layer is the
technology that serves as a bridge between the people and the process layer. This
layer offers an interface for people to access knowledge explicitly and inputs data
to the process layer. The last layer is the process layer on which data is processed.
Its main data processing tasks include knowledge extraction, data mining, and
knowledge collaboration.

To depict the strategy alignment between business and information tech-
nology (IT) in enterprises, [14] used The Open Group Architecture Frame-
work (TOGAF) to explain mechanisms enterprise architectures enable alignment
between business and IT. From the combination of Archimate language and the
business motivation model (BMM), the authors proposed an approach described
with five layers, as follows:

– The motivation layer is made up of a hierarchy rooted in the enterprise’s
missions and spread throughout its strategies.

– The business layer is made up of business capabilities such as lean production,
communication, and legislation that are directly connected to concepts in the
motivation layer.

– The application layer with application services and the enterprise system suite
such as human resources, customer interaction, logistics, and finances.

– The technology layer contains the enterprise system and database servers.

This study provides a generalized framework that combines business strategies
and enterprise architecture. It explained how strategy alignment can be achieved
between business and IT in enterprises.

In other to allow enterprises to make decisions even during crises or to stay
competitive, [18] designed an enterprise architecture to enable knowledge sharing
among enterprises working on the same domain and dynamic response to change.

This goal is achieved with blockchain technology and case-based reasoning
technique. Each enterprise’s case base and reasoning transactions are registered
on a knowledge and transaction blockchain for security, trustfulness, and own-
ership of case sharing among enterprises.

This illustration of dynamic enterprise architecture relies on case-based rea-
soning and blockchain technology. Its elaboration does not mention any specific
framework, and it does not rely on personal know-how.

Even though there are no clear huge differences among enterprise architec-
tural (EA) frameworks, this study uses the Zachman framework for its expres-
siveness and scalability [5]. This tiny difference among EA frameworks justices
the non-dominance of a specific framework.

The study of [32] elaborates on digital enterprise architecture (DEA). It
describes technical components that allow this architecture to align business
models and digital technologies for digital solutions or transformation. The com-
ponents of the DEA, such as the operational, technological, and knowledge archi-
tecture, relying on the cyber security architecture, integrate digital technologies
such as the Internet of Things, mobile systems, big data, cloud computing, and
collaboration networks, which are vital tools for digitalization. However, the
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architecture is not dedicated to collecting and analyzing implicit knowledge,
such as activity know-how.

In summary, knowledge management systems in the literature describe with
various enterprise architecture frameworks how knowledge can be acquired and
processed within organizations or how enterprises can meet their business chal-
lenges by relying on a specific architecture. However, no study was dedicated to
personal know-how possessed by individuals about their activities. In addition,
the frameworks illustrated do not consider the security and semantic layers that
offer, on the one hand, data and knowledge protection and, on the other hand,
a common understanding and reasoning mechanism of the knowledge shared
within these organizations.

3 Proposed Approach

This approach is a direct follow-up of the study on interpersonal activity knowl-
edge representation from which the construction of an interpersonal activity
graph (IAG) was described [30]. To illustrate the proposed information system,
the Zachman framework is used to describe the EA, and a layer view of how the
main components of the system are arranged is presented.

3.1 Interpersonal Activity Knowledge Management Enterprise
Architecture

Under the lens of the Zachman framework, this section describes the enterprise
architecture for the management of interpersonal activity knowledge within an
enterprise. This description is resumed in Tables 1 and 2, which present the six
layers and the 5W 1H questions for understanding enterprise architectures [13].

In general, the architecture described in this section allows the acquisition
and use of knowledge from activities within an organization in a graph structure.
The knowledge acquired integrates information about hard and soft resources
used for organizations’ activities. This knowledge will be used for learning from
activities and decision-making by operators and managers.

People involved in this architecture are operators who carry out tasks of the
organization, managers and top managers for tactical and strategic decisions,
and finally, the support team in charge of the technological, telecommunication
system, and the security of the entire system.

Two principal challenges to overcome in the architecture are (1) the automat-
ical integration of soft resources, such as emails, documents, chats, or videos, and
hard resources, such as equipment used to carry out activities, into the activity
graph. (2) the alignment of personal activity graphs to form the interpersonal
activity graph (IAG) of the organization.
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Table 1. Zachman’s framework of organizations’ interpersonal activity knowledge man-
agement with the interrogative abstraction (Why, Who, What) on the columns and the
perspectives as rows. This table was split due to space inconveniences

Layer Why (Motivation) Who (People) What (Data)

Scope
(Contextual)

Learn and make
decisions for the
organization’s
productivity and
growth using
knowledge about the
organization’s
activities

- Operators
- Managers
- Top man-
agers

- Activities (manual,
automated, virtual)
carried out within
the organization
- Resources (soft, hard)
used for activities
- Persons carrying out
activities and those
involved in activities
- Information related
to activities (location,
rules, time, motivation)

Business model
(Conceptual)

Infer knowledge from
activities carried out
within the organization

Organization
management
team

Information of the
organization structure
and data generated
areas

System model
(Logical)

To store interpersonal
activity knowledge

Knowledge
architect

Interpersonal activity
knowledge schema

Technology model
(Physical)

- Create the
organization’s
interpersonal knowledge
graph (IAG)
- Develop knowledge
access tools for the IAG

- Knowledge
engineer
- Domain
experts
- IT experts

Interpersonal activity
graph (IAG)

Detailed
Representation
(Out-of-Context)

Access data to
enrich activity
knowledge graph

- Operator
- Manager
- Top manager

Activities related
resources:
- Emails
- Documents
- Audios
- Videos
- Chats

Functioning
Enterprise

- Store personal activity
knowledge
- Query and learn learn
from existing knowledge
- Take decisions from
activities’ knowledge

- Operator
- Manager
- Top manager

Information related
to activities within
the organization

3.2 Interpersonal Activity Knowledge Management System

The information system (IS) for the proposed enterprise architecture is described
in this section. Figure 3 depicts its five layers (infrastructure, security, semantics,
data and information, and knowledge) and shows how knowledge will flow within
an organization.

Infrastructure Layer. The infrastructure layer is the first layer of the proposed
architecture. Its main goal is to support the communication and storage among
humans or devices of the organization.
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Table 2. Zachman’s framework of organizations’ interpersonal activity knowledge man-
agement with the interrogative abstraction (When, Where, How) on the columns and
the perspective as rows. This table is the follow-up of Table 1, split due to space incon-
veniences

Layers When (Time) Where (Net-
work)

How (Function)

Scope
(Contextual)

- When facing challenges
on tasks carried out
within the organization
- When making critical
decisions for the
organization growth

From the
organization’s
network ser-
vice

- Query interface for
interpersonal activity
knowledge (IAG)
- Integrate knowledge
learned from IAG to
decision making
systems, such as
strategical, tactical
and operation
decisions

Business model
(Conceptual)

When there is a need to
utilize IAG

Within the
organization

Designing the
interpersonal activity
knowledge
representation and
the data collection
interface, such as
command ligne and
graphical interfaces

System model
(Logical)

After a clear
understanding of activity
data components from

From the
organization’s
graph data
base
management
system

Based on an ontology
for commun semantics
and reasoning

Technology model
(Physical)

When a stable data
model is available

The organiza-
tion
graph storage
infrastructure

Graph-based
representation of
interpersonal
activities knowledge

Detailed
Representations
(Out-of-Context)

- During interaction
- During activities

Organization
data
storage system

- Digitalize resources
(text, image and
videos)
- Interface for
activity knowledge
enrichment

Functioning
Enterprise

- When lack of
knowledge
- To take tactical
decision
- To take strategical
decision

The organiza-
tion
network

- Activity reporting
module to enter
activities
- Activity querying
module for specific
questions
- Activity learning
module for general
knowledge
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Fig. 3. A layer view and knowledge cycle of interpersonal activity knowledge manage-
ment within an information system

This layer can be made up of physical equipment such as servers, stor-
age machines, and network connectivity. It can also be a completely virtual
online network, storage, and communication service, also known as a cloud.
This sort of online infrastructure has three provision type such as Software-as-
a-Service (SaaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service
(IaaS), which can be consumed on demand while reducing management costs
[12].

The choice of either of these infrastructures has to be taken after an evalu-
ation of the total cost ownership (TCO) because these two infrastructures are
deployed in completely different approaches. On the one hand, the physical or
hardware infrastructure, with servers, networks, and communication tools, needs
human operators to configure and maintain the infrastructure. On the other
hand, the cloud approach with on-demand network access to online resources
offers, among others, agility and scalability [8,9].
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Security and Privacy Layer. The proposed architecture aims to capitalize on
the personal knowledge of individuals working in an organization. This implies
the manipulation of relevant data, information, and knowledge necessary for
building personal capacity or making decisions for the growth of organizations.
These goods, which make organizations stay competitive, have to be secured
from competitors and malpractices.

At this stage, organizations have to set up data governance to address and
provide solutions for issues such as risk, data security, and privacy in both tech-
nical and legal aspects. Furthermore, privacy and security should be addressed
specifically in the context of interpersonal data or knowledge [34].

This layer has to ensure access to data, information, and knowledge to
those who have permissions and guarantee their integrity and confidentiality.
The implementation of this layer assists organizations in avoiding threats such
as Human Factors (HF), Management Influence (MI), Enterprise Architecture
(EA), External Factors (EF), Business Processes (BP), Information Assets (IA),
Security Governance (SG), and Technology Infrastructure (TI) which can cause
security failures [16]. This task of securing the entire information system can be
well managed with the use of an intranet from which specific services, commu-
nication, and access are granted to users and a dedicated team for organization
network security [17].

Semantic Layer. The main goal of the semantic layer is to provide a com-
mon understanding of the layer above (data and information layer, knowledge
layer) it. This layer is made up of a knowledge organization ontology that offers
reasoning from the interpersonal activity graph (IAG).

The semantic layer also offers a means to integrate interpersonal activity
knowledge with other external knowledge. This integration will enhance query
possibilities and ameliorate semantics among persons and machines.

Using the semantic web technology to achieve the purpose of this layer, a
domain ontology named the personal knowledge organization ontology (PKO-
Onto) was designed using a methodology from [19] to represent high-level knowl-
edge of the personal activity and can be extended for specific activities. Figure 4
illustrate the PKO-Onto classes and relations.

Data-Information Layer. This layer faces two challenges: (1) the manage-
ment of diverse data formats resulting from the diversification of data sources,
heterogeneity and (2) the synchronization of all internal and external sources of
data and information manipulated or used by employees transparently. For this
purpose, tools for managing personal information, such as emails or note-taking
software, and collected information, such as videos, documents, and enterprise
social networks, are essential for individual data acquisition because they con-
tain helpful information about employees’ activities [6]. These sources of data
and information enrich the personal activity knowledge graph with context and
offer more reasoning possibilities.
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Fig. 4. PKO-Onto Ontology for personal activity knowledge representation from [30]

Knowledge Layer. The knowledge layer is dedicated to knowledge encoding,
its transformation, and application for decision-making. This layer comprises two
main layers: (1) the encoding of knowledge as a graph, (2) the transformation
or creation of a more refined form of knowledge.

– Knowledge representation
At this level of the enterprise architecture, the activities of an agent working
within an organization are encoded as a graph structure to represent how
they carry out tasks assigned to them. This graph representation relies on
the semantic layer to form an interpersonal activity graph (IAG) which can
be exploited from visual search and reasoning using a query language.

– Knowledge combination
The ability to query and reason from the interpersonal activity graph (IAG)
is an excellent way to infer new knowledge from what is available in the
knowledge graph to solve problems or make decisions. Some approaches to
derive new knowledge that can be used to assist the managerial team in
making decisions are tools such as process mining to learn how activities
proceed in an organization. Furthermore, learning knowledge maps from IAG
provides the distribution of knowledge in the organization, and interpersonal
activity knowledge clustering can be used to identify interest groups and how
they are related.

4 Discussion

The enterprise architecture proposed in this study particularly distinguishes
itself from existing with the following key points: the presence of a semantic layer
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for common understanding and knowledge integration, the knowledge layer for
knowledge representation and combination in other to have more refined knowl-
edge and make meaningful decision for the growth of an organization or to answer
specific questions from persons.

Most enterprise architectures are limited to business, application, and tech-
nology layers, which are limited to manage interpersonal activity knowledge.

Furthermore, the proposed architecture allows automatic acquisition of both
the tacit and explicit knowledge within organizations at their operational, man-
agerial, and top managerial levels, thereby overcoming the limits of manual
acquisition based on specialized employees or through questions and interviews
[2].

The flow of knowledge through the knowledge cycle is an essential character-
istic of the designed approach of this study, which is illustrated with red arrows
in Fig. 3. This approach favors knowledge creation as knowledge shared through
socialization by persons is externalized by means of interpersonal activity graph
(IAG) and combined by various knowledge extraction algorithms from the IAG
to new forms of knowledge. These refined forms of knowledge are later inter-
nalized by persons by lessons learned from these refined pieces of knowledge
[15].

This study does not exclude the use of data governance. Instead, it mentioned
the roles it plays, from the security to the knowledge layers. In essence, the goal
of data governance will be to define policies, organization, and standards for
efficient data access, integration, and representation in the organization [33].

5 Conclusion

This study elaborated on an enterprise (EA) architecture to capture and store
organizations’ interpersonal activity knowledge in a graph structure called the
interpersonal activity knowledge graph (IAG). The proposed EA aims to support
persons with knowledge of the organization’s activities accessible through queries
and the organization’s managerial board with knowledge for decision-making.

This interpersonal activity knowledge graph mentioned in this work relies on
the activity theory used in psychology and other social sciences to study human
activities in their environment. This activity theory driven design of knowledge
within organizations permits to capture persons know-how of their activities.

The proposed enterprise architecture presented through the Zachman frame-
work relies on an interpersonal activity knowledge management system made
up of: the infrastructure layer to manage communication, the security layer for
restriction and access control on data, information, and knowledge in the orga-
nization, the data and information layer that supports data and information
produced by the organization, the semantic layer for interoperability and com-
mon understanding among persons and machines within the organization, the
knowledge representation layer to structure knowledge of the organization and
offer means to query, learn and make decisions from it.
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The proposed enterprise architecture offers a complete knowledge cycle from
externalization with the interpersonal activity graph, combination through its
utilization, internalization by learning, and socialization by interactions.

Future challenges to this study are, on the one hand, the automated collection
and integration of multiple sources of information into an interpersonal activity
knowledge graph to enrich it with context. On the other hand, an interest will
be granted to identifying and mitigating biases within interpersonal activity
knowledge to enhance reasoning and decision-making.
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Abstract. As Industry 4.0 continues to transform the current manufac-
turing scene, seamless integration and intelligent data use have emerged
as important aspects for increasing efficiency, productivity, and cre-
ativity. Semantic interoperability, a critical notion in this disruptive
era, enables machines, systems, and humans to comprehend and inter-
pret data from disparate sources, resulting in improved cooperation and
informed decision-making. This article presents a thorough overview of
semantic interoperability in the context of Industry 4.0, emphasizing
its core concepts, problems, and consequences for smart manufacturing.
Businesses may unlock the full power of interoperability and promote a
new level of data-driven insights and optimizations by investigating the
potential of semantic technologies such as ontologies, linked data, and
standard data models. The goal of this paper is to provide a full knowl-
edge of the role of semantic interoperability in Industry 4.0, enabling
enterprises to embrace the latest advances and propel themselves toward
a more intelligent and connected industrial landscape.

Keywords: Internet of Things · Industry 4.0 · Semantic Web
Technologies · Ontology · Linked Data

1 Introduction

The Internet of Things (IoT) and Industry 4.0 are two interconnected technol-
ogy concepts that have shaped how industries operate and develop in recent
years. Manufacturing productivity, resource efficiency, and reduced waste may
all benefit from digitizing manufacturing and commercial processes and adopting
smarter machines and technology [46]. IoT and Industry 4.0 are driving digital
transformation in industries however, present issues in terms of data privacy,
security, and the need to up skill the workforce in order to operate and main-
tain these complex technology. With its emphasis on data-driven operations and
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digital transformation, Industry 4.0 introduces various data problems that enter-
prises must address in order to fully reap the benefits of this revolution. Data
Volume and data verity represent the primary data problems in Industry 4.0
which lead to semantic interoperability issues.

Semantic interoperability is a fundamental feature of Industry 4.0, guaran-
teeing that disparate systems, devices, and machines can reliably and meaning-
fully understand and communicate information with one another. It is a critical
enabler of smooth communication and collaboration among numerous compo-
nents in smart factories and throughout the supply chain. Achieving semantic
interoperability is an obstacles in Industry 4.0 as the data generated by IoT
devices in various formats impedes the interoperability of applications and plat-
forms that are unable to access the data and act inconsistently on the incoming
information [48]. Integrating data from several systems and devices that use
multiple data formats and standards can be challenging and time-consuming.

Organizations must invest in comprehensive data management strategies and
data analytics technologies. Furthermore, cross-industry collaboration and stan-
dardization efforts can be critical in overcoming some of the interoperability
problems. The Semantic Web and knowledge representation play essential roles
in Industry 4.0 by enabling semantic interoperability, data integration, knowl-
edge management, and smart manufacturing. They are instrumental in trans-
forming raw data into meaningful insights, optimizing processes, and driving
innovation across various industrial domains. Semantic modeling involves the
generalization of entities along with their descriptions, enabling the representa-
tion of relationships among these entities to imbue data with its inherent meaning
[44,45]. This paper represents a comprehensive overview of semantic interoper-
ability in the context of Industry 4.0. It emphasizes the significance of seamless
data integration and intelligent data utilization in increasing manufacturing effi-
ciency, productivity, and creativity. The article digs into the fundamental ideas of
semantic interoperability and emphasizes its importance in facilitating effective
interaction among machines, systems, and humans.

The remainder of this paper is structured as follows: Sect. 2 is dedicated
to Industry 4.0 fundamentals. Knowledge representation and reasoning are pre-
sented in Sect. 3. Section 4 provides a set of research findings on semantic web
technologies in the Industry 4.0 Sector. A summary of the paper is given in
Sect. 5.

2 Fundamentals of Industry 4.0

Intelligent technologies play a pivotal role in long-term economic growth. They
transform homes, offices, factories, and even entire cities into autonomous, self-
controlled systems that operate without constant human intervention [26].

2.1 Internet of Things

The IoT paradigm emerged with the aim of collecting and transmitting data
autonomously through Internet Protocol-based networks, eliminating the need
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for constant human intervention. IoT connects billions of objects and people and
is recognized as one of the most influential technologies for generating, modifying,
and sharing vast amounts of data.

IoT has been defined as follows by [42]: ’Things that possess identities and
virtual personalities, operating within smart spaces through intelligent interfaces
to connect and communicate within social, environmental, and user contexts’.

Indeed, the use of IoT technologies continues to thrive, as it seeks to connect
objects and people, making it one of the most essential technologies in daily life.
It finds applications in various devices, industries, and settings.

2.2 Industrial Internet of Things

The Industrial Internet of Things (IIoT), a subset of the broader IoT, specifically
focuses on the manufacturing industry [31]. Unlike traditional IoT devices such
as smartphones and wireless gadgets, IIoT is designed for more extensive and
robust ‘things.’

The primary goal of IIoT is to establish connectivity between industrial
assets, such as engines, power grids, and sensors, and the cloud through a network
[19]. This connectivity empowers the resulting systems and their constituent
devices to monitor, collect, exchange, analyze, and respond to data in real-time,
autonomously adapting their behavior or environment without human interven-
tion [22]. As a result, IIoT can significantly enhance operational efficiencies and
foster the development of entirely new business models.

IIoT plays a crucial role in the transformation of Cyber-Physical Systems
and production processes, leveraging big data and analytics within the context
of the fourth industrial revolution. Without the connectivity and data provided
by IIoT, Industry 4.0 wouldn’t exist and wouldn’t have the same transformative
impact on efficiency. Therefore, IIoT stands as one of the foundational pillars
of Industry 4.0. Figure 1 use a Venn diagram to depict the overlaps among IoT,
IIoT, CPS, and Industry 4.0.

Fig. 1. IoT, IIoT, Industry 4.0, and CPS in Venn Diagram [40].
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2.3 Cyber Physical Systems

Cyber Physical Systems (CPS) [1] are an integral part of the service-oriented
system architecture. Represents a system of collaborating computer elements to
control and command physical entities. In this context, CPS is a synonym for
a set of distributed system components implemented as software modules and
embedded hardware [28].

The concept of CPS plays a pivotal role in implementing Industry 4.0 prin-
ciples. CPS represents an emerging class of systems in which physical assets,
endowed with computational capabilities, are seamlessly integrated into a net-
work. These systems facilitate the exchange of various types of data, including
real-time data from physical assets, a variety of models (such as physics-based
and data-driven models), and a range of services such as reconfiguration and
monitoring [17].

2.4 Industry 4.0

The rise of the IoT, CPS, and closer collaborations between human-machine
and machine-machine systems have transformed the current industrial land-
scape, resulting in the so-called Industry 4.0 (I4.0) [47]. It refers to the intel-
ligent networking of machines, people, and industrial processes. Industry 4.0
now entails the digital transformation of all industrial and consumer markets,
from the introduction of smart manufacturing to the digitization of entire value
delivery channels [39] (Fig 2).

Fig. 2. Industry 4.0 Fourth Industrial Revolution.

Many existing industrial systems are not inherently designed for seamless
integration into Industry 4.0 frameworks, and coping with the vast amount of
data can be a challenge. Industries employ strategies such as real-time monitor-
ing, smart processes, connected devices, paperless operations, automation with
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minimal human intervention, and big data analysis to digitize their products,
manufacturing processes, or create digital value-added services.

Real-time data enables industrial devices to make informed decisions and
automate tasks, marking a transformative shift in industrial capabilities, and
the Semantic Web holds promise for addressing data interoperability challenges
in Industry 4.0 implementations.

3 Knowledge Representation and Reasoning

Knowledge Representation and Reasoning (KRR) is a branch of artificial intel-
ligence (AI) that focuses on how AI agents think and how thinking contributes
to their intelligent behavior. It involves representing real-world information and
data in a format that machines can use to address real-world problems and
demonstrates how this knowledge can be leveraged in a reasoning process to
derive new insights from existing information [8]. It is dedicated to the study
(identification, modeling, representation and implementation) of the different
types of information (knowledge, beliefs, preferences, actions, etc.) and the rea-
soning necessary for developing such systems.

The evolution of the Web, particularly the Semantic Web [5] perspective, has
revitalized the field by introducing the contentious term ontology. Several lan-
guages, including the W3C RDF1, RDFS2, SKOS3, and OWL4 standards, have
been developed with this in mind. The term “Semantic Web” refers to the World
Wide Web Consortium’s vision of a Web of Linked Data. Semantic Web tech-
nologies enable people to create Web-based data stores, build vocabularies, and
write data-handling rules5. semantic web technologies provide a standardized
solution to the problem described, such as heterogeneous data and interoper-
ability across manufacturers and devices. As a result, semantic interoperability
must evolve from a communication protocol to an ontology coordination chal-
lenge, incorporating knowledge representation and artificial intelligence [7].

3.1 Ontology

Ontologies have grown in importance as the use of knowledge graphs, machine
learning, natural language processing (NLP), and the amount of data gener-
ated on a daily basis has increased [25]. It enables a shared understanding of
any domain that is communicated between application systems and people [18].
It includes the entity’s name, properties, classes, and relationships. In the case
of various systems, ontology consists of the description of the system’s compo-
nents, such as sensors and actuators [13]. Hence an ontology makes data more
understandable and usable by providing controlled vocabulary.
1 https://www.w3.org/RDF/.
2 https://www.w3.org/TR/rdf-schema/.
3 https://www.w3.org/2004/02/skos/.
4 https://www.w3.org/OWL/.
5 https://www.w3.org/standards/semanticweb/.

https://www.w3.org/RDF/
https://www.w3.org/TR/rdf-schema/
https://www.w3.org/2004/02/skos/
https://www.w3.org/OWL/
https://www.w3.org/standards/semanticweb/
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Ontologies emerged as an essential tool for representing I4.0 domain knowl-
edge to support integration and interoperability [49]. Ontology-based knowledge
representation has aided in the resolution of various issues, including interoper-
ability (between standards and devices) and domain knowledge modeling [52].

3.2 Semantic Reasoning

The reasoning is the mechanism by which an inference engine evaluates logical
assertions made in an ontology and related knowledge base [25]. Semantic rea-
soning refers to a system’s ability to infer new facts from existing data using
inference rules or ontologies. Rules, in a nutshell, add new information to an
existing dataset, providing context, knowledge, and valuable insights. This is
an example of Semantic AI. The rule language of the Semantic Web SWRL
(Semantic Web Rule Language)6 is intended to improve inferential power on
OWL ontologies by incorporating rules into the language. SWRL allows rules
to be combined with OWL ontologies to support deduction on Semantic Web
ontologies.

3.3 Metadata, Semantic Annotation, and Linked Data

Metadata. The metadata is defined as “data that provides information about
other data”7. Metadata is data about data, as the name implies, describing the
features of a dataset or resource. Semantic metadata can be used to increase
search engine traffic as it provides search engines with much more information
about the content being searched for [12]. By their role, ontologies aim to facil-
itate the translation of raw data into semantic metadata to achieve interoper-
ability between physical object services.

Semantic Annotation. Is the process of converting data into knowledge based
on predefined concepts in ontologies. The semantic enrichment of data is the
foundation of most attempts to overcome the challenge of the dynamic situation
of IoT [33,44]. However, manufacturers and developers avoid the extra tasks of
including semantic enrichment in their data, services, and modeling techniques
through annotation, limiting the interoperability and usability of data and ser-
vices. Semantic annotation based on Linked Data introduces a new problem in
an enormous, complex associated and contextual application scene. These linked
and contextual data are critical for intelligent applications [9].

Linked Data. The term “Linked Data” refers to a set of best practices for
publishing and interlinking structured data on the Web [6]. Tim Berners-Lee
defines it as “the Semantic Web is not only about putting data on the web. It is

6 https://www.w3.org/Submission/SWRL/.
7 https://www.merriam-webster.com/dictionary/metadata.

https://www.w3.org/Submission/SWRL/
https://www.merriam-webster.com/dictionary/metadata
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about creating links so that a person or a machine can explore the data network.
When you have Linked Data, you can find other Linked Data” [4].

The overarching goal of data exchange, discovery, integration, and reuse
remain unfulfilled. Every Semantic Web subfield requires more work. Given
the variety of methodologies, significant application-oriented consolidation is
required, as well as robust tool interoperability and well-documented processes
[20].

3.4 Semantic Interoperability

Semantic interoperability came from the need to enable machine-computable
logic, inferencing, and knowledge discovery to find better meaningful insights.
Different applications cannot share and reuse data without a standard data
representation, and they will have difficulty finding the data they require [41].

Interoperability is the capacity of heterogeneous things or systems to con-
nect and share meaningful information with one another [51]. The importance of
semantic interoperability grows even more in multidisciplinary contexts, where
things are significantly more complex owing to technical and linguistic differ-
ences. Interoperability entails accessing real-time data, which leads to a new app-
roach to how businesses can improve their manufacturing operations. It enables
manufacturing and their automated systems to exchange information accurately
and promptly. As a result, operations are more effective and reliable. Figure 3
shows a general vision of semantic interoperability in an IoT environment.

Fig. 3. General vision of Semantic Interoperability in IoT [2].

Incorporating IoT into semantic models enables the reuse of sensor data
across various applications and enhances productivity by addressing the chal-
lenges of heterogeneity and promoting interoperability [44,45]. The logistics
industry faces a significant challenge in achieving semantic interoperability, hin-
dering effective communication between Cyber-Physical Systems, humans, and
Smart Factories via the IoT and the Internet of Services.
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With transportation and goods handling being integral to businesses, there
is a continuous need for efficiency improvement in areas including fuel consump-
tion, CO2 emissions, driver turnover, waiting times, and storage space optimiza-
tion [15].

4 Semantic Web Technologies in Industry 4.0 Sector

This section presents relevant existing knowledge in the current research area,
focusing on semantic interoperability issues in Industry 4.0 and the role of the
Semantic Web of Things. It includes a curated selection of research papers.

Ferrer et al. in [14] proposed including human skills and tasks in a manufac-
turing ontology that uses CPS knowledge repositories. Their work presented a
semantic model that allows human operators to model operations. During the
production plans, however, they focused more on the orchestration service.

The AutomationML ontology (AMLO) was presented in [27], which cov-
ers the AutomationML data exchange standard in the industrial engineering
domain. The semantic model serves as a means for data exchange among vari-
ous Cyber-Physical Systems and improves engineering processes in I4.0.

Patel et al. in [35], they addressed the SWeTI platform, which uses Semantic
Web, AI, and data analytics to help developers build smart IoT applications
for Industry 4.0. To advocate for the SWeTI platform, they presented a set of
realistic use case scenarios.

Teslya et al. proposed an ontology-based approach to describe the industrial
components merged from four different scenarios to form an upper-level ontology
[43]. Such a union will allow for changes to the created business process, increas-
ing product customization for customers while reducing costs for its producers.

Kaar et al. [23] used the Reference Architectural Model Industrie (RAMI 4.0)
to extract context and information, proposing an ontology approach to integrate
the industry 4.0 process. This data was gathered from various sources, stan-
dards, architectures, and models related to I4.0. The ontology aims to provide
an overview of the RAMI4.0 key concepts and their relationships to identify
inconsistencies, gaps, and redundancies in its layer descriptions and definitions
for I4.0 process development.

SAREF4INMA [21] focuses on extending SAREF for the industry and manu-
facturing domain to address the lack of interoperability between various types of
machinery that produce items in a factory and, once outside the factory, between
different organizations in the value chain to uniquely track back the produced
items to the related production equipment, batches, material, and precise time
of manufacture.

Wan et al. in [50] proposed a resource configuration-based ontology describ-
ing domain knowledge of sensible manufacturing resource reconfiguration using
web ontology language (OWL). Their work aims to integrate CPS equipment
using an ontology-based resource integration architecture. The generated data
is stored in a relational database and is associated with and mapped into the
manufacturing ontology model instances. The proposed ontology for resource
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reconfiguration is tested with an intelligent manipulator as a use case, which
validates its manufacturing feasibility.

Through semantic technology, Cho et al. [11] proposed an approach provid-
ing a novel method for opening up an efficient way to manage/integrate data in
Industry 4.0 applications. This approach’s most significant contribution is over-
coming the limitation of semantic enriched digital twins caused by the lack of
mapping standards to address real-time data. It enables digital twins without
time delay, and it facilitates constant and instant maintenance decision-making
for sustainable manufacturing.

In [36], Ramı́rez-Durán et al. developed ExtruOnt, that is a development
effort to create an ontology for describing a type of manufacturing machine,
precisely one that performs an extrusion process (extruder). Although the ontol-
ogy’s scope is limited to a specific domain, it could be used as a model for
developing other ontologies for describing manufacturing machines in Industry
4.0 scenarios. The ExtruOnt ontology terms provide various types of information
related to an extruder, which is reflected in distinct modules that comprise the
ontology.

Da Rocha el al. in [38] proposed a semantic interoperability service that
encapsulates information from outside the IEEE 1451 and promotes sensing data
and transducer management in the communication process using the JSON-LD
data structure. It may also aid in the incorporation of the IEEE 1451 family of
standards into Industry 4.0.

Kalayci et al. in [24] demonstrates how the data integration challenge can
be addressed using semantic data integration and the Virtual Knowledge Graph
approach. They proposed the SIB Framework to semantically integrate Bosch
manufacturing data, specifically the data required to analyze the Surface Mount-
ing Process (SMT) pipeline.

Berges et al. in [3] present a proposal materialized in a semantic-based visual
query system designed for a real-world Industry 4.0 scenario, allowing domain
experts to formulate queries to deal with a customized digital representation
of the machine and on-the-fly generated forms. The process is supported by an
underlying ontology that describes the machine’s main components and sensors.

The issue of standard interoperability across different standardization frame-
works is addressed in [16]; researchers developed a knowledge-driven approach
that enables the description of standards and standardization frameworks into
an Industry 4.0 knowledge graph (I40KG). The STO ontology represents the
properties and relationships of standards and standardization frameworks.

To address heterogeneity issues in the IIoT, Ren, et al. [37] proposed a novel
concept based on the standardized W3C TD, semantic modeling of artefacts,
and KG. They also presented two lightweight semantic model examples. The
concept for clogging detection was then demonstrated on a Festo workstation in
an industrial use case. Finally, they used three SPARQL queries to demonstrate
how to discover and reuse knowledge stored in a KG in order to engineer an
on-device IoT application in a distributed network using low-code development.
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Table 1. Comparative Table of Semantic Research Papers in Industry 4.0

Paper Year Application Domain Ontology Platform or Framework

[14] 2017 Manufacturing Yes No

[27] 2018 Industrial Engineering Yes No

[35] 2018 Industry 4.0 No Yes

[43] 2018 Business Process Yes No

[23] 2018 Industry 4.0 Yes No

[21] 2018 Manufacturing Yes No

[50] 2018 Manufacturing Yes No

[11] 2019 Industry 4.0 No Yes

[36] 2020 Manufacturing Yes No

[38] 2020 Industry 4.0 No Yes

[24] 2020 Manufacturing No Yes

[3] 2021 Industry 4.0 No Yes

[16] 2021 Industry 4.0 Yes No

[37] 2022 IIoT No Yes

[32] 2022 Smart Manufacturing Yes No

[10] 2022 Steel Production Yes No

[34] 2022 Robotics Yes No

[29] 2022 Industry 4.0 No Yes

[30] 2022 Industry 4.0 No Yes

May el al. in [32] address interoperability in smart manufacturing and the
challenge of efficiently federating diverse data formats using semantic technolo-
gies in the context of maintenance in this study, and they present a semantic
model in the form of an ontology for mapping pertinent data. An industrial
implementation is used to validate and verify the suggested solution.

The authors of this paper [10] present a Common Reference Ontology for
Steelmaking (CROS). CROS is a shared steelmaking resource and capability
model that aims to simplify knowledge modeling, knowledge sharing, and infor-
mation management. To address the semantic interoperability issue caused by
the data and information needed for supply chain planning and steel production.
Process modeling is typically disseminated across organizational boundaries and
research communities.

The authors of [34] developed OCRA (Ontology for Collaborative Robotics
and Adaptation), an ontology specifically tailored for collaborative robotics.
OCRA enables robots to reason about collaboration requirements, plan adapta-
tion, and enhance the reusability of domain knowledge, thereby improving the
reliability and flexibility of human-robot collaboration in unstructured scenarios.
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In [29], an architectural design and implementation of DIGICOR, a collab-
orative Industry 4.0 (I4.0) platform, is presented. This platform is intended to
facilitate the dynamic formation of supply-chain collaborations for small and
medium-sized enterprises (SMEs). The DIGICOR architecture is based on the
EDSOA model, enabling collaboration among SMEs, dynamic modeling of their
systems and services, and seamless integration into the supply chains of large
original equipment manufacturers (OEMs) with the aid of semantic technologies
for application integration.

The author of the paper [30] developed and extended the KNOW4I platform
into an ontology-based, general-purpose, and Industry 4.0-ready architecture.
This architecture is designed to enhance the capabilities of smart operators,
with a specific focus on mixed reality applications. The extension involves the
creation of a new general ontology using ontology engineering methodology and
the adoption of the open-source FIWARE infrastructure to enable interoperabil-
ity across different systems.

Table 1 categorizes and classifies various proposals related to the Industrial
Internet of Things discussed in Sect. 4 of this paper. The table provide an
overview of each proposal’s key attributes, focusing on whether it primarily cen-
ters around ontology development, the scope of the IIoT domain addressed, and
whether it includes a complete development framework or platform. The clas-
sification provides a structured comparison of these proposals, enhancing the
clarity and accessibility of the paper’s content for researchers and practitioners
in the field.

5 Conclusion

Semantic interoperability plays a crucial role in driving the ongoing Industry 4.0
revolution, enabling seamless data integration and propelling smart manufac-
turing to unprecedented heights. As technology continues to advance and data
becomes increasingly prevalent, the ability to analyze and transmit information
across disparate systems becomes paramount for industrial success.

This paper underscores the vital importance of semantic technologies, includ-
ing ontologies, linked data, and standard data models, in ushering in a new era
of data-driven insights and optimizations. Enterprises that grasp the latest tech-
nological breakthroughs and fully comprehend the concept of semantic inter-
operability can position themselves for a more intelligent and interconnected
industrial landscape.

The primary objective of this paper is to offer a comprehensive understand-
ing of the significance of semantic interoperability in the context of Industry
4.0. The comparative overview of semantic research papers within the Industry
4.0 domain highlights the diverse and innovative approaches that have emerged
to tackle the challenges and opportunities in this transformative field. From the
development of ontologies to the creation of advanced platforms and frameworks,
these studies collectively underscore the pivotal role of semantic technologies in
shaping the future of smart manufacturing, industrial engineering, and collabo-
rative robotics. By exploiting this knowledge, businesses can boldly navigate the
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changes brought about by Industry 4.0 and position themselves at the forefront
of a revolutionized manufacturing landscape.
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Abstract. Knowledge Graphs (KGs) are a powerful tool for represent-
ing domain knowledge in a way that is interpretable for both humans
and machines. They have emerged as enablers of semantic integration
in various domains, including Business Process Modeling (BPM). How-
ever, existing KG-based approaches in BPM lack the ability to capture
dynamic process executions. Rather, static components of BPM models,
such as Business Process Model and Notation (BPMN) elements, are
represented as KG instances and further enriched with static domain
knowledge. This poses a challenge as most business processes exhibit
inherent degrees of freedom, leading to variations in their executions.
To address this limitation, we examine the semantic modeling of BPMN
terminology, models, and executions within a shared KG to facilitate the
inference of new insights through observations of process executions. We
address the issue of representing BPMN models within the concept or
instance layer of a KG, comparing potential implementations and out-
lining their advantages and disadvantages in the context of a human-AI
collaboration use case from a European smart manufacturing project.
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1 Introduction

The representation, standardization, and management of knowledge in KGs have
gained significant research attention across various domains, such as biomedicine
[24], cybersecurity [15], and manufacturing [5]. However, KGs tend to focus on
static concepts while neglecting the dynamic instantiations of entities they are
representative of. This issue is particularly obvious in business process manage-
ment, which is concerned with modeling and capturing the dynamics that arise
from actions and interactions within and across organizations. Although stan-
dardized modeling languages such as BPMN [18] have been widely adopted to
contribute to organizational objectives [10], there is a lack of integration between
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(i) semantically explicit process knowledge, (ii) domain knowledge, and (iii)
dynamically generated data resulting from process executions. Despite efforts
to enhance these languages with ontological foundations for semantic model-
ing [17,20,22], work on the integration into a shared dynamic KG is scarce.

This represents a significant gap towards enterprise KGs as dynamic and
comprehensive representations of domain knowledge within the context of an
organization or enterprise, whose benefits extend beyond the standardization
and management of domain expertise. In particular, enterprise KGs also hold
great potential for various downstream tasks, such as question answering [9],
recommendation systems [19], and KG embedding-based applications [25]. Thus,
by leveraging organizational knowledge, they can enhance decision-making pro-
cesses, facilitate efficient information retrieval, and provide valuable recommen-
dations tailored to domain-specific requirements [13]. Consequently, the integra-
tion of BPM models and corresponding process executions into dynamic KG
structures may offer significant benefits for organizations that employ them.

Therefore, this work analyzes two potential approaches to enable compre-
hensive representations of process executions along with their underlying pro-
cess models and BPM terminology in a shared KG, with BPMN as an exem-
plary BPM formalism. While this paper serves as a disclosure of the significant
opportunities that arise from integrating dynamic BPM executions and existing
domain knowledge, it also provides valuable insights, guidelines, and potential
implementation approaches for future work in this field.

2 Related Work

Numerous approaches have emerged that attempt to capture BPM formalisms
within well-defined frameworks [12]. In this context, ontologies such as [2,7,8,
17,22] provide uniform representations to capture and analyze BPM concepts
unambiguously and effectively. Based on these concepts, ontology-based process
modeling (OBPM) aims to enhance the semantic clarity and interoperability of
BPM systems [23]. To this end, several approaches exist that intend to model
the semantics of BPM components, e.g., by annotating concepts from domain
ontologies to process components [8,11,21]. However, OBPM frameworks have
yet to be adopted in industrial settings, which has been attributed to the signif-
icant manual effort required to develop use case specific BPM ontologies [7].

In contrast to OBPM, graphical business process modeling (GBPM) com-
prises methods to represent BPM formalisms via graphical notations [12]. These
formalisms can be applied to visualize and organize BPM models via symbols
and diagrams, including their relationships, sequential flows, and logical poli-
cies. Thus, GBPM is particularly useful for understanding and analyzing com-
plex business processes. BPMN [6] has established itself as a de-facto standard
formalism that provides a convenient graphical notation, making it easier for
stakeholders to collaborate on BPMs. It is supported by various tools and plat-
forms, ensuring compatibility and interoperability across systems.

To embed BPMN elements in corresponding ontologies, various approaches
have been proposed [2,22]; the BPMN-Based Ontology (BBO) [2], for instance, is
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an ontological framework for encoding BPMN models that aim to define a stan-
dardized set of concepts and relations to represent business processes. It can be
used for sharing and comparing business processes based on BPMN and thus,
also facilitates interoperability and automation of BPMN processes. Another
notable conceptualization is the BPMN ontology [22], which provides a formal
ontological description developed from the BPMN specification. It aims to pro-
vide a vocabulary and formal semantics for BPMN models. However, the existing
approaches do not cover process instances, which limits their applicability for
contextualizing, analyzing, and monitoring process executions.

Whereas OBPM and GBPM formalisms can be utilized to standardize BPM
components, the alignment of corresponding business process blueprints with
the underlying BPM terminology remains challenging. Accordingly, approaches
exist to embed these blueprints in KG structures, such as BPMN2KG [3] which is
based on the BBO ontology. However, current conceptualizations typically lack
the ability to directly incorporate information related to the actual executions of
business processes into formalized representations. Instead, traces generated at
execution time are usually captured in separate event logs, ideally generated in
a central location by a process engine and stored in standardized formats such
as XES [1]. More commonly, however, they are dispersed across the respective
systems that execute the process and remain isolated from the process model as
well as contextual domain-specific knowledge. Hence, from an ontology engineer-
ing perspective, existing methods typically focus exclusively on the formalization
of process models as indefinite process instances rather than definite instances,
i.e., traces of actual process executions.

3 Industrial Use Case: Human-AI Collaboration
in the Smart Manufacturing Domain

This section introduces a motivating use case from the smart manufacturing
domain that illustrates the challenge of integrating domain expertise and pro-
cess knowledge with data generated at execution time. The scenario depicted in
Fig. 1 is a BPMN process that has been abstracted from one of several real-world
applications that leverage dynamic KGs in manufacturing within the Team-
ing.AI1 project. Based on this use case scenario, Sect. 4 will address approaches
to represent corresponding process executions in a dynamic KG.

Problem Setting: The task of monitoring the quality of manufactured parts
and optimizing product quality through machine setting recommendations poses
significant challenges in the smart manufacturing domain. It necessitates the
integration of process knowledge, real-time production data, and domain exper-
tise that captures causal patterns for diagnosing and resolving quality issues at
runtime. In our motivating scenario, a machine produces parts that are checked
regarding qualitative requirements. This monotonic task of determining whether

1 https://www.teamingai-project.eu/.

https://www.teamingai-project.eu/
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Fig. 1. BPMN model of the human-AI process :P0 from the Teaming.AI project.

a produced part is OK or Not OK (NOK) can be automated through auto-
mated visual quality inspection systems based on Machine Learning (ML) mod-
els, which reduces the human workload and only requires human interventions in
the case of NOK predictions. Once a failure has been confirmed, the operator is
asked to perform an adjustment of the machine. To this end, domain knowledge
about product failure types and machine parameter adjustments is queried from
the KG with contextual information to provide a potential remedy [4].

Problem Statement: As outlined in Sect. 2, KG encodings of BPMN processes
lack the ability to capture dynamic process executions in a semantic manner and
link them to dynamic domain knowledge to enable valuable insights and dynamic
process improvements. For example, it is of interest which combinations of AI
agents :ML1 and human agents :W1 have led to an execution of the sequence
flow :SF8, representing a worker vetoing a precedent ML prediction. Thus, addi-
tional background knowledge in the KG could be used to examine whether spe-
cific ML methods or training data sets result in differing quality assessments of
human and AI agents. However, to allow for such analyses, process executions
need to be semantically linked to their roles within the BPMN process model, as
well as domain-specific knowledge. In the following, we address two approaches
to represent process dynamics, with the main focus on whether process models
should be represented as KG concepts or instances.

4 Representing Dynamic BPMN Process Executions
in Knowledge Graph Structures

As a framework for representing and standardizing domain knowledge, KGs offer
vast potential for advanced data integration, reasoning, and knowledge discov-
ery [13]. They are composed of nodes and edges, where nodes represent enti-
ties, concepts, or literal values, and edges represent relationships between these
nodes. Typically, KGs are specified by means of some syntax based on the RDF
(Resource Description Framework) formalism, including a division into a con-
cept layer and an instance layer, which are also referred to as TBox and ABox,
respectively. While the TBox contains a domain ontology, usually based on the
Web Ontology Language (OWL), to define concepts and their relationships, the
ABox provides and manages the actual data and instances of the KG.
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Fig. 2. Abstraction levels pertaining to the three BPMN abstraction layers, along with
the potential allocations of KG abstraction levels discussed in the Sects. 4.1 and 4.2.

However, when dealing with BPMN process executions, three abstraction lay-
ers are required, as illustrated in Fig. 2. The BBO ontology serves as the BPMN
concept layer and is thus included in the TBox of the KG. In contrast, process
executions as real-world instantiations of TBox concepts are part of its ABox.
Consequently, the positioning of BPMN models within the RDF abstraction lay-
ers is ambiguous as they may serve both as instantiations of BPMN concepts
and as conceptual models for BPMN executions. In the following, we address
approaches to integrate BPMN process models either in (i) the concept layer or
(ii) the instance layer of a process-enabled KG by applying the idea of (i) OWL
constraints or (ii) definite and indefinite instances, respectively.

4.1 Representing BPMN Models in the Concept Layer
of a Knowledge Graph via OWL Constraints

BPMN ontologies such as BBO capture BPMN process models in a KG TBox,
allowing for subsequent instantiations in the ABox of the KG based on process
executions. For instance, the BPMN process :P0 in Fig. 1 can be encoded as
a subclass of bbo:Process, while :GW2 represents a subclass of bbo:Gateway.
Moreover, certain constraints must be fulfilled, e.g., each instance of :GW2 is
required to be contained within an execution of :P0. In addition, it must be
linked to an incoming bbo:SequenceFlow of type :SF6 as well as exactly one
outgoing bbo:SequenceFlow of type :SF7 or :SF8. OWL class descriptions and
axioms can be applied to define such BPMN execution constraints. Accordingly,
the class :GW2 can be defined to be equivalent to

(bbo:has container exactly 1 :P0 ) and (bbo:has incoming exactly 1 :SF6 )
and (bbo:has outgoing exactly 1 (:SF7 or :SF8 )).

OWL concepts and properties such as owl:Restriction, owl:qualifiedCardinality,
and owl:onClass enable the formulation of these expressions, and domain poli-
cies. For example, quality assurance (:QA) or quality control (:QC ) can represent
the required qualifications of agents performing :A3, as implied by its superclass

inverse bbo:is responsibleFor only (:has qualification min 1 ({:QA, :QC})).
Thus, TBox encodings of BPMN process models capture valid process flows,

as well as constraint-based execution policies that can be enriched with domain
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knowledge, promoting the definition of reusability and inherent taxonomies.
However, OWL lacks the ability to express overlapping constraints. For instance,
in the equivalent class expression for :GW2, we cannot specify that an instance of
:SF6 must be contained within the same instance of :P0. Thus, more expressive
formalisms like rule-based systems or SWRL [14] need to be employed, leading
to an increased complexity of the ontology, which may ultimately impair the
adoption of OBPM (cf. Sect. 2). Moreover, while no restrictions exist regard-
ing the dynamics of BPMN executions as KG instances, this is not the case for
BPMN models. Process flows are captured within OWL constraints, i.e., updates
typically result in constraint violations of previously performed executions.

4.2 Representing BPMN Models in the Instance Layer
of a Knowledge Graph via Indefinite Instances

The desired allocation of BPMN and KG abstraction layers, as illustrated in
Fig. 2, can also be achieved by encoding BPMN models and BPMN execu-
tions within a shared ABox. This approach aligns with existing work such as
BPMN2KG [3], where BPMN models and components are represented as KG
instances, maintaining their semantic relations as depicted in the blue box of
Fig. 3. Accordingly, process execution rules can be defined via OWL constraints
(e.g., to bbo:Gateway) or by means of instance-level properties such as node
labels or assignments of agent instances that are intended to perform certain
activities. For example, to specify the qualifications introduced in Fig. 2 that are
required to perform an activity :A3, SHACL constraints can be used to design
respective node shapes [16]. In contrast to the TBox encodings of BPMN models
in Sect. 4.1, process flows are thus represented via explicit facts instead of OWL
class restrictions. However, to account for BPMN executions, the ABox needs to
be enhanced by an additional abstraction layer.

Fig. 3. KG encoding of a process execution and its underlying model.

To this end, we propose to extend the TBox by a class :IndefiniteInstance
and a property :definiteInstanceOf so that each executed BPMN component is
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a definite instance (red nodes) of an indefinite instance (blue nodes). For exam-
ple, :A3#1 is a definite instance (i.e., an execution) of :A3. It is executed by
the worker :John as a human agent who fulfills the required qualification skills
implied by the indefinite instance :W1. This approach makes it possible to repre-
sent dynamic BPMN executions as KG instances by assignments of correspond-
ing indefinite BPMN components. While no explicit constraints are implemented
to verify logical correctness, the ABox encodings of process models allow for more
dynamic BPMN models compared to the approach discussed in Sect. 4.1. Addi-
tionally, representing BPMN process flows as instance-level facts contributes to
less complex TBox structures as a key enabler of OBPM implementations [7].

5 Conclusions

To benefit from the potential of knowledge-based approaches in process-aware
information systems, it is crucial to effectively establish connections between
dynamic process data and static process models. This necessity becomes evident
in our real-world use case within a smart manufacturing environment, where
process models serve not only as a framework for data integration but also
as a foundation for the coordination of human-AI collaborations. To address
the challenge of modeling process-centric KGs that capture both BPM models
and their actual executions, a comprehensive review of the existing literature
was conducted. We identified the key issue of diverging abstraction layers in
BPM and KGs, particularly that it is unclear whether process models are to
be regarded as KG concepts or instances. To tackle this issue, we reviewed and
compared (i) OWL constraints and (ii) definite instances as two approaches for
encoding them in a shared KG. Future work will focus on the incorporation of
these approaches into process-aware information systems to facilitate human-AI
collaboration, alongside a range of additional industrial use cases. Furthermore,
we will explore the analytical opportunities offered by these methodologies.
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Abstract. Over the past decade, Knowledge Graphs (KGs) gained sig-
nificant attention as a powerful method for knowledge representation.
Driven by increasing interest, a paradigm shift has occurred, where the
technology of KGs has transitioned from the research domain to the
industry and public sector, with companies and organizations increas-
ingly representing their data as Linked Open Data, gaining in that way
significant traction for this technology. This paper focuses on KGs in the
context of environmental challenges. More specifically, this work concerns
KGs that contain seismic event data, such as location, timestamp, mag-
nitude, depth, target date, as well as images before and after the event
occurrence. Moreover, a Natural Language Processing (NLP) module
is integrated to enhance the KG. That module enables users to query
for seismic events in a free-text manner, before addressing them with a
relevant response through a dedicated Information Retrieval (IR) com-
ponent. The KG was constructed with data retrieved from the Instituto
Nazionale di Geofisica e Vulcanologia, a rich resource that comes with
earthquake-related information, such as magnitude, depth, occurrence
location, and timestamp. Additionally, public APIs from the Copernicus
Open Access Data Hub and ONDA DIAS are leveraged to provide access
to sentinel data, such as images of the event location before and after its
occurrence.

Keywords: Knowledge Graph · Information Retrieval · Natural
Language Processing · Semantic Framework

1 Introduction

The usage of KGs as a method for representing data has increased significantly
in the last five years. The KGs can provide semantically related knowledge, along
with interoperability, interlinking, and re-usability of data, that other knowledge
bases cannot, while they can also be applied in a variety of domains, such as
the representation of knowledge for environmental challenges. For this reason,
we can see that more and more industries, as well as the public sector, translate
their data into Linked Open Data (LOD).
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In this paper, we present a KG for seismic data. In more detail, we present a
KG that can represent information for seismic events across the globe. The KG
was built upon the information provided by the Copernicus Data Provider1 for
Sentinels data and the National Institute of Geophysics and Volcanology2 for
earthquake data. It also incorporates a NLP mechanism to aid the users address
queries in natural language, and retrieve data about a specific event. Moreover,
the KG is equipped with a IR mechanism that retrieves semantically related
pairs of pre/post images for an event, among other information.

The motivation behind this paper is to present the first KG that contains, to
this extent, knowledge about seismic events and sentinel data, for the state of
a target location before and after an event. Moreover, the KG presented in this
paper can help in providing knowledge about the state of a target environment
and the changes that it goes through, while also provide knowledge for possible
disaster management scenarios.

The main objective of our study is to introduce the first, to our knowl-
edge, comprehensive and high-quality knowledge resource, specifically dedicated
for seismic events. The KG provides valuable insights about the state of a
target environment, including pre-event and post-event changes, while also, it
offers guidelines for effective disaster management scenarios. Conclusively, our
work provides a high-quality RDF representation of seismic events, covering the
biggest possible extent of recorded instances.

The main contribution of this study is the quality of data that are introduced
in RDF representation, as it represents information about almost all seismic
events ever recorded. The plurality of this information occurs because we extract
knowledge from the Copernicus Data Provider and the National Institute of
Geophysics and Volcanology, which contain information about all the seismic
events ever recorded.

The outline of the paper is as follows, we start with related work (Sect. 2),
followed by a presentation of the utilized data and a description of the KG, the
NLP module, and the IR mechanism in Sect. 3. Next, in Sect. 4 we provide an
evaluation of our framework, where we evaluate the consistency and completeness
of the KG. Moreover, we compare our framework against a Large Language
Model (LLM). We conclude our paper with Sect. 5, where we summarize the key
findings and implications of our study.

2 Related Work

This study delves into three integral components: the KG which represents seis-
mic event data, the NLP mechanism which facilitates user-friendly queries, and
the IR mechanism which fetches relevant data from the KG. In this section,
we will omit the literature regarding similar NLP components, since the NLP
part is mostly a helping component, and we will focus on relevant KG and IR
proposals.
1 https://scihub.copernicus.eu/.
2 https://github.com/INGV/openapi.

https://scihub.copernicus.eu/
https://github.com/INGV/openapi
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Regarding the KG domain, a variety of research attempts have been proposed
in the literature that exhibit an adequate resemblance to the target topic of this
work. More precisely, one of the most relevant categories may be the KGs for
seismic events, while also, the category of KGs regarding the seismic risk domain.

Starting with the former, some indicative approaches may be those of Li
& Li (2013), where a KG for semantic representation of textual information
is presented with multi-document summarization, with disaster management
being its main aspect, while also the studies of Chou et al. (2010; 2014) may be
indicative, where similar KGs were presented. Nevertheless, even though in these
works KGs for disaster management may properly be presented, those fall short
in representing a specific knowledge for seismic events since they only target
information that exists on various disaster management websites, in contrast to
the KG proposed in this work.

In a similar sense, regarding the latter category of KGs for the seismic risk
domain, an indicative research example may be the work of Murgante et al.
(2009). In this work, a promising KG is introduced, which improves semantic
interoperability and aims to reduce the economic and social costs associated with
seismic events. Nevertheless, the information provided in this work lacks of an
extensive depth, in contrast to ours, which encompasses precise details such as
location, timestamp, magnitude, and depth of each earthquake.

Continuing with our examination, it would be essential to highlight the IR
mechanisms currently utilized in disaster management. To the best of our knowl-
edge, existing IR mechanisms in this domain do not have a direct association
with a KG, resulting in a significant oversight of vital semantically related infor-
mation. For instance, the studies of Islam & Chik (2011); Bouzidi et al. (2019);
Shen et al. (2017) can extract data from various websites but lack the reasoning
capabilities that a KG can offer. A similar scenario is observed in Pi et al. (2020);
Vallejo et al. (2020), where drone footage is analyzed without leveraging a KG.
In contrast to such a drawback, our proposed IR mechanism showcases the true
potential of a KG, enriching IR and providing an initial direction on how a KG
can be used to manage crucial information about a disaster.

Eventually, before concluding our literature overview, a series of research
examples regarding the helpfulness of KGs may be useful to be presented. Some
example works in that direction are those of Landis et al. (2021), Silva et al.
(2013) and Ortmann et al. (2011), where approaches on how a KG could help
the perseverance of Cultural and Natural heritage in the case of a disaster (such
as an earthquake), are presented. Subsequently, the work of Correia et al. (2023)
may be an indicative example of how a KG can help a decision support system to
access semantically rich data in order to help users take better decisions during
a disaster management scenario. The aforementioned research endeavors may
serve as supplementary evidence underlining the potential benefits that KGs
could confer.
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3 Methodology

In this Chapter, we present a description of the data upon which the KG was
constructed, along with the KG itself, the NLP mechanism and the IR mecha-
nism.

Figure 1 provides an overview of the architecture, presenting a user interact-
ing with the system through the NLP mechanism, to query the Seismic KG.
Subsequently, the IR mechanism retrieves relevant answers and presents them
to the user. The Seismic KG acquires data from Copernicus and the Institute of
Volcanology, incorporating it into its internal Knowledge Base (KB).

Fig. 1. The Architecture of the Seismic Data Framework

Moreover, it is worth noticing that the NLP mechanism accesses the KG
through an endpoint, based on which the KG also plays the role of a client-server
application. Whenever a question is received on the KG endpoint, a SPARQL
query is automatically produced, containing all the desired information for the
KG.

3.1 Nature of the Data

The data and metadata which are represented in the KG are retrieved from two
sources: The Copernicus Data Provider (DHuS and/or ONDA DIAS3) retrieved
via the OData/ OpenSearch APIs4,5, and the National Institute of Geophysics
and Volcanology for earthquake data, retrieved via the fdsnws-event API. The
relevant product type of the Copernicus data for earthquake analysis is the

3 https://www.onda-dias.eu/.
4 https://www.opensearch.org/.
5 https://www.odata.org/.

https://www.onda-dias.eu/
https://www.opensearch.org/
https://www.odata.org/


110 V. Mastoras et al.

IW SLC for Sentinel-1 Level-1 data. The KG by default will contain the data
sources presented below, while also additional data sources related to events or
Copernicus data, may also be supported.

– For Sentinel-1 Images:
• Timestamp (i.e. sensing start)
• Event ID
• Image URL
• Location expressed as polygon or multipolygon
• Orbit number of the satellite
• Pass direction of the satellite

– For earthquake metadata:
• Event identifier
• Coordinates
• Timestamp
• Magnitude and depth of the event

3.2 The Knowledge Graph

In order to cover the different aspects of semantic representation, a domain-
specific ontology has been designed to capture metadata referring to sentinel
images and events. The ontology extends existing ontologies and standards (i.e.
Event Ontology, OWL-Time) to offer the appropriate structures (classes and
properties) and represent information related to cities (i.e. city names, coordi-
nates and countries). More specifically, to cover the use case of earthquake iden-
tification, sentinel images are related to generic information (i.e. UUID, times-
tamp, URL), while earthquake events are related to information pertinent to
the earthquake (i.e. depth, magnitude, coordinates, timestamp). An example of
such a semantic representation is depicted in Fig. 2. For each sentinel image,
the same ontological schema is applicable for all types of use cases. In case of
events, all types of events will contain coordinates and timestamp. Other infor-
mation might also be included, based on the needs of each use case. The KG is
composed of two main classes Event and Product. The Event class contains
information about the location of the earthquake, such as the country, the city,
the coordinates, the timestamp, and the date (i.e., year-date-month). The Prod-
uct class contains information about the earthquake itself such as the magnitude,
the depth, pre/post-seismic photos, a multi polygon for the area that the image
represents, the source from which the photos were extracted, the orbit number
and pass direction of the satellite, the product URL, and the unique ID of the
product. The distinction in two classes emerges as an intuitive way to segregate
data, pertaining to the earthquake event itself, from information related to the
geographical location where the earthquake transpired.
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Fig. 2. The Knowledge Graph for Seismic Data

3.3 The Natural Language Mechanism

The NLP mechanism was developed so that the KG would support user inquiries,
formed as free-text, and it functions in cooperation with the IR module. More
precisely, given an input question in free-text form, the NLP mechanism is
responsible for identifying various aspects of information that are required for the
IR part. In that sense, the NLP mechanism can identify references of Countries
(e.g. Greece), Cities (e.g. Athens), Dates (e.g. 3/5/2023), Magnitude numbers
(e.g. 6.5), Comparatives (e.g. bigger than), while it can also verify that a target
question is referred on an earthquake event.

Starting with the identification of Countries and Cities, three different
approaches have been developed to identify such mentions, so that the biggest
possible coverage, even for less-populated and famous cities, may be accom-
plished. Initially, a parsing of the input sentence is performed with the Spacy
framework6 to identify references of geopolitical entities. Then, a second pars-
ing of the input question is performed with the aid of three different geoparsing
libraries (namely geonamescache7, pycountry8 and geotext9). Eventually, a final
parsing with a set of manually constructed regular expressions takes place, based
on which country and city mentions may be captured through various syntactic
and phrase patterns.

6 https://spacy.io/.
7 https://pypi.org/project/geonamescache/.
8 https://pypi.org/project/pycountry/.
9 https://pypi.org/project/geotext/.

https://spacy.io/
https://pypi.org/project/geonamescache/
https://pypi.org/project/pycountry/
https://pypi.org/project/geotext/
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Subsequently, the Date identification component leverages both the Spacy
framework to identify mentions of dates, while also dedicated regular expressions.
A variety of free-text and numeric date formats are being supported through that
component (e.g. date formats such as, 01-01-2023, 1/1, and January 1 2023,
among others). Moreover, the Spacy framework and a set of dedicated regular
expressions have also been leveraged to identify Magnitude number references
both in numeric and in free-text form (e.g. number formats such as, 6.5, six point
five or 6 point five, among others).

In addition, for the identification of Comparative mentions, a variety of differ-
ent methods, combined in a hybrid approach have been developed. More specif-
ically, various syntactic patterns have been constructed with the aid of regular
expressions, while also the Wordnet database Miller (1995) has been utilized to
also incorporate a variety of hypernyms and hyponyms, besides straightforward
patterns. That component can identify mentions of comparative symbols (e.g.
< or = < ), while also free-text references (e.g. bigger than, bigger or equal than
or equal to and various synonyms of those, such as higher than or greater than,
among others).

Eventually, a component to eliminate cases of inputs questions that do not
refer to earthquake events has also been developed. For that purpose, a list of
earthquake-related keywords has been manually constructed, based on which the
semantic relatedness of each keyword with the sub parts of the input question is
examined, to conclude whether the input question refers on earthquake events.

3.4 The Information Retrieval Mechanism

The IR mechanism initially translates the keywords provided from the NLP
mechanism (Subsect. 3.3) from a JSON format into values used by SPARQL
queries. The keywords provided are the ones shown below, out of which some
are mandatory (M) (i.e., they must exist in order for a SPARQL query to be
created), and some optional (O) (i.e., they are not mandatory for a SPARQL
query to be formatted).

– Event: The type of event (i.e., earthquake (M)).
– City: The city of event (M).
– Country: The country of event (M).
– Year: The year of event (M).
– Month: The month of event (O).
– Day The day of event (O).
– Magnitude: The magnitude of event (O). (If no magnitude is given then the

default value is 5.0).
– Comparative: If the requested event is greater or smaller than the value of

magnitude (O).
– Point: Boolean value that indicates if the location is given in the format of

coordinates or city-country pair label (M).
– Latitude-longitude: The latitude-longitude of the event (O).
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For instance, if the user addresses the question “Give me all the earthquakes
that occurred in Montalvo, Ecuador in 2019”, the resulting JSON, after having
been parsed by the IR mechanism, will have the following format.

Information Retrieval Generated JSON
{

"page": "1",
"nlp": {

"event":"earthquake", "city":"Montalvo",
"country": "Ecuador", "year": 2019,
"month": "null", "day": "null",
"magnitude": "null", "comparative": "null",
}

}

Note that the presence of a solitary result signifies that, during that specific year,
only a single earthquake event, surpassing a magnitude of 5.0, had occurred.

Based on this JSON a SPARQL query will be automatically generated in
order to retrieve the desired information from the KG. One can see the generated
SPARQL query below.

Automatically Generated SPARQL Query
prefix event:<http://purl.org/NET/c4dm/event.owl#>
prefix rdf:<http://www.w3.org/1999/02/22-rdf-syntax-ns#>
prefix time:<http://www.w3.org/2006/time#>
prefix xsd:<http://www.w3.org/2001/XMLSchema#>
SELECT * WHERE {

?event rdf:type event:Event.
OPTIONAL { ?event event:city ?city.}
OPTIONAL {?event event:country ?country.}
?event time:year ?year.
OPTIONAL {?event time:month ?month.}
OPTIONAL {?event time:day ?day.}
OPTIONAL {?event event:place ?place.}
?event event:hasSubEvent ?e_event.
OPTIONAL{?e_event event:hasId ?id.}
OPTIONAL {?e_event event:magnitude ?magnitude.}
OPTIONAL {?e_event event:depth ?depth.}
?e_event event:latitude ?latitude.
?e_event event:longitude ?longitude.
?e_event time:inXSDDateTimeStamp ?e_timestamp.
FILTER (?event=<http://purl.org/NET/c4dm

/event.owl#Event_id>)
}
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The output returned by the system contains the following information:

– Magnitude - The exact magnitude of the earthquake, since the user input
might not contain an exact value.

– Pairs of images - Pairs of images before and after the event which have the
same coordinates and timestamp, with a difference of 12 days (the amount
of time needed for the satellite to pass again from the same spot), the orbit
number, and the pass direction.

– Depth - The depth of the earthquake.
– Epicenter location - the exact location of the epicenter of the earthquake.

Returned output
{

"year": "2019",
"city": "Montalvo",
"country": "Ecuador",
"images_before1": {

"link": "https://colhub.copernicus.eu
/dhus/search?q=uuid:60f5f27c-9ca5
-4834-aa0f-0ab9ccb2249d&format=json",
"sensing_date": "2019-02-13T23:28:27.036Z",
"location": "POLYGON ((-78.453781 ...
-1.327742))",
"orbit_number": "120",
"pass_direction": "ASCENDING"

},
"image_after1": {

"link": "https://colhub.copernicus.eu
/dhus/search?q=uuid:db2145a3-2a07-4adf
-87c0-e02fbfb1c1a6&format=json",
"sensing_date": "2019-02-25T23:28:27.035Z",
"location": "POLYGON ((-78.454636 ...
-1.328015))",
"orbit_number": "120",
"pass_direction": "ASCENDING"

},
"magnitude": {

"value": "7.1"
},
"depth": {

"value": "141.4"
},
"epicentral_location": {

"latitude": {
"value": "-2.13047"

},
"longitude": {

"value": "-76.8867"
}

},
"timestamp": "2019-02-22T10:17:22.50Z"

}
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Notice that in the output only one pair on images is provided for beautifica-
tion and space restrictions.

4 Evaluation

To examine the quality of our work, an evaluation of the Seismic KG was con-
ducted on two fronts: completeness and consistency. For completeness assess-
ment, a set of competency questions was formulated to test the KG’s ability
to answer based on the information it contains (Subsect. 4.1). Additionally, the
KG’s consistency was evaluated by verifying its adherence to the SHACL con-
straints (Subsect. 4.2). Moreover, we conducted a comparative evaluation of
the framework’s performance in contrast to the Large Language Model (LLM),
ChatGPT10. The aforementioned are presented in more details subsequently.

4.1 Completeness of the Knowledge Graph

The completeness of the KG was evaluated through a set of Competency Ques-
tions (CQs) assembled during the formation of the official ontology requirements
specification document (ORSD) Suárez-Figueroa et al. (2009). For this reason,
before constructing the KG, we asked from a number of users to define a set of
questions they would like to be answered by the KG. The users were developers
and scientists from ESA11. In total a number of 48 CQs was collected. In Fig. 3
we present an indicative sample of 10 CQs.

A series of tests indicated that the completeness of the KG was adequate,
since each CQ returned the desired information when translated into a relevant
SPARQL counterpart. Indicatively, the translation of the second CQ from Fig. 3
into a SPARQL counterpart, is shown in Subsect. 3.4.

4.2 Consistency of the Knowledge Graph

Additionally to the CQs, we performed a validation procedure in order to inspect
the syntactic and structural quality of the metadata in the KB, and to examine
the consistency of them. Abiding by the closed-world criteria, custom SHACL
consistency check rules and native, ontology consistency checks, such as OWL
2 DL reasoning, were utilised. By using the first, one can discover constraint
breaches such as cardinality contradictions or imperfect/missing information.
By using the later, the semantics at the terminological level, known as TBox,
are taken into consideration as a validation measure like in the occasion of class
disjointedness. An exemplary of shapes constraint that unfolds a constraint is
shown below, dictating that all targeted instances of the Event class will always
have exactly one or less string values in their datatype property event:country.

10 https://openai.com/blog/chatgpt.
11 https://www.esa.int/.

https://openai.com/blog/chatgpt
https://www.esa.int/
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Fig. 3. Set of Competency Questions

event:ev rdf:type sh:NodeShape;
sh:targetClass event:Event;
sh:property [
sh:path event:country;
sh:datatype xsd:string;
sh:minInclusive 0;
sh:maxInclusive 1:
sh:minCount 1;
sh:maxCount 1;
].

4.3 Comparison with Large Language Model

In this subsection we compare how the proposed framework performed against
an of-the-self tool for IR on seismic data for disaster management. Since there is
no established baseline tool on an extensive event information scale, to compare
our framework, we choose to compare its accuracy and quality of information,
against the well-known ChatGPT, since the latter stands as a prominent rival
in a variety of contemporary contexts.

Concerning the evaluation measures in use, when we refer to accuracy, we are
evaluating the capacity of the framework and the LLM, to effectively respond to
a given question. On the other hand, the quality of information pertains to the
nature and relevance of the information contained in the answer. In particular,
with regard to quality, we assessed whether our framework could furnish infor-
mation related to the earthquake’s epicenter, depth, and location, presented as
coordinates or multipolygon data. Additionally, we evaluated whether the frame-
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work could supply links to pertinent images associated with a target earthquake
in question. Similarly for the LLM.

We tested both tools in a set of 600 questions, out of which our framework
could answer 480, and the LLM could answer 200. One can check the accuracy
of both tools in Table 1. All the evaluation questions were retrieved from the
aforementioned CQ templates.

Table 1. Accuracy of the framework and the LLM.

Seismic Framework 80%
ChatGPT 33.3%

Conclusively, of utmost significance for our evaluation was to discern the
nature of information that ChatGPT would present on its responses and com-
pare that with the information our framework can deliver. It appeared that
ChatGPT could solely furnish information on the earthquake’s depth and mag-
nitude across the limited 200 questions it could address. On the contrary, and as
it was already mentioned, our framework can deliver an extensive array of essen-
tial details, such as the earthquake’s epicenter, depth, precise timestamp, mul-
tipolygon representation of the location, and pre/post-images containing vital
information about the image’s orbit number, pass direction, sensing timestamp,
and multipolygon data.

5 Conclusion

In this paper, we have presented a KG specifically designed for the seismic
domain which enables the representation of seismic events worldwide. The KG
incorporates a NLP mechanism to facilitate the user experience, which allows
users to pose queries in free-text for data retrieval. Additionally, the KG incor-
porates an IR mechanism, capable of retrieving semantically related pairs of
pre/post images for a target seismic event, among other relevant information.

The key innovation of this study lies in the high-quality RDF representa-
tion of the data, which encompasses information about all ever-recorded seismic
events. This breadth of information is made possible by extracting knowledge
from the comprehensive datasets, that are provided by the Copernicus Data
Provider and the National Institute of Geophysics and Volcanology.

To evaluate the current state of our work, a two fold goal was set. On the
one hand, the completeness and the consistency of the KG were evaluated, while
on the other hand the quantity and quality of the responses retrieved by the
target framework against those of a famous LLM, were compared. The com-
pleteness of the KG (Subsect. 4.1) was evaluated with a series of CQs, which
were collected by domain experts. More specifically, each CQ was converted into
a SPARQL query and examined whether each one of them could return appro-
priate results. All the evaluated CQs returned appropriate results, indicating in
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that way that the proposed KG is capable of providing essential information
in a disaster management scenario. Moreover, the consistency of the KG (Sub-
sect. 4.2) was evaluated with a set of 21 SHACL validation expressions (shapes),
where none of them returned any invalidation of the rule. Eventually, a valida-
tion to identify whether instances that belong to an intersection of classes, had
also been applied. No such intersection exists in the KG, which indicates that
the KG does not carry any noise or any sort of conflicting information.

Regarding the evaluation against other baseline methods (in our case Chat-
GPT), our initial expectation was indeed for our framework to outperform Chat-
GPT in terms of accuracy. This anticipation was based on our framework’s access
to a diverse set of knowledge bases containing domain-specific information on
earthquakes and satellite data (e.g. Onda-Dias12, Colhub13, ColHub214, Col-
Hub315, SciHub16, and ApiHub17). However, the extent that our framework
outperformed ChatGPT was a quite unexpected, though pleasant outcome. To
elaborate further, the only questions that our proposed framework could not
answer, were those that contained a combination of city-country pairs which
was not valid or did not exist. Additionally, there were some cases where the
framework couldn’t response due to a misspelled city or country name.

Looking ahead, our future objectives would be to align the framework pre-
sented in this paper with other disaster management frameworks that utilize
KGs as their underlying knowledge representation. Achieving such an align-
ment, would make a possible extension of our KG with information obtained
from another KG, to enhance the overall knowledge pool (e.g. the XR4DRAMA
disaster management KG Vassiliades et al. (2023), or add information in the
existing KG from other vocabularies such as the Management of Crisis vocab-
ulary Shih et al. (2013). Furthermore, we aim to extend the representation of
information to encompass other catastrophic natural events beyond earthquakes,
broadening in that way the scope and the utility of the KG.
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Abstract. Knowledge Graphs have been successfully adopted in recent
years, existing general-purpose ones, like Wikidata, as well as domain-
specific ones, like UniProt. Their increasing size poses new challenges
to their practical usage. As an example, Wikidata has been growing the
size of its contents and their data since its inception making it difficult to
download and process its data. Although the structure of Wikidata items
is flexible, it tends to be heterogeneous: the shape of an entity represent-
ing a human is distinct from that of a mountain. Recently, Wikidata
adopted Entity Schemas to facilitate the definition of different schemas
using Shape Expressions, a language that can be used to describe and
validate RDF data. In this paper, we present an approach to obtain
subsets of knowledge graphs based on Shape Expressions that use an
implementation of the Pregel algorithm implemented in Rust. We have
applied our approach to obtain subsets of Wikidata and UniProt and
present some of these experiments’ results.

Keywords: Knowledge Graphs · Graph algorithms · RDF · Linked
Data · RDF Validation · Shape Expressions · Subsets · Pregel

1 Introduction

Knowledge graphs have emerged as powerful tools for representing and organiz-
ing vast amounts of information in a structured manner. As their applications
continue to expand across various domains, the need for an efficient and scalable
processing of these graphs becomes increasingly critical.

Creating subsets of knowledge graphs is a common approach for tackling the
challenges posed by their size and complexity. Such subsets are essential not
only to reduce computational overhead but also to focus on specific aspects of
the data.

In this paper, we explore the synergy between two essential concepts in
the field of graph processing: Shape Expressions (ShEx) [12] and the Pregel
model [10]. Shape Expressions allow to describe and validate knowledge graphs
based on the Resource Description Framework (RDF). These expressions have
gained significant adoption in prominent projects like Wikidata. On the other
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hand, Pregel is a distributed graph processing model designed for efficiently
handling large-scale graphs across multiple machines.

Motivated by the need for handling massive graphs in a scalable manner,
we propose the concept of creating subsets of knowledge graphs using Shape
Expressions. By selecting relevant portions of the graph, we can focus compu-
tational efforts on specific areas of interest, leading to enhanced efficiency and
reduced processing times.

Furthermore, we delve into the capabilities of the Pregel algorithm and its
potential for distributed graph processing. We emphasize that the scalability
of graph computation can be achieved not only by increasing the number of
machines but also by optimizing the use of multi-threading solutions to leverage
a single machine’s capabilities. Hence, our solution aims to distribute the prob-
lem across multiple threads of a single-node machine. This is, a multi-threaded
Pregel. The idea is not only to provide a solution that can run on any hardware
efficiently but also to explore the capabilities of Rust for enabling some perfor-
mance gains regarding single-node computation. The main contributions of this
paper are the following:

1. We present an approach for subset generation of Knowledge Graphs based on
Shape Expressions using the Pregel Framework.

2. We have implemented it in Rust.
3. We have applied it to generate subsets of Wikidata and UniProt and presented

some optimizations and results.

Section 2 establishes the alternatives and work related to what is presented
in the document. Section 3 presents the key concepts required for describing the
foundations of the problem to be solved. Section 4 explains the most impor-
tant algorithms for creating Knowledge Graph subsets. Section 5, the novel app-
roach introduced by this paper is described. Section 6 depicts the experiment for
analyzing how the Pregel-based Schema validating algorithm behaves. Section 7
contains the conclusions and future work.

2 Related Work

2.1 Knowledge Graph Descriptions

Several Knowledge Graph descriptions have been proposed, with many outlined
in [4,6]. Notably, this paper focuses on Property, RDF, and Wikibase graphs.

Shape Expressions, which are used to create the subsets, were first introduced
in 2014. While SHACL (Shapes Constraint Language) is the W3C recommen-
dation1, the Wikidata community has been using Shape Expressions [14] since
2017. The preference for Shape Expressions arises from their superior adaptabil-
ity in describing data models when compared to SHACL. A comparison between
both can be found in the book [9].

1 https://www.w3.org/TR/2017/REC-shacl-20170720/.

https://www.w3.org/TR/2017/REC-shacl-20170720/
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2.2 Knowledge Graph Subsets

Although it is possible to create subsets of the RDF Knowledge Graph through
SPARQL construct queries, there are limitations to this approach. Notably, the
lack of support for recursion. While proposals to extend SPARQL with recur-
sion have been made [13], such extensions are not widely supported by existing
processors. In light of these limitations, a new method using Shape Expressions
for creating Knowledge Graph subsets is described in [4]. PSchema follows a sim-
ilar approach to that presented in [16]. However, SP-Tree uses a SPARQL to
query the Knowledge Graph, while PSchema uses Shape Expressions and Rust.
As such, the PSchema algorithm is more flexible, leaving room for optimizations.

The creation of Knowledge graph subsets has gained attention, starting from
the 12th International SWAT4HCLS Conference2. It has since been selected as a
topic of interest in the Elixir Europe Biohackathon 20203 and the SWAT4HCLS
2021 Hackathon, which resulted in a preprint collecting various approaches [7].

It has been discussed that the Wikidata Knowledge Graph is not feasible
to be processed in a single domestic computer using the existing techniques.
To address this issue, a novel method to split the Wikidata graph into smaller
subsets using Shape Expressions was introduced in [4].

A comparison between several approaches and tools for creating Wikidata
Knowledge graph subsets has been discussed [2], where they evaluated the per-
formance of different approaches and tools. Their methodology for measuring
performance and conducting experiments served as the primary inspiration for
designing the experiments in Sect. 6.

3 Background

3.1 Knowledge Graphs

Definition 1 (Knowledge Graph [4,6]). A Knowledge Graph is a graph-
structured data model that captures knowledge in a specific domain, having nodes
that represent entities and edges modeling relationships between those.

Definition 2 is a general and open description of a Knowledge Graph. There
are several data models for representing Knowledge Graphs, including Directed
edge-labeled and Property Graphs [6], to name a few. In this paper, we will focus
on RDF-based Knowledge Graphs, a standardized data model based on Directed
edge-labeled graphs [6].

RDF-Based Knowledge Graphs. The Resource Description Framework
(RDF) is a standard model for data interchange on the Web. It is a W3C Recom-
mendation for representing information based on a directed edge-labeled graph,

2 https://www.wikidata.org/wiki/Wikidata:WikiProject Schemas/Subsetting.
3 https://github.com/elixir-europe/BioHackathon-projects-2020/tree/master/

projects/35.

https://www.wikidata.org/wiki/Wikidata:WikiProject_Schemas/Subsetting
https://github.com/elixir-europe/BioHackathon-projects-2020/tree/master/projects/35
https://github.com/elixir-europe/BioHackathon-projects-2020/tree/master/projects/35


Using Pregel to Create Knowledge Graphs Subsets 123

where labels are the resource identifiers. The idea behind the RDF model is to
make statements about things in the form of subject-predicate-object triples.
The subject denotes the resource itself, while the predicate expresses traits or
aspects of it and expresses a relationship between the subject and the object,
another resource. This linking system forms a graph data structure, which is the
core of the RDF model. If the dataset represents Knowledge of a specific domain,
the Graph will be an RDF-based Knowledge Graph. There are several serializa-
tion formats for RDF-based Knowledge Graphs, including Turtle, N-Triples, and
JSON-LD. Its formal definition is as follows:

Definition 2 (RDF-based Knowledge Graph [4]). Given a set of IRIs I,
a set of blank nodes B, and a set of literals l. An RDF-based Knowledge Graph
is defined as a triple-based graph G = 〈S,P,O, ρ〉 where S ⊆ I ∪ B, P ⊆ I,
O ⊆ I ∪ B ∪ l, and ρ ⊆ S × P × O.

Example 1 (RDF-based Knowledge Graph of Alan Turing).4 Alan Turing (23
June 1912 – 7 June 1954) was employed by the government of the United
Kingdom in the course of WWII. During that time he developed the computer
for deciphering Enigma-machine-encrypted secret messages, namely, the Bombe
machine. Additional information about relevant places where he lived is also
annotated, including his birthplace, and the place where he died.

I = { alanTuring, wilmslow, GCHQ, unitedKingdom, warringtonLodge, bombe
town, computer, dateOfBirth, placeOfBirth, employer, placeOfDeath,
country, manufacturer, instanceOf }

B = { ∅ }
l = { 23 June 1912 }
ρ = { (alanTuring, instanceOf , Human),

(alanTuring, dateOfBirth, 23 June 1912),
(alanTuring, placeOfBirth, warringtonLodge),
(alanTuring, placeOfDeath, wilmslow),
(alanTuring, employer, GCHQ),
(bombe, discoverer, alanTuring),
(bombe, manufacturer, GCHQ),
(bombe, instanceOf , computer),
(wilmslow, country, unitedKingdom)
(wilmslow, instanceOf , town)
(warringtonLodge, country, unitedKingdom) }

URIs in Wikidata follow a linked-data pattern called opaque URIs represent-
ing them as unique sequences of characters that are language-independent. As
an example, Alan Turing’s identifier is serialized as Q7251. Furthermore, within
Wikidata, there is a designated property known as instanceOf that serves to
describe the type of entity it is associated with, which resembles the rdf:type
constraint. This can be employed to perform an early evaluation of the nodes.

4 https://rdfshape.weso.es/link/16902825958.

http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/Q2011497
http://www.wikidata.org/entity/Q220798
http://www.wikidata.org/entity/Q145
http://www.wikidata.org/entity/Q20895942
http://www.wikidata.org/entity/Q480476
http://www.wikidata.org/entity/Q3957
http://www.wikidata.org/entity/Q11742076
http://www.wikidata.org/entity/P569
http://www.wikidata.org/entity/P19
http://www.wikidata.org/entity/P108
http://www.wikidata.org/entity/P20
http://www.wikidata.org/entity/P27
http://www.wikidata.org/entity/P176
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http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P31
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http://www.wikidata.org/entity/P27
http://www.wikidata.org/entity/Q145
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3.2 ShEx

Shape Expressions (ShEx) were designed as a high-level, domain-specific lan-
guage for describing RDF graph structures. The syntax of ShEx is inspired by
Turtle and SPARQL, while the semantics are motivated by RelaxNG and XML
Schema. In this manner, Shape Expressions specify the requirements that RDF
data graphs must fulfill to be considered conformant, they allow systems to
establish contracts for sharing information; through a common schema, systems
agree that a certain resource should be part of the graph. This pattern behaves
similarly to interfaces in the object-oriented paradigm. Shapes can be specified
using a JSON-LD syntax or a human-friendly concise one called ShExC.

Example 2. The schema below describes the Person Shape Expression, which is
used to validate the RDF-based Knowledge Graph of Alan Turing (see Example
1). Recall, Person is just the label of the resource and does not relate to the
Human entity. The ShExC-serialized schema can be found in RDFShape.

L = { Person, Place, Country, Organization, Date }

δ(Person) = { placeOfBirth−−−−−−−−−−−→ @Place,
dateOfBirth−−−−−−−−−−→ @Date,
employer−−−−−−−→ @Organization }

δ(Place) = { country−−−−−−→ @Country }
δ(Country) = { }

δ(Organization) = { }
δ(Date) ∈ xsd:date

3.3 Pregel

Pregel (Parallel, Graph, and Google) is a data flow paradigm created by Google
to handle large-scale graphs. Even if the original instance remains proprietary
at Google, it was adopted by many graph-processing systems, including Apache
Spark. For a better understanding of Pregel, the idea is to think like a vertex [11];
this is, the state of a given node will only depend on that of its neighbors, the
nodes linked to it by an outgoing edge (see Definition 4). Hence, by thinking like
a vertex, the problem is divided into smaller ones. Instead of dealing with huge
graphs, smaller ones are processed: a vertex and its neighbors.

The series of steps that Pregel follows to process a graph are depicted in
Fig. 1. The execution starts by sending the initial messages to the vertices at
iteration 0. Then, the first – actual – superstep begins. In our current implemen-
tation, this loop will last until the current iteration is greater than the threshold
set at the creation of the Pregel instance. At each iteration, the vertices will
send messages to their neighbors, provided the given direction, and subsequently,
they may receive messages sent from other nodes. Moving forward, an aggrega-
tion function is applied, and the vertices are updated accordingly. Finally, the
iteration counter is incremented and the next iteration starts.

https://rdfshape.weso.es/link/16903596470
http://www.wikidata.org/entity/P19
http://www.wikidata.org/entity/P569
http://www.wikidata.org/entity/P108
http://www.wikidata.org/entity/P27
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Fig. 1. Pregel model as implemented in pregel-rs

4 Subsetting Approaches

4.1 Knowledge Graph Subsets, a Formal Definition

Definition 3 (RDF-based Knowledge Graph subset [4]). Given a Knowl-
edge Graph G = 〈S,P,O, ρ〉, as defined in Definition 2, a RDF sub-graph is
defined as G′ = 〈S ′,P ′,O′, ρ′〉 such that: S ′ ⊆ S, P ′ ⊆ P, O′ ⊆ O and ρ′ ⊆ ρ.

Example 3 (Example of an RDF-based Knowledge Graph subset). Given the
RDF-based Knowledge Graph G = 〈S,P,O, ρ〉 from Example 1, the subset G′

that only contains information about Alan’s birthplace is as follows:

I ′ = { alanTuring, warringtonLodge, dateOfBirth, placeOfBirth }
B′ = { ∅ }
l′ = { 23 June 1912 }
ρ′ = { (alanTuring, dateOfBirth, 23 June 1912),

(alanTuring, placeOfBirth, warringtonLodge) }

4.2 ShEx-Based Matching Generated Subsets

ShEx-based matching comprises using a ShEx schema se as input, including any
nodes whose neighborhood matches any of the shapes from se in the produced
subset [4]. This approach is used by the PSchema algorithm.

Definition 4 (Neighborhood of a node in a Knowledge graph). The
neighbors of an item s ∈ S in a RDF-based Knowledge graph G = 〈S,P,O, ρ〉
are defined as neighbors(s) = {(s, p, o) : ∃v ∈ S such that ρ(v) = (p, o)}.
Example 4 (Neighborhood of Alan Turing (Q7251)). Given the RDF-based
Knowledge graph G = 〈S,P,O, ρ〉 from Example 1, the neighborhood of
Alan Turing (Q7251) ∈ S is defined as follows:

neighbors(alanTuring) = { (alanTuring, instanceOf , Human),

(alanTuring, dateOfBirth, 23 June 1912),
(alanTuring, placeOfBirth, warringtonLodge),

(alanTuring, placeOfDeath, wilmslow),

(alanTuring, employer, GCHQ) }

http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/Q20895942
http://www.wikidata.org/entity/P569
http://www.wikidata.org/entity/P19
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P569
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P19
http://www.wikidata.org/entity/Q20895942
https://www.wikidata.org/wiki/Q7251
https://www.wikidata.org/wiki/Q7251
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P31
http://www.wikidata.org/entity/Q5
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P569
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P19
http://www.wikidata.org/entity/Q20895942
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P20
http://www.wikidata.org/entity/Q2011497
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P108
http://www.wikidata.org/entity/Q220798
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Example 5 (Example of a ShEx-based matching subgraph). Given the RDF-
based Knowledge Graph G = 〈S,P,O, ρ〉 from Example 1 and the ShEx schema
se defined in Example 2, the ShEx-based matching subgraph of G from se is the
RDF-based Knowledge graph G′, which defined as follows:

I′ = { alanTuring, wilmslow, GCHQ, unitedKingdom, warringtonLodge,

dateOfBirth, placeOfBirth, employer, country }
B′ = { ∅ }
l′ = { 23 June 1912 }
ρ = { (alanTuring, dateOfBirth, 23 June 1912),

(alanTuring, placeOfBirth, warringtonLodge),

(alanTuring, employer, GCHQ),

(wilmslow, country, unitedKingdom)

(warringtonLodge, country, unitedKingdom) }

5 Pregel-Based Schema Validating Algorithm

In this section, both the support data structure and the subsetting algorithm are
described, including the different steps followed in the Pregel implementation.

5.1 Shape Expression Tree

The Shape Expression tree is a hierarchical data structure representing Shapes
in a tree format. Each node in the tree corresponds to a Shape Expression, with
the root node being the one subject of study. Nodes can reference other Shape
Expressions, which become its children in the tree.

Definition 5 (Shape Expression tree). Given a Shape Expression se, the
Shape Expression tree T is defined as follows:

– If se does not reference any other Shape, then T is a leaf node.
– If se references other Shapes, then T is an internal node, and its children are

the Shapes referenced by se. Which will be the root nodes of their respective
Shape Expression trees.

Example 6. Given the Shape Expression se defined in Example 2, the Shape
Expression tree T obtained from se was created using the RDFShape and is
depicted in Fig. 2. Person is the root node of T , a non-terminal Shape that
references Organization, Date, and Place. Thus, the children of the root are
the Shapes referenced by Person, which are the root nodes of their respective
Shape Expression trees. In the case of the first child, Organization is a terminal
Shape, and thus, it is a leaf node. The same applies to Date. However, Place
is a non-terminal Shape, and thus, it is an internal node. Its children are the
Shapes referenced by it. This representation is recursive, and thus, the Shapes
referenced by Place are the root nodes of their respective ShEx trees.

The currently supported ShEx language does not support recursion; however,
it is planned to implement a solution based on the idea of unfolding the recursive
schema.

http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/Q2011497
http://www.wikidata.org/entity/Q220798
http://www.wikidata.org/entity/Q145
http://www.wikidata.org/entity/Q20895942
http://www.wikidata.org/entity/P569
http://www.wikidata.org/entity/P19
http://www.wikidata.org/entity/P108
http://www.wikidata.org/entity/P27
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P569
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P19
http://www.wikidata.org/entity/Q20895942
http://www.wikidata.org/entity/Q7251
http://www.wikidata.org/entity/P108
http://www.wikidata.org/entity/Q220798
http://www.wikidata.org/entity/Q2011497
http://www.wikidata.org/entity/P27
http://www.wikidata.org/entity/Q145
http://www.wikidata.org/entity/Q20895942
http://www.wikidata.org/entity/P27
http://www.wikidata.org/entity/Q145
https://rdfshape.weso.es/link/16903596470
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Fig. 2. Example of a Shape Expression tree for the Person Shape Expression

5.2 Subsetting Algorithm Using Pregel and ShEx

Algorithm 1: The PSchema algorithm as implemented in Rust
Input parameters:

g: Graph[V, E]
l: L

Output:
sub: Graph[V, E]

maxIters = see Lemma 1
initialMsgs = None
return Pregel(g,maxIters,initialMsgs,sendMsg,aggMsgs,vProg)

def sendMsg(l: L, g: Graph[V, E]) = msgs where foreach l ∈ L

msgs.insert

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

validate(l, g) if l = TripleConstraint see Algorithm 2

validate(l, g) if l = ShapeReference see Algorithm 3

validate(l, g) if l = ShapeAnd see Algorithm 4

validate(l, g) if l = ShapeOr see Algorithm 5

validate(l, g) if l = Cardinality see Algorithm 6

None otherwise

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

def aggMsgs(msgs: M) = msgs where

msgs.insert

({
msg if msg �= None

∅ otherwise

)

def vProg(l: L, g: Graph[V, E], msgs: M) = labels.concatenate(msgs)

PSchema is a Pregel-based algorithm that creates subsets of RDF-based Knowl-
edge Graphs using Shape Expressions. The algorithm’s core idea is to validate
the nodes of the Shape Expression tree T in a bottom-up manner, proceeding
from the leaves to the root. The validation is performed in a reverse level-order
traversal of the tree. The algorithm comprises two main phases: initialization and
validation. During the initialization phase, the initial messages are generated and
sent to the vertices, while also setting up the superstep counter and threshold.
This phase establishes the baseline for subsequent steps. In the validation phase,
referred to as the local computation, the Shapes of the tree T are validated. The
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vertices are updated based on the messages they receive from their neighbors.
The aforementioned Pregel fork is publicly accessible on Github5. For a formal
description of the procedure, refer to Algorithm 1.

Algorithm 2: Validate method for the TripleConstraint Shape
Input parameters:

l : L
( , p, o): ( , p ∈ P, o ∈ O)

Output:
msg : M

match l .object
case Value(v)

if p == l .predicate ∧ o == v then
return l

case Any
if p == l .predicate then

return l

A formal description of the validating algorithms for each of the currently
implemented Shapes is provided. Note that the input parameters are simplified,
as in the actual implementation of the algorithm it can access the whole Graph.
Having said that, the first method that is described is the validating algorithm for
the TripleConstraint Shape, as seen in Algorithm 2. This Shape corresponds
to the most basic representation of a Node Constraint. In that manner, it is
verified if a node satisfies the predicate and object constraints. In other words,
if it exists an outgoing edge from a certain node to another determined by the
Shape that is being validated currently. Note that the Object may be an actual
value or any.

Algorithm 3: Validate method for the ShapeReference Shape
Input parameters:

l : L
( , p, o): ( , p ∈ P, o ∈ O)

Output:
msg : M

if p == l .predicate ∧ o == l .reference.object then
return l

5 https://github.com/weso/pregel-rs.

https://github.com/weso/pregel-rs
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The ShapeReference is in charge of evaluating the cases in which the object
of a Triple Constraint is an IRI; that is, a reference to another Shape. Even if
the algorithm behaves similarly to the description before, the implementation
details vary as the value referenced has to be retrieved. Refer to Algorithm 3.

Algorithm 4: Validate method for the ShapeAnd Shape

Input parameters:
l : L
( , p, o): ( , p ∈ P, o ∈ O)

Output:
msg : M

ans ← true
forall l ∈ l .shapes do

ans ← ans ∧ validate(l, g)

if ans then
return l

The ShapeAnd constraint checks whether all the Shapes wrapped by it are
valid. Having all the children already evaluated, it is going to be checked if all
of them hold for every node in the graph. This is, the ShapeAnd acts as a logical
and for a grouping of Shapes. Refer to Algorithm 4.

Algorithm 5: Validate method for the ShapeOr Shape
Input parameters:

l : L
( , p, o): ( , p ∈ P, o ∈ O)

Output:
msg: M

ans ← false

forall l ∈ l .shapes do

ans ← ans ∨ validate(l, g)

if ans then
return l

The ShapeOr constraint checks whether any Shape wrapped is valid. Having
all the children already evaluated, it is going to be checked if any of them holds
for every node in the graph. This is, the ShapeOr acts as a logical or for a
grouping of Shapes. Refer to Algorithm 5.
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Algorithm 6: Validate method for the Cardinality Shape
Input parameters:

l: L
( , p, o): ( , p ∈ P, o ∈ O)
prevMsg: M

Output:
msg: M

count ← prevMsg.count()
match l.min

case Inclusive(min)
if count ≤ min then

min ← true

case Exclusive(min)
if count < min then

min ← true

match l.max
case Inclusive(max)

if count ≥ max then
max ← true

case Exclusive(max)
if count > max then

max ← true

if min ∧ max then
return l

The Cardinality constraint is in charge of checking whether the Shape
referenced is valid a certain number of times in the neighborhood of every node
in the graph. That is, the number of times the neighboring nodes are valid for a
certain Shape. The concept of inclusivity or exclusivity allows for the range to
be closed or open, respectively. Refer to Algorithm 6.

Lemma 1 (Convergence of the PSchema algorithm). Given a Shape

Expression tree T and a Knowledge Graph G, let h denote the height of T ;
then the PSchema algorithm is going to converge in h supersteps. This is, the
algorithm is going to validate all the Shapes of T in h supersteps.

Example 7 (Example of the subset generated by the PSchema algorithm). Given
the RDF-based Knowledge Graph G = 〈S,P,O, ρ〉 from Example 1 and the ShEx
schema se defined in Example 2, the ShEx-based matching subgraph of G from
se is the RDF-based Knowledge graph G′ from Example 5, which is represented
in Turtle syntax as follows, refer to RDFShape for more information:

https://rdfshape.weso.es/link/16905837719
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1 PREFIX : <http://example.org/>

2 PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

3

4 :alan :placeOfBirth :warrington ;

5 :dateOfBirth "1912-06-23"^^xsd:date ;

6 :employer :GCHQ .

7

8 :warrington :country :uk .

9

10 :wilmslow :country :uk .

5.3 Optimizations

Columnar storage [1] is a data warehousing technique used in databases and
data processing systems. Unlike traditional row-based storage, where data is
stored in rows, columnar storage organizes data in columns, grouping values of
the same attribute. Columnar storage enables better data compression, as simi-
lar data types are stored together, reducing the storage footprint. This leads to
faster data retrieval and reduced I/O operations when querying specific columns.
It is advantageous for analytical workloads that involve aggregations or filter-
ing on specific attributes, as they only need to read the relevant columns. It
also enhances query performance by leveraging vectorized processing, as modern
CPUs can perform operations on entire sets of data (vectors) more efficiently
than on individual elements, further improving query speeds.

Caching. Dictionary encoding [15] is a data compression technique where unique
values in a column are assigned numerical identifiers (dictionary indices) and
stored in a separate data structure. The actual data in the column is replaced with
these compact numerical representations. This technique significantly reduces the
storage footprint, especially when columns contain repetitive or categorical data
with limited distinct values, as predicates in real-life scenarios.

In data processing scenarios with repeated patterns and aggregations, caching
with columnar storage and dictionary encoding can lead to performance improve-
ments. The reduced data size allows more data to be cached within the same
memory capacity, maximizing cache utilization. Additionally, the focused access
ensures that only the necessary data is retrieved, further enhancing cache effi-
ciency. The cache can hold a large amount of relevant data, minimizing the
need for costly disk accesses and accelerating query response times, ultimately
resulting in a more efficient and responsive data processing system.

6 Experiments and Results

Two different Knowledge Graphs are going to be used to test the algorithm,
namely, Uniprot6 and Wikidata. The former is a database that contains infor-
mation about proteins [3], while the latter is a general-purpose knowledge base
6 https://ftp.uniprot.org/pub/databases/uniprot/current release/rdf/.

https://ftp.uniprot.org/pub/databases/uniprot/current_release/rdf/
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having a dump created the 21st August 2017. As the serialization format of
Uniprot is RDF/XML, the riot utility from Apache Jena is used to convert from
RDF/XML to N-Triples. Refer to the examples in the GitHub repository7.

As it is seen, the results obtained are similar regarding the size of the sub-
sets. That is, the optimizations have no impact on the validity of the tool;
this is, the subsets are correct for the Shape defined. For this, two Shapes
were created during the Japan BioHackathon 2023 [8], namely, protein and
subcellular location. When comparing the optimized version against its
counterpart, the time consumption is reduced by 38% and 35%; while the mem-
ory consumption is decreased by 43% and 38%, respectively. Hence, the opti-
mizations are effective both time and memory-wise. The next experiment will
focus on how the algorithm behaves when its parameters are modified (Fig. 3).

Fig. 3. Time and memory consumption to create Uniprot’s subsets

In the second experiment, the number of Wikidata entities, the depth, and
the width of the ShEx tree were modified. The results are depicted in Fig. 4.
It was observed that the execution time followed a linear trend in all scenarios.
This indicates that as the number of Wikidata entities increased, the execution
time increased at a consistent rate. Additionally, the depth and width of the
ShEx tree influenced the execution time similarly, displaying a linear correlation.

Fig. 4. Time to create the subsets of Wikidata with pschema-rs

7 https://github.com/angelip2303/pschema-rs/tree/main/examples/from uniprot.

https://github.com/angelip2303/pschema-rs/tree/main/examples/from_uniprot
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7 Conclusions and Future Work

A novel approach for creating subsets of RDF-based Knowledge Graphs using
Shape Expressions and the Pregel framework is presented. The PSchema algo-
rithm is described, including the different steps followed in the Pregel imple-
mentation. Moreover, the support data structure and the optimizations applied
are also described. Two Shapes were created during the Japan BioHackathon
2023 [8] for testing the tool and its validity regarding the optimizations applied.
The subsets resulting subsets have the same size in both scenarios. When com-
paring the optimized version against its counterpart, the time consumption is
reduced by 38% and 35%; while the memory consumption is decreased by 43%
and 38%, respectively. Hence, the optimizations are effective. The next experi-
ment focused on how the algorithm behaves when its parameters are modified.
It was observed that the execution time followed a linear trend in all cases.

PSchema could be extended to support more complex ShEx features like
recursive Shapes, and an early-prune strategy to reduce the cost of the local
computation. The algorithm should receive the ShEx schema as an input, rather
than programmatically creating desired Shape instance. It is planned to give
support for WShEx [5], a ShEx-inspired language for describing Wikidata enti-
ties, where qualifiers about statements and references can be used for validating
purposes. This would allow the algorithm to be used in a wider range of scenarios.

To conclude, PSchema, being a Pregel-based Knowledge Graph validating
algorithm, allows the processing of large-scale Knowledge Graphs. This is espe-
cially relevant in the Bioinformatics, where the integration of data from multiple
sources is needed. What’s more, inference algorithms can be applied to the sub-
sets generated, which is not possible in larger Graphs due to their sizes.
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Abstract. In the era of Web 3.0, there is an increasing demand for
social image tagging that incorporates knowledge-centric paradigms and
adheres to semantic web standards. This paper introduces the ITAQ
framework, a recommendation framework specifically designed for tag-
ging images of aquatic species. The framework continuously integrates
strategic knowledge curation and addition at various levels, encompass-
ing topic modelling, metadata generation, metadata classification, ontol-
ogy integration, and enrichment using knowledge graphs and sub graphs.
The ITAQ framework calculates context trees from the enriched knowl-
edge dataset using AdaBoost classifier which is a lightweight machine
learning classifier. The CNN classifier handles the metadata, ensuring a
well-balanced fusion of learning paradigms while maintaining computa-
tional feasibility. The intermediate derivation of context trees, computa-
tion of KL divergence, and Second Order Co-occurrence PMI contribute
to semantic-oriented reasoning by leveraging semantic relatedness. The
Ant Lion optimization is utilized to compute the most optimal solution
by building upon the initial intermediate solution. Finally, the optimal
solution is correlated with image tags and categories, leading to the final-
ization of labels and annotations. An overall precision of 94.07% with the
lowest value of FDR of 0.06% and accuracy of 95.315 % has been achieved
by the proposed work.

Keywords: CNN · AdaBoost · KL Divergence · SOC-PMI

1 Introduction

Image tag recommendations are keywords or phrases associated with images
to categorize and describe their content. They aid in enhancing discover-ability
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Ortiz-Rodriguez et al. (Eds.): KGSWC 2023, LNCS 14382, pp. 135–150, 2023.
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and engagement. Tags are employed in social media, blogs, and other platforms.
The selection of precise tags is essential for representing the subject or theme
of the image. It enables users interested in specific topics to easily locate the
content. Popular or trending tags can enhance visibility and reach. The addition
of relevant and descriptive tags augments the probability of appearing in search
results. Image tags play a crucial role in organizing and optimizing image-based
content.

Motivation: There is a clear need for a strategic model framework that specif-
ically focuses on generating tags and labelling images for the aquatic species.
The aquatic domain often receives less attention in tagging efforts due to the
unique nature of these underwater animals. However, it is of utmost importance
to tag and label such species, as there exist several unknown entities within
this domain. As the web’s data explodes and we move from Web 2.0 to Web
3.0, a semantically driven model gains vital importance. It helps understand
data meaning, making web navigation and information utilization easier. Hence,
there is an urgent requirement for a model that can effectively tag and label
aquatic species datasets using a semantic approach.

Contribution: The proposed framework introduces several innovative
approaches to strategically enhance the knowledge density of entities derived
from the dataset. This is accomplished using techniques such as structural topic
modelling, the generation of RDF entities using resource description frames,
and the incorporation of upper ontologies, knowledge graphs, and subgraphs.
Another key strategy involves metadata generation through PyMarc, alongside
other methods employed to encompass and consolidate knowledge within the
model. We use a powerful deep learning classifier, specifically a CNN, to handle
and refine the metadata, resulting in improved accessibility. This contributes
to the formalization of context trees utilizing an agent. For an Effective initial
classification, we use a lightweight machine learning classifier, the AdaBoost clas-
sifier. Semantic reasoning is achieved by utilizing computation techniques such
as KL divergence and SOC-PMI measures to generate the initial solution, which
is further optimized through the Ant Lion optimizer to yield the most optimal
set of solutions.

Organization: Meaning of the paper is organized as follows. Related Work is
depicted in section two. Proposed System Architecture is depicted as Section
Three. Section Four depicts the Performance Evaluation and Results. Atlast the
Performance is concluded in Section Five.

2 Related Works

Lui et al. [1] present experimental findings that highlight the effectiveness of
their proposed algorithm in enhancing the accuracy of tag recommendation.
In a separate study, Lin et al. [2] focus on object recognition and propose a
novel method that combines sparse coding and spatial pyramid matching to
improve the accuracy of object recognition systems. They provide evidence of
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the improved performance achieved through their approach. Mamat et al. [3]
propose a technique to enhance the image annotation process specifically for fruit
classification. Their method utilizes deep learning algorithms to automatically
classify and annotate fruit images, resulting in improved accuracy and efficiency.

Deepak et al. [4] proposes a personalized and enhanced hybridized seman-
tic algorithm for web image retrieval. It incorporates ontology classification,
strategic query expansion, and content-based analysis to improve the accuracy
and efficiency of image search on the web. Kannan et al. [5] introduces a tech-
nique for suggesting web images that combines sophisticated approaches in deep
learning and machine intelligence. The suggested method aims to improve the
recommendation of web images by offering more precise and personalized sug-
gestions. Sejal et al. [6] proposes an image recommendation method based on
ANOVA cosine similarity. The approach utilizes ANOVA and cosine similarity
measures to provide effective image recommendations.

Chen et al. [7] introduces a method called Attentive Collaborative Fil-
tering for multimedia recommendation. This approach incorporates item- and
component-level attention mechanisms to improve the accuracy of recommenda-
tions. Lin et al. [8] discusses how image processing techniques can be harnessed
to extract valuable information from images, enabling a more comprehensive
understanding of user preferences. By integrating image data into the recom-
mendation process, the proposed system aims to provide more personalized and
relevant recommendations to users, enhancing their overall experience. Shankar
et al. [9] introduces SIMWIR, a semantically inclined model for web image rec-
ommendation. It utilizes integrative intelligence to provide more effective and
con-textually relevant recommendations for web images.

Kong et al. [10] presents a construction method for an automatic matching
recommendation system for web page image packaging design. The system uti-
lizes a constrained clustering algorithm to generate relevant and visually appeal-
ing recommendations. It is published in Mobile Information Systems. Niu et al.
[11] introduces a neural personalized ranking method for image recommendation.
This approach aims to enhance the accuracy and relevance of image recommen-
dations by leveraging personalized ranking algorithms within a neural network
framework. By combining neural networks and personalized ranking algorithms,
the proposed approach in the paper addresses the challenge of effectively rec-
ommending images based on individual preferences and user feedback. Bobde
et al. [12] presents SemWIRet, a semantically inclined strategy for web image
recommendation that leverages hybrid intelligence. The approach incorporates
semantic analysis and hybrid intelligence techniques to improve the accuracy
and relevance of image recommendations.

In [4,13–16], and [17] semantic models for inclusive recommen-dations have
been put forth where the focus is on knowledge based modeling and recom-
mendations through facts on the basis of semantics oriented reasoning us-ing
benchmark knowledge is discussed.
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3 Proposed System Architecture

The system architecture of the ITAQ framework, as shown in Fig. 1, has been
designed with the objective of improving the assessment of information associ-
ated with categories and labels within an image dataset. This improvement is
achieved by implementing techniques from structural topic modelling (STM).
STM is used to uncover underlying topics and structures within the dataset,
making categories and labels more meaningful and informative. By considering
the World Wide Web as a reference corpus, STM incorporates topic modelling
to reveal previously undiscovered and relevant entities as topics, thereby enrich-
ing the informative content of categories and labels. However, it’s important
to acknowledge that STM has certain limitations in identifying topics, which
high-lights the need for strategic knowledge accumulation. In the context of the
aquatic species domain, relying on a single source of knowledge is insufficient.
There-fore, the framework generates RDF (Resource Description Framework) to
incorporate interdisciplinary heterogeneous multi-source knowledge. The RDF
enables the integration of diverse knowledge from various sources, allowing for
a comprehensive understanding of aquatic species. This integration of knowl-
edge enhances the information measure of categories and labels by incorporating
insights from different disciplines.

Fig. 1. System Architecture for the Proposed ITAQ Framework

RDF, also known as Resource Description Framework, is a framework that
utilizes subject, predicate, and object (S, P, O) to express any information. It
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follows a triadic structure where the predicate acts as the bridge between the
subject and object. The predicate can take the form of a URL, a term, or a link.
However, for simplicity, the predicate can be omitted, and the RDF structure
can be represented as (S, O). The reason for omitting the predicate is because
it complicates the entire process computationally as. Since predicate is placed
between subject and object, predicate can either be a term, sentence or a URL.
When it is a term or sentence, it can be easily parsed and handled. Rather, when
it is a URL, the URL must be handled by inputting. By looking onto the actual
contents of keywords in the URL which definitely needs more computational
cycles and it can be omitted due to the reason and the fact that the subject
and the object of the ontology due to the reason, the fact that the subject and
the object of an ontology are specific entities which itself is sufficient to provide
lateral co-occurrence semantics. The predicate will simply add to the semantics
of a subject and object which is always not which is not required. The subject
and object itself will be correlated and they will be able to establish shift with
each other and henceforth predicate is dropped. This representation preserves
the fundamental elements of RDF.

The subject terms within the RDF structure are used to generate metadata
using PyMarc, a strategic tool. PyMarc leverages the existing structure of the
World Wide Web to produce metadata, which leads to significant increase in
the volume of metadata. This substantial growth enhances the density of knowl-
edge. To transform this knowledge into atomic units and enable its integration
into the model, a powerful deep learning classifier called Convolutional Neural
Networks (CNN) is used for classification. In relation to each object term in
the generated RDF, upper ontologies are constructed using a tool named Onto-
Collab. OntoCollab simplifies the creation of upper ontologies, which offer a
higher-level categorization and organization of concepts and entities within the
RDF structure.

To generate upper ontologies, OntoCollab is chosen as the preferred tool. The
decision to prioritize upper ontologies from the objective of achieving a high den-
sity of relevant entities. The upper ontology is designed with a maximum of seven
levels, excluding individuals, while preserving core concepts and sub-concepts.
For each upper ontology created, nodes are connected to the Google Knowledge
Graph API, which facilitates the loading of knowledge graphs and subgraphs.
The reason for using onto collab is because it integrates domain experts for which
belongs to who belong to the domain of the ontology. In this case, 23 domain
experts 24 domain experts were shortlisted and were asked to log into. So, based
on the domain of aquatics species, several web documents and e-books compris-
ing of aquatic and marine sciences were given as link for which ontology was
generation. The upper ontology was restricted up to seven levels, excluding the
individuals, and it was ensured that the seven levels were directly related to the
domain of choice and had very little deviants from the immediate superseding.
The immediate concept above the features of the generated ontology comprised
of all the domain related specifics in terms of concepts and sub concepts of
aquatic and marine sciences.
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The Google Knowledge Graph API acts as a community-contributed,
community-verified, and crowd-sourced knowledge repository. Developers gain
access to an extensive collection of structured data through Google’s Knowledge
Graph API. It enables seamless retrieval of comprehensive information about
entities such as individuals, locations, and organizations. By harnessing this
API, developers can enrich their applications with intelligent and context-aware
functionalities. The Knowledge Graph API enables developers to build powerful
and informative applications with abundant and detailed information.

Using the Google Knowledge Graph API, highly relevant knowledge graphs
and subgraphs are loaded for each node. These knowledge graphs and subgraphs
are then aggregated into their respective nodes, resulting in the creation of a
comprehensive formalized knowledge graph that encompasses instances. Along-
side the entities classified by the CNN classifier, this knowledge graph is utilized
to build a context tree. The context tree follows a hierarchical structure, extend-
ing up to 18 levels. Unlike a graph, a context tree at each level consists of a single
sub-node or child, forming a linear context chain. This ensures a well-structured
and organized representation of the information. To facilitate this process, a
semantic agent is employed, developed using AgentSpeak. The semantic agent
plays a crucial role in managing and manipulating the knowledge graph, enti-
ties, and the construction of the context tree, enabling efficient and effective
processing of information.

AgentSpeak is utilized as the strategic tool for designing the agent, enabling
effective communication and reasoning. The Lance and Williams Index is used to
compute strategic relevance. The context trees are formed with a stringent step
deviation of 0.15. This is necessary due to the large number of entities obtained
from the Google graph and subgraph, as well as the metadata acquired from the
PyMarc tool. Subsequently, the upper ontology is generated to provide a higher-
level categorization and organization of concepts and entities within the system.
The combination of AgentSpeak, strategic relevance computation, context tree
formation, and upper ontology generation enhances the overall representation of
knowledge and improves the reasoning capabilities of the system.

The generated upper ontologies undergo feature selection using Renyi entropy
with a step deviation of 0.10. The selected features are then inputted into the
AdaBoost classifier to classify the image dataset, resulting in classified instances
that enhance the atomicity and permeability of the dataset. AdaBoost is cho-
sen for its lightweight nature and strong classification capabilities. Furthermore,
the classified instances and context trees undergo further processing utilizing KL
divergence and SOC-PMI (Second-Order Co-occurrence Pointwise Mutual Infor-
mation) measures. KL divergence with a step deviation of 0.15, while SOC-PMI
uses a median threshold of 0.50. The median threshold is selected for SOC-
PMI to capitalize on its inherent strength, while KL divergence is applied with
strictness. This ensures a balanced approach. Despite the robust step deviation
employed in the Lance and Williams Index, the formulated context trees yield a
significantly large number of entities, forming the initial solution set. This set’s
size is attributed to the multitude of entities derived from Ontology Knowledge,
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Google Knowledge Graph subgraph, and the PyMarc tool. To obtain an optimal
solution set, the Ant Lion Optimizer, a metaheuristic algorithm, is deployed. It
utilizes SOC-PMI as the intermediate objective function and iterates until all
entities in the initial solution set are exhaustively considered. The resulting enti-
ties are subsequently ranked and subjected to review by domain experts. After
the review process, these entities are integrated with the category annotations
in the image dataset using categories or labels, and the tags are finalized.

The finalized tags do not require any further review as the review process
already incorporates human cognition. The consumption of tags is entirely auto-
mated in nature, eliminating the need for manual intervention.

A convolutional neural community (CNN) is designed to technique struc-
tured grid-like data, like pictures or movies. It excels in computer vision tasks
by using autonomously studying and extracting widespread capabilities from
the raw input information. The key element of a CNN is the convolutional layer,
which employs small filters or kernels to carry out convolution operations, pro-
ducing function maps. The values of those characteristic maps are computed the
usage of Eq. 1, involving the input image represented as f and the kernel denoted
as h. The resulting matrix’s row and column indexes are labeled as m and n
respectively.

G[m,n] = (f ∗ h)[m,n] =
∑

j

∑

k

h[j, k] · f [m − j, n − k] (1)

In CNNs, we add extra layers like pooling and fully connected layers to
improve their performance. Pooling layers help shrink the feature maps, keeping
important details intact. This reduces the computational workload and makes
the network more adaptable to different inputs. Fully connected layers, placed at
the network’s end, deal with more complex features and ultimately determine the
classification or regression results. These additional layers enhance the CNN’s
ability to recognize patterns and make accurate predictions.

The dimensions of the input tensor, referred to as the 3D matrix, follow Eq. 2:
n represents the image size, f is the filter size, nc denotes the number of channels
in the image, p is the used padding, s is the used stride, and nf stands for the
number of filters.

[n, n, nc] ∗ [f, f, nc] =
[⌊

n + 2p − f

s
+ 1

⌋
,

⌊
n + 2p − f

s
+ 1

⌋
, nf

]
(2)

CNNs have a special ability to learn and understand data in a hierarchical
way. As they dig deeper into the information, they can grasp more complex
and abstract features. This means they can detect simple things like edges and
textures, but also recognize more advanced concepts like objects or scenes. To
train a CNN, we need a large set of labeled examples. The network adjusts
its internal settings using a process called backpropagation, which helps it get
closer to the correct answers. Through this repetitive learning, the CNN becomes
skilled at making accurate predictions even on new, unseen data.
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AdaBoost, also known as Adaptive Boosting, is a type of machine learning
method used for classification tasks. AdaBoost is a clever algorithm that makes
use of multiple weak classifiers to do a good job in classification tasks. It does this
by adjusting the importance of training examples. In the beginning, all examples
have the same importance. Then, AdaBoost trains a weak classifier, which is not
perfect but better than random guessing. After each round of training, it pays
more attention to the examples it got wrong, giving them higher importance in
the next round.

This process is repeated for a set number of iterations. Finally, the weak
classifiers are combined to create a strong classifier, and their alpha values,
which indicate their importance, are used as weights. During classification, each
weak classifier makes a prediction, and the final prediction is determined by
considering the weighted combination of these individual predictions. AdaBoost
focuses more on challenging examples, giving them more weight in the learning
process. By combining multiple weak classifiers, it achieves high accuracy even
when using simple classifiers. The key to its success lies in selecting the right weak
classifiers. AdaBoost works well for various classification problems, especially
when dealing with lots of features or noisy data.

1. For a dataset with N number of samples, we initialize the weight of each data
point with wi =1/N

2. For m = 1 to M:
(a) Sample the dataset using the weights wi to obtain training samples xi

(b) Fit a classifier Km using all the training samples xi

(c) Compute ε =
∑

yi �=Km(xi)
w

(m)
i

∑
yi

w
(m)
i

where yi is the ground truth value of the target variable, w
(m)
i is weight

of the sample i at iteration m
(d) Compute αm = 1

2 ln 1−ε
ε

(e) Update all the weights w
(m+1)
i = w

(m)
i e−αmyKm(x)

3. New predictions computed by K(x) = sign
[∑M

m=1 αmKm(x)
]

Adaboost is a helpful classification algorithm, but it has some challenges. If
the weak classifiers are too complex or if we use too many iterations, it might
overfit the data, meaning it focuses too much on the training examples and
doesn’t generalize well to new data. Additionally, Adaboost is sensitive to out-
liers, which are unusual data points that can be misclassified and given too
much importance. Despite these issues, Adaboost has many practical applica-
tions. It’s used in various fields, such as face detection and object recognition.
The final classifier created by Adaboost is good at handling difficult examples,
which reduces errors in classification. Its strength lies in combining simple clas-
sifiers to deal with complex tasks effectively.

The Ant Lion Optimization Algorithm is a clever method inspired by how
ant lions behave in nature. The algorithm starts by randomly creating a pop-
ulation of Ant Lions, and each Ant Lion represents a potential solution to a
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specific optimization problem. As the algorithm runs, it goes through two main
behaviors: waiting and pouncing. In the waiting phase, Ant Lions stay in their
current positions and build traps to attract ants. In this context, the Ant Lion’s
position represents a potential solution, and the number of ants attracted to the
trap reflects how good that solution is. Ant Lions continuously adjust their traps
based on the quality of the solutions they’ve caught so far. During the pounc-
ing phase, Ant Lions assess nearby traps and explore other potential solutions.
Based on what they find, they decide whether to move to a new position in the
search space. The movement rules determine where the Ant Lion goes, helping it
explore areas that haven’t been tried yet. After moving, the Ant Lion evaluates
the quality of its new position and adjusts its trap accordingly.

This process of waiting and pouncing continues for a set number of iterations
or until a specific condition is met. As time goes on, the Ant Lions get better at
finding superior solutions because their traps become more enticing, capturing
higher-quality solutions. The algorithm maintains a balance between exploring
new possibilities and exploiting promising areas. It uses randomness to achieve
this balance, which helps it explore different parts of the solution space while
also making the most of valuable areas. This is how the Ant Lion Optimization
Algorithm efficiently solves optimization problems.

�Anti = [Ai,1, Ai,1, . . . , Ai,d] (3)

Anti represents the ith ant, while Ai,d represents the position of the ith ant in
the dth dimension.

x (t) = [0, c (2t (t1) − 1) , c (2t (t2) − 1) , . . . , c (2t (tT ) − 1)] (4)

T represents the maximum number of iterations. tthi refers to the ith iteration,
and tthT represents the T th iteration. c denotes the cumulative summation, and
r (t) is a random function calculated as specified in Eq. 5.

r(t) =

{
1 if rand ≥ 0.5
0 if rand < 0.5

(5)

t represents the iteration index, and rand is a randomly generated number
in the range [0, 1].

The effectiveness of the Ant Lion Optimization Algorithm depends on its
settings, like trap size, trap updating rules, and movement rules. By adjusting
these parameters, the algorithm can be customized to work well for different
types of problems. The great thing about this algorithm is that it can be used
for a wide range of optimization problems. It works for continuous, discrete,
and combinatorial problems. It has been successfully applied in various fields,
including engineering, data mining, and many others. This flexibility and proven
success make the Ant Lion Optimization Algorithm a valuable tool for solving
different kinds of real-world challenges.

The RDF is a framework for representing information about resources in a
structured and machine-readable manner. It uses a subject-predicate-object (S-
P-O) triple format to express relationships between entities. RDF enables the
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integration and exchange of data across different domains and applications. It
provides a flexible and extensible means to model and link diverse sources of
information on the web, facilitating efficient data integration and interoperabil-
ity.

Let p(x) and q(x) be two probability distributions of a discrete random vari-
able x. That is, both p(x) and q(x) sum up to 1, and p(x) > 0 and q(x) > 0 for
any x in χ is described in Eq. 6.

DKL (p(x)||q(x)) =
∫

χ

p (x) log
(

p (x)
q (x)

)
μ (dx) (6)

fpmi (ti , w) = log2
f b (ti , w) × m

f t (ti ) f t (w)
(7)

Equation 7 describes the process of calculating relative semantic similarity using
PMI (Pointwise Mutual Information) values from the opposite list, where f t (ti )
represents the frequency of type ti appearing in the entire corpus, f b (ti , w)
denotes the frequency of word ti appearing with word w in a context window,
and m is the total number of tokens in the corpus. For a specific word w a set of
words, Xw is defined and sorted in descending order based on their PMI values
with w The top-most β words are then selected from this set, subject to the
condition that their fpmi (ti , w) values are greater than zero.

A rule of thumb is used to choose the value of β. The β -PMI summation
function of a word is defined with respect to another word. For word w1 with
respect to word w2 is mentioned in Eq. 9.

f (w1, w2, β) =
β∑

i=1

(
fpmi (Xw1

i , w2)
)γ

(8)

where fpmi(Xw1
i , w2) > 0, which sums all the positive PMI values of words in

the set Xw1
i also common to the words in the set Xw2

i .
The Semantic PMI similarity function between the two words, w1 and w2,

is defined in Eq. 9.

Sim (w1, w2) =
f (w1, w2, β1)

β1
+

f (w2, w1, β2)
β2

(9)

The semantic word similarity is normalized, so that it provides a similarity
score between 0 and 1 inclusively.

The Renyi entropy of order α, where α ≥0 and α �=1 , is defined in Eq. 10.

Hα(X) =
1

1 − α
log

(
n∑

i=1

pα
i

)
(10)

Here, X is a discrete random variable with possible outcomes in the set
A = {x1, x2, x3, . . . , xn} and corresponding probabilities pi = Pr(X = xi) for
i = 1, 2, 3, . . . , n.
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The Eq. 11 represents the Lance and William index. This index is used to
calculate the semantic similarity between two groups of entities in a specific sam-
ple. The equation considers the total number of entities in the sample (denoted
by N), and it measures the semantic similarity between the entities in the two
groups. By computing the total semantic information measure (X) for all entities
and the individual semantic information measure (Y) for each entity, this index
provides insights into the overall similarity and information content of the two
groups.

1 −
(

1
n

∑

i

|xi − yi|
(xi + yi)

)
(11)

4 Performance Evaluation and Results

The ITAQ framework proposed, which focuses on recommending tags for aquatic
species, has undergone evaluation using various metrics to evaluate its perfor-
mance. The selected metrics for evaluation in this context includes precision,
recall, accuracy, F-measure percentages to measure the relevance rate and false
discovery rate (FDR) to measure the error rate. The ITAQ framework under
consideration has achieved the highest of all values which includes precision of
94.07%, recall of 96.56%, accuracy of 95.315%, and F measure of 95.2987379%
(all in their average form). Additionally, it has obtained the lowest FDR value,
which is 0.6. In order to assess, compare, and benchmark the performance of
the proposed ITAQ framework, a comparison is made with similar frameworks
for image tag recommendation, namely PTD, ISR, and EIA. The PTD frame-
work has yielded precision of 87.45%, recall of 89.08%, accuracy of 88.265%,
F measure of 88.2574747% and FDR of 0.13 (all in their average form). The
ISR framework has achieved precision of 89.74%, recall of 90.12%, accuracy of
89.93%, F measure of 89.9295986% and FDR of 0.11 (all in their average form).
The EIA framework has resulted precision of 91.74%, recall of 92.09%, accuracy
of 91.915%, F measure of 91.9146668% and FDR of 0.09 (all in their average
form). It is evident that the proposed ITAQ framework has exhibited the high-
est precision, accuracy, F measure percentages, and the lowest FDR value among
the compared frameworks.

The information which is handled in the knowledge graphs comprises of com-
prise the conditions under which the comparison of other models were made is
for the exact same data set for the exact configuration onto which the exper-
imentations were conducted onto which the experimentations were conducted,
the exact conditions and exact configurations onto which the experimentation
were conducted for the exact same data set and the exacts same experimental
setup. The comparison was made by implementing the baseline models in the
exact same environment of the proposed model. The baseline models, particu-
larly the PTD fail to perform well because it utilizes tensor decomposition for
tag recommendation and achieves specialization and personalization within the
model and incorporates social awareness. A major drawback of the PTD model
is the limited presence of auxiliary knowledge. While some auxiliary knowledge
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exists in the PTD model through personalization and the through some social
structure, it is considerably less compared to the proposed ITAQ framework.
The PTD model lacks strategic relevance and computational mechanisms for
semantic-oriented reasoning (Table 1).

Table 1. Comparison of Performance of the proposed ITAQ with other approaches

Model Average

Precision (%)

Average

Recall(%)

Average

Accuracy (%)

Average

F-Measure (%)

FDR

PTD [1] 87.45 89.08 88.265 88.2574747 0.13

ISR [2] 89.74 90.12 89.93 89.9295986 0.11

EIA [3] 91.74 92.09 91.915 91.9146668 0.09

Proposed ITAQ 94.07 96.56 95.315 95.2987379 0.06

The Proposed framework surpasses the ISR model because the ISR model
falls behind in terms of comprehensive integration of diverse knowledge. It lacks
the inclusion of a broad spectrum of features, resulting in a limited understand-
ing of the data. The ISR model has sparse knowledge. The existing tags are not
effectively synthesized to enhance contextual information, leading to an incom-
plete grasp of the data’s meaning. Furthermore, the learning models employed
in the ISR model are simplistic and lack sophistication. They struggle to capture
and depict the relationships between data points. This deficiency contributes to
the model’s inability to accurately calculate tag-tag correlations and image-tag
correlations.

The EIA framework is also inferior to the proposed model because it uses
tag-specific linear sparse reconstruction for image tag completion. It incorporates
linear sparse recommendations and utilizes image similarity and item-tag associ-
ations to establish tag-tag concurrence, indicating a strong correlation between
images and tags. This approach results in strong semantic relevance computa-
tion and reasoning, but it lacks enough substrate data for all semantics. The
knowledge integrated into the model is limited to the available data, and there
is a need for improvement in terms of strategic relevance computation mecha-
nisms. The permeability of knowledge into the localized framework is restricted,
indicating that the knowledge remains dense but fails to effectively integrate into
the framework.

In the experiments, researchers used three different datasets of fish and aquat-
ic animals from Lake Biwa in Japan, observed through carp-mounted video cam-
eras. The dataset employs carp-mounted video loggers for underwater obser-
vations, capturing various aquatic species, particularly fishes, in their natural
habitat. It contains both video and still-image data, offering a comprehensive
view of aquatic behaviors and characteristics. The Marionette Sea Animals Image
Dataset provides a comprehensive collection of images featuring various sea crea-
tures and aquatic organisms. It serves as a rich source of visual data, allowing
researchers and enthusiasts to explore and study the diverse marine fauna. They
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also included data from the Lake Erie, Western Basin Aquatic Vegetation dataset
from 2018. This dataset, compiled in 2018, provides valuable information and
data related to the various species of aquatic plants and vegetation present in this
region. Researchers and environmentalists can use this dataset to gain insights
into the distribution, composition, and ecological significance of aquatic vegeta-
tion in Lake Erie’s Western Basin. Instead of using these datasets separately, the
researchers combined them into one big dataset using a custom annotator. To do
this, they annotated the images based on their tags and categories. If an image
didn’t have categorical information, they transformed it by removing at least
one label and adding it as a category. This process improved and enriched the
dataset. Although the datasets didn’t have strong correlations, the researchers
partially merged them based on their categories. The remaining data points were
given priority and integrated into the unified dataset. By combining and inte-
grating these datasets, the researchers created a larger and more diverse dataset.
This allowed them to conduct more comprehensive and reliable experiments in
their study.

The researchers used Google Collaboratory and Python 3 for their implemen-
tation. They used specific tools like Onto-Collab to create the upper ontology,
a Meta Tag RDF generator to generate RDF, and PyMarc to create meta-
data. For the Convolutional Neural Network (CNN) configuration, they used
the Keras platform. To develop the semantic agents, they utilized AgentSpeak,
a framework designed for building intelligent agents. The formulation of formulas
involved context trees, KL divergence, and SOC-PMI, which they integrated into
the agent using AgentSpeak. Additionally, they incorporated the Ant Lion Opti-
mizer within the AgentSpeak framework. The effectiveness of the proposed ITAQ
framework over the baseline models can be attributed to various factors. Firstly,
it uses various methods to generate auxiliary knowledge, assimilating categorical
labels from the dataset. Furthermore, the framework leverages structural topic
modeling to enhance this auxiliary knowledge and provide contextualization.

Additionally, the framework generates RDF to represent the acquired knowl-
edge. To handle the complexity of the triadic structure, the framework retains
the subject-object relationship and strengthens lateral co-occurrence and seman-
tic knowledge by keeping them integrated. For every object, an upper ontol-
ogy is created, and both the knowledge graph and subgraphs are obtained
using Google’s Knowledge Graph API. Metada-ta generation is achieved through
the implementation of PyMarc. Furthermore, a Convolutional Neural Network
(CNN) is utilized as a robust deep learning classifier for tasks involving classifica-
tion and automation. Moreover, the ITAQ framework incorporates context-free
formalization computing to compute semantic relevance through techniques such
as KL divergences, SOC-PMI, and Ant Lion optimization. Feature selection is
performed using Renyi entropy, and the dataset is classified using the Adaboost
classifier. These techniques contribute to a robust ecosystem of learning and
reasoning, with the strategic inclusion of knowledge at each stage of the model.
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Fig. 2. Precision Vs Number of Recommendations Graph

Figure 2 illustrates the recommendation precision of different models, includ-
ing the ITAQ framework and baseline models (PTD, ISR, EIA). The ITAQ
frame-work shows the highest precision and is positioned at the top of the dis-
tribution curve followed by EIA, ISR and PTD. ITAQ outperforms PTD by
incorporating a wider array of supplementary information, enhancing the preci-
sion of tag recommendations, and utilizing a more powerful classification model
for improved reasoning abilities. ITAQ’s comprehensive integration of knowledge
enables a more thorough comprehension of the data, while PTD’s limited uti-
lization of auxiliary knowledge and reliance on tensor decomposition methods
hinder its performance.

ITAQ outperforms ISR by achieving a more holistic understanding of the
data and generating accurate reconstructions. ISR’s limited feature integration,
simplistic learning models, and weak relevance computation limit its ability to
produce meaningful and accurate results. ITAQ also surpasses EIA by integrating
a broader range of knowledge sources, resulting in a more comprehensive under-
standing of the data. On the other hand, EIA lacks enough substrate data for all
semantics, which hampers its performance. Although EIA incorporates robust
semantic relevance computation and reasoning, its lack of effective knowledge
integration and strategic relevance computation mechanisms limit its overall
performance.
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5 Conclusion

This paper introduces the ITAQ model, which serves as a domain-specific frame-
work for labelling and tagging aquatic plants. Notably, this model stands out
as one of the pioneering efforts aimed at specifically addressing the tagging
of images containing aquatic species. The process of knowledge enrichment is
accomplished through a range of techniques, including structural topic mod-
elling, RDF generation, and the utilization of the Google Knowledge Graph API
to create an upper ontology and enhance knowledge graphs. The RDF object is
employed to generate metadata, which is subsequently classified using a CNN
classifier. The formalization of context trees is achieved through the implementa-
tion of semantic agents, while the computation of KL divergence and SOC-PMI
measure aids in semantics-oriented reasoning, resulting in the formulation of an
initial solution. Optimization techniques utilizing an Ant Lion-based optimizer
are employed to obtain the optimal set of solutions, while the Adaboost classifier
plays a crucial role in the initial classification of the dataset. These contributions
demonstrate novelty and uniqueness within the proposed model and overall re-
call of 96.56% and F measure of 95.2987379% with the lowest value of FDR
0.06% in the proposed model.
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Abstract. This paper considers the problem of semantically typing pet
products using only independent and crowdsourced reviews provided
for them on e-commerce websites by customers purchasing the prod-
uct, rather than detailed product descriptions. Instead of proposing new
methods, we consider the feasibility of established text classification algo-
rithms in support of this goal. We conduct a detailed series of experi-
ments, using three different methodologies and a two-level pet product
taxonomy. Our results show that classic methods can serve as robust
solutions to this problem, and that, while promising when more data is
available, language models and word embeddings tend both to be more
computationally intensive, as well as being susceptible to degraded per-
formance in the long tail.

Keywords: pet products · e-commerce taxonomy · text classification ·
semantic typing

1 Introduction

Semantic typing and ontology alignment have both been considered as critical
methods in domain-specific knowledge graph (KG) construction pipelines [1,2].
The latter aims to match concepts between two ontologies, while the former
can take on several forms in practice. One application of semantic type is to
take a text description or context of a KG instance (e.g., a product for sale)
and to assign it automatically to one or more concepts in a given ontology.
In e-commerce, ontologies often tend to look more like taxonomies, and these
taxonomies can have significant impact on such aspects as the website-layout of
the e-commerce provider [3–5], as well as recommendations served to consumers
visiting the e-commerce website.
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However, while consumer items such as books, clothes, and movies have been
widely studied in the recommendation and machine learning literature, pet prod-
ucts (despite their economic footprint and their relevance to many modern pet-
rearing consumers [6,7]) have been less studied. As with other e-commerce prod-
ucts, consumers often leave reviews for the pet products that they purchase. Our
guiding hypothesis in this paper is that such reviews may help us to semantically
type the product into fine-grained categories (e.g., Cat Accessories), without
requiring additional information such as a description of the product.

At the same time, the problem is not trivial because many reviews contain a
lot of distracting or irrelevant information (or may not contain enough relevant
information that would point us toward the semantic type of the product), and
independent reviewers tend to exhibit a variety of writing styles. Fortunately,
because of research conducted in natural language processing and other similar
communities, it is possible to apply existing and promising text classification
methods even with a small amount of training data. These methods are also
widely used in industry. Because these methods are already established, the focus
of this paper is not to propose a ‘new’ method. Rather, we consider whether, and
to what extent, such methods can be feasibly adapted for the stated problem
of semantically typing products using only their reviews. With this hypothesis-
driven goal in mind, we organize the paper as a experimental study investigating
the following research questions (RQs):

1. RQ 1: Can ordinary text classification methods be feasibly applied to publicly
contributed reviews of pet products to provide a non-trivial semantic type for
the product using a pre-defined pet product taxonomy?

2. RQ 2: Are reviews describing pet products in some fine-grained, relatively
uncommon semantic types in the taxonomy (e.g., Reptile Decor & Acces-
sories) more difficult to classify than other more common semantic types in
the taxonomy (e.g., Dog Food & Treats)?

The first research question is seeking to understand the merits and demerits
of various existing text classification methods, and to understand whether these
are indeed suitable for semantic typing on the basis of reviews alone. To the best
of our knowledge, there has been no study evaluating this question, despite the
enormous economic impact of pet product sales, advertisements and online rec-
ommendations. As part of the first research question, we also investigate whether
some semantic typing methodologies work better than others. For example, is it
better to semantically type each review of a product (since a product can have
multiple independently provided reviews) independently, followed by aggregat-
ing the semantic types using some type of ensemble technique, or is it better to
‘concatenate’ or combine all reviews of a product into a single document and
simply classify that one document (per product)? Furthermore, when evaluat-
ing each text classification method, should we compute accuracy measures on a
per-review basis, or on a per-product basis? We discuss these methodologies and
their experimental implications in detail as part of our results.

The second research question is investigating whether there is a ‘long-tail’
problem in this domain, which may preclude the use of more data-intensive
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methods (like fine-tuned language models) for categories like Reptile Decor &
Accessories leading to higher probability of errors than for common categories
like Dog Food & Treats.

The rest of this paper is structured as follows. We begin with a discussion
of relevant related work in Sect. 2. Because we have organized this paper as an
experimental study of the enumerated research questions above, rather than as
proposing new approaches or algorithms, we follow Sect. 2 with a detailed section
on the materials and methods for the proposed study in Sect. 3. The results of
the study are discussed in Sect. 4, followed by a brief discussion (Sect. 5) before
concluding the paper (Sect. 6).

2 Related Work

There has been increasing focus on e-commerce applications in recent years due
to the digital footprint of many businesses on the Web, and the clear appli-
cation of KGs and other Semantic Web technologies to this domain. Beyond
e-commerce, semantic typing itself has been recognized as an important prob-
lem in recent years [8–11], especially in the Semantic Web, where the use of text
data is still a relatively new development considered to an earlier era when text
data was not so extensive. Aligning two ontologies or taxonomies has instead
witnessed far more research, but is orthogonal to the problem being addressed
in this paper.

Although our work focuses on semantic typing, rather than KG construc-
tion as traditionally designed, we note that, within certain ontologically heavy
domains like biology and e-commerce, ontologies and KGs are largely inter-
twined. In biology, the Gene Ontology, while technically an ontology as its name
suggests, has been argued to serve the purpose of a KG in practice [12,13], and
similar arguments have been presented for e-commerce ontologies such as the
Amazon Product Graph [14].

Text classification, including the methods used in this paper, have a long his-
tory and many applications, extending far beyond the KG community. We cite
[15,16] as representative papers and surveys. Given this tradition of research, as
noted earlier, our focus in this paper is not on developing novel text classifica-
tion methods and algorithms, but on evaluating their application to a different
problem where they have not been applied specifically in support of semantic
typing. We note finally that semantic typing, as modeled in this paper, is a
multi-class classification problem, which separates it from more ordinary binary
classification. The former has been recognized to be more challenging than the
latter in a number of papers; see, for example, [17].
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3 Materials and Methods

3.1 Construction of Pet Product Taxonomy

We constructed the pet product taxonomy for our study by drawing upon pet
product concepts in the widely used Google Product Taxonomy taxonomy1 as a
guide. To determine the most relevant categories to use, we sampled the product
reviews and aligned them with the general taxonomy, limiting the taxonomy to
two levels for a more concise approach. For the first level of the taxonomy,
we limited our focus to the five most common pet types in the dataset: Dogs,
Cats, Birds, Fish and Reptiles, which were designated as the (Level 1) product
category. To further distinguish between different product sub-types (e.g., Dog
Supply versus Dog Pharmacy), we created another, more precise level, based
on our manual assessment of a small set of sampled product descriptions and
reviews. The resulting structure of the final taxonomy used for the study is
shown in Fig. 1:

Fig. 1. The two-level taxonomy for pet products used in this paper for the experimental
study.

3.2 Data

We used public data on pet product reviews available in the HuggingFace reposi-
tory2. The dataset contains 2,643,619 reviews (each representing a purchase by a
consumer) of Amazon pet products in the US, featuring 15 different e-commerce
related attributes, including product title, product id, review body, review head-
line, and review date.

1 https://www.google.com/basepages/producttype/taxonomy-with-ids.en-US.txt.
2 https://huggingface.co/datasets/amazon us reviews/viewer/Pet Products v1 00/

train; Accessed: Jan 25, 2022.

https://www.google.com/basepages/producttype/taxonomy-with-ids.en-US.txt
https://huggingface.co/datasets/amazon_us_reviews/viewer/Pet_Products_v1_00/train
https://huggingface.co/datasets/amazon_us_reviews/viewer/Pet_Products_v1_00/train
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Table 1. Keywords(case insensitive) used to categorize products in the datasets in
top-level categories.

Top-level category Keywords

Dog dog, puppy, doggie

Cat cat, kitten, kitty, kittie

Fish fish, betta

Bird bird, budgies

Reptile reptile, bearded dragon, pogona

To determine the top-level concepts in our taxonomy, we used a set of man-
ually determined animal-specific keywords on the product title (Table 1). Based
on keyword matching, we determined that approximately 64% were related to
dogs, 30% were about cats, and the remainder were related to birds, fish, and
reptiles.

Each pet’s numerous product types, such as toys, bowls, cages, and carriers,
can make classifying the second-level categories a challenging task. To simplify
this process, we used our own judgment and referred to the general taxonomy
to group the product types into a more limited number of common categories.
The outcome of this classification is presented in Table 2, where the simplified
second-level subcategories can be found.

To address data imbalance in training the text classifiers, we used stratified
sampling with manual labeling of 1,000 data points. Stratification was applied
to the Level 1 categories (Product Level) by examining the product title field
to identify the associated animal category. In cases where the product title was
ambiguous, product reviews were used for further identification. We then man-
ually labeled each datapoint with the Level 2 subcategory as the label.

The labeled dataset enabled us to retrieve a total of 24,804 product trans-
action reviews (since there can be multiple reviews per product) to train, and
then test, the text classifiers. We divided the manually labeled sample per Level
1 category into a training set (80% of sample) and test set (20% of sample). The
division was conducted at the level of the category to ensure adequate represen-
tation of Level 1 categories in both sets3.

Frequency statistics of the training dataset are tabulated in Table 2. One
caveat to note is that the percentages in the table are computed over products,
not reviews. Although the dataset contains over 2 million reviews, the number
of unique products is much smaller (124,487 unique products).

3 We could have also done a ‘global’ 80-20 split of the entire manually labeled sample
of 1000 products, but this would not have guaranteed that all Level 1 categories
were, in fact, represented. This is especially the case due to the ‘long-tail’ nature of
the distribution: Level 1 categories like Reptile are significantly less prevalent in the
sample and in the overall dataset than Dog or Cat.
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3.3 Text Classification Methods and Metrics

We consider five established text classification systems in our experiments:

1. Bag-of-words: The bag-of-words, or TF-IDF, model is a classic approach
for doing text classification. TF-IDF (Term Frequency-Inverse Document Fre-
quency) is used to measure the importance of a term in a document within
a collection of documents. It evaluates the significance of a term by con-
sidering both its frequency in the document and its rarity across the entire
document collection. We used the TfidfVecorizer4 available in the Python
Sk-learn package for the vector transformation, removal of punctuation5 and
stop words6. We set the dimensionality to 100, by only retaining the 100 most

Table 2. Frequency statistics, with a product title example, at the sub-category level
(top-level category is indicated by the first word in the sub-category) in the training
partition. The frequency across all sub-categories for a top-level category sums to 100%.

Sub-category Frequency (%) Example of product title (in sub-category)

Dog Supply 34.23% Lentek Bark Free Dog Training Device

Dog Accessories 33.71% PetSafe Gentle Spray Bark Collar for Dogs

Dog Food, Treats 19.56% Wellness Health Natural Wet Canned Dog Food

Dog Cleaning 8.85% Mutt Mitt Dog Waste Pick Up Bag

Dog Pharmacy 3.65% Dancing Paws Canine Multi Vitamin, 90-Counts

Sub-category Frequency (%) Example of product title (in sub-category)

Cat Supply 51.14% PETMATE 26317 Cat Crazies Cat Toy

Cat Cleaning 21.83% LitterMaid Universal Cat Privacy Tent (LMT100)

Cat Pharmacy 15.90% NutraMax Dasuquin For Cats

Cat Food, Treats 8.32% Sojos Certified Organic Catnip

Cat Accessories 2.81% SSScat - The Ultimat Cat Control System

Sub-category Frequency (%) Example of product title (in sub-category)

Fish Gear 78.43% Insten Adjustable Aquarium Submersible Fish Tank Water Heater

Fish Wellness 16.26% Nualgi Ponds Fish Health and Controls Algae

Fish Food 5.31% Healthy Pond, 3 Lb.Bag

Sub-category Frequency (%) Example of product title (in sub-category)

Bird Supply 62.26% Wesco Pet Kabob Shreddable Bird Toy

Bird Food,Treats 24.27% Kaytee Supreme Bird Food for Parakeets

Bird Cleaning 13.46% Poop-Off Bird Poop Remover Sprayer, 32-Ounce

Sub-category Frequency (%) Example of product title (in sub-category)

Reptile Decor,Accessories 66.87% Exo Terra Reptile Cave

Reptile Cleaning 20.07% Tetra Reptile Decorative Filter

Reptile Bedding, Substrate 8.86% Zilla Reptile Terrarium Bedding Substrate Litter Cleaner Corner Scoop

Reptile Food, Treats 4.30% Zoo Med Reptile Calcium Without Vitamin D3, 48 oz

4 https://scikit-learn.org/stable/modules/generated/sklearn.feature extraction.text.
TfidfVectorizer.html; Accessed: March 1, 2023.

5 https://docs.python.org/3/library/string.html; Accessed: March 1, 2023.
6 https://scikit-learn.org/stable/modules/feature extraction.html#stop-words;

Accessed: March 1, 2023.

https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
https://docs.python.org/3/library/string.html
https://scikit-learn.org/stable/modules/feature_extraction.html#stop-words
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important TF-IDF features. After we vectorized each review, we normalized7

all the vectors using l2-norm. We then trained a logistic regression model8

(with the max iteration parameter set to 10000) using 5-fold cross-validation
to automatically determine the optimal value for the regularization param-
eter. The model directly gives us a probability that a review is associated
with a product sub-category, which we can apply to the test set to compute
performance metrics like precision and recall (described subsequently). Other
methods described below work in a similar fashion, the only difference being
the manner in which the text is vectorized. We also trained text classifiers for
predicting the Level 1 product category, but almost all methods were able to
get near-perfect performance on this simpler problem.

2. FastText: A second approach that we incorporate in the study is FastText,
which is a word embedding technique that uses a neural network (in our case,
the skip-gram architecture) to learn real-valued vectors by sliding a window
over the text, and optimizing a function using the neural network. FastText
breaks words down into subword units (character n-grams), allowing it to
capture morphological information and handle out-of-vocabulary words. We
preprocessed the text by tokenizing9, removing punctuation and stop words
and setting the vector dimensionality to 100. Then, we normalize the resulting
vectors and conducting stratified sampling (similar to TF-IDF), we trained
a logistic regression model using similar parameter values. When embedding
the text, we used a window size of 15 as it allows the model to consider more
distant words as context during training. We set the training to be performed
using a single worker thread and the skip-gram algorithm.

3. FastText (pre-trained): This method is similar to the one described above.
The only difference is that we used a pre-trained model instead. We first pre-
possessed the text data by tokenizing, and removing punctuation and stop
words. Rather than using pet review data for deriving the embeddings, we
used the pre-trained FastText model10 available in the gensim Python pack-
age. We then use these embeddings to convert each review-text into a 300-
dimensional vector, similar to the previously described FastText method, but
with the only difference being that the embeddings were obtained from the
pre-trained model, rather than being optimized from scratch on the review
text-corpus. The same logistic regression methodology was used to train the
model, just like with earlier text classification methods.

4. GLoVE (Global Vectors for Word Representation): We employed the
50-dimensional GloVe model11 for generating word embeddings of customer
reviews related to pet products. We followed the same preprocessing steps

7 https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.
normalize.html; Accessed: March 1, 2023.

8 https://scikit-learn.org/stable/modules/generated/sklearn.linear model.
LogisticRegressionCV.html; Accessed: March 1, 2023.

9 https://www.nltk.org/api/nltk.tokenize.html; Accessed: March 1, 2023.
10 Specifically, “fasttext-wiki-news-subwords-300” accessed at https://fasttext.cc/docs

/en/english-vectors.html.
11 https://nlp.stanford.edu/projects/glove/; Accessed: March 1, 2023.

https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.normalize.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.normalize.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegressionCV.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegressionCV.html
https://www.nltk.org/api/nltk.tokenize.html
https://fasttext.cc/docs/en/english-vectors.html
https://fasttext.cc/docs/en/english-vectors.html
https://nlp.stanford.edu/projects/glove/
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as described earlier, and then converted each review into a text vector by
averaging the GloVe embeddings of the constituent words in the review text.
The vectorized reviews were used to train a logistic regression model, exactly
as described earlier.

5. BERT: BERT, or Bidirectional Encoder Representations from Transformers,
uses transformer neural networks and significantly improved over the previous
generation of word embeddings. It was introduced in a paper by Jacob Devlin
and his colleagues from Google in 2018. As our final text classification method,
we used BERT. In consideration of the high computational cost of using
BERT, we used 25% of our manually labeled sample for training and testing,
rather than the entire dataset. For deriving the vectors, we used a publicly
available pre-trained model12. DistilBERT is a smaller, faster, cheaper, and
lighter version of BERT. It is a result of a research project by Hugging Face
and is described in [18]. To maintain conformance with the previous text
classification methods, we continue to divide the manually labeled sample
into an 80-20 split for training and testing purposes, followed by using a
regularized logistic regression for the actual classification.

Of these five methods, we found that the FastText (pre-trained) generally
performed comparably to (or even outperformed) both the FastText and GLoVE
methods on all performance metrics. As all three of these methods rely on a pre-
vious generation of word embeddings (prior to the development of transformers,
and subsequently, large language models), we only show results for the FastText
(pre-trained) out of the three due to space limitations. However, we do comment
on the difference between the FastText (pre-trained) and the other two omitted
word embedding methods in the main text.

Finally, we note that the classification problem considered in this paper is a
multi-class problem, in that each review-text can be assigned exactly one label
from a set of more than two labels, distinguishing it from binary classification.
This is because, even when controlling for the Level 1 category, there are usually
more than two sub-categories per Level 1 category. To account for this, we train
and apply the logistic regression using the one vs. all methodology; namely, for
each sub-category, a logistic regression model is independently trained and eval-
uated. All review-texts with that sub-category as label are considered to have
the positive label, and all other review-texts are considered to have a single ‘neg-
ative’ label (although technically, they are all negative in ‘different’ ways, since
they are split across the other sub-categories). The one vs. all methodology is
fairly standard in multi-class classification, although an alternative methodology,
such as one vs. one could also be considered in future work.

For evaluating each of the classifiers, we use standard performance metrics,
such as precision, recall and F1-measure (or harmonic mean, of precision and
recall). Because the negative samples per classifier far outstrip the positive sam-
ples, the use of ordinary accuracy is not appropriate, as random performance is

12 Specifically, the distilbert-base-uncased model accessed at https://huggingface.co/
distilbert-base-uncased.

https://huggingface.co/distilbert-base-uncased
https://huggingface.co/distilbert-base-uncased
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well above 90%. Similar such issues arise in related KG problem domains like
entity resolution and information extraction [19–21]. Precision is defined as the
ratio of true positives to the sum of true positives and false positives, while recall
is the ratio of true positives to the sum of true positives and false negatives. The
true negatives do not affect either calculation. We also show the support when
reporting the results, defined as the number of actual (or positive) instances in
the specific test set being evaluated.

3.4 Experimental Methodology

Although fundamentally, semantic typing of reviews can be modeled as a text
classification problem, there are important methodological issues that have to be
controlled for. The main reason is that a given product can have many indepen-
dent reviews. To formalize the problem, let us assume that a pet product p (e.g.,
Tick Collar for Cats and Kittens) with sub-category P (e.g., Cat Accessories)
is associated with a set R of n >= 1 reviews13 {r1, . . . , rn}. With this basic
framework in place, we consider three reasonable experimental methodologies in
this paper, denoted as RRR, RRP and PPP:

1. In the RRR approach, training, testing and evaluation are all conducted at
the level of individual reviews. The text classifier, using one versus all logistic
regression as described earlier, is set up so that it takes as input a single
review text, and outputs a label (whether it belongs to the product sub-
category associated with the trained logistic regression, or not). Each review
in the test set is considered as a single data point. The product p is therefore
a latent variable, and plays no role in training or testing.

2. In the RRP approach, the model is trained exactly as in the RRR approach.
However, when evaluating the model on the test set, the product p is no
longer consider as a latent variable, but as the unit of classification (i.e., each
product p is now considered a unique data point, rather than each review cor-
responding to the product). Because the classifier is only trained to output a
label per review, we derive a label for the product by taking the majority-label
of the product’s reviews as the predicted label for that product. In principle,
this method is similar to ensemble methods, although we are aggregating over
labels output by the same classifier over multiple reviews (inputs) rather than
labels output by multiple classifiers over the same input.

3. In the PPP approach, we first consolidate all the reviews of a product into
a single document, so that, in effect, there is only one ‘review’ per product.
We do this both for the training and test sets. The label is still the prod-
uct sub-category. Training, testing and evaluation are now all at the level of
products than at the level of individual reviews. In principle, this method
can be directly compared to the previous method, as the evaluation is at the

13 Note that, because we have partitioned products into training and test sets, reviews
would not ‘straddle’ the two sets: either all n reviews for a product would be allocated
to the training set partition, or to the test set partition.
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product level for both methods, and they are technically using the same ‘infor-
mation sets’ even though they are using them differently. Neither method can
be directly compared to the first (RRR) method, and we only include it in
the experiments by way of comparison. In practice, either the RRP or PPP
method would be selected for a semantic typing implementation, and one of
our key experimental goals is to determine which one empirically yields higher
performance.

4 Results

Table 3 shows the experimental results for three selected text classification meth-
ods at the sub-category level, assuming the RRR methodology. The table shows
that classic methods, such as bag-of-words, tend to work quite well across the
different sub-categories compared to the other methods. However, as expected,
not all sub-categories are equally difficult. Even in sub-categories for popular
pets like dogs and cats, some sub-categories (e.g., Dog Pharmacy) have perfor-
mance that is surprisingly lower (70% F-Measure), at least on a relative basis.
Generally, we found that when one method tends to decline in performance on
a given sub-category, other methods do so as well, although the drop is not as
visible. Later, in Sect. 5, we further elaborate on the performance-correlation
between the methods.

Considering the two methods not shown in the table (GLoVE and corpus-
trained FastText), we found that the corpus-trained FastText did outperform
the pre-trained FastText (shown in the table) when using the RRR methodol-
ogy, but it also tended to fail when too little data available was available for
training, as is the case for the Reptile Food, Treats sub-category. Interestingly,
these methods also tend to out-compete a much larger language model, appro-
priately fine-tuned, such as BERT. One reason may be that the data available
is not enough for BERT to fine-tune on. Evidence for this can be found in the
higher performance seen for BERT in sub-categories with thousands of samples
in the support, compared to those with lower numbers of samples. Even in these
cases, however, the bag-of-words is still found to perform quite well, attesting to
its reputation as a method of first resort on problems like these.

Tables 4 and Table 5 respectively show the experimental results for the text
classification methods at the sub-category level, assuming the RRP and PPPP
methodology. Recall that, for these methodologies, evaluation was done at the
product level, in contrast with the previous methodology (where evaluation was
done at the review level). Because there are far fewer products than reviews,
the support is much smaller in both Tables 4 and 5. The performance of the
bag-of-words is now found to be near-perfect in Table 4, and improvements are
also noted for some of the other methods (especially BERT, where for some sub-
categories, near-perfect performance is observed). Nevertheless, the bag-of-words
continues to obtain the best performance compared to the other methods.

In Table 5, differences in performance are more apparent, and the bag-of-
words also does not perform as well. Note that one key difference between the
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PPP and RRP methodology is that training is done at the ‘product’ level for
the former, since all reviews for the product are now concatenated into one
large text document, which is then tagged with the product sub-category. In
contrast, for RRP, we first train and classify at the individual review level,
and only aggregate these ‘ensemble’ classifications into a single product sub-
category classification after the fact. The performance-contrast of PPP with
RRP is especially noteworthy as it provides clear evidence that training and
validating on reviews, even if the ultimate evaluation is conducted on product
classification, is the best way to proceed methodologically rather than a more
‘symmetric’ or direct training (and testing) on products.

5 Discussion

Returning to the two motivating research questions with which we had begun this
paper, the results showed that, for the first research question, classic methods
like bag-of-words should be considered as a good initial baseline for addressing
the semantic typing problem. The evidence does not directly lend itself to trying
out more advanced methods like BERT without carefully evaluating whether
the bag-of-words method achieves the desired performance that an e-commerce

Table 3. Results (Precision/Recall/F-Measure/Support) across three representative
text classification methods using the RRR experimental methodology.

Sub-category Bag-of-words FastText (pre-trained) BERT

Dog Supply 0.97/0.96/0.97/8224 0.8/0.8/0.8/8224 0.74/0.76/0.75/2055

Dog Accessories 0.96/0.98/0.97/8099 0.82/0.86/0.84/8099 0.78/0.82/0.8/2027

Dog Food, Treats 0.95/0.95/0.95/4701 0.77/0.79/0.78/4701 0.75/0.78/0.77/1179

Dog Cleaning 0.98/0.95/0.96/2127 0.85/0.75/0.8/2127 0.8/0.69/0.74/525

Dog Pharmacy 0.69/0.72/0.7/878 0.74/0.51/0.6/878 0.69/0.34/0.45/222

Cat Supply 0.96/0.97/0.97/12511 0.86/0.93/0.89/12511 0.84/0.94/0.89/3115

Cat Cleaning 0.94/0.94/0.94/5342 0.8/0.78/0.79/5342 0.8/0.74/0.77/1344

Cat Pharmacy 0.88/0.88/0.88/3890 0.76/0.73/0.74/3890 0.74/0.7/0.72/967

Cat Food, Treats 0.8/0.83/0.82/2035 0.74/0.57/0.65/2035 0.73/0.6/0.66/513

Cat Accessories 0.66/0.54/0.6/687 0.72/0.45/0.55/687 0.91/0.35/0.51/177

Fish Gear 1/1/1/284 0.88/0.96/0.92/284 0.81/95/0.88/74

Fish Wellness 0.98/0.92/0.95/59 0.71/0.59/0.65/59 0.25/0.08/0.12/13

Fish Food 0.82/0.95/0.88/19 0.67/0.11/0.18/19 0/0/0/4

Bird Supply 0.98/1/0.99/291 0.82/0.9/0.86/291 0.8/0.89/0.84/72

Bird Food, Treats 1/0.96/0.98/114 0.74/0.68/0.71/114 0.67/0.67/0.67/10

Bird Cleaning 0.98/0.95/0.97/63 0.76/0.56/0.64/63 0.86/0.4/0.55/15

Reptile Décor, Accessories 0.98/1/0.99/199 0.87/0.96/0.91/199 0.82/0.92/0.87/51

Reptile Cleaning 1/1/1/60 0.89/0.85/0.87/60 0.73/0.57/0.64/14

Reptile Bedding, Substrate 1/0.96/0.98/26 0.94/0.67/0.74/26 0.25/0.17/0.2/6

Reptile Food, Treats 1/0.77/0.87/13 0.67/0.15/0.25/13 0.33/0.25/0.29/14
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Table 4. Results (Precision/Recall/F-Measure/Support) across three representative
text classification methods using the RRP experimental methodology.

Sub-category Bag-of-words FastText (pre-trained) BERT

Dog Supply 0.98/0.99/0.98/94 0.95/0.77/0.85/92 0.8/0.72/0.76/74

Dog Accessories 0.99/0.99/0.99/113 0.86/0.97/0.91/117 0.78/0.9/0.84/100

Dog Food, Treats 0.98/1/0.99/65 0.83/0.97/0.9/66 0.79/0.86/0.83/58

Dog Cleaning 1/1/1/18 0.89/0.84/0.86/19 0.81/0.76/0.79/17

Dog Pharmacy 1/0.92/0.96/25 0.92/0.52/0.67/21 0.83/0.29/0.43/17

Cat Supply 0.99/1/0.99/94 0.85/1/0.92/94 0.8/0.99/0.89/90

Cat Cleaning 1/1/1/41 0.92/0.8/0.86/41 0.89/0.92/0.91/37

Cat Pharmacy 1/1/1/31 0.83/0.91/0.87/33 0.89/0.86/0.87/28

Cat Food, Treats 1/1/1/47 0.98/0.83/0.9/48 0.96/0.58/0.72/43

Cat Accessories 1/0.94/0.97/17 0.9/0.53/0.87/17 0.9/0.64/0.75/14

Fish Gear 1/1/1/13 0.71/0.94/0.81/18 0.61/1/0.76/14

Fish Wellness 1/1/1/10 0.75/0.67/0.71/9 0/0/0/6

Fish Food 1/1/1/3 0/0/0/5 0/0/0/3

Bird Supply 1/1/1/25 0.87/0.93/0.9/29 0.58/0.93/0.72/15

Bird Food, Treats 1/1/1/16 0.92/0.85/0.88/13 0.83/0.42/0.56/12

Bird Cleaning 1/1/1/5 0.6/0.5/0.55/6 1/0.4/0.57/5

Reptile Décor, Accessories 1/1/1/10 0.62/1/0.77/10 0.55/0.67/0.6/9

Reptile Cleaning 1/1/1/1 1/1/1/1 0/0/0/1

Reptile Bedding, Substrate 1/1/1/2 1/0.25/0.4/4 0/0/0/3

Reptile Food, Treats 1/1/1/5 1/0.4/0.57/5 1/0.5/0.67/4

organization might desire. These methods also tend to be more computation-
ally intensive compared to algorithms like TF-IDF. More generally, however,
the results suggest that semantic typing is feasible using review text alone. To
the best of our knowledge, such feasibility has not been demonstrated in prior
studies; rather, far greater focus was placed on semantic typing using text that
was believed to be directly pertinent to semantic typing, such as a description of
the product. An intriguing question arises as to whether it might be possible to
semi-automatically ‘construct’ a product ontology using only a large corpus of
review texts. We leave investigating such a possibility for future research, but we
note that it would have significant implications for e-commerce organizations,
as it would allow them to use reviews for semantic typing, which they may not
have not considered before.

Concerning the second research question, we find that some techniques do
encounter the ‘long-tail’ problem when semantically typing review texts corre-
sponding to product sub-categories like Reptile Cleaning. The bag-of-words is
found to be more robust, perhaps due to it not being as parameter-heavy as the
newer neural networks. Finally, we find that the manner in which the training
and testing is set up (the three experimental methodologies i.e., RRR, RRP
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Table 5. Results (Precision/Recall/F-Measure/Support) across three representative
text classification methods using the PPP experimental methodology.

Sub-category Bag-of-words FastText (pre-trained) BERT

Dog Supply 0.89/0.76/0.82/21 0.94/0.76/0.84/21 0.5/0.38/0.43/21

Dog Accessories 0.9/0.96/0.93/27 0.93/0.96/0.95/27 0.7/0.85/0.77/27

Dog Food, Treats 0.79/0.79/0.79/14 0.93/0.93/0.93/14 0.71/0.84/0.77/14

Dog Cleaning 1/0.8/0.89/5 1/0.6/0.75/5 0/0/0/5

Dog Pharmacy 0.67/0.86/0.75/7 0.5/0.86/0.63/7 0.5/0.43/0.46/7

Cat Supply 0.9/0.9/0.9/20 0.91/1.0/0.95/20 0.65/0.75/0.7/20

Cat Cleaning 0.86/0.75/0.8/8 1/0.75/0.86/8 0.5/0.5/0.5/8

Cat Pharmacy 1/0.71/0.83/7 0.71/0.71/0.71/7 0.29/0.29/0.29/7

Cat Food, Treats 0.79/1/0.88/11 0.91/0.0.91/0.91/11 0.6/0.55/0.57/11

Cat Accessories 0.5/0.5/0.5/4 0.75/0.75/0.75/4 0/0/0/4

Fish Gear 0.75/1/0.86/6 0.86/1/0.92/6 0.6/1/0.75/6

Fish Wellness 1/0.33/0.5/3 0.67/0.67/0.67/3 0/0/0/3

Fish Food 1/1/1/1 0/0/0/1 0/0/0/1

Bird Supply 0.88/0.88/0.88/8 1/0.75/0.86/8 0.8/1/0.89/8

Bird Food, Treats 1/0.75/0.86/4 0.8/1/0.89/4 0.67/0.5/0.57/4

Bird Cleaning 0.5/1/0.67/1 0.5/1/0.67/1 0/0/0/1

Reptile Décor, Accessories 0.6/0.75/0.67/4 0.8/1/0.89/4 0.67/1/0.8/4

Reptile Cleaning 0/0/0/0 NA/NA/NA/0 NA/NA/NA/0

Reptile Bedding, Substrate 0/0/0/1 1/1/1/1 0/0/0/1

Reptile Food, Treats 0/0/0/1 0/0/0/1 0/0/0/1

and PPP) can significantly influence performance estimates. Since the ultimate
goal is to semantically type reviews into product sub-categories, the RRP and
PPP methodologies are more aligned with the goal than the RRR methodology.
Between the RRP and PPP methodology, the former is clearly a better way of
modelling the problem, as it allows for a higher quality output without using
any extra information.

Finally, it is instructive to consider the correlation between the different text
classifiers. Specifically, when one method performs badly on a sample, do other
methods do so as well, or are different methods labelling different instances
incorrectly? Table 6 provides a ‘confusion matrix’ of instance-counts where one
method is correct (column) but another is incorrect (row). Congruent with the
results in Sect. 4, we find that there are few instances where the bag-of-words is
incorrect and the other methods are correct; however, these are also not trivially
small (>50), and on a larger sample, would still count for significant errors. At
the same time, we do not see a correlation or pattern in the confusion matrix
(for the non bag-of-words methods) that would seem to suggest a bias.

We also provide some qualitative examples in Tables 7 and 8 for specific
reviews where none of the methods obtained a correct result, and a case where
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2 out of 4 methods obtained a correct result. We also indicate which systems
classified incorrectly, and what the ‘wrong’ label was. These instances illustrate
the difficulty of the problem, and potential avenues for future research to improve
the outcome.

Table 6. A count of the number of test instances, assuming the RRR methodology, that
the method indicated in the column header classified correctly, but that the method
indicated in the row classified incorrectly. The BERT system is not included, as it is
not tested on exactly the same sample as the other methods (only 25% of the sample,
as detailed earlier).

Model Bag-of-words FastText FastText (pre-trained) GLoVE

Bag-of-words NA 67 68 61

FastText 7019 NA 1855 1707

FastText-pre-trained 9052 3887 NA 2390

GLoVE 14907 9061 8252 NA

Table 7. Examples of a review (Cat Accessories sub-category), with product title, and
other details of which system(s) wrongly classified the sub-category, with the wrong
classification.

Cat Accessories Review Body Product Title System Classified Correctly Wrong Classification

All Incorrect Great product! For nine
months we had a problem
with our 5-year old cat pot-
tying in our kitchen rather
than the catbox. I took her to
the vet several times, spent
hundreds of dollars on vet
bills looking for a reason in
order to treat it. Nothing
made a difference. I bought
this product 2 months ago.
IT WORKED! She is back
to using the catbox and our
kitchen smells like a kitchen
again.

Catit Design Senses Food Maze 0 Food and treats

2/4 incorrect Collars are great for my cats.
The break-away feature is
great un case they get caught
on something. Takes care of
ticts and fleas says mosquitoes
too. I buy these every year.
They also last 8 months and
Adam Plus Breakaway Flea

Tick Collar for Cats and Kittens, 13” Bag-of-words, FastText Pharmacy
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Table 8. Examples of a review (Dog Pharmacy sub-category), with product title, and
other details of which system(s) wrongly classified the sub-category, with the wrong
classification.

Dog Pharmacy Review Body Product Title System Classified Correctly Wrong Classification

All Incorrect I own stud dogs and breed
English bulldogs. It’s always
been important for me to
have healthy quality dogs but,
I’ve had a real problem with
one of my males. He’s always
been thin and has looked
unhealthy I’ve really strugled
with him. I’ve taken him to
vets, Ive given him high calo-
rie foods I’ve tried every-
thing and haven’t been able to
get him looking the way I’d
like him to look. Luckily Im
always on Amazon just look-
ing at thing and I came across
the bully supplements. The
price was right so I figured
I’d give it a try I had noth-
ing to lose. It’s been a little
over a month and suprisingly
Ive seen quiet some improve-
ment. Walter is looking bet-
ter and eating more then nor-
mal I can’t wait to see him in
6 mobths. What’s been a real
suprise is that I also started
my other male on the supple-
ments and wow he’s looking
really good. I call him my lit-
tle beefcake. I highly recom-
mend this product to every-
one owning a bully breed. You
can’t go wrong.

Vita Bully Vitamins for Bully
Breeds: Pit Bulls, American
Bullies, Exotic Bullies, Bull-
dogs, Pocket Bullies, Made in
the USA

0 Food and treats

2/4 incorrect The product is great. The
seal 0n 1 bottle was bro-
ken. Half of the bottle leaked
out. Thanks, Sharon Ames
I am not returning it. Can
you replace it?Thanks again
and EcoEars Dog Ear Cleaner
Infection Formula. For Itch,
Head Shaking, Discharge

EcoEars Dog Ear Cleaner
Infection Formula. For Itch,
Head Shaking, Discharge and
Smell. Natural Multi Symp-
tom Ear Cleaner for Clean-
ing Away Most Dog Ear Prob-
lems. 100 Guaranteed

Bag-of-words, FastText Food and treats, Supply

6 Conclusion

This paper considered the problem of semantically typing pet products using
only reviews provided for them, rather than descriptions or product titles.
Results were promising and showed that this is indeed feasible, and that classic
methods can serve as robust solutions. Language models and word embeddings
are also promising, but are computationally more intensive, and are suscepti-
ble to the long-tail phenomenon. The experimental results also suggest many
possibilities for future research, including conducting semantic typing using a
much larger taxonomy or ontology, deeper error analysis, and strategic use of
generative large language models like ChatGPT.
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Abstract. The Metadata Object Description Schema (MODS) was
developed to describe bibliographic concepts and metadata and is main-
tained by the Library of Congress. Its authoritative version is given as
an XML schema based on an XML mindset which means that it has
significant limitations for use in a knowledge graphs context. We have
therefore developed the Modular MODS Ontology (MMODS-O) which
incorporates all elements and attributes of the MODS XML schema. In
designing the ontology, we adopt the recent Modular Ontology Design
Methodology (MOMo) with the intention to strike a balance between
modularity and quality ontology design on the one hand, and conserva-
tive backward compatibility with MODS on the other.

1 Introduction

XML – a markup language – is designed to organize information [6]. The main
design goal is to store and share information while maintaining human and
machine readability. Also, the purpose of XML Schema is to serve as a descrip-
tion for an XML document, within it detailing the constraints on the structure,
syntax, and content type. The schema outlines rules and constraints for elements,
attributes, data types and relationships between them. It also helps ensure that
the XML document conforms with the expected structure, serving as a way of
validation. It is important to note that XML structures information in a hierar-
chical form, essentially representing a tree structure.

The Metadata Object Description Schema (MODS) [7] is an XML schema
developed by the Library of Congress’ Network Development in 2002 to be used
to describe a set of bibliographic elements. MODS contains a wide range of
elements and attributes using which a well-rounded description can be pro-
vided about bibliographic elements. For instance, it has elements to describe
Title Information, Type of Resource, Genre of Resource, Origin Information, Target
Audience, Access Restrictions of the material, etc. Furthermore, MODS also has
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attributes to outline additional important information, to name a few: Display
Label (describes how the resource under description is being displayed), Lang
(points to the language that is used for the content of an element: imagine a
book title that is French), Authority (specifies the organization that has estab-
lished the usage of, for instance, an acronym), etc. General example use-cases of
MODS lie within the realm of describing metadata of Journal Publications (one
or more), Research Projects, Experiments, Books, etc.

While XML schema does a decent job in imposing structure on XML data, it
lacks some desirable features. In the age of data, where cleaning, pre-processing,
and managing data takes up a large chunk of resources in data operation, it is
desirable to have the ability to organize data in such a way that allows semantic
expressiveness of the data and conveys information on relationships between
various concepts by means of a graph structure [5] as opposed to the XML tree
structure, in the sense of modern knowledge graphs [3], e.g. based on RDF [2]
and OWL [8]. An XML schema

– lacks semantic expressiveness to convey relationship among concepts, con-
text of data;

– lacks native support for automated reasoning and inference;
– lacks a common framework that allows integration of data from various

sources;
– possesses a hierarchical nature with a rigid structure which makes it rather

less flexible with respect to incorporation of different perspectives;
– and lacks native support for querying.

Ontologies as knowledge graph schemas, on the other hand, provide a struc-
tured and graph-based way to represent knowledge in an application domain. By
defining the necessary vocabulary, concepts, entities, and relationship between
concepts, ontologies allow a meaningful interpretation of the data.

The reason we have developed the Modular MODS Ontology (MMODS-O) is
to address some of the challenges which the MODS XML schema exhibits. Indeed
MMODS-O is designed to strike a balance between conservative backward-
compatibility with the MODS XML schema and quality modular ontology design
principles following the MOMo methodology [10,11]. The modular structure in
particular is supportive of simplified extending, modifying or removing parts of
the ontology.

We have created 34 modules and patterns to capture the entire MODS XML
schema. To provide semantic robustness, we have re-engineered some of the
modules from their XML schema definition. The schema is expressed in the form
of an OWL Ontology and extensive documentation is available on Github1.

One of our target use-cases for MMODS-O is to provide a metadata structure
to a large-scale collaborative research project, where the knowledge graph would
contain information such as different research groups, experiments performed,
geo-location information, associated publications, presentations, book-chapters,
collaborators etc.

1 https://github.com/rushrukh/mods metadata schema/tree/main/documentation.

https://github.com/rushrukh/mods_metadata_schema/tree/main/documentation
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We would like to point out that this is not the first attempt towards develop-
ing a MODS Ontology. However, our version is an improvement over the exist-
ing ontology across multiple aspects, including modular structure, adherence to
MOMo quality control principles, rich axiomatization, extensive documentation.
We will outline some of the key improvements over previous work in Sect. 3. In
general, our contributions are:

1. Development of the modular ontology, where some of the modules differ sig-
nificantly from the original MODS XML schema in order to reflect good
ontology design principles.

2. Carefully considered and rich axiomatization to scope intended usage and to
provide automated reasoning capabilities.

3. Complete documentation of the graph schema outlining each of the modules,
associated axioms, competency questions.

The rest of the paper is organized as follows. Section 2 contains the descrip-
tion of key modules from our ontology. In Sect. 3, we describe related work
and highlight some of the key differences of our modeling with previous efforts.
We conclude in Sect. 4. The ontology is available as serialized in the Web
Ontology Language OWL from https://github.com/rushrukh/mods metadata
schema/tree/main/modules.

2 Description of the MODS Ontology

The general usage of the MMODS-O (and MODS) lies in the realm of expressing
bibliographic metadata. Indeed, the details in the XML schema reflect the asso-
ciation with bibliographic applications. From the top level elements and their
attributes in the MODS XML schema, we have identified 34 modules to be part
of MMODS-O. Some of the key modules are briefly described below. The pri-
mary goal of using formal axiomatization2 in MOMo is to limit unintended use
and to disambiguate the modules, but axioms can also be used for logical infer-
ences [4]. The axioms are expressed using the OWL 2 DL profile [8]. Note that
for all the modules outlined here, the list of axioms is not complete as we only
highlight some of the most important axioms for brevity. The complete list of
axioms and modules can be found in the documentation pointed to earlier.

The modules that we selected for presentation in this paper include some
that deviate most from the underlying MODS XML schema. We touch upon the
differences throughout and will discuss them further in Sect. 3.

We make extensive use of schema diagrams when discussing modules fol-
lowing the suggested visual coding from the MOMo methodology [10] where
further explanations can be found: orange (rectangular) boxes indicated classes;
teal (dashed) boxes indicate other modules (and usually also the core class of
that module); purple (dashed) boxes with .txt indicate controlled vocabular-
ies (i.e., formally, classes with pre-defined individuals as members, which have

2 A primer on description logic and the notation can be found in [1,5].

https://github.com/rushrukh/mods_metadata_schema/tree/main/modules
https://github.com/rushrukh/mods_metadata_schema/tree/main/modules
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meaning that is defined outside the ontology); yellow (ovals) indicate datatype
values; white-headed arrows are rdfs:subClassOf relationships, all other arrows
are object or data properties, depending on type of node pointed to.

2.1 Overview of the Modules in the Ontology

Figure 1 represents a brief overview of all the modules that are part of the ontol-
ogy. Each of the modules has its separate schema. MODS Item is a reference to
the MODS resource under description. The ontology has 34 modules, while we
highlight some of the key modules later in the paper, details about the other
modules are available in the documentation. Figure 1 suggests almost a tree
structure, which is actually not the case but this is not quite apparent from this
high-level perspective.

2.2 Role-Dependent Names

Role-Dependent Names is an ontology design pattern [4,10] that is useful when
there is an Agent Role that is performed by an Agent. Naturally, Agent will have
a Name. There are instances when an Agent assumes a Role under a particular
Name, but the same Agent will assume a different role under a different Name.
An example for such a scenario would be a writer writing different books under
different pseudonyms. For example, Ian Banks publishes science fiction as “Iain
M. Banks” and mainstream fiction as “Iain Banks”. Another example use case
within the application scope we are primarily interested in could be as follows:
if the resource under description refers to a journal publication, there would
be Agent Roles for authors, which would be assumed by Agents under some
name. Note that names associated with an author may differ between different
publications for a variety of reasons, including different transcriptions from other
languages, inclusion or not of middle names, name changes, etc., and the MODS
XML schema reflects this. While we do not discuss the ontology design pattern
at length here, details can be found in [9] (Fig. 2).

Selected Axioms

� � ≤1providesAgentRole−.� (1)
AgentRole � ≥0hasRoleUnderName.Name (2)

∃assumesAgentRole.Agent � AgentRole (3)

AgentRole � ≤1assumesAgentRole−.Agent (4)
Agent � ≥0assumesAgentRole.AgentRole (5)
Agent � ∃hasName.Name (6)

assumesAgentRole ◦ hasRoleUnderName � hasName (7)

hasName ◦ hasRoleUnderName− � assumesAgentRole (8)
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Fig. 1. An Overview of all the Modules

If an Agent Role is provided, we argue that there must be at most 1 entity
that provides the role which is expressed using an inverse functionality in (1).
Furthermore, we claim that if an Agent Role is assumed, there can be at most 1
Agent who assumes the role, expressed through an inverse qualified scoped func-
tionality in (4). Axioms (1) and (4) essentially state that an AgentRole is unique
to both the Agent and the entity providing the role, i.e., these axioms give guid-
ance as to the graph structure for the underlying data graph. It is not necessary
for an Agent Role to be assumed under a Name which is why we use a structural
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Fig. 2. Schema Diagram for the Role-Dependent Names Pattern

tautology in (2).3 We also argue that, naturally, an Agent must have a name.
Hence we use an existential to convey that in (6).

The Role-Dependent Names module exemplifies very well why an RDF graph
structure is much more natural than an XML tree structure for expressing rel-
evant relationships. In particular, the triangular relationships indicated by the
role chain axioms (7) and (8) cannot be naturally captured in a tree structure,
but really demand a directed graph.

2.3 Element Information

There are many elements within the MODS XML schema which may have a
display label, a combination of attributes that provide external links, and a set
of attributes to describe the language for the resource under description. The
Element Information module is created such that the aforementioned connec-
tions can be expressed conveniently. Concretely, whenever in a module it needs
to be said that the module may have a Display Label, Link Attributes, and Lan-
guage Attributes, we use the module to be a sub-class of the module Element
Information which is expressed using a sub-class of relationship in (9) (Fig. 3).

Selected Axioms

� � ElementInfo (9)
� � ≤1hasLinkAttributes.� (10)

ElementInfo � ≥0hasLinkAttributes.LinkAttributes (11)
� � ∀hasLanguageAttributes.LanguageAttributes (12)
� � ≤1hasLanguageAttributes.� (13)

ElementInfo � ≥0hasLanguageAttributes.LanguageAttributes (14)

3 Structural tautologies are logically inert, however they provide structural guidance
on use for the human using an ontology; see [10].
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Fig. 3. Schema Diagram for the Element Information Module

A module which is a sub-class of Element Information can have at most 1 set
of Link Attributes and 1 set of Language Attributes which in axioms have been
conveyed using functionalities in (10) and (13). Additionally, it is not mandatory
for a module to have a set of Link Attributes and Language Attributes, therefore
we make use of structural tautologies in (11) and (14).

2.4 Organization

The Organization module works in conjunction with the Role-Dependent Names
and Name module. It is important to note that the MODS XML schema does
not have an element named Organization. In order to instill natural semantics
into the ontology, we introduce the Organization module to replace the attribute
“Affiliation” and element “Alternative Names”. The concrete differences are out-
lined in Sect. 3. Organization is used as the main entity which provides an Agent
Role. Naturally, it makes sense for an organization to have a Name. In the case
where an organization is referred to using different names, we denote the pri-
mary name with hasStandardizedName and the rest of the names using hasName
(Fig. 4).

Selected Axioms

Organization � ≥0providesAgentRole.AgentRole (15)
Organization � ∃hasName.Name (16)
Organization � ≥0hasStandardizedName.Name (17)

� � ≤1hasLinkAttributes.� (18)
Organization � ≥0hasLinkAttributes.LinkAttributes (19)

It is not necessary that the Organization under description must provide an
Agent Role. It can be referred in any general context, as such we say in (15)
that an Organization may provide an Agent Role by using a structural tautology.
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Fig. 4. Schema Diagram for the Organization Module

Furthermore, we argue that an Organization, naturally, must have a name and
express that using an existential in (16). To distinguish between different names
and the standardized name, we use (17) to say that the Organization may have
a Standardized Name. Also an Organization may have a set of Link Attributes
to provide additional information (19).

2.5 Name

The Name module is intended to be used for describing entities associated with
the resource under description which may have one or more names. A necessary
element of the Name module is Name Part. All the parts of a name (one or
more) are described through Name Parts. In some cases, a name can refer to an
acronym which is dictated by some Authority where the information regarding
authority is expressed using Authority Information module. It is not uncommon
for a name to have a specific form to display (e.g. Last name, First name),
which is specified using Display Form. Furthermore, if a name has an associated
identifier (e.g. ISBN, DOI), it is expressed using Name Identifier which is a
sub-class of the module Identifier.

In the Name module, there are a few controlled vocabulary nodes (purple
nodes in Fig. 5). To begin with, a Name can be assigned with a Name Type.
MODS XML schema allows 4 name types: Personal, Corporate, Conference,
Family. To let the user select a value from the available options, we make use
of controlled vocabulary. Similarly, if among multiple instances of names, one
particular name is to be regarded as the primary instance, the controlled vocab-
ulary Usage is used to identify that. Another example of controlled vocabulary’s
usage can be seen in Name Part Type. To identify a part of name to be first
name, middle name, or last name the Name Part Type controlled vocabulary
can be used.
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Fig. 5. Schema Diagram for the Name Module
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Selected Axioms

Name � ∃hasNamePart.NamePart (20)

NamePart � hasNamePart−.Name (21)

� � ≤1hasNamePart−.� (22)
Name � ≥0hasNamePart.NamePart (23)

� � ∀hasNamePartType.NamePartType.txt (24)
Name � ≥0hasDescription.Description (25)
Name � ≥0hasNameType.NameType.txt (26)
Name � ≥0isPrimaryInstance.Usage.txt (27)

� � ≤1hasAuthorityInfo.� (28)
Name � ≥0hasAuthorityInfo.AuthorityInfo (29)

NamePart � ElementInfo (30)
NamePart � ¬(∃hasLinkAttributes.∃hasID.�) (31)

NameIdentifier � Identifier (32)

As described in the beginning of this module, a Name must have at least one
NamePart. Otherwise, having a Name which does not have any string value as
part of it would not be natural. We express this using an existential in (20). On
the other hand, to restrict the usage of NamePart outside of Name, we use an
inverse existential to convey that if there is a hasNamePart property, its domain
must be a Name. A Name can also have any number of NameParts, to allow
which we use structural tautology in (23). Axioms (20) and (23) together mean
that there can be one or more NameParts.

The Name module is a sub-class of Element Information (30) which says that
a Name instance may have a set of Link Attributes and/or Language Attributes.
One axiom to note here is (31) which essentially says that, an instance of a Name
cannot have an ID which is a part of Link Attributes. The Link Attributes
module has not been discussed here, we refer to the documentation for further
details.

2.6 Date Information and Date Attributes

Date Information is a key module that has numerous usage within MMODS-O.
A Bibliographic resource may have associated date information to express the
timeline of creation, last updated, physical and/or digital origin information,
etc. Throughout the MODS XML schema, all the date information under dif-
ferent names follow more or less a similar structure. That is why, we realized
the necessity of having a Date Information module which conforms with our
general intention of having a modular, reusable design. Primarily, a DateInfo
instance may have a set of Language Attributes (e.g. date mentioned in multiple
languages), some essential Date Attributes. We have created a Date Attributes
module to further aid reusability and compact design. Another important aspect
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of the DateInfo module is that it must have a type of DateInfoType. Note, that
there is no DateInfoType available in MODS XML schema. We outline the dif-
ferences in detail in Sect. 3 (Fig. 6).

Fig. 6. Schema Diagram for the Date Info Module

Different types of dates across the MODS XML schema generally offer a
similar set of attributes, as such we make use of the DateAttributes module.
The Qualifier identifies the date under description to be either approximate,
inferred, or questionable which is why this is a controlled vocabulary in Fig. 7.
The DateEncoding controlled vocabulary identifies the encoding type of the date
(e.g. w3cdtf, iso8601 ). It is also possible to identify one DateInfo instance to be
the Key Date among different instances of DateInfo using the DateAttributes
with the property isKeyDate which provides a boolean value.

Selected Axioms

� � ≤1hasDateInfo−.� (33)
Thing � ≥0hasDateInfo.DateInfo (34)

DateInfo � ∃hasDateAttributes.DateAttributes (35)
� � ≤1hasDateAttributes.� (36)

DateInfo � ≥0hasDateAttributes.DateAttributes (37)
DateInfo � ∃isOfType.DateInfoType.txt (38)
DateInfo � ∃hasValue.xsd:string (39)

DateAttributes � ≥0hasDateEncodingType.DateEncoding.txt (40)
DateAttributes � ≥0isKeyDate.xsd:boolean (41)
DateAttributes � ≥0isStartOrEndPoint.Point.txt (42)
DateAttributes � ≥0hasAlternativeCalendar.Calendar.txt (43)
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Fig. 7. Schema Diagram for the Date Attributes Module

In order to formalize the intended use, the property hasDateInfo can only
be associated with at most one instance of Thing, expressed using an inverse
functionality (33) wherein a Thing can have 0 or more instances of DateInfo,
expressed using a structural tautology (34). An instance of DateInfo must have
exactly one set of DateAttributes which is conveyed by using a combination of
existential (35) and functionality (36). Furthermore, a DateInfo must have a
DateInfo type (38). The DateInfo type is a controlled vocabulary that contains
a list of Date elements available in MODS XML schema, for example: dateIssued,
dateCreated, dateCaptured, dateModified, dateValid, etc.

We have outlined 7 out of the 34 modules we have created as part of the
MMODS-O ontology. In those 7 modules, we have only discussed the formal
axioms which we considered the most interesting. The documentation contains
a detailed description of all the modules including a comprehensive formalization.

3 Related Work and Comparison with Previous Work

To the best of our knowledge, there is very few published work available regard-
ing ontologies based on MODS. The closest effort appears to be the MODS RDF
Ontology4 available from Library of Congress pages. It appears to be a mostly
straightfoward transcription of the XML schema without significant effort to
make modifications to adjust to the ontology paradigm. We will use this for
comparison; as it is very close to the MODS XML schema, we make only refer-
ence to the XML schema in the discussion.5 Our ontology design in many cases

4 https://www.loc.gov/standards/mods/modsrdf/primer.html.
5 We also found http://arco.istc.cnr.it:8081/ontologies/MODS which appears to be
abandoned work-in progress without meaningful documentation.

https://www.loc.gov/standards/mods/modsrdf/primer.html
http://arco.istc.cnr.it:8081/ontologies/MODS
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accounts for the natural relationships between entities which creates distinctions
between our modeling and the MODS RDF Ontology and the XML schema.

The Name entity in the XML schema raises a few issues when it comes to
assessing the inherent meaning. For instance, the Name entity is treated to be
both the name of a person and the person itself. There is no distinction between
an individual and the individual having a name. This poses a lot of modeling
issues and complications that can be overcome with an appropriate ontology-
based approach. Questions arise such as: if an Agent is to be defined by its Name,
what happens when the same Agent has multiple Names? Do we create separate
instances of Name that in essence speak about the same Agent? How do we bind
together the different names of the same Agent? In our case, we separate the
notion of Agent and its Name which resolves the questions naturally. An Agent
may have more than one name which is completely fine as is reflected in its
axiomatization.

Another issue we see with the Name entity is that, in XML schema a Name
entity has an affiliation which is again another Name-like entity. Much like above,
if we associate the name, the agent, and the affiliation all together with the name
and agent, one may ask: if the agent has multiple names, do we create separate
instances of names and write the same affiliations in all name instances? Perhaps
more importantly, does it make more sense semantically to have an Organization
entity that provides an affiliation? We argue that, an Agent, much less a Name,
should not have an affiliation which is a Name, rather an Agent has an affiliation
with an Organization, and that Organization will have a Name.

Furthermore, the XML schema states that the Name entity has a Role. We
argue that it is more natural for an Agent to have a Name and for that same
Agent to assume a particular Role. There are cases where it is possible for the
same Agent to assume multiple roles under different pseudonyms. The XML
schema and the existing RDF Ontology do not account for such intricate sce-
narios. The XML schema also allows for Names to have Alternative Names. It
can be easily seen that it is not the Name which has Alternative Names, rather
it is an Agent or an Organization which may have Alternative Names.

Another instance where we argue that our approach is more modularized
and has reusable aspects is concerning DateInfo. Both the XML schema and the
MODS RDF Ontology use separate elements of dates to convey different use-
cases of dates. Namely, dateIssued, dateCreated, dateCaptured, dateModified,
dateValid, etc. What we have done instead is, we have created a common module
for DateInfo, where for each of the use-cases of dates can just be defined as
a type of date through the use of controlled vocabularies. This module also
recognizes the fact that all date-related elements within MODS share the same
set of attributes, which gives rise to the DateAttributes model.

In our opinion, it is important to define and limit the applicability of modules
within an ontology which we achieve through our carefully thought-out axioma-
tizations. It is imperative to leverage the different types of axioms available such
as Scoped Domain, Scoped Range, Existential, Inverse Existential, Functional-
ities, Inverse Functionalities in order to formalize the scopes and boundaries.
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The existing RDF Ontology only uses Domain, Range, and Subproperties as
formalization of the ontology, which in our opinion does often not suffice [4].

4 Conclusion

We have presented the MMODS-O Ontology which has been developed from the
MODS XML schema that has general use-cases in dealing with bibliographic
metadata. We have developed the ontology in a way such that it is modularized,
the distinct modules are reusable, and it paves the way for future improvement
and module additions to the ontology. It incorporates modules that are con-
cerned with Title information, Origin information, Geographic location, Target
audience, Name, Subject, etc., of the resource under description. The ontology
is serialized in OWL and has been formalized by extensive axiomatization.

Acknowledgement. The authors acknowledge funding under the National Science
Foundation grants 2119753 “RII Track-2 FEC: BioWRAP (Bioplastics With Regener-
ative Agricultural Properties): Spray-on bioplastics with growth synchronous decom-
position and water, nutrient, and agrochemical management” and 2033521: “A1:
KnowWhereGraph: Enriching and Linking Cross-Domain Knowledge Graphs using
Spatially-Explicit AI Technologies”.

References

1. Baader, F., Calvanese, D., Mcguinness, D., Nardi, D., Patel-Schneider, P.: The
Description Logic Handbook: Theory, Implementation, and Applications (2007)

2. Guha, R., Brickley, D.: RDF Schema 1.1. W3C Recommendation, W3C (2014).
https://www.w3.org/TR/2014/REC-rdf-schema-20140225/

3. Hitzler, P.: A review of the semantic web field. Commun. ACM 64(2), 76–83 (2021)
4. Hitzler, P., Krisnadhi, A.: On the roles of logical axiomatizations for ontologies. In:

Hitzler, P., Gangemi, A., Janowicz, K., Krisnadhi, A., Presutti, V. (eds.) Ontol-
ogy Engineering with Ontology Design Patterns - Foundations and Applications,
Studies on the Semantic Web, vol. 25, pp. 73–80. IOS Press (2016). https://doi.
org/10.3233/978-1-61499-676-7-73
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Abstract. The usage of knowledge graphs in industry and at Web scale
has increased steadily within recent years. However, the decentralized
approach to data creation which underpins the popularity of knowledge
graphs also comes with significant challenges. In particular, gaining an
overview of the topics covered by existing datasets manually becomes
a gargantuan if not impossible feat. Several dataset catalogs, portals
and search engines offer different ways to interact with lists of available
datasets. However, these interactions range from keyword searches to
manually created tags and none of these solutions offers an easy access
to human-interpretable categories. In addition, most of these approaches
rely on metadata instead of the dataset itself. We propose to use topic
modeling to fill this gap. Our implementation LODCat automatically
creates human-interpretable topics and assigns them to RDF datasets.
It does not need any metadata and solely relies on the provided RDF
dataset. Our evaluation shows that LODCat can be used to identify the
topics of hundreds of thousands of RDF datasets. Also, our experiment
results suggest that humans agree with the topics that LODCat assigns
to RDF datasets. Our code and data are available online.

Keywords: RDF datasets · topic modeling · Data Web

1 Introduction

With the growth of the size and the increase in the number of knowledge graphs
available on the Web comes the need to process this data in a scalable way [17].
The large number of datasets that are available online and their sheer size make
it costly or even infeasible to handle each of these datasets manually without
the support of proper tools. A particularly important issue is that the mere
identification of relevant datasets for a particular task (e.g., data integration [24],
question answering [32], machine learning [14], etc.) may become challenging.
Indeed, domain experts who plan to use knowledge graphs for a task may be
able to read Resource Description Framework (RDF) data but will not have the
time to read through hundreds of thousands of datasets to determine whether
they are relevant. Hence, we need to be able to characterize RDF datasets so that
users can easily find datasets of interest.

A similar problem is already known from the processing of large amounts of
human-readable documents. Most users might be able to read all books within
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Ortiz-Rodriguez et al. (Eds.): KGSWC 2023, LNCS 14382, pp. 183–198, 2023.
https://doi.org/10.1007/978-3-031-47745-4_14
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a library. However, they may not have the time to do so just to identify the
books that they are interested in. Although there are search engines that allow
the indexing of documents, users would have to know the right keywords to
find documents that they are interested in [15]. Hence, “search engines are not
the perfect tool to explore the unknown in document collections” [15]. However,
today’s dataset search engines mainly rely on keyword searches on the dataset’s
metadata and user-created tags although both suffer from the aforementioned
drawback. At the same time, RDF datasets may not have rich metadata that
could be used for such a search to improve their findability [23,37]. For exam-
ple, the Vocabulary of Interlinked Datasets (VoID) vocabulary offers ways to
add metadata in form of descriptions that can be indexed by a search engine.
However, Paulheim et al. [27] show that a best practice proposed in the VoID
specification [2]—i.e., to use the /.well-known/void path on a Web server to
provide an RDF file with VoID information about datasets hosted on the server—
is not adopted on a large scale. Similarly, Schmachtenberg et al. [33] report that
only 14.69% of 1014 datasets that they crawled provide VoID metadata.

We tackle this gap with our topic-modeling-based approach LODCat. Topic
modeling algorithms can be used to infer latent topics in a given document
collection. These topics can be used to structure the document collection and
enable users to focus on subsets of the collection, which belong to their area of
interest. Our main contribution in this publication is the application of topic
modeling to a large set of RDF datasets to support the exploration of the Data
Web based on human-interpretable topics. To this end, we tackle the challenge of
transforming the RDF datasets into a form that allows the application of a topic
modeling algorithm. Our evaluation shows that this approach can be applied to
hundreds of thousands of RDF datasets. The results of a questionnaire suggest
that humans generally agree with the topics that our approach assigns to a
sample of example datasets.

The following section describes related work before Sect. 3 describes the single
steps of our approach. Section 4 describes the setup and results of our evaluation
before we conclude with Sect. 5.

2 Related Work

In their survey of data search engines, Chapman et al. [10] divide these engines
into four categories. The first category are database search engines. They are
used with structured queries that are executed against a database back end.
The second set of search engines are information retrieval engines. These are
integrated into data portals like CKAN1 and offer a keyword-based search on
the metadata of datasets. The third category are entity-centric search engines.
The query of such an engine comprises entities of interest and the search engine
derives additional information about these entities. The last category is named
tabular search. A user of such a search engine tries to extend or manipulate one
or more existing tables by executing search queries.
1 https://ckan.org/.

https://ckan.org/
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The second category represents the most common approach to tackle the
search for datasets on the web. Several open data portals exist that offer a list
of datasets and a search on the dataset’s metadata. Examples are the afore-
mentioned CKAN, kaggle2 or open government portals like the european data
portal3. The Google dataset search presented by Brickley et al. [8] works in a
similar way but uses the Google crawler to collect the data from different sources.
Singhal et al. [34] present DataGopher—a dataset search that is optimized for
research datasets. Devaraju et al. [12] propose a personalized recommendation
of datasets based on user behavior. Our approach differs to these approaches as
we focus on RDF datasets and rely on the dataset itself instead of only using
metadata. In addition, we do not rely on a keyword search or user created tags
but automatically generated topics that are assigned to the datasets.

Kunze et al. [19] propose an explorative search engine for a set of RDF
datasets. This engine is mainly based on filters that work similar to a faceted
search. For example, one of these filters is based on the RDF vocabularies that
the datasets use. Vandenbussche et al. [39] present a web search for RDF vocab-
ularies.4 Kopsachilis et al. [18] propose GeoLOD—a dataset catalog that focuses
on geographical RDF datasets. LODAtlas [28] combines several features of the
previously mentioned systems into a single user interface. These approaches have
similar limitations as the generic open data portals described above. While some
of them offer additional features, non of them offers human-interpretable cate-
gories that go beyond manually created tags.

Topical profiling of RDF datasets [36] is very closely related to our work. The
task is defined as a single- or multi-label classification problem. Blerina et al. [36]
propose a benchmark that is based on the manually created classes of the Linked
Open Data cloud project [22]. In a recent work, Asprino et al. [3] tackle the multi-
classification task and extend the benchmark dataset. Some of the features that
are used for the classification, like the virtual documents that are generated
by the approach of Asprino et al. are similar to the documents our approach
creates. However, our approach is unsupervised while the proposed approaches
are supervised and rely on training data, that has been created manually.

Several approaches exist to explore RDF datasets. Tzitzikas et al. [38] define
a theoretical framework for these explorative search engines and compare sev-
eral approaches. However, all these approaches focus on exploring a single RDF
dataset while our goal is to enable users to derive topically interesting RDF
datasets from a set of datasets.

Röder et al. [30] propose the application of topic models to identify RDF
datasets as candidates for link prediction. However, their work relies solely on
the ontologies of datasets and the topics are used as features for a similarity
calculation while we need high-quality topics that can be shown to users.5 Slee-
man et al. [35] use topic modeling to assign topics to single entities of an RDF

2 https://www.kaggle.com/datasets.
3 https://data.europa.eu/en.
4 https://lov.linkeddata.es/dataset/lov.
5 Chang et al. [9] show that there is a difference between these two usages of topics.

https://www.kaggle.com/datasets
https://data.europa.eu/en
https://lov.linkeddata.es/dataset/lov
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Fig. 1. Overview of the workflow of LODCat.

dataset. Thus, both of the aforementioned approaches use topic modeling with
different aims and are not comparable to our approach.

3 LODCat

Figure 1 shows an overview of our proposed approach LODCat. It relies on a
reference text corpus (e.g., Wikipedia) as a source of general knowledge and
uses topic modeling to assign human-interpretable topics to the single RDF
datasets. First, we use the reference corpus to generate several topic models.
Thereafter, the single models are evaluated and the best model is chosen for
further processing. For each topic of this model, a label is generated to make the
complex probability distributions human-readable. In parallel, the RDF datasets
are transformed into a textual representation (i.e., documents). Based on the
chosen topic model, a topic distribution is assigned to each of the generated
documents. At the end, each RDF dataset has a set of topics that are dominant
for that dataset and that are described by their labels. This data is used to
provide a faceted search, which helps the user to find datasets related to their
field of interest. The single steps of our approach are described in more detail in
the following.6

3.1 Topic Inference

Our current version of LODCat relies on the topic modeling approach Latent
Dirichlet Allocation (LDA) [6,7]. This approach assumes that there are latent
topics that are defined as distributions over words φ, i.e., each word type w has
6 LODCat is open source at https://github.com/dice-group/lodcat.

https://github.com/dice-group/lodcat
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a probability representing the likeliness to encounter this word while reading
about the topic. The topics are derived from a given corpus D, i.e., a set of
documents. Each document di has a topic distribution θi, i.e., each topic has a
probability how likely it is to occur within the document. LDA connects these
distributions by defining that each word token w has been created by a single
topic and assigning the ID of this topic to the token’s z variable. Let wi,j be the
j-th word token in the i-th document, let wi,j be its word type, and let zi,j denote
the id of the topic from which the word type of this token has been sampled.
Let � be the number of topics and let Z =

{
z1,1, . . . , z|D|,|d|D||

}
be the set of the

topic indices of all word tokens in the corpus D. Let Φ = {φ1, . . . , φ�} be the set
of word distributions and Θ = {θ1, . . . , θ|D|} be the set of topic distributions.
LDA is based on the following joint distribution [6]:

P (Φ,Θ,Z,D) =

(
�∏

i=1

P (φi)

)⎛
⎝

|D|∏
i=1

P (θi)

⎛
⎝

|di|∏
j=1

P (zi,j | θi)P
(
wi,j

∣∣φzi,j

)
⎞
⎠
⎞
⎠ . (1)

We use the LDA inference algorithm proposed by Hoffman et al. [16] that takes
a corpus and the number of topics � as input. The output is a topic model
comprising the topics’ distributions Φ.7 Since the best number of topics � is
unknown we generate several models with different � values.

3.2 Model Evaluation

In this step, we choose the best model from the set of generated topic models.
To this end, we use topic coherence measures to evaluate the human-readability
and interpretability of the model’s topics. We represent each topic by its 10 top
words W̄ , i.e., the 10 words that have the highest probability in the topic’s word
distribution Φ. We use these top words as input for two coherence measures
proposed by Röder et al. [31], namely CP and a variant of the CV measure
that we call CV 2.8 Hence, we get two coherence values for each topic. For each
measure, we sort all models based on the average coherence value of their topics.
The model that achieves the best rank on average for both coherence measures
is the model that will be used for further processing.

In addition, we use the coherence values to identify low-quality topics. These
are topics that should not be shown to the user. We define a topic to be of
low-quality if its CV 2 or CP value is below 0.125 or 0.25, respectively.

3.3 Topic Labeling

For each topic of the chosen model, we assign label that can be used to present
the topic to users. For our current implementation, we use the Neural Embedding
7 Due to space limitations, we refer the interested reader to Blei et al. [6] and Hoff-

man et al. [16] for further details about LDA and the used inference algorithm.
8 The CV 2 measure has the same definition as the CV measure but uses the Sone

all

segmentation [31]. The variant showed a better performance in our experiments.
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Topic Labelling (NETL) approach of Bathia et al. [5] since 1) their evaluation
shows that NETL outperforms the approach of Lau et al. [20] and 2) the approach
is available as open-source project.9 NETL generates label candidates for a given
topic from a reference corpus and ranks them according to a trained model.
Following Bathia et al. [5], we use the English Wikipedia as reference corpus
and use their pre-trained support vector regression model to rank the label
candidates. We also use the topics top words as additional topic descriptions.

3.4 RDF Dataset Transformation

Our goal in this step is to transform given RDF datasets into a textual repre-
sentation that can be used in combination with the generated topic model. This
step relies on the Internationalized Resource Identifiers (IRIs) that occur in the
datasets. We determine the frequency f of each IRI in the dataset (either as
subject, predicate or object of a triple). IRIs of well-known namespaces that do
not have any topical value like rdf, rdfs and owl are filtered out. After that,
the labels of each IRI are retrieved. This label retrieval is based on the list of
IRIs that have been identified as label-defining properties by Ell et al. [13]. Addi-
tionally, we treat values of rdfs:comment as additional labels. If there are no
labels available, the namespace of the IRI is removed and the remaining part is
used as label. If this generated label is written in camel case or contains symbols
like underscores, it is split into multiple words. The derived labels are further
preprocessed using a tokenizer and a lemmatizer [21]. The derived words inherit
the counts f of their IRI. If IRIs share the same word their counts are summed
up to derive the count of this word.

However, we do not use the counts directly for generating a document since
some IRIs may occur hundreds of thousand times within a dataset. Their words
would dominate the generated document and marginalize the influence of other
words. In addition, large count values could lead to very long documents that
may create further problems with respect to the resource consumption in later
steps. To reduce the influence of words with very high f values we determine the
frequency ψ of word type w for the document d′

i of the i-th dataset as follows:

ψi,w = r(log2(fw) + 1) , (2)

where r is the rounding function which returns the closest integer value preferring
the higher value in case of a tie [1].10 The result of this step is a bag of words
representation of one document for each RDF dataset.

3.5 Topic Assignment

The last step is the assignment of topics to the documents that represent the
RDF datasets. For each created synthetic document d′

i, we use the chosen topic
9 https://github.com/sb1992/NETL-Automatic-Topic-Labelling-.

10 The transformation of counts into occurrences in a synthetic document is similar to
the logarithmic variant of the approach described by Röder et al. [30].

https://github.com/sb1992/NETL-Automatic-Topic-Labelling-
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model to infer a topic distribution θ′
i. This distribution is used to derive the

dataset’s top topics, i.e., the topics with the highest probabilities in the distri-
bution. The labels and top words of these topics are used as a human-readable
representation of the RDF dataset.

4 Evaluation of LODCAT

We evaluate LODCat in a setup close to a real-world scenario.11 We start with
the English Wikipedia as corpus and process more than 600 thousand RDF
datasets using LODCat following the steps described in Sect. 3. The evaluation
can be separated into the following three consecutive experiments:

1. The generation and selection of the topic model,
2. The RDF dataset transformation and the topic assignment, and
3. The evaluation of the assigned topics based on a user study.

4.1 Datasets

For our evaluation, we use two types of data—a reference corpus to generate
the topic model and the set of RDF datasets, which should be represented in a
human-interpretable way. We use the English Wikipedia as reference corpus.12

We preprocess the dump file by removing Wikimedia markup, removing redirect
articles and handling each remaining article as an own document. Each document
is preprocessed as described in Sect. 3.1. From the created set of documents,
we derive all word types and count their occurrence. Then, we filter the word
types by removing 1) common English terms based on a stop word list, and
2) all word types that occur in more than 50% of the documents or 3) in less
than 20 documents.13 From the remaining word types, we select the 100 000
word types with the highest occurrence counts and remove all other from the
documents. After that, we remove empty documents and randomly sample 10%
of the remaining documents. Finally, we get a corpus with 619 475 documents
and 190 million word tokens.

We gather 623 927 real-world RDF datasets from the LOD Laundromat
project [4].14 These datasets should be represented in a human-interpretable
way. Note that these datasets have been stored without any metadata that could
be used. Figure 2 shows the size of the RDF datasets. The largest dataset has 43
million triples while the majority has between 100 and 10 000 triples. In total,
the datasets comprise 3.7 billion triples.15

11 The RDF datasets we use are available at https://figshare.com/s/af7f18a7f3307c
c86bdd while the results as well as the Wikipedia-based corpus can be found at
https://figshare.com/s/9c7670579c969cfeac05.

12 We use the dump of the English Wikipedia from September 1st 2021.
13 The stop word list can be found online. We will add the link after the review phase.
14 We downloaded the datasets in January 2018.
15 Note that we do not deduplicate the triples across the datasets.

https://figshare.com/s/af7f18a7f3307cc86bdd
https://figshare.com/s/af7f18a7f3307cc86bdd
https://figshare.com/s/9c7670579c969cfeac05
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Fig. 2. The sizes of the RDF datasets (the x-axis is the dataset ID in 105).

4.2 Setup

Experiment I. In the first experiment, we infer the topic models based on
the English Wikipedia corpus. We infer several models with different numbers
of topics.16 For this evaluation, we use � = {80, 90, 100, 105, 110, 115, 120, 125,
135} and generate three models for each number of topics. We choose the best
topic model as described in Sect. 3.2, analyze this model with respect to the
model’s coherence values and show example topics.

Experiment II. Based on the best topic model created in the first experiment,
we process each of the 623 927 RDF datasets by LODCat. During this step, we
remove datasets that lead to an empty document. The result comprises a topic
distribution for each dataset based on the used topic model. We analyze these
distributions by looking at their top topics.

Experiment III. Finally, we evaluate the assignment of the topics to the
datasets. Chang et al. [9] propose the topic intruder experiment to evaluate the
assignment of topics to documents. They determine the top topics of a document
and insert a randomly chosen topic from the same topic model that is not one of
the document’s top topics. This randomly chosen topic is called intruder topic.
After that, volunteers are given the created list of topics and the document, and
are asked to identify the intruder. The more often the intruder is successfully
identified, the better is the topic assignment of the topic model. We use the same
approach to evaluate whether a topic model can assign meaningful topics to an
RDF dataset. We sample 60 datasets that have more than 100 and less than
10 000 triples. For each of the sampled datasets, we derive the three topics with
the highest probability. Based on the dataset content and the quality of their
top topics, we choose 10 datasets that 1) have at least two high-quality topics
among the top three topics, 2) have a high-quality topic as highest ranked topic,
3) have a content that can be understood without accessing further sources, and
4) have not exactly the same top topics as the already chosen datasets. For each

16 We use the Gensim library [29] with hyper parameter optimization. https://
radimrehurek.com/gensim/index.html.

https://radimrehurek.com/gensim/index.html
https://radimrehurek.com/gensim/index.html
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chosen dataset, we sample an intruder topic from the set of high-quality topics
that are not within the top three topics of the dataset.

We create a questionnaire with 10 questions. Each question gives the link to
one of the chosen datasets and a list of topics comprising the top topics of the
dataset and the intruder topic in a random order. 5 chosen datasets have three
high-quality topics while the other 5 datasets have one top topic with a low
coherence value. We remove the topics with the low values. Hence, 5 question
comprise 4 topics and the other 5 questions have 3 topics from which a user
should choose the intruder topic. For the questionnaire, the topics are represented
in the human-readable way described in Sect. 3.3, i.e., with their label and their
top words. The participants of the questionnaire are encouraged to look into the
RDF dataset. However, they should not include further material. We sent this
questionnaire to several mailing lists to encourage experts and experienced users
of the Semantic Web to participate.

Following Chang et al. [9], we calculate the topic log odds to measure the
agreement between the topic model and the human judgments that we gather
with our questionnaire. Let θ′

i be the topic distribution of the i-th document d′
i.

Let θ′
i,k be the probability of the k-th topic for document d′

i. Let Yi = {yi,1, . . .}
be the bag of all user answers for document d′

i, i.e., the j-th element is the id of
the topic that the j-th user has chosen as intruder topic for this document. Let
xi be the id of the real intruder topic for document d′

i. Chang et al. [9] define
the topic log odds o for the i-th document as the average difference between the
probabilities of the chosen intruder topics compared to the real intruder topic:

o(θ′
i, Yi, xi) =

1
|Yi|

|Yi|∑
j=1

(
log(θ′

i,xi
) − log(θ′

i,yi,j
)
)

. (3)

A perfect agreement between the human participants and the topic model would
lead to o = 0. In practice, this is only reached if all participating volunteers find
the correct intruder topic.

4.3 Results

Experiment I. From the 27 generated topic models, the model that received the
best average ranks according to both topic coherence measures is a model with
115 topics. Figure 3 shows the coherence values of this model’s topics for both
coherence measures. The dashed line shows the threshold used to distinguish
between high and low-quality topics. Based on the two thresholds, 74 topics are
marked as high-quality topics while the remaining 41 topics are treated as low-
quality topics. Table 1 shows the model’s topics with the 5 highest and the 5
lowest CV 2 coherence values. While the first 5 topics seem to focus on a single
topic the topics with the low coherence scores comprise words that seem to have
no strong relation to each other.

Experiment II. LODCat is able to assign topics to 561 944 of the given 623 927
RDF datasets, which are > 90%. 61 983 datasets lead to the creation of empty
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Fig. 3. Topics of the best performing model sorted by their CV 2 and CP coherence
values, respectively. The dashed line shows the threshold used to separate high-quality
topics (green) from low-quality topics (red). (Color figure online)

Table 1. The top words of the 5 topics of the chosen topic model with the highest and
lowest CV 2 values, respectively.

CV 2 W̄

0.60942 canadian, canada, quebec, ontario, montreal, toronto, ottawa, nova, scotia, alberta

0.59273 album, song, release, band, music, chart, record, single, track, records

0.56269 age, population, household, female, city, male, family, census, average, year

0.55282 chinese, china, singapore, li, wang, shanghai, chen, beijing, hong, zhang

0.51424 league, club, player, football, season, cup, play, goal, team, first

0.06969 rank, time, men, advance, event, final, result, athlete, heat, emperor

0.05900 use, language, word, name, form, one, english, see, greek, two

0.03767 use, system, one, number, two, function, set, space, model, time

0.02269 use, health, may, child, include, provide, would, act, make, public

0.00000 j., a., m., c., r., s., l., e., p., d

documents and, hence, cannot get any topics assigned. These are mainly small
datasets with IRIs that cannot be transformed into meaningful words, i.e., words
that are not removed by our stop word removal step.

After generating the topic distributions for the documents created from the
RDF datasets, we analyze these distributions. For each dataset, we determine
its main topic, i.e., the high-quality topic with the highest probability for this
dataset. Figure 4 shows the number of datasets for which each topic is the
main topic. The figure shows that a single topic covers more than 508 thou-
sand datasets. Table 2 shows the 5 topics that have the highest values in Fig. 4.
We can see that a weather-related topic covers roughly 90% of the datasets to
which LODCat could assign topics. The next biggest topics are transportation-
and car-related topics and each of them covers nearly 10 thousand datasets.
They are followed by a computer- and a travel-related topic.

We further analyze the RDF datasets with respect to the claim that the
majority of them is related to weather. We analyze the namespaces that are used
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Fig. 4. Number of datasets per topic
for which this topic has the highest
probability sorted in descending order.
Topics with no datasets have been left
out. Fig. 5. The number of namespaces that

occur in a number of datasets.

Table 2. Top topics with the highest number of datasets.

Datasets W̄

508 095 water, storm, wind, tropical, nuclear, temperature, hurricane, damage,
cause, system

9 828 station, road, route, line, street, bridge, railway, city, highway, east

9 794 car, engine, model, vehicle, first, use, point, motor, design, safe

7 328 use, system, software, user, datum, computer, include, information, sup-
port, service

5 946 airport, international, brazil, portuguese, são, romanian, portugal,
brazilian, language, romania

within the RDF datasets and count the number of datasets in which they occur.
Figure 5 shows the result of this analysis for all 623 thousand RDF datasets.
In the lower right corner of the figure, we can see that there is only a small
number of namespaces that are used in many datasets. Table 3 shows the 12
namespaces that occur in more than 100 thousand datasets. The most often
used namespace is the rdf, which is expected. The namespaces on position 2–4
occur in more than 450 thousand RDF datasets and belong to datasets with
sensor data described by Patni et al. [26]. A further search revealed that the
data comprises hurricane and blizzard observations from weather stations [25].
These datasets also make use of the fifth namespace from Table 3. The sixth
namespace is the Data Cube namespace, which is used to described statistical
data in RDF [11]. This namespace occurs often together with the remaining
namespaces (7–12). They occur in datasets that origin from the Climate Change



194 M. Röder et al.

Knowledge Portal of the World Bank Group.17 These datasets contain climate
data, e.g., the temperature for single countries and their forecast with respect to
different climate change scenarios. We summarize that our analysis shows that
the majority of the datasets contain sensor data, and statistical data that are
related to weather. This is in line with the results returned by our approach
LODCat.

Table 3. The namespaces that occur in more than 100 000 datasets.

ID Namespace IRI Datasets

1 http://www.w3.org/1999/02/22-rdf-syntax-ns# 620 653

2 http://knoesis.wright.edu/ssw/ont/weather.owl# 452 453

3 http://knoesis.wright.edu/ssw/ont/sensor-observation.owl# 452 453

4 http://knoesis.wright.edu/ssw/ 452 453

5 http://www.w3.org/2006/time# 442 719

6 http://purl.org/linked-data/cube# 147 731

7 http://worldbank.270a.info/property/ 147 348

8 http://purl.org/linked-data/sdmx/2009/dimension# 147 305

9 http://worldbank.270a.info/dataset/world-bank-climates/ 139 865

10 http://worldbank.270a.info/classification/variable/ 139 865

11 http://worldbank.270a.info/classification/scenario/ 114 064

12 http://worldbank.270a.info/classification/percentile/ 103 202

Experiment III. Our questionnaire received 225 answers from 65 partici-
pants.18 Fig. 6 shows the results. The left side of the figure summarizes the
results for the two groups of questions—those with 3 and 4 topics, respectively.
The center of the figure shows the detailed results for each of the questions. The
plot shows that in the majority of cases, the intruder was successfully identified
by the participants. The results look slightly different for datasets 4 and 5. In
both cases, the third topic is not strongly related to the dataset and has been
chosen quite often as intruder. However, since the first and second topic have
been chosen much less often for these datasets, the result shows that the ranking
of the topics make sense, i.e., the participants were able to identify the first two
topics as related to the given dataset.

On the right of Fig. 6, there is a box plot for the topic log odd values that
have been measured for the single documents. The average value across the 10
datasets is −1.23 with dataset 4 getting the worst value. This value is visible

17 https://climateknowledgeportal.worldbank.org/.
18 We used LimeSurvey for the questionnaire (https://www.limesurvey.org/). The ques-

tionnaire allowed users to skip questions. These skipped questions are not taken into
account for the number of answers.

http://www.w3.org/1999/02/22-rdf-syntax-ns#
http://knoesis.wright.edu/ssw/ont/weather.owl#
http://knoesis.wright.edu/ssw/ont/sensor-observation.owl#
http://knoesis.wright.edu/ssw/
http://www.w3.org/2006/time#
http://purl.org/linked-data/cube#
http://worldbank.270a.info/property/
http://purl.org/linked-data/sdmx/2009/dimension#
http://worldbank.270a.info/dataset/world-bank-climates/
http://worldbank.270a.info/classification/variable/
http://worldbank.270a.info/classification/scenario/
http://worldbank.270a.info/classification/percentile/
https://climateknowledgeportal.worldbank.org/
https://www.limesurvey.org/
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Fig. 6. Questionnaire results. Left: Average amount of topics chosen as intruder. Cen-
ter: Amount of topics chosen as intruder for the single datasets. Right: The topic log
odds o per dataset. The diamond marks the arithmetic mean.

as an outlier in the lower part of the plot. This result is comparable to the
results Chang et al. [9] present for various topic modeling models on two different
corpora. This confirms our finding that the human-readable topics fit to the
RDF datasets to which they have been assigned. However, the experiment setup
comes with two restrictions. First, we manually chose the RDF datasets for
this experiment with the requirement that the participants of the questionnaire
have to be able to easily understand the content of the chosen datasets. This
may have introduced a bias. However, it can be assumed that the results would
be less reliable if the datasets would have been selected randomly since the
experiment setup suggested by Chang et al. [9] relies on the assumption that the
participants understand the target object to which the topics have been assigned
(in our case, the RDF dataset). Second, we made use of topic coherence measures
to filter low-quality topics and we chose datasets that have at least two high-
quality topics within their top-3 topics. It can be assumed that the topic log
odd values would be lower if we would have included low-quality topics, since
they are less likely interpretable by humans. However, a dataset that has mainly
low-quality topics assigned could cause problems in a user application since no
human-interpretable description of the dataset could be provided. We find that
out of the 561 944 RDF datasets, to which LODCat could assign topics, only
220 datasets have not a single high-quality topic within their top-3 topics. Hence,
the filtering of low-quality topics seems to have a minor impact on the number
of RDF datasets for which LODCat is applicable.

5 Conclusion

Within this paper, we presented LODCat—an approach to support the explo-
ration of the Data Web based on human-interpretable topics. With this approach,
we ease the identification of RDF datasets that might be interesting to a user
since they neither have to go through all available datasets nor do they need to
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read through the single RDF triples of a dataset. Instead, LODCat provides
the user with human-interpretable topics that are automatically derived from
a reference corpus and give the user an impression of a dataset’s content. Our
evaluation showed that LODCat was able to assign topics to 90% of a large,
real-world set of datasets. The results of our questionnaire showed that humans
agree with the topics that LODCat assigned to these RDF datasets. At the
same time, our approach does neither need metadata of a dataset nor does it
rely on manually created tags or classification systems. However, it can be easily
combined with existing explorative search engines or integrated into dataset por-
tals. Our future work includes the application of other topic modeling inference
algorithms to create a hierarchy of topics.
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Abstract. KnowWhereGraph (KWG) is a massive, geo-enabled knowl-
edge graph with a rich and expressive schema. KWG comes with many
benefits including helping to capture detailed context of the data. How-
ever, the full KWG can be commensurately difficult to navigate and
visualize for certain use cases, and its size can impact query perfor-
mance and complexity. In this paper, we introduce a simplified frame-
work for discussing and constructing perspectives of knowledge graphs
or ontologies to, in turn, construct simpler versions; describe our exem-
plar KnowWhereGraph-Lite (KWG-Lite), which is a perspective of the
KnowWhereGraph; and introduce an interface for navigating and visu-
alizing entities within KWG-Lite called KnowWherePanel.

1 Introduction

KnowWhereGraph1 (KWG) is one of the largest, publicly available geospatial
knowledge graphs in the world [7,17]. KWG generally supports applications in
the food, agriculture, humanitarian relief, and energy sectors and their atten-
dant supply chains; and more specifically supports environmental policy issues
relative to interactions among agricultural sustainability, soil conservation prac-
tices, and farm labor; and delivery of emergency humanitarian aid, within the US
and internationally. To do so, KWG brings together over 30 datasets related to
observations of natural hazards (e.g., hurricanes, wildfires, and smoke plumes),
spatial characteristics related to climate (e.g., temperature, precipitation, and

1 https://knowwheregraph.org/.
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Fig. 1. The KnowWhereGraph Ontology thoroughly encodes context, which, while
effective, can result in a complex ontological structure.

air quality), soil properties, crop and land-cover types, demographics, human
health, and spatial representations of human-meaningful places, resulting in a
knowledge graph with over 16 billion triples. To integrate these data, we have
added an additional layer: KWG uses a schema that provides a thorough and
rich2 ontological representation formally describing the relationships between the
types of data. The geospatial integration is performed by a consistent alignment
to a Discrete Global Grid (DGG) [2], where we partition the surface of the Earth
into small squares. These squares form an approximation of the spatial extent
of physical and regional phenomena within the graph and act as a geospatial
backbone.

However, due to the size and complexity of the graph and its schema, this can
result in a steep learning curve and usability obstacles for those who are not well
versed in ontologies, knowledge graphs, or SPARQL [4]. Likewise, for certain use
cases a deep or rich ontological representation is not necessary; for some users
visualizing or navigating graph data values can be unintuitive; and finally, the use
of the DGG can be a barrier itself, as it can result in long and expensive queries.
For example, a central piece of our schema is depicted in Fig. 1a. Learning the

specific value of an observation pertaining to a particular feature of interest is
already a complex, multi-hop query. Figure 1b shows how a particular instance

2 The OWL ontology has over 300 classes and about 3,000 axioms.
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of a Hazard finally relates to an observation on its impact, which is encoded as a
data type. This rather complex way of representing the data is necessary because
some of the target applications of our graph are aimed at specialists who require
a high level of detail. However, for less involved application use cases, we aim
to simplify this process and reduce the conceptual barrier to entry, as well as
improve performance for certain use cases. To do so, we have created a simplified
version of KWG, which we call KnowWhereGraph Lite (KWG-Lite) and is a
perspective of the base graph. The “lite” version of the graph is constructed
from a series of SPARQL CONSTRUCT queries, which, in turn, are formulated
from the sets of shortcuts and views that define the perspective.

To quickly access knowledge and data from KWG-Lite, we have developed
a visualization interface, which we call KnowWherePanel (KWP), inspired by
Google’s knowledge panels3 and Wikipedia’s infoboxes.4 Entities within KWG-
Lite can be viewed through KWP, which shows the simplified views in an easily
consumable tabular format. Furthermore, the tool provides a way to export
embeddable, styled snapshots of each panel, similar to how one can embed
Tweets from Twitter, with a styled, living view of the data.

In summary, our contributions are as follows.

1. Perspective Development – A method for defining, creating, and utilizing
perspectives over a graph;

2. Perspective Deployment – a method for creating an effective, efficient, and
powerful UI for defined user groups from large knowledge graphs;

3. KnowWhereGraph-Lite – a subgraph of the KnowWhereGraph that is
intended for simple queries, easy visualization, and quick consumption;

4. KnowWherePanel – a visual interface for generating “panels,” which contain
a view of an entity; these panels can then be embedded in other media.

The rest of this paper is organized as follows. Section 2 presents the underly-
ing technique used to generate and describe this perspective of the KnowWhere-
Graph, which is, in turn, used to create KnowWhereGraph-Lite – which we
introduce in Sect. 4. Section 3 briefly discusses related work. Entities in KWG-
Lite can be viewed in a number of different ways. In Sect. 5, we present the
KnowWherePanel interface for transferable and embeddable views of the entity.
In Sect. 6 we discuss resource availability. Finally, in Sect. 7, we conclude with
future work and next steps.

2 Technical Foundation

The technical basis for constructing the KWG-Lite graph is relatively straight-
forward. The process is to reduce an expressive structure (i.e., one that encodes
context, provenance, and so on in a rich manner) into something more easily
queryable, approachable by humans, and easily visualized. We often call such

3 https://support.google.com/knowledgepanel/answer/9163198?hl=en.
4 https://en.wikipedia.org/wiki/Infobox.

https://support.google.com/knowledgepanel/answer/9163198?hl=en
https://en.wikipedia.org/wiki/Infobox
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Fig. 2. Depictions of a shortcut and a view.

simplified structure a star pattern, due to its shape. That is, important entities
are directly related to each other (or explicit data values) with minimal context
(or the context is encoded into the name of the relationship, reducing machine
interpretability).

Our approach to this process is to define a perspective of an expressive ontol-
ogy. A perspective is defined as a set of shortcuts that link classes and datatypes
by removing or reducing contextual information (i.e., the “skipped-over” nodes
in the graph).

A shortcut is effectively a bidirectional role chain that is intended to reduce
the complexity of an expressive ontological structure, either by facilitating query-
ing or improving human understanding of the encoded data. However, due to the
limitations on tractability, we cannot actually express within OWL-DL [5] that a
shortcut also implies the expressive structure [10]. We are limited to expressing
only that the shortcut is the super-property of the role chain. This role chain,

R1 ◦ · · · ◦ Rn � S,

is depicted graphically in Fig. 2a. As a rule, it can also be written as

R1(x0, x1) ∧ · · · ∧ Rn(xn−1, xn) → S(x0, xn).

The body (left-hand side) of the rule, as well as its head (right-hand side), can
also take more complex forms, e.g., by adding type information to the variables,
such as in

C0(x0) ∧ R1(x0, x1) ∧ C1(x1) ∧ · · · ∧ Cn−1(xn−1) ∧ Rn(xn−1, xn) ∧ Cn(xn) (1)
→ D(x0) ∧ S(x0, xn) ∧ E(xn),

or even more complex rule bodies (or heads). In the case of KWG-Lite that we
present in this paper, we cast such rules into SPARQL CONSTRUCT queries
(discussed further below), but we would like to also remark that many (but
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not all) of these rules can be expressed in OWL-DL using a technique called
rolification, which was introduced in [14] (or see [9] for a tutorial). Rules that
cannot be converted that way to OWL can be approximated using so-called
nominal schemas [11].

A view is a set of such shortcuts for a particular class in the knowledge graph.
This is shown in Fig. 2b. A perspective of an ontology (or knowledge graph) is
defined as a set of views.5 Essentially, for some (sub)set of the classes in the
ontology, we construct simplified views of the data or knowledge. Intuitively, one
now has a perspective of the graph. Indeed, we provide an example of one such
perspective in Sect. 4 as a core contribution of this paper: KnowWhereGraph-
Lite.

In some cases, it is undesirable to materialize directly, or even include, these
shortcuts in the base ontology or schema. Nor is it always desirable to even attach
formal semantics (in the form of ontology axioms) to the shortcut. Frequently, a
shortcut will encode context in the name of the connecting predicate. For exam-
ple, in our KWG-Lite, we have averageHeatingDegreeDaysPerMonthAug2021. As
such, we can also leave annotations within the base ontology, indicating where
convenient (and human-meaningful) shortcuts exist, and thus also leave tooling
to enable the retrieval and rendering of a view.

In doing so, these annotations can be consumed and mapped to SPARQL
CONSTRUCT queries to construct a materialized perspective. We provide exam-
ples of such in Sect. 4.

3 Related Work

The concept of leveraging short paths through a graph for aiding understanding,
navigation, visualization, or publishing is not altogether new.

The concept of shortcuts, as it applies to linked data, was first explored in
[13]. There, shortcuts are intrinsically tied to the notion of pattern-flattening
and pattern-expansion, which are methods for publishing and ingesting data at
different levels of conceptual granularity. A similar but less principled approach
was taken in creating the GeoLink Base Ontology from the GeoLink Modular
Ontology [19]. In our case, we have built on these concepts to go beyond a sim-
ple pattern-based method to produce a navigable “lite” version of KnowWhere-
Graph. In [10] the formal logical underpinnings of shortcuts, in the context of
OWL, were discussed.

From a tooling perspective, WebVOWL [12] offers a customizable view of
an instance graph by automatically flattening or condensing paths of certain
lengths. This can be exceptionally useful when examining the graph in its force-
directed layout. However, in our case, not all shortcuts in the perspective are of
the same length. Equally as important, it would be effectively impossible to use a
WebVOWL view of an instance graph to render KnowWhereGraph meaningfully.

5 The general identification of which classes should feature prominently in the per-
spective is a human-centric process, which is outside of the scope of this paper.
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WiSP, or “Weighted Shortest Paths” [18], is a strategy for finding “interest-
ing” connections across the graph. In their discussion, these tend to be mean-
ingful to humans and sometimes even insightful. However, due to how they are
constructed, they are not guaranteed to return the same sort of information for
entities of the same type. WiSP would be an interesting component to add from
a visualization and discovery perspective, but for the formulation of a consistent
“lite” graph, it will not work.

4 KnowWhereGraph-Lite

For KnowWhereGraph-Lite (KWG-Lite), two classes were selected to serve as
the central concepts of the perspective: HazardEvent and Place, which correspond
to the classes Hazard and Region from KnowWhereGraph. We opted to modify
the names of the classes to make it human-meaningful and to reduce confusion
between to the two graphs.

The schema diagram for KWG-Lite is shown in Fig. 3. Note the distinctive
(mostly) star shape of the diagram. As we have stated above, we have removed
much of the contextual information, for example, by collapsing the SOSA/SSN
kernel into a single relation (with a complex name), such as averageHeatingDe-
greeDaysPerMonthAug2021. How this name is constructed is shown in Fig. 4. The
ObservableProperty (i.e., averageHeatingDays) is combined with the result time
(i.e., a month and year), which points directly to the value (i.e., the simple
result) of the observation pertaining to that observed property. This results in a
large number of unique predicates. However, since these predicates are manually
curated, and from a panel perspective all relations are meaningful, querying to
populate a panel for a particular entity is quite simple.

To construct KWG-Lite (i.e., to materialize the graph), we developed a set
of SPARQL CONSTRUCT queries based on the schema diagram in Fig. 3. One
example of such a query is shown in Fig. 5. This query is meant to be executed
against the base graph (i.e., KnowWhereGraph) and will produce a set of triples
that shall constitute a portion of the lite graph. The queries pull double duty in
also rebinding the entity from KWG to the KWG-Lite namespace.

In total, we utilized over 20 queries to construct the full KWG-Lite, which
are documented in our repository.6 In all, this results in a graph that contains
approximately 200,000 triples (which is about four orders of magnitude smaller
than the base graph). Figure 6 shows the respective triple structures for KWG
and KWG-Lite.

In addition to providing a SPARQL endpoint specifically including KWG-
Lite, we provide the KnowWherePanel interface, which we describe in the next
section.

6 https://github.com/KnowWhereGraph/knowwheregraph-lite/blob/main/
construct-queries.md.

https://github.com/KnowWhereGraph/knowwheregraph-lite/blob/main/construct-queries.md
https://github.com/KnowWhereGraph/knowwheregraph-lite/blob/main/construct-queries.md
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Fig. 3. This schema diagram depicts the entities and relations within
KnowWhereGraph-Lite.
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Fig. 4. Several components of the complex ontological structure contribute to the
KnowWhereGraph-Lite perspective. Instead of having a reified construction, context is
encoded in the relation name. The green box distinguishes Place as part of KWG-Lite.
(Color figure online)

5 KnowWherePanel

KnowWherePanel (KWP) is a custom-built interface for viewing entities in
KWG-Lite. The name and shape are inspired by Google’s knowledge panels
and Wikipedia’s infoboxes. Indeed, it is actually quite similar to the interaction
between Wikidata and Wikipedia. KWG-Lite serves as an underlying knowledge
base, and KWP provides a formatted and shareable panel that summarizes the
pertinent information for that entity.

Panels can adapt to the type of entity that they are visualizing. Currently,
we support two different KWP visualizations: KWP HazardEvents and KWP
Places.

Both panel views display the information that is pertinent to the type of
entity being described (as depicted in Fig. 3). However, not all HazardEvents
have the same characteristics. For example, a tornado and earthquake are char-
acterized by significantly different data provided by different agencies. Instead,
what changes is the format of the visualization.

KWP HazardEvent Panels, as shown in Fig. 7a, display the relevant infor-
mation in a (mostly) tabular format, including the type of hazard (currently
either tornado, hurricane, fire, or earthquake), its temporal scope, and a list of
its impacts. HazardEvents (and also Places) are back-linked to the full represen-
tation in KWG, as well.

KWP Place Panels, as shown in Fig. 7b, display basic statistics in tabular
format, followed by a categorical list of the types of hazards that have impacted
that place. The resultant statistics are summed per entity type and displayed
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Fig. 5. This is an example SPARQL CONSTRUCT query that identifies Places that
have been impacted by a HazardEvent.

as time-series data, as in Fig. 7c. In most cases, KWG (and thus KWG-Lite)
have data up to 2022. However, the query is, itself, dynamic and will update its
temporal scope as new data become available.

KWP is, itself, implemented as a static website that creates browsable panels
for Places and Hazards in KWG-Lite. The site operates fully in JavaScript: using
jQuery/AJAX to query the public graph, and Fuse.js, which provides a fuzzy
search functionality.



208 C. Shimizu et al.

Fig. 6. This block shows the respective triple structure for KWG and KWG-Lite, as
indicated by Figs. 3 and 4.

6 Resource Availability

We have attempted to follow as many applicable best practices as possible for the
deployment and provisioning of KWG-Lite and KWP. It should be noted that
KWG and, thus, KWG-Lite are both RDF graphs, leveraging W3C standards
(e.g., OWL:Time [1], SOSA/SSN [6], and PROV-O [15]), and designed using
practices already anchored in the literature [13,16,17].

From an availability standpoint, we have deployed KWG-Lite in a GraphDB
[3] repository, which can be directly queried from a SPARQL endpoint.7 Docu-
mentation for KWG-Lite (e.g., its schema diagram), as well as our set of SPARQL
queries used to construct KWG-Lite, are housed in our public repository.8 The
KWP interface has open source code9 and is publicly available for use.10 KWG-
Lite and KWP are released under the CC-BY-4.0 license.11

KWG-Lite and KWP are managed under the auspices of the KnowWhere-
Graph project. As such, both resources described herein will be maintained under
the same sustainability plan.

7 https://stko-kwg.geog.ucsb.edu/workbench/ and choosing KWG-Lite as the repos-
itory (top-right).

8 https://github.com/KnowWhereGraph/knowwheregraph-lite.
9 https://github.com/KnowWhereGraph/kw-panels.

10 https://knowwheregraph.org/kw-panels/.
11 https://creativecommons.org/licenses/by/4.0/.

https://stko-kwg.geog.ucsb.edu/workbench/
https://github.com/KnowWhereGraph/knowwheregraph-lite
https://github.com/KnowWhereGraph/kw-panels
https://knowwheregraph.org/kw-panels/
https://creativecommons.org/licenses/by/4.0/
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Fig. 7. Examples of different KnowWherePanels and the information they are capable
of displaying.
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– Resource repositories and documentation will remain available in perpetuity.
– Services (e.g., the endpoints and websites) are hosted on institutional, archival

resources. The URIs are expected to be indefinitely available.
– Maintenance and updates to the resources are guaranteed through 2025 or

longer, pending Foundation establishment.

Finally, we intend for this paper to serve as the canonical citation.

7 Conclusion

KnowWhereGraph is a massive knowledge graph [7] with a rich and expressive
schema [8,17]. This comes with many benefits, insofar as it helps to capture
provenance, lineage, and spatiotemporal context of the data, and other aspects
relevant for expert-level applications. However, it can be commensurately diffi-
cult to navigate and visualize for certain (generally simpler) use cases, and its
size can impact query performance and complexity.

In this paper, we have introduced a simplified framework for discussing and
constructing perspectives of knowledge graphs or ontologies which allow us to
construct simpler versions of the graph or ontology; introduced our exemplar
KnowWhereGraph-Lite, which is a perspective of the KnowWhereGraph; and
introduced, as well, our interface for navigating and visualizing entities within
KWG-Lite: KnowWherePanel.

Future Work

We have identified the following items for potential next steps regarding KWG-
Lite and KnowWherePanel:

1. include additional places and types of hazards (e.g., drought zones) as part
of KWG-Lite,

2. include additional top-level entities for KWG-Lite (e.g., create a panel view
for the units – Cells or squares – composing the DGG), and

3. develop additional alternative adaptive views for KnowWherePanel, for either
the new top-level entities or alternative visualizations for existing entity types.

Finally, we note that KnowWhereGraph-Lite and KnowWherePanel are both
living entities; the schema and materialization of KWG and thus the queries are
expected to evolve. We have tried to keep a snapshot of KWG, KWG-Lite, and
KWP versioned, but these are expected to change in the future.
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14. Rudolph, S., Krötzsch, M., Hitzler, P.: All elephants are bigger than all mice.
In: Baader, F., Lutz, C., Motik, B. (eds.) Proceedings of the 21st International
Workshop on Description Logics (DL2008), Dresden, Germany, May 13–16, 2008.
CEUR Workshop Proceedings, vol. 353. CEUR-WS.org (2008). https://ceur-ws.
org/Vol-353/RudolphKraetzschHitzler.pdf

https://www.w3.org/TR/2017/REC-owl-time-20171019/
http://graphdb.ontotext.com/
https://www.w3.org/TR/2013/REC-sparql11-query-20130321/
https://www.w3.org/TR/2013/REC-sparql11-query-20130321/
https://www.w3.org/TR/2012/REC-owl2-primer-20121211/
https://www.w3.org/TR/2017/REC-vocab-ssn-20171019/
https://www.w3.org/TR/2017/REC-vocab-ssn-20171019/
https://doi.org/10.1609/aimag.v43i1.19120
https://doi.org/10.1609/aimag.v43i1.19120
https://doi.org/10.3233/SW-210453
https://doi.org/10.1007/978-3-642-23032-5_7
https://doi.org/10.1007/978-3-319-33245-1_11
https://doi.org/10.1007/978-3-319-33245-1_11
https://doi.org/10.1145/1963405.1963496
https://doi.org/10.1145/1963405.1963496
https://doi.org/10.3233/SW-150200
https://ceur-ws.org/Vol-1426/paper-05.pdf
https://ceur-ws.org/Vol-353/RudolphKraetzschHitzler.pdf
https://ceur-ws.org/Vol-353/RudolphKraetzschHitzler.pdf


212 C. Shimizu et al.

15. Sahoo, S., McGuinness, D., Lebo, T.: PROV-O: the PROV ontology. W3C
recommendation, W3C, April 2013. http://www.w3.org/TR/2013/REC-prov-o-
20130430/

16. Shimizu, C., Hammar, K., Hitzler, P.: Modular ontology modeling. Semant. Web
14(3), 459–489 (2023). https://doi.org/10.3233/SW-222886

17. Shimizu, C., et al.: The knowwheregraph ontology. Pre-print, May 2023. https://
daselab.cs.ksu.edu/publications/knowwheregraph-ontology

18. Tartari, G., Hogan, A.: WISP: weighted shortest paths for RDF graphs. In:
Ivanova, V., Lambrix, P., Lohmann, S., Pesquita, C. (eds.) Proceedings of the
Fourth International Workshop on Visualization and Interaction for Ontologies
and Linked Data co-located with the 17th International Semantic Web Confer-
ence, VOILA@ISWC 2018, Monterey, CA, USA, October 8, 2018. CEUR Work-
shop Proceedings, vol. 2187, pp. 37–52. CEUR-WS.org (2018). https://ceur-ws.
org/Vol-2187/paper4.pdf

19. Zhou, L., Cheatham, M., Krisnadhi, A., Hitzler, P.: GeoLink data set: a complex
alignment benchmark from real-world ontology. Data Intell. 2(3), 353–378 (2020).
https://doi.org/10.1162/dint a 00054

http://www.w3.org/TR/2013/REC-prov-o-20130430/
http://www.w3.org/TR/2013/REC-prov-o-20130430/
https://doi.org/10.3233/SW-222886
https://daselab.cs.ksu.edu/publications/knowwheregraph-ontology
https://daselab.cs.ksu.edu/publications/knowwheregraph-ontology
https://ceur-ws.org/Vol-2187/paper4.pdf
https://ceur-ws.org/Vol-2187/paper4.pdf
https://doi.org/10.1162/dint_a_00054


Automating the Generation
of Competency Questions for Ontologies

with AgOCQs

Mary-Jane Antia(B) and C. Maria Keet

University of Cape Town, Cape Town, South Africa
{mantia,mkeet}@cs.uct.ac.za

Abstract. Competency Questions (CQs) are natural language ques-
tions drawn from a chosen subject domain and are intended for use in
ontology engineering processes. Authoring good quality and answerable
CQs has been shown to be difficult and time-consuming, due to, among
others, manual authoring, relevance, answerability, and re-usability. As
a result, few ontologies are accompanied by few CQs and their uptake
among ontology developers remains low. We aim to address the chal-
lenges with manual CQ authoring through automating CQ generation.
This novel process, called AgOCQs, leverages a combination of Natu-
ral Language Processing (NLP) techniques, corpus and transfer learning
methods, and an existing controlled natural language for CQs. AgOCQs
was applied to CQ generation from a corpus of Covid-19 research arti-
cles, and a selection of the generated questions was evaluated in a survey.
70% of the CQs were judged as being grammatically correct by at least
70% of the participants. For 12 of the 20 evaluated CQs, the ontology
expert participants deemed the CQs to be answerable by an ontology at
a range of 50%-85% across the CQs, with the remainder uncertain. This
same group of ontology experts found the CQs to be relevant between
70%-93% across the 12 CQs. Finally, 73% of the users group and 69% of
the ontology experts judged all the CQs to provide clear domain cover-
age. These findings are promising for the automation of CQs authoring,
which should reduce development time for ontology developers.

1 Introduction

Ontologies have been shown to be useful in a wide range of subject domains
and applications. Regarding their content, they are expected to be well-
delineated, explicit, and representative of the selected subject domain. To obtain
those characteristics, Competency Questions (CQs) have been proposed as
important means, to aid in the development, verification, and evaluation pro-
cesses [5,13,22,25]. CQs are natural language questions drawn from a given
(sub)domain for use in the ontology development cycle [22]. The adoption of
CQs by ontology engineers has been reported as low due to difficulties includ-
ing the authoring of good quality CQs [12]. In solving problems related to CQs

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Ortiz-Rodriguez et al. (Eds.): KGSWC 2023, LNCS 14382, pp. 213–227, 2023.
https://doi.org/10.1007/978-3-031-47745-4_16
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for the ontology development cycle, the focus of several CQ-related studies has
been on artefacts and processes that can enhance CQ quality after they have
been manually authored [3,12,19,22] Corpus-based methods have been used in
several areas such as expert systems and data mining [16,24]. They are known
to provide insights into knowledge domains, yet they have not been used as for
CQ development. We aim to reduce hurdles with manual CQ authoring and
quality by proposing an approach that uses corpus-based methods to automate
CQ authoring. We aim to answer the following research questions:

Q1: Can a corpus-based method support the automation of CQ authoring, and
if so, how?

Q2: How do automated CQs fare on the key quality criteria answerability, gram-
maticality, scope, and relevance in relation to a given (sub)domain?

The approach taken to answer these questions is as follows. We design a novel
pipeline and accompanying algorithm to automate CQ generation. It combines
a text corpus with CQ templates, a CQ abstraction method, transfer learning
models, and NLP techniques. This procedure was evaluated with a survey among
the target groups composed of ontology experts, domain experts, and users.
The results showed that 14/20 CQs had 70%-100% of participants judged it as
grammatically correct. Perceived answerability by a hypothetical ontology gave
mixed results. Also, the vast majority of participants found 12/20 CQs to be
relevant, and 73% of users and 69% of the experienced ontology experts found
the CQs to provide clear domain coverage.

The rest of the paper discusses related work (Sect. 2), the novel methodology
of AgOCQs (Sect. 3) and its evaluation (Sect. 4). We close with conclusions and
future work (Sect. 5).

2 Related Work

We consider both the state-of-the-art CQs in ontology engineering and the
promising NLP techniques for automated question generation.

2.1 CQs in Ontology Engineering

CQs have been proposed as part of the requirement specification in ontology
development [23]. CQs have been shown to play other roles, such as functional
requirements for ontology development, for verification (with a focus on com-
pleteness and correctness), and providing insights into the contents of a specific
ontology, especially to non-expert users [5,23]. CQs have also been used for ontol-
ogy reuse and relevance [4], test-driven ontology development [13], and enhancing
the agile development process for ontologies [1,18].

A number of concerns have been noted in the literature around CQs in ontol-
ogy development and use. In particular, manual authoring of CQs continues to
be a hindrance to their successful participation in the ontology engineering pro-
cess [3,12,19,22,26]. Many ontologies tend to have accompanying CQs defined
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at a high level to provide an overview of what the ontology is on [8]. There is a
dearth of authoring support tools and the manual process of authoring CQs is
tedious and time-consuming. In addition, manually authored CQs are sometimes
not answerable, not relevant, not grammatical, and not sufficiently indicative of
the scope of a given ontology [3]. In a bid to address the lack of authoring sup-
port, several solutions have been proposed. Current solutions and tools have
centred on evaluating manually CQs from specific ontologies [5,6], creating arte-
facts to support manually developed CQs for ontology use [3,12,19,22,26]; or
on how to develop ontologies from CQs [1]. One such solution is exemplified
by a set of core and variant CQ archetypes created for the Pizza ontology [22].
These archetypes are ontology elements of OWL class and object property with
a 1:1 mapping attribute, limiting their use to only OWL ontologies with certain
limited formalisation patterns.

An approach is to check manually authored CQs with a few CQ patterns,
focusing on OWL ontology variables [6] however, omit “Who” and “Where” ques-
tion types. Another proposal separated the CQ linguistic analysis from OWL,
using linguistic pattern extraction from CQs by [19,26]. They identified nouns
and noun phrases from entities along with verbs and verb phrases from predi-
cates representing them in abstract forms for a set of 234 manual CQs that were
developed and corrected for 5 different ontologies (Dem@care, Stuff, African
wildlife, OntoDT and Software ontologies).

They also created 106 patterns [19,26], from which the Competency ques-
tion Language for specifying Requirements for an Ontology (CLaRO) controlled
natural language was developed [12].

These templates restrict the CQs types but allow for a 1:m mapping and
they can be used also with other ontology languages. CLaRO templates have
shown good coverage with an accuracy of over 90% to unseen CQs across sev-
eral domains [3,12]. Each CLaRO template can correspond to several questions
and are about 150 templates. However, for ontology developers to make use of
them, CQs would still have to first be manually developed and then checked
for compliance using the templates. The persistent manual-only approach is the
common theme, and shortcoming, in the different solutions thus far.

2.2 Transfer Learning

With the advent of machine learning technologies, the process of question gen-
eration has had successes and failures. Transfer Learning (TL), a method which
leverages knowledge learned in one domain task to perform a similar task in a
different domain, has been at the centre of it [2,10]. Two main methods in use
include inductive and transductive TL.

With Inductive TL, tasks from the source domain differ from the tasks of the
target domain. This method works with the presence or absence of labelled data.
Multi-task learning is performed with labelled data while self-taught learning is
performed without labelled data. A sub-category of inductive learning methods
that focuses on applying the inductive approach to unsupervised learning tasks
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such as clustering, dimensionality reduction, and density estimation is referred
to as unsupervised TL.

With Transductive TL, the tasks from both source and target domains are
the same but the domains are different. This method is widely used in cross-
lingual and domain adaptation TL studies.

Instance transfer, feature representation transfer, parameter transfer and
relational knowledge transfer are approaches and all applied to inductive TL,
while only instance transfer and feature representation transfer can be applied
to transductive TL [2,17,27,28].

Much of the success of TL is attributed to the use of Large Language Models
(LLM) transformer models in general and failures to training time when using
LLM that make the process computationally expensive [27]. The effectiveness of
LLMs require that when training, the LLM is able to assimilate various learning
points ranging from small spelling errors to the contextual meanings present
in the training corpus. The TL method brings performance improvements when
using LLM models because the models no longer have to be trained from scratch
but can be used in a pre-trained state. Large crowd-sourced text corpora, such as
the Stanford Question Answering Dataset (SQuAD) and Colossal Clean Crawled
Corpus, are used to train LLMs such as BERT, RoBERTa, sBERT and Text-To-
Text-Transfer-Transformers(T5) to enable them to perform several tasks [27].
The T5 model was trained using the Text-To-Text framework [15]. The T5 com-
bines all NLP techniques such as translation, question answering, text summari-
sation, and document classification together in one model, thereby reducing the
need to perform these tasks individually [20,28].

3 Auto-generated Ontological Competency Questions
(AgOCQs)

We describe the methods used to develop AgOCQs, and use as illustration its
application to a small corpus of scientific articles on COVID-19.

As part of the development process, we leveraged the abstract representation
from the linguistic pattern extraction method developed by [19] and the CLaRO,
a controlled language set of templates for CQs by [3,12]. These methods along
with a combination that infuses NLP techniques and Transformer models make
up the development processes for AgOCQs.

Figure 1 and the algorithm in Fig. 2 summarise the design of the automated
process of developing CQs, called AgOCQs. It begins by extracting domain text
corpus which is then pre-processed using NLP techniques such as entity and
sentence extraction, stop words removal [11] and regular expressions to produce
cleaned data used as the input text data. We then apply the transductive TL
where the source task for the model is the same as the target task. Using the
pre-trained Text-to-Text-Transfer-Transformer (T5) base model [20], which is
pre-trained with the SQUAD dataset to output a context, question and answer
as our source task. We pass in our cleaned input data to undertake the same
task as the source task of the base model; however, we only output the context
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Fig. 1. Design of the pipeline architecture for automatic CQs authoring.

texts and questions in this case. The corpus of questions generated from the
input data is subsequently de-cluttered to remove duplicates and meaningless
questions through a semantic grouping using the paraphrased algorithm of the
Sentence Transformer model [21].

Next, we represent the questions into their linguistic abstract forms using the
method from [19,26]. To do this, each question is broken down into chunks and
represented in the abstract form as entity chunks(EC) i.e., nouns/noun phrases,
and predicate chunks(PC), i.e., verbs/verb phrases, as illustrated in Table 1 for
the use case chosen to test the approach with.

Generated questions in their abstract form are then compared to CQ tem-
plates from CLaRO that were also developed using the same abstract format
[3,12]. CLaRO templates, having been assessed for grammatical correctness and
answerability by an ontology, serve as a gold standard for CQs in determining
if a set of questions qualifies as CQs. If the abstract form of a question matches
a template, the question is then referred to as a “Competency Question”. The
template rules are an integral part of the development process and help ensure
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Fig. 2. Outline of the main algorithm for automatic CQs authoring.

that the abstract representation of the CQs produced correspond to the sentence
chunk. The abstract forms can also be reviewed for any error as it is saved to a
file that can be corrected and fed back into the process if needed.

Two groups emerge from this step in the pipeline: complete matches and
variants (i.e., a very close match of a template). For the use case with the Covid-
29 corpus (see below), only complete matches to templates were considered.
With the CLaRO templates property of 1:m mapping, several questions can
have abstract forms that correspond to just one of the templates. The abstract
forms are then mapped back to the questions to give a set of CQs that are
deemed ready for use by the ontology developer. A sample of the generated CQs
for the use case and their corresponding sentence patterns mapping to templates
are displayed in Table 2. All CQs can be found on Github: https://github.com/
pymj/AgOCQs.

https://github.com/pymj/AgOCQs
https://github.com/pymj/AgOCQs
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Table 1. Sampling of questions and their respective abstract representation, where the
method as used on a small corpus of scientific articles on COVID-19.

Question Abstract form

How many people have
been infected with
COVID-19?

How many EC1 PC1
been PC1 EC2?

What severity of the
case may progress to
respiratory distress or
respiratory failure?

What EC1 of EC2 PC1
PC1 EC3 or EC4?

How severe is the dis-
ease related to age?

How PC1 is EC1 PC2
EC2?

Table 2. CQs and corresponding sentence patterns, generated by the AgOCQs proce-
dure when applied to the small Covid-19 text corpus

CQs Templates ID

How can Coronaviruses induce psychopatho-
logical sequelae?

How PC1 EC1 PC1 EC2? 17

What is the prevalence of emergent psychi-
atric conditions?

What is EC1 of EC2? 60

What is the mean age range for COVID19
survivors?

What is EC1 for EC2? 38

What is the role of SARSCOV2
immuneescape mechanisms?

What is EC1 of EC2? 60

What are the mainstay of clinical treatment? What are EC1 of EC2? 60a

What is lymphopenia? What is EC1? 90

What is the name for the cytokine storm14? ‘What is EC1 for EC2? 38

What is a potential target for IL1 IL17? What is EC1 for EC2? 38

What is another approach to alleviate
COVID19 related immunopathology?

What is EC1 PC1 EC2? 66

What is the role of standardized treatment
protocols for severe cases?

What is EC1 of EC2 for EC3? 61

What percentage of the subjects reported
fatigue?

What EC1 of EC2 PC1 EC3? 68

What is the spread rate of COVID19? What is EC1 of EC2? 60

What is the duration of symptoms for mild
cases?

What is EC1 of EC2 for EC3? 61

What is a blood test for COVID19? What is EC1 for EC2? 38

What role could corticosteroids play in severe
cases?

What EC1 PC1 EC2 PC1 EC3? 58

What did the severe acute respiratory syn-
drome SARS attack reflect?

What PC1 EC1 PC1? 41
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4 Evaluation of CQs Generated with AgOCQs

The procedure described in Sect. 3 can be applied to any text corpus. The prin-
cipal interest is obviously specialised subject domains, for which it is difficult
to obtain extensive domain expert input. To this end, we created a small cor-
pus of scientific articles on Covid-19, generated the questions with the proposed
method, and subsequently evaluated them in a human evaluation. The evalu-
ation approach, results, and discussion are described in the remainder of this
section.

4.1 Approach

We conducted a survey to assess the CQs developed by AgOCQs. The aim
of the survey was to use these target groups’ responses on the answerability,
relevance, scope, and grammaticality to assess the quality of these automatically
generated CQs to determine how they fare on issues corresponding to some
of the concerns associated with manually created CQs. The three groups are
composed as follows: ontology experts, domain experts and ontology users. The
participants had preliminary questions which were used to place them in the
groups. The ontology users group is made up of 1) ontology professionals who
do not consider themselves as experts. 2) ontology experts who are not the target
domain experts. Thus, some participants in the users’ group also appear in the
ontology expert group.

The test corpus was created from freely available published research articles
in the Covid-19 domain on the Web, in the time frame between 2020–2021.
No specific criteria was applied other than the articles being a research paper
from the COVID-19 domain. These articles were scraped using the PyPaperBot
python tool. Seven articles only were used due to issues around compute capacity
and lengthy processing time. The text corpus was created from the scientific
articles’ Introduction, Related work, and Methodology sections.

This corpus was then used in AgOCQs to generate candidate CQs for evalua-
tion. Answerability, relevance, scope, and grammaticality are considered criteria
for the assessment of the CQs. The target groups for the survey were Covid-19
domain experts, ontology experts, and ontology users. Users, in this case, were
considered as research students working in areas directly or related to ontologies,
and ontology experts working in the Covid-19 domain.

For CQs to be answerable, we presume that it should also be grammatically
correct, therefore in assessing answerability we include the assessment of its
grammaticality from participants with advanced English grammar competence.
In terms of relevance, though the corpus used to develop the CQs is domain-
specific, we still evaluate relevance as seen by domain and ontology experts as
well as by ontology user groups. For the scope, all participants are asked to
assess the overall CQs presented in the survey on their clarity of purpose from
their standpoint. The objectives for the survey are, for each of domain experts,
ontology experts, and ontology users as separate groups respectively:
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1. To understand the respective judgments of the different target groups on the
grammaticality and answerability of the automatically generated CQs.

2. To determine how the different groups rate the relevance of the automatically
generated CQs.

3. To understand how each of the groups judge the automatic CQs as an indi-
cator of the scope for their respective objectives.

For the analysis of the survey, we focus on the target groups’ responses indi-
vidually. We will analyze the overlaps of interests (if any) of the three target
groups (ontology experts, Covid-19 subject experts, ontology users) and how
that affects their judgments of CQs. We will also analyze how the experience
of participants within each group could lead to different judgments. The sur-
vey contained question for classifying participants into different target groups as
well as 20 CQs to be judged by the participants. A question was marked as a
CQ as attention check, being CQ.17: What is post-COVID similar to post-SARS
syndrome? ) which serve to assist to assess some of the responses of the partici-
pants to CQs, since it is incoherent and should be judged accordingly. The last
question was directed to how the participants judge the overall CQs in terms of
coverage of the domain in question. A sampling of the CQs used the survey are
shown in Table 3.

Table 3. A selection of the CQs used in the survey

CQ1: How can Coronaviruses induce psychopathological
sequelae?

CQ2: What is the mean age range for COVID-19 survivors?

CQ4: What is the duration of symptoms for mild cases?

CQ5: What is the prevalence of emergent psychiatric disor-
ders?

CQ7: What is lymphopenia?

CQ8: What is the current status of herd immunity?

To check for reliability, we apply Fleiss’s Kappa’s coefficient for inter-rater
testing [7,9] which measure to underscore the results from the target groups and
remove any notion of occurrence based on chance. For interpretation, we use the
scale from [14], where a moderate agreement to a near-perfect agreement would
mean that the participants engaged with CQs and made an informed decision
in their judgment. A widely used scale for measuring the agreement between
raters is as follows: Zero (0) as No agreement, 0.1 - 0.20 as Slight, 0.21 - 0.40 as
Fair, 0.41 - 0.60 as Moderate, 0.61 - 0.80 as Substantial, and 0.81 - 1.00 as Near
perfect agreement.

Data and results are be available at https://github.com/pymj/AgOCQs.

https://github.com/pymj/AgOCQs
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4.2 Results

The results of the survey is presented on the basis of the assessment criteria
of answerability, grammaticality, relevance, and scope in relation to the target
groups. There were 20 CQs in the survey to be judged, and a total of 17 respon-
dents completed the survey. The domain expert group only had 1 respondent,
the ontology expert group had 16 respondents, and the ontology users group
(i.e., a combination of non-domain experts and non-ontology experts) had 15.

On grammatical competence and answerability, participants were asked to
rate their English grammar competence (either average or very good). 75% rated
their competence as very good while 25% rated themselves as average. Looking
at the results by CQ from the participants that considered themselves to have
very good English grammar competence, 70%-100% judged the majority of the
CQs (14 of 20) as being grammatically correct Fig 3.

Fig. 3. Grammatical correctness by CQ

Looking at answerability on individual CQs from the same group on English
grammar competence, the results showed that 50%-85% of participants deemed
answerability to be positive in 12 CQs (see Fig 4).

Participants were also classified in terms of their competency in ontologies
and CQs knowledge, where 81% identified as experienced and 19% as not expe-
rienced. Taking an overall view by CQs by experienced category, we observe
answerability to be at an average of 50% and participants’ uncertainty of answer-
ability to be equally the same at 50% (see Fig 5).

In terms of relevance to the domain, 94% of participants classified themselves
as not being experienced in the COVID-19 domain. As a result, the relevance
of CQs was analyzed from the user’s target group alone, which is composed of
research students and ontology experts inexperienced in the COVID-19 domain.
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Fig. 4. Answerability by English grammar, ontology and CQs competence

Fig. 5. Answerability by ontology and CQs experts

70% of this group judged the CQs to be relevant to the domain Fig 6. Our results
also showed that 69% of ontology and CQs experts who considered themselves
experienced and 73% of ontology users believed the CQs gave them a clear scope
of the Covid-19 domain (see Fig 7).

To ensure that the results from our survey represent the authentic view of our
participants on key criteria used and did not occur by chance, we placed CQ.17
as an attention check. Our results showed the participants passed the attention
check overwhelmingly, with 95% of them detecting the CQ to be unanswerable
with poor grammar. Also, we conducted a reliability test using Fleiss’s Kappa
coefficient test [14]. We interpret our results based on the scale from its Wikipedia
page. Our Fleiss’s Kappa scores for grammatical correctness, answerability and
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Fig. 6. Relevance to domain by ontology user group

Fig. 7. Scope assessment by experts and user groups

relevance were 0.55, 0.55 and 0.77, respectively. These scores show that the
responses for the survey had a moderate to a substantial degree of agreement
on the judgments made by participants, thus removing any notions that the
responses occurred by chance.

4.3 Discussion

As mentioned in the motivation for this research, ontology developers have indi-
cated that the process of manual CQ development is tedious and time-consuming
and produces relatively few CQs of varying quality [3,12,26] which adds to the
workload of ontology development and is a major reason why many skip the
use of CQs. The proposed automated process AgOCQs resolves this problem by
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reducing the efforts of manual CQ authoring. This may potentially increase the
adoption of CQs in ontology engineering processes. Compared to their manually
curated counterparts, CQs from AgOCQs are granular, providing a large pool
of CQs that are more specific compared to high-level scoping CQs. In addition,
since most of our user target group also judged the CQs to cover relevant infor-
mation on the domain Fig 7, suggests that AgOCQs may facilitate CQ reuse
across ontologies within the same domain or subdomain. The use of a text cor-
pus in CQs development adds some of the benefits observed elsewhere [16,24] to
ontologies via CQs, thereby answering our first research question.

The results of the survey also provide a window to assess human judgment
on CQs from ontology experts and engaged users. AgOCQs uses a set of tem-
plates considered as ground truth because the CQ templates have been verified
to be answerable by an ontology where the contents are available. Yet, there is a
divide in the results from experts on the certainty of the CQs being answerable
compared to novices. Also, which is not uncommon for human judgements with
a limited pool of participants with varied backgrounds, it shows that the opin-
ions of ontology experts on grammaticality and answerability do not even out.
For instance, although most participants indicated having very good English
grammar competence (see Fig 3), there are CQs where the judgment by these
participants is questionable; e.g., CQ.9:What severity of the case may progress to
respiratory distress? is arguably grammatically correct when taken in context,
but only 13% of the participants judged it as correct.

The automated CQs also face similar issues encountered by CQs from the
manual process, especially on the criteria of answerability and grammatical cor-
rectness, as can be interpreted in agreement levels from the Fleiss Kappa scores,
albeit to a lesser extent.

With CLaRO templates having a property of 1:n mapping to SPARQL
queries and possible axiom patterns [3,12], their use as part of the development
of AgOCQs brings the possibility of realizing CQs reusability and by extension,
ontology reusability within reach as This methodology can be applied to other
domains with little or no reservations. However, new domain-specific templates
which may currently not exist in CLaRO may cause the omission of certain
questions.

A limitations of the study include the use of a small dataset to demonstrate
the functionality of our method, which was due to the compute capacity avail-
able. Thus, the data used in this study is not representative of the data within
the domain. We are working towards optimising the approach of the text pro-
cessing as well as the use of an ontology to demonstrate its effectiveness on the
issue of completeness in the ontology engineering process.

5 Conclusion and Future Work

The paper proposed AgOCQs to automate the process of creating competency
questions for ontology development and selection. The results showed that CQs
from AgOCQs using a domain text corpus are highly granular and provide a
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larger number compared to those manually developed. The evaluation indicated
that it is possible to have a set of CQs that may serve a number of ontologies in
the same domain. The proposed automated CQ creation process may foster CQ
uptake for ontology selection, design, and evaluation. In future work, we plan to
explore the effect of corpus size and genre on CQ generation.
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tute for Digital Engineering through the HPI Research School at UCT. The authors
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26. Wísniewski, D., Potoniec, J., �Lawrynowicz, A., Keet, C.M.: Analysis of ontology
competency questions and their formalizations in SPARQL-owl. J. Web Semant.
59, 100534 (2019)

27. Zhuang, F., et al.: A comprehensive survey on transfer learning. Proc. IEEE 109(1),
43–76 (2020)
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Abstract. Knowledge graphs and graph databases are nowadays exten-
sively used in various domains. However, manually creating knowledge
graphs using existing ontology concepts presents significant challenges.
On the other hand, chatbots are one of the most prominent technologies
in the recent past. In this paper, we explore the idea of utilizing chat-
bots to facilitate the manual population of knowledge graphs. To imple-
ment these chatbots, we generate them based on other special knowledge
graphs that serve as models of chatbots. These chatbot models are cre-
ated using our modelling ontology (specially designed for this purpose)
and ontologies from a specific domain. The proposed approach enables
the manual population of knowledge graphs in a more convenient manner
through the use of automatically generated conversational agents based
on our chatbot models.

Keywords: modelling · ontology · chatbots · knowledge graphs

1 Introduction

Creating user-friendly interfaces to facilitate populating knowledge graphs man-
ually is a very demanding task. In order to create a knowledge graph, it is
necessary to have expertise not only in the domain of interest but also in the
field of ontology engineering. We can illustrate this using an example of flight
registration, where the end-users enter flight information manually in the knowl-
edge graph and the ultimate output of the process would be a comprehensive
knowledge graph representing all existing flights. To define a specific flight, it is
necessary to first choose the appropriate ontology for flight description and then
create an individual of the class representing flights. Following that, the user
has to know how to define departure and arrival airports, which requires the
knowledge of object and data properties that can be used to describe airports.
What makes this task even more complex is the need to choose whether these
airports can be described as blank nodes or not, or to choose specific ontology
design patterns. Creating these ontologies (editing RDF graphs) using only text
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editors in any syntax for representing RDF graphs would be intimidating for the
majority of users.

Tools for ontology engineering like Protégé, WebProtégé, TopBraid Composer
and similar tools are frequently used for this purpose. Additionally, there are var-
ious approaches to modelling user interfaces for populating knowledge graphs.
These user interfaces are of different kinds, from desktop and web applications to
conversational agents (chatbots). Particularly, chatbots have seen great growth
in popularity, especially in the last couple of years with the appearance of large
language models and tools like ChatGPT that use deep learning models to gener-
ate correct humanlike responses. Chatbots are now integrated in various domains
and have numerous applications, such as e-customer care services, e-commerce
systems, the medical field, etc.

Our approach aims to empower end users to create knowledge graphs like the
aforementioned flight knowledge graph in a simple manner. The chatbot should
primarily ask simple questions like: “What is the flight number?” or “What is the
flight destination?”. To this end, we propose to divide population of knowledge
graphs in two processes. The first process would be modelling and designing of
conversational agents, and the second process is using those conversational agents
by many end users to populate desired knowledge graphs. One potential group of
end users who could benefit from our chatbots includes airline personnel (or flight
operators) responsible for registering new flights and services related to those
flights. The novelty of our idea lies in the automatic generation of chatbots from
models that themselves are knowledge graphs. By adopting this approach, the
design of our conversational agent models becomes the responsibility of ontology
experts (chatbot model designers), while the end users of the chatbots do not
necessarily need expert knowledge in ontologies. This way, the end user would
be relieved from the burden of precisely knowing domain ontologies and the
intricacies of ontology engineering.

The approach can be simply expressed through two functions. The first
function is named the modelling function, which encompasses the process of
modelling chatbot dialogues (conversations) while simultaneously defining the
structure of the output knowledge graphs. The modelling function takes a set
of domain ontologies and our OBOP ontology (Ontology for Ontology-based
Ontology Population) as input parameters. The OBOP ontology is specifically
designed for modelling purposes and can be accessed at http://purl.org/net/
obop or in the GitHub repository1.

fmodelling(DomainOntologies,OBOP ) = ChatbotModel

The modelling process is the task for chatbot model designers (ontology experts),
and the output of this process is a ChatbotModel, which is a knowledge graph
defined using elements from DomainOntologies and our OBOP ontology. Cur-
rently, the modelling is done manually, but we have plans to design special GUI
tools to support and automate this process in the future.

1 https://github.com/ontosoft/logic-interface/blob/main/ontology/obop.owl.

http://purl.org/net/obop
http://purl.org/net/obop
https://github.com/ontosoft/logic-interface/blob/main/ontology/obop.owl
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The second function represents the process of data acquisition, i.e., knowledge
graph population. This process is actually the use of chatbot to enter data.

facquisition(ChatbotModel, UserInteraction) = OutputKnowledgeGraph

The acquisition function takes a chatbot model created in the modeling pro-
cess and user interaction (during which the data is entered) as input parameters.
The output of the acquisition function is a desired knowledge graph, referred to as
OutputKnowledgeGraph, which is defined only using elements from the domain
ontologies. In Fig. 1, part of our approach that corresponds to the acquisition
function is outlined. The Chatbot generator takes the chatbot model defined by
elements of the OBOP ontology (colored in red) and domain ontologies (colored
in black). The output knowledge graph is populated through the interaction of the
end-user with the chatbot and contains only elements from domain ontologies.

Fig. 1. A simplified representation of the acquisition function (Color figure online)

Since the main goal is to simplify the population of knowledge graphs using
conversational systems (chatbots), we have explored the idea of modelling these
chatbots also within knowledge graphs. To leverage the reasoning capabilities
of OWL ontologies, it is reasonable for the chatbot models to be represented in
the OWL DL ontology class. Therefore, the goal of our approach can be boiled
down to the following set of requirements:

1. The chatbot conversation and the structure of the output knowledge graph are
both specified within the same knowledge graph (e.g. RDF file), representing
a model.

2. Models are defined using a dedicated ontology designed for this purpose,
serving as a meta-model for generating our models.

3. The meta-model comprises elements capable of modelling main program con-
trol structures, i.e., sequential, selection (branching) and iteration control
structures.
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In the rest of the paper, we elaborate on the implementation of the proposed
requirements. The rest of the paper is organized as follows: The next section
presents a use case with flight registrations, used to illustrate our approach in
subsequent sections. Then we describe the main elements of the OBOP ontol-
ogy that model various aspects of chatbot conversations and showcase how the
modeling function works in our use case. Each subsection focuses on specific
workflows of the chatbot and explains how these workflows are modeled using
entities from the OBOP ontology. Finally, the paper concludes with a section
discussing our contributions.

2 Use Case

To demonstrate the applicability of our chatbot models, we introduce an exam-
ple involving a chatbot designed to help create knowledge graphs for flights.
Essentially, we look at process from the reverse perspective, beginning with an
existing knowledge graph and assuming it to be the output knowledge graph
of a chatbot. Then we demonstrate a model of this chatbot that generates this
particular knowledge graph.

The knowledge graph that our chatbot has to construct is already pre-
sented in the examples of using the Ticket ontology2. The authors of the knowl-
edge graph used GoodRelations ontology [6], Ticket ontology (compliant with
GoodRelations) and DBpedia to describe the flight. A simplified graphical rep-
resentation of the flight knowledge graph is shown in Fig. 2.

The flight knowledge graph contains data about a specific flight with the flight
number LH1234, which is operated by Lufthansa airline. The flight information
includes details about the departure and destination airports, as well as the
types of tickets that can be booked for that flight. A flight ticket is defined
as an instance of the class tio:Ticket of the Ticket ontology. In the graphical
representation, individuals and blank nodes are depicted using circles, with blank
nodes represented by empty circles. Ontology classes are illustrated by ovals,
while literals are shown as rectangles.

During the interaction with the chatbot, the user must provide the flight
number, departure and destination airports, as well as the departure and arrival
times. The knowledge graphs (instances of the Ticket ontology) generated using
our chatbot offer significant usefulness as they can be easily searched by cus-
tomers looking to book flight tickets. The use of ontologies in the system allows
for defining search operations using SPARQL queries. Moreover, customers have
the option to employ conversational agents like KBot [2] to find suitable flight
tickets using natural language understanding over linked data. In that case,
semantic web technologies can be used directly to find suitable flights without
resorting to web scraping methods as described in [12].

The primary objective of our chatbot use case is to simplify the process
for end-users by posing straightforward questions, while the knowledge graph is

2 http://purl.org/tio/ns.

http://purl.org/tio/ns
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Fig. 2. A knowledge graph representing a simple flight description.

generated seamlessly in the background using answers to those questions. The
chatbot must have the capability to generate this knowledge graph and also to
accommodate its extensions, such as adding the definition of additional ticket
types if needed. By doing so, the chatbot determines the structure of the output
ontology without explicitly asking the user to specify blank nodes, instances
of specific ontology classes and other details, thereby alleviating the burden of
detailed ontology engineering. To achieve this level of sophistication, the chatbot
model incorporates all the necessary details, and the key aspects of the model
are outlined in the section dedicated to modelling architecture.

3 Related Work

One of the first known conversational agents is ALICE [13] which uses AIML
(Artificial Intelligence Markup Language) which is basically XML to design con-
versations. The system uses a botmaster which monitors conversations to make
them more appropriate. Unlike writing rules in an XML-based language, the
rules in our approach are encoded in a knowledge graph based on our modeling
ontology and can be stored in an RDF file. Historically, there have been various
approaches to using semantic nets to generate chatbot. One of the first examples
is OntBot [3] that transforms ontologies and knowledge into relational database
and then uses relational database to generate chats. Another example of usage
of model-driven conversational systems is presented in [9], wherein a special-
ized domain-specific language with components like intents, entities, actions and
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flows is employed to design the dialogue structure of task-oriented chatbots. The
dialogue management used in our paper is also similar to the dialogue manage-
ment used by the Rasa chatbot [5]. However, our approach differentiates itself
from those approaches by aiming to represent all components, including intents,
flows and actions through the use of knowledge graphs.

There have been many approaches to model user interfaces and web appli-
cation logic using knowledge graphs. An approach described in [11] proposes
a method of modelling HTML application structure and its logic using RDF
graphs. In this paper, we deal with a similar question of modelling and generating
chatbots used to engage in dialogs with users to acquire data. Furthermore, the
acquired data is used to directly populate desired output knowledge graphs based
on domain ontologies. The expressiveness of formal ontologies proves valuable in
representing both the models of chatbots and the complex knowledge within the
business logic of target ontologies. Chatbots generated using this approach could
prove advantageous wherever the description of complex products and services
using ontologies is required, as is the case in emerging business models like Dis-
tributed Market Spaces [10]. This approach complements the method described in
[7], where the system utilizes SPARQL queries to identify appropriate complex
products and services.

As stated in [1], conversational clients or chatbots are designed to be used
either as task-oriented or open-ended dialog generators. In our approach, we
develop a task-oriented chatbot responsible for collecting data (knowledge graph)
based on particular ontologies. The actual task is described based on rules speci-
fied in the model, which is represented again as a knowledge graph defined using
our OBOP ontology. Thus, our chatbot can also be classified as a rule-based
chatbot. To enable human-like conversation, our task-based chatbot module is
incorporated into an open-ended chatbot which is further described in the imple-
mentation section. The intention of our system is not to design a chatbot capable
of convincing a human that (s)he is chatting with a human instead of a com-
puter program. That intelligent behaviour depends on having good knowledge
sets. Instead, we focus on the creation of chatbots that gather information in the
form of knowledge graphs with individuals (instances) of the respective domain
ontologies.

4 Model Architecture

Our meta-model (OBOP ontology) contains various structures that describe
chatbot functionalities. The fundamental structure is designed to specify a sim-
ple data request. In response to this request, the user inputs a value, which is
then validated and can be stored in the system as a data property, IRI, or for a
similar purpose. This functionality corresponds to the process of entering data
into form fields in GUI interfaces. To represent the insertion of these data values,
the OBOP ontology, uses an instance of the class obop:SingleValueRequest. In
cases where multiple data properties need to be entered as a group of questions,
this is modeled using a conversation block. The generation of chatbot models,
using constructions explained in the next sections, is the responsibility of chatbot
model designers.



234 P. Rutesic et al.

4.1 Conversation Block

A conversation block represents a segment of a conversation used to collect data
values that are related to a specific entity. This part of the dialog is analogous
to an HTML form in web applications. The chatbot poses a series of questions,
and by providing answers to those questions, the system stores corresponding
values. A simple model for entering the flight IRI is illustrated in Fig. 3. In
the following figures, blue circles represent instances of classes of the OBOP
ontology, while larger peach-colored circles (e.g., individual flight_model_1 in
Fig. 3) depict instances from domain (target) ontologies. Yellow ovals represent
classes from the OBOP ontology, and blue ovals represent classes from target
ontologies. Object and data properties are denoted by directed lines with labels
that specify the names of those properties.

Fig. 3. Modelling a block of conversation

A segment of the model represented in Fig. 3 should initiate the following
part of conversation:

chatbot : P lease ente r the f l i g h t name ( f l i g h t d e s c r i p t o r ) :
user : LH1234

The outcome of the previous conversation is adding of the following triple to the
output knowledge graph:

f oo : LH1234 a t i o : F l i gh t .

In Fig. 3 can be seen a conversation block named block_1, which has one
instance of the class obop:SingleValueRequest called sv_request_1. This rep-
resents a question for entering a flight name (a unique flight descriptor).
sv_request_1 has the object property obop:specifiesEndOfIRI, which has a
boolean value of true. This indicates that the provided answer to the question
serves as the ending part of the IRI representing the flight instance. The model of
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the instance of tio:Flight class that will be generated in this process is represented
by the flight_model_1 instance. During the conversation with the chatbot from
this instance will be generated the instance with the name foo:LH1234. Should
the inserted string need to be the value of a data property instead of being part
of the IRI, this would be indicated by the obop:containsDatatype object prop-
erty of the sv_request instance which would specify the name of the wanted data
property. The object property obop:isRelatedToTargetOntologyInstance indicates
what instance will be transformed with the entered data. The data property
obop:hasPositionNumber specifies that this question is the first one in this con-
versational block.

4.2 Branching Control Structure

To enable chatbot users to make decisions and select different paths of execution,
the OBOP ontology has mechanisms for modeling branching control structures.
The class obop:Branching represents a conditional structure. A simple branching
structure in our example is explained in the case of selecting an airline that
operates the given flight. The chatbot user is therefore prompted to choose only
one airline company from the presented options. One possible conversation is
presented in the following listing:

chatbot : Enter the a i r l i n e that opera te s your f l i g h t .
Choose one o f the f o l l ow i ng opt ions :
1 . Lufthansa
2 . Ryanair

user : Lufthansa

The chatbot asks a question and specifies a list of possible options. The user
responds by writing one among those listed names or by writing the ordinary
number in front of the corresponding name. For the sake of brevity, we decided to
present only two possible options (two airlines) to choose from. This statement
is similar to the “switch” statement in programming languages. As the result of
the execution of this part of the chatbot the output graph can be extended with
the following triple:

f oo : LH1234
t i o : operatedBy <http :// dbpedia . org / r e sou r c e /Lufthansa >.

The segment of the model that generates the previous chatbot question and
adds the specified triple, as the consequence of the chosen option, is represented in
Fig. 4. It can be observed that the previous conversational block block_1 is used,
as it is regarded a part of the same conversation section. The question to choose
one out of several possible values is denoted by an instance of the obop:Question
class, called question_1. question_1 has the data property obop:hasText with
the text of the question. Additionally, the question has the value of 2 for the
obop:hasPositionNumber data property, which serves to denote that this ques-
tion has second place in the conversation block. The question question_1 has an
instance of the class obop:hasBranching called branching_1 and this branching is
specified by the instance of the obop:Connection class named conn_1.
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The obop:Connection class specifies how the two instances of the ontology
classes should be related. An instance of this class has functional properties that
specify the source and destination of object properties. In our case, the source
is an instance called flight_model_1 and the destination is airline_model_1.
The latter serves as a model for an instance of the dbpedia:Agent class, which
will be created during the interaction with the chatbot. Additionally, the object
property that has to be inserted in the output graph between these two instances
is specified by the obop:containsDatatype object property and it is, in our context,
tio:operatedBy property. This particular object property is denoted by a dashed
line in Fig. 4, although this edge is not part of the actual model graph.

Fig. 4. A part of the model specifying the process of selecting an airline
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It can be seen that the connection instance specifies both a predicate (object
property) and an object (instance) of a new triple. The user, interacting with
the chatbot, is required to choose a single airline from the list of possible air-
lines. In the lower section of Fig. 4 is defined an instance of the obop:Collection
class, named airlines_collection_1. The connection instance conn_1 is related
to this collection by the object property obop:choseOneDestinationFrom, which
specifies exactly how to form the object of a new triple. In this case, our simple
collection contains two instances of the class obop:CollectionItem correspond-
ing to Lufthansa and Ryanair airlines. OBOP collections are not defined using
rdf:Bag, rdf:Seq or by using restrictions like owl:someValuesFrom. Collections
are basically used by the chatbot program in the runtime phase and they are
not meant to be used in the process of ontology reasoning.

An alternative, that can be specified in our model, which brings more gener-
ality to this example, is to allow the user to directly input an IRI of the desired
airline, which must belong to the dbpedia:Agent class. However, we presented
the selection from the list of available options to show that the model designer
has this option.

4.3 Iteration Control Structure

To effectively manage control flows, the chatbot model has to provide defini-
tion of iteration structures (loops). As the iteration structures in programming
languages allow the repetitive execution of a specific code block, iteration struc-
tures in chatbots enable the repetition of a set of questions within a conversation
block or the repetition of other activities. For this purpose, the OBOP ontology
introduces the obop:Loop class.

An example of iterations can be demonstrated within our flight scenario.
The user has to define various ticket types for the flight, which could initiate the
following conversation:

chatbot : Do you want to d e f i n e one more t i c k e t type ?
user : Yes
chatbot : P lease ente r the l a b e l o f the t i c k e t ?
user : Economy t i c k e t s from Frankfurt to London Heathrow
chatbot : Choose the s e r v i c e l e v e l o f the t i c k e t ?
user : Economy
chatbot : Do you want to d e f i n e one more t i c k e t type ?

The result of executing the previous chatbot conversation is the following part
of the graph:

f oo : t i c k e t 5 a t i o : T i cke tP laceho lde r ;
r d f s : l a b e l "Economy t i c k e t s from Frankfurt to London

Heathrow"@en ;
t i o : scope [ a t i o : ScopeOfAccess ;

t i o : accessTo foo : LH1234 ;
t i o : e l i g i b l e S e r v i c e L e v e l t i o : Economy ] .
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The part of the model that generates the preceding section of the chatbot
conversation is illustrated in Fig. 5. The question question_2, which ask for a
new ticket type is related to an instance of the obop:Loop class called loop_1.
Each iteration of the loop specifies adding a new ticket which is represented by
a conversational block block_3. If the user answers positively to the chatbot’s
question, a new ticket instance is generated according to the ticket_model_1.
Together with the ticket is generated a blank node corresponding to the _:bnode
instance. The new blank node is related to the flight instance, which is already
created in the previous examples according to the flight_model_1.

Fig. 5. A part of the model used to define tickets using iteration.

The object properties tio:scope and tio:accessTo are also automatically cre-
ated. However, rdfs:label had to be specified using obop:containsDatatype object
property. In order to choose between possible service classes (e.g., Business or
Economy) a new question (question_3 ) and connection (conn_2 ) was necessary.
conn_2 is not completely presented and ontology classes of same instances are
omitted in Fig. 5 for improved readability.

5 Implementation

To implement a prototype of our chatbot, we employed Python libraries, namely,
ChatterBot as the conversational dialogue engine and Owlready [8] for ontology-
oriented programming, to facilitate the creation and manipulation of OWL
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ontologies. The chatbot prototype can be tested as a REST application imple-
mented using Flask framework3 with a simple JavaScript frontend. The source
code can be found on GitHub4.

Chatbots generated using the ChatterBot library answer user questions based
on the functionalities of logic adapters. For example, there are adapters like the
Time adapter that can answer questions like “What time is it?”, the Math adapter
that can handle arithmetic operations, etc. When the user submits a question,
all logic adapters assess whether they are capable of providing a response. The
ability of a logical adapter to answer the question is measured by a confidence
factor, expressed as a decimal value between 0 and 1. The answer from the
adapter with the highest confidence is chosen as the reply. The architecture of
our chatbot is shown in Fig. 6.

Fig. 6. Architecture of the chatbot system.

Our model-based chatbot functionalities are implemented as a logic adapter
for the ChatterBot library, named the OntoBasedAdapter. Unlike other logic
adapters in ChatterBot, the OntoBasedAdapter keeps track of the current state
of conversation. Once the OntoBasedAdapter starts to gather information and
populate the corresponding output knowledge graph, it needs to store infor-
mation of the conversation’s current state. It includes tracking visited nodes
to enable system to make reverse steps and undo entries if necessary. Chatbot
stores information on the current context, which is comprised of the entire array
of nodes that have been visited and created during the conversation up to the
current state.

3 https://flask.palletsprojects.com.
4 https://github.com/ontosoft/ontochatbot.

https://flask.palletsprojects.com
https://github.com/ontosoft/ontochatbot
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Keeping track of the state of an ongoing dialogue is quite challenging task. In
the study [4], authors dealt with this problem by exploiting ontologies for both
the knowledge base and the dialogue manager in domain-driven conversation,
creating a banking chatbot. Our chatbot, on the other hand, is a domain inde-
pendent conversational agent, with the domain specified in the corresponding
chatbot model.

Answering Questions and Generating Replies. When the Onto-
BasedAdapter takes charge of the dialogue, it maintains the conversation status.
The system asks questions in the order that is defined by the chatbot model.
If the user asks a question that is not related to the current task specified in
the model the conversation might take a different direction, potentially allow-
ing another logic adapter to respond, enhancing the conversation’s natural flow.
Subsequently, it is posed a question by OntoBasedAdapter to pick up the con-
versation at the point where it was interrupted. This capability stems from the
OntoBasedAdapter’s management of context and conversation state. The con-
fidence factor determines what logic adapter among all logical adapters will be
chosen to give the answer. However, if the OntoBasedAdapter already started to
gather information according to a conversation model then it has precedence over
other logical adapters. Even if a user abruptly shifts the conversation’s focus,
the conversation agent tries to steer it back to the desired topic. For instance,
if a user asks “What time is it?” during a conversation meant to schedule flight
details, the system employs the Time logic adapter to answer promptly, before
returning to the next question in line based on the chatbot model.

In this way, responses (questions) of any logic adapter are assigned a cor-
responding weight (confidence factor). The challenges associated to this way of
choosing replies include the fact that confidence factors of already implemented
adapters tend to be quite high values. The solution which we use is that Onto-
BasedAdapter always returns the confidence factor equal to 1 after it started
to collect information. At present, OntoBasedAdapter responses are manually
embedded into the model by the model designer.

6 Contribution

In this paper, we introduced models for conversational agents (chatbots). These
chatbots can accomplish domain-specific tasks such as generating flight descrip-
tions, booking flight tickets or creating restaurant menus that could be used
for restaurant reservations in a user-friendly manner. In order to show how to
create a chatbot model, we designed a chatbot intended for flight descriptions.
The chatbots we propose follow the rule-based approach, in which replies are
generated using predefined rules integrated into the models of respective con-
versations. These conversation models represent templates according to which
replies (questions) are created.

The requirements for the approach outlined in the introduction of the paper
are met with our implementation. The conversation model and the structure of
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the knowledge graph are both included in the same knowledge graph according
to the first requirement. The limitations of this approach are the high complexity
of the model graphs and challenging maintenance of the generated graphs. The
second and third requirements are addressed by the explicit definition of specific
classes, object properties, and data properties in the OBOP ontology. These
definitions correspond to fundamental programming control structures, ensuring
the capability to capture and manage various aspects of the conversation’s flow
and logic.

Describing chatbot models based on OWL ontologies might offer significant
benefits, including the potential for OWL reasoning applied to these models.
The OWL reasoning capability could identify flawed models that might result
in inconsistent knowledge graphs. Another advantage lies in the potential for
reusing existing models, enabling their sharing and querying through SPARQL.
Moreover, the application of machine learning algorithms to existing models
could streamline the process of automatically or semi-automatically generating
new chatbots for description of similar problems.
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Abstract. As concerns have grown about bias in ML models, the
field of ML fairness has expanded considerably beyond classification.
Researchers now propose fairness metrics for regression, but unlike clas-
sification there is no literature review of regression fairness metrics and
no comprehensive resource to define, categorize, and compare them. To
address this, we have surveyed the field, categorized metrics according
to which notion of fairness they measure, and integrated them into an
OWL2 ontology for fair regression extending our previously-developed
ontology for reasoning about concepts in fair classification. We demon-
strate its usage through an interactive web application that dynamically
builds SPARQL queries to display fairness metrics meeting users’ selected
requirements. Through this research, we provide a resource intended to
support fairness researchers and model developers alike, and demonstrate
methods of making an ontology accessible to users who may be unfamiliar
with background knowledge of its domain and/or ontologies themselves.

Keywords: ontology · fairness · metrics · regression · reasoning ·
SPARQL · OWL · machine learning

1 Introduction

As machine learning (ML) models have advanced, their application in a variety
of domains has become widespread. In medicine, ML models are used to predict
patient cancer risk and prognosis from complex datasets [32]; in the business
world, algorithmic screening of job candidates has become commonplace [34];
and in the criminal justice system, some jurisdictions have adopted the use of
ML models to predict likelihood of recidivism when determining which inmates
to release on parole [6]. In each of these domains and more, ML-based predictions
have tangible effects on people’s lives. Growing concern about the potential for
biases in ML models has driven researchers to study to what extent ML mod-
els are biased, the ways they are biased, and what can be done to make ML
models more fair. As an example, a 2016 news article argued that COMPAS,
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an ML-based predictor of recidivism risk and other “criminogenic needs” in use
by Florida courts, was biased against African-American defendants [2]. Addi-
tional research on COMPAS has led to conflicting results, with some arguing
that COMPAS’s results do not show bias [26], while others argue that it shows
bias under some definitions of fairness, but not all [19]. It is in this context that
research in ML fairness has expanded, and several frameworks have been pro-
posed to analyze metrics for measuring fairness and classify them according to
which conceptual notions of fairness they measure [29,35,45].

Most frameworks for ML fairness focus on classification [20], yet regression
models for predicting continuous values are used extensively, such as in the
prediction of disease risk probabilities in medicine [43,47] and estimation of
future incomes in finance [9,37]. While classification and regression may in some
cases solve similar problems (e.g., risk may be predicted as a value or as one of
“low,” “medium,” or “high” classes), regression provides the benefit of increased
interpretability: for example, a doctor may be more trusting of a linear model
that clearly shows trends and slight differences in response to various inputs
than a model that only outputs an opaque label [33]. Thus, regression-specific
approaches to ML fairness are increasingly identified as an important area of
emerging research [13]. Although regression models can be analyzed using stan-
dard classification metrics by grouping the results of the model into classes, this
leads to a loss in precision. The better approach is to build fairness metrics and
bias mitigation methods which are specifically targeted towards regression. A
variety of such metrics have been proposed (see Sect. 3.1).

In contrast to classification, there are not yet frameworks for organizing fair-
ness metrics for regression, resulting in inconsistent terminology in the literature
and making comparisons between different fairness metrics difficult to conduct.
Frequently, authors propose new fairness metrics as part of a broader approach to
bias mitigation in regression models, but they don’t specifically name the met-
ric, analyze which conceptual notion of fairness the metric corresponds to, or
compare it against other authors’ techniques for measuring fairness in regression
models. In some cases, multiple authors come up with the same mathematical
formula but give it different names [1,22,23], or give the same name to different
metrics or notions [38]. An ontology that formalizes the notions and metrics in
fair regression and links these to their associated bias mitigation methods could
help support creation of more equitable and accurate regression models, assess-
ment of the fairness of these models, and support research in ML fairness by
identifying related research as well as gaps in research.

To address these deficiencies we provide the Fairness Metrics Ontology for
Regression and Machine Learning (FMO-R). FMO-R is the latest version of the
Fairness Metrics Ontology (FMO) [27], an OWL 2 ontology intended to help
ML developers find and understand fairness metrics, notions, or bias mitigation
methods that meet user requirements, and to help researchers with analysis and
understanding of existing work in the ML fairness domain. FMO as originally
published focused solely on classification, so to create the FMO-R update we
conducted a literature review of existing works that propose techniques for fair
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regression; this review focused on identifying, defining, and organizing any fair-
ness metrics defined in these papers, including some unnamed metrics. We deter-
mined the conceptual notions of fairness that each metric measures and adapted
categorization schemes from classification fairness metrics in order to determine
which high-level idea of fairness each notion is extending. Where applicable, we
specified whether a given notion of fairness is a stronger or weaker version of
another, or derived from a similar notion in classification, and also determined
how various other paradigms used to categorize classification notions applied.
The resulting ontology defines the various fairness notions, fairness metrics, and
bias mitigation methods proposed for regression, organizing these into a class
hierarchy and annotating these with definitions, mathematical formulas, alter-
native names, and provenance.

Our main contribution is extending FMO for regression, but we also pro-
vide updates to the FMO framework as a whole to assist with general use and
development. The most important of these improvements is the addition of cat-
egorization schemes incorporating basic graph patterns as annotations; these
annotations enable practical applications of the ontology such as a web-based
faceted search interface that dynamically populates its content from the ontology
and builds queries from user-selected categorizations to filter results. Previously
we demonstrated the use of FMO through description logic (DL) queries to rea-
son about fairness concepts; we continue to support this method, but we hope
that the novel annotation-based search interface will enable provide accessibility
to bring FMO-R’s reasoning capabilities to a broader audience.

2 Background

In Sect. 2.1, we provide an overview of foundational concepts in ML fairness.
In Sect. 2.2, we provide a summary of the pre-existing work we have done on
making an ontology for fairness metrics in classification. In Sect. 2.3, we provide
a brief summary of related work.

2.1 Fairness in Machine Learning

Fundamentally, a fair machine learning model should treat different protected
classes of people fairly. What exactly is meant by “fair treatment” varies—it
could mean equal outcome rates, equal error rates, or any number of other ideal
scenarios—but in general means avoiding biases towards or against groups of
people that disproportionately receive better or worse outcomes than their peers.
The groups are identified by one or more protected attributes, also known as
sensitive attributes, such as race or gender. Fairness metrics and bias mitigation
techniques generally rely on the presence of a protected attribute in the data
to measure and mitigate bias in the model, but differ in how they calculate
unfairness and in what fairness notions are used to determine how fair treatment
of different groups is defined.
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Fairness notions are the ideals a model must meet in order to be considered
fair [35]. Notions usually place a requirement on the performance or outcome of a
model. For example, the fairness notion “Independence” requires that a model’s
output should be statistically independent from the protected attributes of its
inputs. A example of a fairness notion for regression is “Equal Accuracy,” which
requires the expected loss of any two groups of the protected class to be equiv-
alent [18]. Fairness notions can be categorized in several ways, such as whether
they are group-level or individual-level: group-level notions place requirements
on how models treat different groups of people in aggregate, while individual-
level notions place requirements on how models treat individuals regardless of
group (such as “similar individuals should be treated similarly”) [8,25]. Deter-
mining which fairness notion(s) to use depends on situational factors, and is
made more complicated by the fact that some fairness notions are incompatible
with others–for example, it is generally impossible for a model to simultane-
ously achieve all three group-level notions of “Independence,” “Separation,” and
“Sufficiency” in real-world examples [31], and external biases arising from data
collection biases, longstanding historical inequalities, and/or medical differences
may be dealt with differently by different notions [35].

Fairness metrics measure how closely a model satisfies a given fairness notion.
Notions are a quality—either a model satisfies a fairness notion or it doesn’t—so
fairness metrics are a quantity to express the distance between a model’s ideal
and actual performance. For the simpler fairness notions in classification, fairness
metrics are generalized—most of these notions can be calculated with a difference
metric, a ratio-based metric, or a statistical p-test. As many regression fairness
notions tend to be less flexible, we have identified fairness metrics specific to
each notion. For example, Equal Accuracy is measured with “Error Gap,” which
computes the absolute difference in expected loss between the protected and
other groups [18].

As perfect performance is generally not possible to achieve in real-world sce-
narios, so thresholds are used to determine when a model is broadly good enough.
How a threshold is defined depends on which fairness notion or fairness metric
is selected. For the Equal Accuracy notion, “Bounded Group Loss” requires the
loss for all groups to be below a selected value [1]. We also have “Pairwise Equal
Accuracy,” another metric of the Equal Accuracy notion, which when thresh-
olded requires the probability of correctly predicting the better outcome of any
two individuals in a group to be above a set value for all groups [38].

Bias mitigation techniques reduce bias in a model typically with respect to
some defined or implicit fairness metric. They are categorized according to when
they are applied in the process of training and testing a model: pre-processing
methods are applied to the data prior to training and testing, in-processing meth-
ods are used for the design and training of models, and post-processing methods
are applied to the predictions of the model. Most mitigation techniques directly
use fairness metrics, and will target one or more notions as well even when they
do not explicitly use a metric. If we again consider Equal Accuracy and Pairwise
Equal Accuracy, the related bias mitigation method places a lower bound on
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Fig. 1. A high-level concept map of the originally published FMO. Properties shown
are defined in SIO [24], and are placed within OWL 2 existential restrictions (indicated
with “some”).

the Pairwise Equal Accuracy model using a constrained optimization [38]. The
resulting model should have a good Pairwise Equal Accuracy value.

2.2 The Fairness Metrics Ontology Framework

We previously introduced the fairness metrics ontology for classification only1

[27], and maintain the basic FMO class structure for the FMO-R extension. We
show the pre-existing class structure in Fig. 1. FMO defines four kinds of classes:
metrics, fairness notions, ML algorithms (including bias mitigation methods),
and other ML modeling concepts. FMO uses the Semanticscience Integrated
Ontology (SIO) as its upper-level ontology [24], and defaults to use of SIO super-
classes and predicates wherever possible. FMO also imports statistical metrics
from the statistics ontology (STATO) [30], and a list of ML algorithms from
the machine learning ontology (MLO) [10]. Additionally, FMO is intended to
support modeling of instances of its classes for user-specific situations, so we
defined classes rather than instances whenever possible and made design choices
to ensure users could flexibly extend FMO as needed.

Broadly, FMO classes are defined in relation to the ML Model class2. ML
models are the output of ML Algorithms, which accept training datasets as
input and, if they are also Bias Mitigation Methods, are derived from Fair-
ness Metrics. ML models are themselves input along with testing datasets
into ML evaluations. ML Evaluations output Evaluation Metrics, includ-
ing Statistical Metrics (such as accuracy, recall, etc.) as well as Fairness
Metrics (usually) derived from one or more Statistical Metrics. Fairness

1 Since its publication, we have also begun adding some concepts for fair clustering.
2 Classes are shown in bold, and properties are shown in italics.
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Metrics measure Fairness Notions, which an ML model may or may not
have as an attribute. FMO extends this framework with many more subclasses
and subclass-specific restrictions, such that FMO is able to capture general infor-
mation about how fairness concepts operate in relation to one another and may
also be used to model specific situations as needed.

2.3 Related Work

The FMO-R extension can be thought of as a concise, highly structured litera-
ture review across the fair regression space. Although no literature reviews exist
specifically focused on fair regression, a few reviews do survey a portion of regres-
sion techniques in the broader context of fair ML. Caton et al. [13] highlight the
importance of fair regression as an emerging field, and discuss ten fair regression
techniques. They update this to eleven in the 2023 version of their survey [14],
but again stress the need for more work to focus on this area. Del Barrio et al. [3]
analyze several fairness metrics for both classification and regression within a
mathematical framework, although they only focus on the statistical parity and
equalized odds notions. A few other reviews [35,36,46] describe a couple of fair
regression notions or metrics. We incorporated terminology, mathematical def-
initions, and categorizations from these reviews into FMO-R as appropriate,
though we still needed to conduct our own review to ensure the ontology was
comprehensive (see Sect. 3.1).

Besides its organizational contribution of a standardized taxonomy, FMO-R
is a machine-readable knowledge resource for semantically-driven recommenda-
tion and question-answering. While we are unaware of any ontology other than
FMO-R that addresses fair ML, we can identify other related prior work: a
machine learning ontology (MLO) [10] that provides a taxonomy of ML algo-
rithms, and a metrics ontology [42] for knowledge-based representation and anal-
ysis of program measurement. Although we were unable to build off of the metrics
ontology–it was intended for use with clinical programs, and largely incompatible
with machine learning metrics–we were able to interface with a version of MLO,
adjusted to work with our DL reasoner. Other ontology-based methods of ana-
lyzing ML models have been proposed, including the explanation ontology [17]
and Doctor XAI [39] for explainability. Tools to help with fairness analysis use
non-semantic approaches: these include the documentation-driven approach of
AI Fairness 360 [5] and a proposal for the algorithmic selection of fairness met-
rics [11].

3 Methods

In creating the FMO-R update, we had two main goals:

(1) Increase clarity, organization, and standardization for existing techniques in
regression in ML fairness, and
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(2) Make the benefits of the fairness metrics ontology as a whole more accessi-
ble to ML developers who may not be familiar with either ML fairness or
ontologies, aiding them in selecting fairness metrics, analyzing their results,
and understanding what their underlying fairness notions actually imply.

To achieve goal (1), we focused on ensuring FMO-R would be a detailed, well-
organized, and comprehensive knowledge resource of all relevant fairness notions
and metrics. Section 3.1 describes our process of gathering, organizing, and cate-
gorizing knowledge for the ontology. To achieve goal (2), we upgraded the origi-
nal structure of FMO to support faceted search via our browser-based interface,
while also improving its depth of representation. We describe the technical details
of upgrading the ontology’s representation in OWL in Sect. 3.2, and demonstrate
the function of the web interface in Sect. 4.2.

3.1 Development Process

Existing ML fairness surveys that include regression, but none are a compre-
hensive study of the field and do little to organize all the work done. Our goal
was to do a complete survey of fair regression bias mitigation methods, capture
the notions and metrics explicitly or implicitly contained in those works. We
rewrote them in a consistent mathematical and probabilistic notation for bet-
ter understanding and comparison. We renamed distinct fairness metrics of the
same name to distinguish them, and for papers that proposed the same fair-
ness notion or metric as others, we credited all creators and used the definition
which most closely matched our chosen notation. Once gathered and rewritten,
we organized the fairness metrics under their related notions and categorized
bias mitigation techniques by the metrics they targeted. By providing uniform
notation and organization, we hope to clarify understanding of the field as it
stands and highlight the gaps in the existing work for ML fairness developers.

Research papers were initially found via Google Scholar by combining key-
words such as “fairness”, “bias”, and “mitigation” with “regression.” We used the
bibliographies of these papers and those works which cited them to expand our
collection of relevant work until we had exhausted our search. From this corpus
we excluded papers which only described logistic regression since, although logis-
tic regression models use regression internally, they output classifications instead
of continuous values. From the selected papers we gathered fairness notions,
including both natural language and probabilistic definitions; and fairness met-
rics, as natural language and mathematical definitions, along with references to
all associated bias mitigation techniques. Some papers did not explicitly define
fairness metrics but directly applied novel fairness metrics in their bias mitiga-
tion models and algorithm [38] . These metrics were also included in FMO-R,
and we chose a name for them if the authors did not originally provide one. We
also made note of the papers that had implementations in public repositories or
packages to list as a resource in FMO-R.

A primary goal of our survey was to organize fairness metrics and notions.
The fairness notions were organized under their own high-level statistical notions:
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Table 1. Fairness metrics sorted by corresponding fairness notion and high-level notion

High-Level Notion Fairness Notion Metric

Independence Statistical Parity [1,21–23] KS Statistical Parity [22,23]

Independence Statistical Parity [1,21–23] Cross-Pair Group Fairness [7]

Independence Pairwise Statistical Parity [38] Pairwise Statistical Parity [38]

Independence Mean Difference [12] Group Mean Difference [12]

Independence Pairwise Eq. Opportunity [38] Pairwise Eq. Opportunity [38]

Loss Equal Accuracy [18] Accuracy Parity [18]

Loss Equal Accuracy [18] Error Gap [23]

Loss Equal Accuracy [18] Bounded Group Loss [1]

Loss Equal Accuracy [18] AUC [12]

Loss Pairwise Eq. Accuracy [38] Pairwise Eq. Accuracy [38]

Loss Symmetric Eq. Accuracy [38] Symmetric Eq. Accuracy [38]

Individual Fairness Individual Fairness [7] Fairness Degree [40]

Individual Fairness Individual Fairness [7] Fairness Penalty [7]

“Independence,” “Loss,” and “Individual Fairness.” Independence states that
the predicted outcomes and protected attributes are independent of each other.
Individual fairness is a weaker form of independence, where the predicted out-
come and protected attribute are independent of each other given the remaining
features. The Loss notion requires that the loss of a model is independent of
the protected attribute. Individual fairness requires that similar data should
have similar outcomes. Independence and Loss capture Group Fairness, because
they are concerned how the overall distributions of predictions vary between
groups. When a notion is satisfied, so is the high-level notion it falls under.
These high-level notions are ultimately what determine if and how a model is
fair. Examples of the notions and metrics we collected, categorized by high-level
notion, are listed in Table 1.

We linked all fairness metrics with a corresponding notion, whether from
their original work, another work which defined notions that related to the
metric in question, or through the development of a novel notion which best
described the metric. In some cases, fairness metrics are common derivations
of their corresponding notions, e.g. KS Statistical Parity [22,23] and Statistical
Parity [1,21–23]. Kolmogorov-Smirnov test is commonly used so is a clear choice
for comparing distributions of different groups. In contrast, metrics like Pairwise
Statistical Parity and the other pairwise notions had well-defined notions but
were never explicitly defined as a metric in the source paper [38]. The bias mit-
igation technique proposed instead creates a generic thresholded metric to be
used for all the pairwise notions which we use to define the fairness notions as
fairness metrics. The original papers for some fairness metrics define the metrics
well mathematically but did not explicitly refer to fairness notions. An example
of this is such as Bounded Group Loss [1] which we describe in Sect. 2.1 as being
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a thresholded metric that requires the losses for each group of a protected class
to be bounded above by a set value. By the definition, we see the expectation
that the losses by group should be equivalent and small in an ideal model, which
is the requirement of Equal Accuracy [18].

By putting these metrics into a common notational framework, we could read-
ily determine that they corresponded to previously-defined fairness notions. In
rare circumstances, we developed new fairness notions when no explicit notions
and the existing notions from other papers did not satisfy the measures they
provided. The Fairness Degree [40] and Fairness Penalty [7] metrics were defined
as related metrics with the common idea that identical individuals should receive
similar predicted outcomes regardless of group. Then the ideal scenario would be
equivalent outcomes for identical individuals of different groups, a fairness notion
which we named Individual Fairness after the criteria which metrics satisfy by
demonstrating similar individuals are treated consistently.

In many cases, multiple metrics exist to measure bias for the same notion.
We gave Equal Accuracy [18] as an example in Sect. 2.1 to explain how a metric
relates to a notion and in doing so provided three separate metrics which satisfy
the notion; the only difference is how the notion is measured and the values it
must be to be fair. Bounded Group Loss [1] and Pairwise Equal Accuracy [38]
are thresholded metrics, whereas Risk Measure [23] looks to produce values near
zero. The variety of metrics allows flexibility in how we enforce a notion. Some
metrics are better options for implementing for bias mitigation, as they are more
easily modeled or less computationally intensive. With the organization we did,
we hoped to draw connections between the various fairness notions and metrics
which exist and relate them to broader concepts.

Fig. 2. A concept diagram of the new classes and predicates added for FMO-R.
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3.2 Structure

FMO-R expands on the original FMO by adding both the new class hierarchy of
notions, metrics, and mitigation methods for fair regression as well as upgrades
to the existing annotations, OWL restrictions, and class structure. The new
additions of FMO-R are highlighted in Fig. 2 and described below. We bold the
first use of any annotation, property, or new class.

Annotations. The original FMO annotated each class with a label, a defi-
nition, a source (as a DOI when possible, or a URL if not), and any number
of synonyms. It also included a probabilistic definition for each statistical
metric and high-level notion. For the FMO-R update, we assigned a probabilis-
tic definition for every notion, and created the new mathematical formula
annotation for each metric. Whereas probabilistic definition is a Unicode string
defining the probabilistic constraint that a notion imposes upon a model, a
mathematical formula is a MathJax-compatible [15] encoding that describes the
formula to compute a metric (and by extension, estimate how well the met-
ric’s corresponding notion is satisfied). Several additional classes have also been
annotated with their preferred mathematical notation, to ensure each math-
ematical formula and probabilistic definition has its variables defined.

Classes and Restrictions. In addition to defining the new regression-specific
classes listed in Table 1, along with the subclass of and derived from DL
restrictions used to determine when they can be inferred, we also defined several
new classes to aid with the selection and filtering of different categories:

– Machine Learning Problem: We defined classification, regression, and
clustering as machine learning problems. Where needed, we use DL to
restrict certain notions to only be attributes of ML models that are models
of a given machine learning problem.

– ML-Fairness Paradigm: We defined individual fairness, group fair-
ness, and hybrid fairness as ML-fairness paradigms [25]. We use DL to
restrict notions to be members of a given ML-fairness paradigm.

– Worldview: We defined WAE (“We’re All Equal”) and WYSIWYG
(“What You See is What You Get”) as worldviews [28]. We restrict notions
to worldviews in the same way as paradigms, using membership relations.

– Specificity: We defined algorithm-agnostic notions as those that can work
with any algorithm (within its ML problem), and algorithm-specific notions
as those that are restricted to only ML models that are outputs of a given
ML algorithm.

– Other ML classes: These include new statistical metrics such as loss, new
variables such as expected value, and other new helper classes such as
pairwise comparison metric. These are mainly used with prioritizes and
derived from restrictions.
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Fig. 3. The SKOS conceptual hierarchy, used to model the concept schemes that orga-
nize the ontology and enabling faceted browsing via selective filtering. Visit https://
github.com/frankj-rpi/fairness-metrics-ontology/blob/main/skos-diagram.md to view
the full-size diagram.

Concept Schemes. In order to enable the faceted search interface, we also
needed a way to identify specific classes as facets that can be used for selection.
In order to avoid unintended side effects during reasoning with DL, we used
punning to instantiate facets from the simple knowledge organization scheme
(SKOS) instead (see Fig. 3). We defined two subclasses of the SKOS Concept
Scheme, Fairness Notion Categorization and Fairness Notion Subcat-
egorization, and created instances of them with the same IRI as each of the
categorizations above, (ML Problem, ML Fairness Paradigm, etc.). Then, we cre-
ated instances of the SKOS Concept with the same IRI as each category, and
asserted that they were a top concept in the scheme of their corresponding
categorization (e.g., Classification, Clustering, and Regression are each instances
of Concept and a top concept in the scheme of ML Problem). Then, we anno-
tated each categorization with skos:prefLabel to indicate the name to use when
displaying it, as well as one or both of the following newly defined sub-properties
of skos:note: Query Notion and Query Metric. Each of these annotations
is a basic graph pattern intended to be used to construct a SPARQL query to
filter out notions or metrics that correspond to a specific category. Lastly, we
also use the skos:hasRelated property to link categories to lower-level cate-
gories in subcategorizations, such as the Independence subcategory of Group
Fairness.

4 Evaluation and Results

We present statistics summarizing the changes between the original version of
FMO and the FMO-R update in Table 2.

To verify the function of the ontology, we developed a series of competency
questions for FMO-R to answer via DL queries. We describe this evaluation in
Sect. 4.1. Additionally, in order to make the content of the ontology accessible to
those without familiarity with DL or ML fairness, we present a visual interface

https://github.com/frankj-rpi/fairness-metrics-ontology/blob/main/skos-diagram.md
https://github.com/frankj-rpi/fairness-metrics-ontology/blob/main/skos-diagram.md
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for faceted browsing of FMO-R in Sect. 4.2. Section 4.3 provides a description of
the online resources we have produced from the project.

Table 2. Statistics summarizing the changes between version 1.0 of FMO and FMO-R.

Category FMO v1.0 FMO-R Change

Classes 80 229 +149

Notions 24 65 +41

Metrics 28 80 +52

Other classes 28 84 +56

Individuals 13 100 +87

DL Restrictions 62 193 +131

Triples 899 2672 +1773

Table 3. A table of competency questions and the answers given by FMO-R. Bold
indicates a class name, and italics indicates a property name. See the full set of ques-
tions, and the DL queries used to produce these answers, in our GitHub repository.

Competency Question Answer

Which notion of fairness is a member of the
WAE worldview and is derived from
expected value?

Mean Difference

Which fairness metrics measure the
high-level notion of Independence and are
derived from a pairwise comparison between
each individual?

Pairwise Statistical Parity

Pairwise Equal Opportunity

Cross-Pair Group Fairness

Which bias mitigation methods are derived
from a metric that prioritizes Equal
Accuracy?

Constrained Optimization

Robust Optimization

4.1 Competency Questions

The DL restrictions in FMO-R support reasoning about fairness concepts, so that
the ontology may guide a user in determining which fairness metrics, fairness
notions, or bias mitigation methods should be used for a given situation. We
created a set of competency questions to verify that each DL restriction works as
intended; we display a subset of these questions, along with results of asking them
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of FMO-R, in Table 3. Each of these competency questions was encoded in DL
and queried of the ontology, running in Protege 5.5.0 [44] with the Pellet 2.2.0 [41]
reasoner plugin. The full set of competency questions, along with the specific DL
queries and responses, are viewable in our GitHub repository3. The results of
these questions validate the reasoning ability of FMO-R and demonstrate its
ability to assist developers in the field of ML fairness, and we provide a method
for these questions to be answered in practice via the Fairness Metrics Explorer.

4.2 Fairness Metrics Explorer

The Fairness Metrics Explorer enables an ML developer or researcher to find
which fairness notions and fairness metrics meet the requirements of their specific
use case. The user may select different facets to filter results by, such as filter-
ing by ML problem, fairness paradigm, or whether algorithm-agnostic methods
are required or algorithm-specific methods are acceptable (see Fig. 4). Then the
developer can choose among a relevant set of fairness notions and metrics, fun-
neling to probabilistic definitions and mathematical formulas. This results in a
high degree of transparency and provenance when it becomes necessary to justify
the choices made when ensuring a model is fair. The user interface is generated
from the ontology: each group of checkboxes in the left pane corresponds to a
categorization in SKOS. Multiple options can be chosen in each categorization.
As the researcher chooses an item, the right pane displays information about the
result. The user can click on any class name (including categories) to select and
view its information, and hover over any class name to temporarily view that
class’s info.

Fig. 4. The Fairness Metrics Explorer. The left panel filters by category; it is set
to display classification or regression notions which are a form of Group Fairness. The
middle panel is set to display a list of notions (as opposed to metrics). The right panel is
showing details about the currently selected “Statistical Parity for Regression” notion.

3 https://github.com/frankj-rpi/fairness-metrics-ontology/blob/main/competency-
questions.md.

https://github.com/frankj-rpi/fairness-metrics-ontology/blob/main/competency-questions.md
https://github.com/frankj-rpi/fairness-metrics-ontology/blob/main/competency-questions.md
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The browser is built as an R Shiny app [16], querying an instance of the
ontology hosted in Blazegraph triplestore [4]. Whenever it needs to populate a
pane with information, the application sends a SPARQL query to the ontology,
and it relies on the SKOS hierarchy to determine which categories to display and
how. Using the Query Notion and Query Metric annotations, it is able to build
a list of notions or metrics that satisfy the given category. These annotations are
snippets of SPARQL code assigned to each categorization, with variables such as
?notion uri, ?metric uri, ?category uri, and so on. When a given category is
selected, its URI is substituted into the ?category uri slot in the corresponding
annotation, and a list of these annotations is added to the interface’s standard
SPARQL query for listing classes. In this way, the query is dynamically generated
based off of metadata in the ontology, so updates to the ontology are immediately
reflected in the browser.

4.3 Resource Contributions

We contribute the following publicly available artifacts: the Fairness Metrics
Ontology for Regression and Machine Learning, as well as the Fairness Metrics
Explorer web application. The ontology and the browser have been made avail-
able as open-source artifacts under the Apache 2.0 license, and are hosted along
with documentation on our GitHub repository. We also maintain a canonical
reference to our ontology in the form of a persistent URL hosted on the PURL
service. Links to the persistent URL, the faceted fairness browser, and the public
GitHub repository are shown in Table 4.

Table 4. Links to resources we have released and refer to in the paper.

Resource Link to resource

FMO-R PURL https://purl.org/twc/fmo

Fairness Metrics
Explorer

https://homepages.rpi.edu/∼frankj6/fmo-explorer.html

FMO-R GitHub
Repository

https://github.com/frankj-rpi/fairness-metrics-ontology

5 Discussion and Future Work

Fairness must be a consideration in the deployment of trustworthy effective AI
models, and many research questions yet remain. The ontology-based standard-
ization offered by FMO and its extension help address critical questions: What
does it means to be fair? How do we quantify fairness? What mitigation methods
are available to ensure fairness of deployed AI models? To fairness researchers, we

https://purl.org/twc/fmo
https://homepages.rpi.edu/~frankj6/fmo-explorer.html
https://github.com/frankj-rpi/fairness-metrics-ontology
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provide FMO-R: a clear motivating example for how the ontology can help sta-
bilize an emerging field and be used as a tool to assist in research. By capturing
both implicit and explicit notions, metrics, and associated mitigation methods in
research papers, FMO-R serves as a dynamic survey of fairness research which
is critically needed for regression. We will translate this into a survey paper
as future work. The original ontology’s focus on classification limited its scope
and potential. By adding an entire fairness domain that is still relatively under-
studied, we intend to demonstrate to fairness researchers the effectiveness of
semantics in scientific resources and the benefits that adoption of ontologies can
bring. By providing a detailed and comprehensive set of standardized represen-
tations for fairness concepts, we hope to assist fairness researchers in navigating
the literature, disambiguating between similar metrics, and determining what
holes exist in current research where new scientific effort is needed.

The upgraded and new resources reported in this paper are designed to
increase the accessibility that is necessary for real adoption of FMO-R. The
primary benefit here is in the online interface: for those unfamiliar with either
fairness or ontologies, the interface provides a simple and highly approachable
context for users to access FMO-R’s content and directly learn about what fair-
ness metrics do and how they should be used in different situations. ML modelers
can find and understand potential metrics and mitigation methods to potentially
improve the fairness of real-world deployed regression and other ML models. As
the semantic web community makes frequent use of AI and ML models, we hope
to encourage the adoption of fair ML techniques by those other than ML fairness
researcher. At the same time, the semantic web audience presents the additional
benefit of familiarity with ontologies, and may decide to make use of FMO-R
directly if given the opportunity to experiment with it and learn a little about
the depth of knowledge present in the ML fairness domain. We furthermore hope
that the SKOS-based design patterns to support a reactive ontology interface
are of value to those in the community interested in making the benefits of other
ontologies more readily available to the general public.

In the future, we plan to investigate the integration of the ontology directly
with AI Fairness 360 [5] and related packages. Combining structured knowledge
about fairness with code to actually run these metrics is a clear area of future
interest, and suggests a compelling workflow: first the system would reason about
a user’s actual situation to recommend possible fairness metrics, and then would
compute the metrics and reason about their results to assist with analysis. An
additional benefit of using an ontology in this scenario is that the system could
provide explanations for its reasoning, natural language definitions and examples
for all relevant concepts, and a natural method of representing specifics of the
user’s situation via a knowledge graph instantiating FMO-R classes.

6 Conclusion

Creation of fair ML models is extremely important to ensure that all realize the
benefits of AI and to mitigate its potential harms. We provide FMO-R to assist
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users in the process of learning about ML fairness, selecting appropriate fairness
metrics based on user requirements, and interpreting their results through the
context of the fairness notions that these metrics measure. This paper builds off
of the initial work about the fairness metrics ontology, describing the improve-
ments that have been made to the resource to increase its depth of knowledge
via the additional domain of fair regression, to increase its reasoning capabilities
through the introduction of new conceptual schemes, and to increase its overall
accessibility via an online interface for faceted search. We believe our ontology
can be a valuable resource for the semantic web community, the ML fairness
community, and the ML community at large, and plan to continue to support it
through increased depth of knowledge and integration with ML fairness software.
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Abstract. While getting a doctorate degree, new skills are acquired,
opening up multiple traditional and non-traditional avenues of future
employment. To help doctoral students explore the available career paths
based on their skills, interests and values, we built a findable, accessible,
interoperable, and reusable Skills to Career with Interests and Values
ontology (SCIVO). It is a compact ontology of seven classes to harmo-
nize the heterogeneous resources available providing information related
to career paths. We demonstrate the interoperability and usability of
SCIVO through building a knowledge graph using the web scraped pub-
licly available data from the Science Individual Development Plan tool
for current doctoral students - myIDP and the National Science Founda-
tion Survey of Earned Doctorates (NSF SED) 2019 data. The generated
knowledge graph (named SCIVOKG) consists of one hundred and six-
teen classes and one-thousand seven-hundred and forty instances. An
evaluation is conducted using application-based competency questions
generated by analyzing data collected through surveys and individual
interviews with current doctoral students. SCIVO provides an ontologi-
cal foundation for building a harmonized resource as an aid to doctoral
students in exploring the career options based on their skills, interests
and values.

Resource Website:
https://tetherless-world.github.io/sciv-ontology/.

Keywords: Ontology · Knowledge Graph · Graduate Mobility · Skill
based Career exploration · Interoperability

1 Introduction

One of the major challenges faced by doctoral students is figuring out the career
they want to pursue after obtaining a degree. For example, a STEM doctoral stu-
dent might have information about choosing between academe or industry but
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has limited information regarding the multiple positions available and how to
select a role to gain maximum career satisfaction. This leads to the newly-minted
graduates making uninformed decisions that may lead to unwanted outcomes.
This conclusion was also supported by study results run under Rensselaer Poly-
technic Institute’s IRB #2081 which surveyed graduate students about career
paths. The survey suggested that students had little to no idea regarding the
requirements of the various potential roles on a day-to-day basis, adding to the
already existing confusion. A deeper analysis suggests that not having the skills
required and the activities of interest that a particular career path requires is
one of the major reasons behind this confusion. Having such uncertainties in
today’s web world can be unimaginable, especially when one would assume at
least parts of the required information to be accessible through job posts over
various social platforms, such as University, Company and LinkedIn Job posts, or
through standard search. For example, a preliminary google search on the ques-
tion “What options do I have as a Computer Science doctoral student working in
Artificial Intelligence, my focus being the use of natural language processing in
the health domain?” [9] demonstrated that information is sparse and even hours
of search might not lead to the specific information required for understanding
the needs of various career paths.

Possible corrective actions fall into four main areas: 1) understanding the
skills required in a particular career path; 2) understanding the activities that
are necessary in a specific position on a daily basis and the percentage of those
activities that are interesting for an individual; 3) understanding the values
related to the profession, which are consistent with the personal values of the
individual; and 4) accessing a variety of resources to find and understand the full
career landscape. This information can help eliminate uncertainty and provide
users with a foundational resource for exploring the various career opportuni-
ties open to graduate students after graduation. Producing such a foundational
resource requires the production of a knowledge system built by the harmoniza-
tion of silo-ed information pulled from various heterogeneous resources available
across the web. This knowledge system requires the creation of an ontology for
making proper connections between information across heterogeneous resources,
and one that could be expanded as and when required to incorporate other
helpful resources that may become available.

A concise seven class ontology, the Skills to Career with Interests and Values
Ontology (SCIVO) was built to address the above problem. The classes were
added based on a current literature review and the general requirements seen
across survey analysis and posts across the web. SCIVO is modelled around the
skills class and the proficiency level of skills required in a particular career path.
It also provides a mechanism to add the interest and the level of these interests
required in the career path, while providing heterogeneous resources helpful in
exploring these paths. Additionally, the ontology provides a mechanism to add
the questions one could ask to understand if the career path connects with users’
perceived values. Protégé 5.5.0 was used to develop the required interoperable
and reusable ontology. Its feasibility was tested by creating a knowledge graph
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using SCIVO to ingest data from two different sources. The first is from the
Science Individual plan development tool-myIDP [5], and the second is from the
National Science Foundation Survey of Earned Doctorates Survey 2019 [4].

1.1 Contribution

We make the following contributions in this paper as an aid to graduate stu-
dents, especially Science, Technology, Engineering and Math (STEM) graduate
students:

1. A consolidated Skills to Career with Interests and Values Ontology to allow
users to extract both general and specific information.

2. A knowledge graph integrating data points from Science myIDP, NSF 2019
Doctoral survey, and the web.

3. A resource website1 for more information on our ontology, its creation, and
usage. The resource website also hosts the created ontology and knowledge
graph for our users to download and use for various purposes based on the
provided guidelines. In addition, the website provides links to the tools used
and the detailed SPARQL queries to acquire the data presented in Sect. 7.

2 Background and Related Works

In recent years, we have seen a wave of semantic use in the job search/match
domain where the focus has been predominantly on matching the job seekers to
job postings and vice-versa [1–3,6,7,12–16,18–21].

One hybrid approach uses Description Logic in a human resource recruiting
system based on skills and competencies of individuals [3]. The recruiting is
based on skills possessed, posted jobs, formal and non-formal learning activities,
degree program learning activities and the experience of the individual. We can
see how the matching for recruitment is done both based on the skills required
and the skills possessed which is also the main theme of the Job Description
Ontology [1] which introduces a dichotomy by segregating the job description
from the job position.

Some domain work focuses on demonstrating the gap between the theoretical
and the practical requirements. One such ontology is the Job-Know ontology [12]
that was created to represent the connection between the content taught in the
vocational education and training to what knowledge, skills and abilities are
required in the actual job. The other one is the Educational and Career-Oriented
Recommendation Ontology (EduCOR) [7] which is built to be an online resource
for personalized learning systems. The ontology also addresses the gap between
the theoretical and the practical requirement during online learning. This ontol-
ogy is divided into multiple patterns or components to help interconnect domains
and resources. These patterns include the educational resource, skill, knowledge
topic, test, learning path, recommendation and user profile patterns.
1 https://tetherless-world.github.io/sciv-ontology/.

https://tetherless-world.github.io/sciv-ontology/
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We see that most of the current research does include the skills but rarely
includes the interests or values an individual possesses. As demonstrated in [9,
10], an individual’s interests and values play a vital role in the success of the
individual in the chosen career path. Hence, in this paper we provide a findable,
accessible, interoperable, and reusable (FAIR) Skills to Career with Interests and
Values (SCIV) ontology to help individuals explore different careers paths and
explore a particular career path through various resources.

3 Skills to Career with Interests and Values Ontology
(SCIVO) Modeling

As discussed above, there is considerable work related to the use of semantics
in the career and job domains. We used the information on how these cur-
rent ontologies are modeled and then used the top-down modeling approach [8]
to design SCIVO. This allowed us to make sure that the ontology could then
be extended and reused as required. Table 1 provides the prefix used and the
resource links for the generated SCIVO ontology and knowledge graph.

Table 1. List of ontology and knowledge graph prefixes used in the paper.

Prefix Ontology/Knowledge Graph URI

scivo Skills to career with Interests
and Values Ontology

http://semanticscience.org/resource

scivokg Skills to career with Interests
and Values Knowledge Graph

http://www.semanticweb.org/neha/
ontologies/2021/5/indo#

3.1 Ontology Composition

The current modeling approach allowed us to create a simple and expandable
seven-class SCIVO ontology connected with object properties (Fig. 1). Class
“scivo:Skills” is connected with class “scivo:CareerPath” through “scivo:Profici-
ency”, while “scivo:CareerPath” is directly connected with “scivo:Interests”,
“scivo:Values” and “scivo:Resources”. This provides a mechanism for users to
explore career paths based on their skill proficiency levels. Additionally, the
model allows users to investigate the explored career path through multiple
resources that provide information about the respective career path.

4 Methodology

The web data was manually annotated on a spreadsheet. The data was then
prepared for ingestion using some pre-processing steps. The conversion of data

http://semanticscience.org/resource
http://www.semanticweb.org/neha/ontologies/2021/5/indo#
http://www.semanticweb.org/neha/ontologies/2021/5/indo#
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Fig. 1. A conceptual diagram depicting the classes of our Skills to Career with Interests
and Values Ontology.

to triples was done using the Protégé Cellfie plugin. This method was followed
for creating the main SCIVO ontology and then demonstrate its various uses
through the two use cases discussed in Sects. 5 and 6. The Cellfie master mapping
(M2) rules to import spreadsheet data into OWL ontologies [17] were built using
the information provided at the Protégé project github repository2. This M2

language provides concise expressive mechanisms for creating both class and
individual axioms when generating OWL ontologies. All of our Cellfie rules are
available on our website.

5 Science myIDP Use Case

The use of SCIVO is demonstrated by building a knowledge graph3 with Science
myIDP data [5]. The individual development plan, a method to help students
choose their future employment, was proposed by the Federation of American
Societies for Experimental Biology (FASEB) for postdoctoral fellows in sciences.
AAAS/Science, with the help of FASEB and other experts, expanded on this
framework to create myIDP for doctoral students in science. Anyone can create
a free account and take different tests to get the percentage of skill and interest
matching the twenty scientific careers (Fig. 2) that graduate students typically
pursue. The match is done with expert average ratings from one to five for the
various skills and interests each of these career paths requires. Figure 3 represents
an overview of how SCIVO has been extended to incorporate the required classes
for myIDP data.

2 https://github.com/protegeproject/mapping-master/wiki/MappingMasterDSL.
3 A knowledge graph is referred to the graph created by expanding and instantiating
SCIVO classes and referred to as SCIVOKG.

https://github.com/protegeproject/mapping-master/wiki/MappingMasterDSL
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Fig. 2. A snippet of myIDP frame (a) The image depicts a screenshot of how the
pop-up looks after the test is taken. Each cell under the skills, interests, and values
column opens a new pop-up window. Image (b), (c), and (d) are parts of the screenshots
demonstrating the interests match, skills match and values to consider for the career
path ‘Principal Investigator at a Research-Intensive Institute’.

Fig. 3. A conceptual diagram representing a part of SCIVOKG created by extending
the SCIVO ontology for the myIDP use case. Light blue boxes represent classes added
for the knowledge graph as subclasses of SCIVO. (Color figure online)
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5.1 Mapping myIDP Scietific Career Path to “scivo:CareerPath”

The myIDP is built for scientific careers, hence, the scivokg:ScientificCareer class
is added as a subclass of scivo:CareerPath, to which all twenty proposed careers
are added as subclasses (Fig. 3).

5.2 Mapping myIDP Skills to “scivo:Skills”

The myIDP skills are added hierarchically. Five broad skills become subclasses
of “scivo:Skills” (Fig. 3). The finer skill-sets then become the subclass of these
broad skillsets.

5.3 Mapping myIDP Skills Proficiency to “scivo:Proficiency”

In myIDP, participants must rate each skill on a scale of one to five. The com-
parison is based on the expert’s average score for each skill relative to the par-
ticipant’s score. However, in reality, students are required to provide their skill
proficiency levels. Therefore, for compatibility with many existing systems we
mapped the myIDP five pointer to a four pointer skill levels (Fig. 3), as shown
in Table 2.

Table 2. myIDP score to proficiency and passion levels

myIDP Scores Proficiency Levels Passion Levels

0–2 Beginner Low

2.1–3 Intermediate Medium

3.1–4 Proficient High

4.1–5 Expert Very High

5.4 Mapping myIDP Resources to “scivo:Resources”

The myIDP consists of various resources for students to learn more about a
particular career. These resources include books/chapters, articles, and profes-
sional societies. These three become subclasses of “scivo:Resources” (Fig. 3) and
a particular resource becomes an individual of the corresponding resource type.
We might end up having one resource that provides information for more than
one career path. This could have been an issue if the system was not built using
semantics. With the power of semantics we can now simply add these connections
in a cleaner way during the creation of our knowledge graph.

5.5 Mapping myIDP Interests to “scivo:Interests”

All the thirty-five plus interests discussed in myIDP become direct subclasses of
“scivo:Interests” (Fig. 3).



SCIVO: Skills to Career with Interests and Values Ontology 269

5.6 Mapping myIDP Interests Level to “scivo:Passion”

Similar to the skill level, each participant is required to rate their interest level
on a scale of one to five. This is then used to compare with the average expert
values as a factor to calculate the percentage of career paths matching. We use
the “scivo:Passion” class to connect the interest level with the passion level using
the Table 2.

5.7 Mapping myIDP Values to “scivo:Values”

The myIDP supports our argument that one should select a career based on one’s
skills, interests, and values. They provide more than thirty-five common values
that PhDs look at while finding jobs. Since these values are very personal, they
provide one example question that could be asked during an interview to find out
if the role matches their personal values. Each value becomes an individual of
the “scivo:Values” (Fig. 3) having a data property of “correspondingQuestion”.

5.8 Knowledge Graph Based on SCIVO

The use and interoperability of SCIVO was demonstrated by creating a knowl-
edge graph. The current SCIVOKG consists of one-thousand seven-hundred
forty individuals from both myIDP and NSF SED 2019 data, as discussed in
Sect. 5 and Sect. 6. This generated knowledge graph was queried as part of the
competency-question based evaluation method [8] discussed in Sect. 7.

6 National Science Foundation Survey of Earned
Doctorates (NSF SED) 2019

The National Science Foundation conducts an annual survey of earned doc-
torates. Part of this survey focuses on the postgraduate plans of the doctor-
ates. The career paths are divided into 5 sectors, namely: academe, government,
industry or business, non-profit organizations, and other or unknown. We sim-
ply added the five sectors as subclasses of “scivokg:Sector” added as subclass of
“scivo:CareerPath”. This helps us to then add properties to connect these sec-
tors with the scientific career path from the myIDP. Hence, this use case helps
us demonstrate the interoperability of our built ontology by helping connect het-
erogeneous datasets, leading to the possible connections of multiple ontologies
and knowledge graphs for our users as discussed in Sect. 9.

7 Evaluation

We evaluate our ontology against a set of competency questions processed for
the generated knowledge graph. The curation process included analysis of survey
data and several face-to-face interviews with Rensselaer PhD students. For this
article, we will present a set of competency questions for a STEM degree student
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enrolled in an American institution. A student will want to understand the
different careers available after a STEM doctorate. The student progresses to
select careers based on skills and interests with the appropriate skills and passion
level. The student is also curious about the skills and the level of competence
required for a particular profession. The student will want to know some of the
initial resources that will help them understand the bigger picture of the role.
With a better understanding of preferred career paths, the student next wants
to know what questions to ask during an informational interview to understand
how the role will fit their values.

Please refer to our resource website4 for detailed SPARQL queries and corre-
sponding responses obtained through SPARQL query on Blazegraph Workbench.
The following are a set of competency questions with references to the candidate
responses (in table format for readability) produced by our ontology:

1. Which are the different sectors that a 〈domain〉 doctorate could explore career
in? For example, Which sectors can STEM doctorates could explore career
in? (candidate response are the ones provided under Sect. 6)

2. What are the various 〈domain〉 career paths available to a 〈domain〉 doctor-
ate? For example, What are the various scientific career paths available to a
STEM doctorate? (snippet of the candidate response shown in Table 3)

3. I consider myself as an 〈proficiency level〉 in 〈skill〉. Which scientific career
paths can I explore that requires this 〈skill〉 with my 〈proficiency level〉?
For example, Which scientific career paths require an expert proficiency level
in creativity/innovative thinking?(candidate response in Table 4)

4. How is 〈scientific career〉 defined as? For example, What does “Princi-
pal investigator in a research-intensive institute” mean? (candidate response
shown in Table 5)

5. What level of proficiency is required for the required skills in 〈scientific -
career path〉? For example, what are the various skills with proficiency levels
required for “Principal investigator in a research-intensive institute”? (snippet
of the candidate response shown in Table 6)

6. What interests does 〈scientific career path〉 requires that may help one to
succeed? For example, What are the interests that someone can possess to do
well in “Principal investigator in a research-intensive institute”? (snippet of
the candidate response shown in Table 7)

7. Which 〈Resource type〉 could be explored to get a better understanding
regarding the career path 〈scientific career〉? For example, What are some
of the articles that could help me understand “Principal investigator in a
research-intensive institute” better? (candidate response shown in Table 8)

8. What questions to ask at an interview to understand if the role imbibes my
values? For example, What are some of the values that these roles support?
What questions can I ask during an informative interview to understand if the
“Principal investigator in a research-intensive institute” role could support
my values? (snippet of the candidate response shown in Table 9)

4 Resource Website: https://tetherless-world.github.io/sciv-ontology/.

https://tetherless-world.github.io/sciv-ontology/
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9. What questions can I ask to understand if the role would help me in my spe-
cific 〈value/s〉? For example, What questions could I ask to understand if the
“Principal investigator in a research-intensive institute” role would support
me in having a ‘professional development’, maintain a ‘work-life balance’ while
understanding the various ‘benefits available’? (candidate response shown in
Table 10)

The SPARQL query uses both simple and complex pattern matching with
some of them using more expensive commands such as Filter and Order By as
seen in our resource website5

Table 3. Tabular format of the snippet of competency question 2 example SPARQL
query output obtained on Blazegraph Workbench.

ScientificCareerPaths

Business of science

Clinical practice

Clinical research management

Combined research and teaching careers

Drug/device approval and production

Entrepreneurship

Intellectual property

Principal investigator in a research-intensive institution

Public health related careers

Research administration

Research in industry

Table 4. Tabular format of the competency question 3 example SPARQL query output
obtained on Blazegraph Workbench.

ScientificCareerPaths

Combined research and teaching careers

Entrepreneurship

Principal investigator in a research-intensive institute

Research in industry

8 Discussion

To address the gap of ‘what next’ after a doctoral degree and of the resource
accessibility for exploring the career paths that open up for a doctoral student
5 Resource Website: https://tetherless-world.github.io/sciv-ontology/.

https://tetherless-world.github.io/sciv-ontology/
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Table 5. Tabular format for better readability for Competency question 4 example
SPARQL query output obtained on Blazegraph Workbench.

label Definition

Principal investigator in a

research-intensive institution

Independent researcher at a medical school, private

research institute, government lab or university with min-

imal teaching responsibilities

Table 6. Tabular format of the snippet of competency question 5 example SPARQL
query output obtained on Blazegraph Workbench.

Skills ProficiencyLevel

Time management Expert

Writing grant proposals Expert

Writing scientific publications Expert

Presenting to nonscientists Intermediate

Teaching in a classroom setting Intermediate

Writing for nonscientists Intermediate

Contributing to institution

(e.g. participate on communities) Proficient

Demonstrating workplace etiquette Proficient

Table 7. Tabular format of the snippet of competency question 6 example SPARQL
query output obtained on Blazegraph Workbench.

Interests PassionLevel

Analyzing experimental results VeryHigh

Attending conferences or scientific meetings VeryHigh

Creating presentations VeryHigh

Designing experiments VeryHigh

Discussing science with others VeryHigh

Giving presentations about science VeryHigh

Keeping up with current events in science VeryHigh

Leading or supervising other VeryHigh

Mentoring or teaching one-on-one VeryHigh

Planning new scientifics projects or

developing new research directions VeryHigh

Reading papers in your fields VeryHigh

Representing data in figures/illustrations VeryHigh

Thinking abour science VeryHigh

Using quantitative methods in understanding

science (e.g., statistics, mathematical modeling) VeryHigh

Writing grant proposals VeryHigh

Writing scientific manuscripts VeryHigh
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Table 8. Tabular format of the competency question 7 example SPARQL query output
obtained on Blazegraph Workbench.

Resources Link

Academic Scientist’s Toolkit
(collection of articles)

http://sciencecareers.sciencemag.org/career
magazine/previous issues/articles/2004 04 29/
noDOI.9200335458625575487

Are you PI material? Assess
yourself

http://sciencecareers.sciencemag.org/career
magazine/previous issues/articles/2003 01 17/
noDOI.4924325304480736142

Competition and Careers in
Biosciences

http://sciencecareers.sciencemag.org/career
magazine/previous issues/articles/2001 12 21/
noDOI.3752964224463541678

Getting a Job with the Fed-
eral Govern-ment (presenta-
tions and handouts)

https://www.training.nih.gov/events/view/ 2/88/
Getting a Job with the Federal Government

Listing of federal government
research centers in the U.S

http://www.ornl.gov/info/library/govt/labs.html

Making the leap to Indepen-
dence

http://sciencecareers.sciencemag.org/career
magazine/previous issues/articles/2007 03 02/
caredit.a0700029

Working in a Government Lab http://chronicle.com/article/Working-in-a-
Government-Lab/45212/

based on skills, interests, and values, we designed the FAIR OWL ontology, Skills
to Career with Interests and Values Ontology (SCIVO). This ontology is modeled
to be compact, reusable, and extendable to harmonize data from heterogeneous
resources to help students get a better understanding of the different available
career paths. This is demonstrated by creating a knowledge graph containing
data from the Science myIDP tool and NSF SED 2019 publicly available data.
Connecting these two resources using SCIVO helps students understand the
different sectors one can pursue their selected career paths in and the skills and
interests that these career paths may require with their respective proficiency and
passion levels. One could also explore the career path through various resources
and get one step closer to making an informed decision regarding ‘where do I
go?’ after graduation. Based on our survey analysis, this helps our students,
hopefully, make their career choices with more work at their interest level and
less work that is not of their interest. Researchers could use a similar method to
expand and/or instantiate the SCIVO classes to create a knowledge graph for
their work.

Our biggest challenges included 1) making a generalized compact FAIR ontol-
ogy to cater to various graduate student requirements for the questions ‘what
next?’ and ‘where do I go’? (discussed in Sect. 3) 2) creating mapping between
the skills and interests required with the expert value range while keeping its

http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2004_04_29/noDOI.9200335458625575487
http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2004_04_29/noDOI.9200335458625575487
http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2004_04_29/noDOI.9200335458625575487
http://sciencecareers.sciencemag.org/ career_magazine/previous_issues/articles/2003_01_17/noDOI.4924325304480736142
http://sciencecareers.sciencemag.org/ career_magazine/previous_issues/articles/2003_01_17/noDOI.4924325304480736142
http://sciencecareers.sciencemag.org/ career_magazine/previous_issues/articles/2003_01_17/noDOI.4924325304480736142
http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2001_12_21/noDOI.3752964224463541678
http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2001_12_21/noDOI.3752964224463541678
http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2001_12_21/noDOI.3752964224463541678
https://www.training.nih.gov/events/view/_2/88/Getting_a_Job_with_the_Federal_Government
https://www.training.nih.gov/events/view/_2/88/Getting_a_Job_with_the_Federal_Government
http://www.ornl.gov/info/library/govt/labs.html
http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2007_03_02/caredit.a0700029
http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2007_03_02/caredit.a0700029
http://sciencecareers.sciencemag.org/career_magazine/previous_issues/articles/2007_03_02/caredit.a0700029
http://chronicle.com/article/Working-in-a-Government-Lab/45212/
http://chronicle.com/article/Working-in-a-Government-Lab/45212/
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Table 9. Tabular format of the snippet of competency question 8 example SPARQL
query output obtained on Blazegraph Workbench.

Values QuestionsToConsider

Aesthetics How would this career allow you to express your artistic side?

Benefits What benefits generally accrue to employees in this career field?

Available What are your minimum requirements?

Competition Will your achievements be measured and recognized?

Will the results be used for promotion and salary decision?

Congenial
Atmosphere

Do you know enough about the culture?

Creativity In this field how will you be able to be innovative?

Earning What salaries are common for people entering this field?

Potential Does this match your earnings expectations?

Table 10. Tabular format of the snippet of competency question 9 example SPARQL
query output obtained on Blazegraph Workbench.

Values QuestionsToConsider

Benefits What benefits generally accrue to employees in this career field?

Available What are your minimum requirements?

Professional For the people in this field what is the next position?

Development What is the path for continued promotions?

Work Life

Balance What do people in this field say about their worklife balance?

authenticity intact (discussed in Sect. 5), and 3) working around individuals
which were part of both skills and interests, for example, ‘Writing Grant Pro-
posals’ as seen in Table 6 and Table 7. In principle, it is the same individual that
we are talking about, but in reality, one could be good at writing grant proposals
but might not have interest in spending time on them, or vice versa, creating a
dichotomy. Hence, it had to be connected with both skills and interests. This is
resolved based on what one is looking for. If the user is looking at writing grant
proposals as a skill, then they get the information connected to it as a skill and
as an interest if they are looking at it as an interest.

9 Conclusion

In this paper, we describe the modeling of the SCIVO ontology, which can be
used to create a complete resource for doctoral students in making informed
decisions regarding ‘what next’ and ‘where do I go’ after getting a doctoral
degree. We discuss its usability and extensibility by creating an application using
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the myIDP and NSF SED 2019 data. The ontology and knowledge graph creation
are done using Cellfie, a Protégé 5.5.0 plugin. The ontology is evaluated using
the traditional application-based competency question method. The competency
questions are based on the analysis of survey responses and personal interviews
with current graduate students. Both the SCIVO and SCIVOKG, along with the
Cellfie rules used to create them, are available on our resource website. It also
includes all of the actual SPARQL queries run on the blazegraph workbench,
along with candidate responses, as an example of the use of the ontology and
knowledge graph.

Our future work includes extending SCIVO to connect with other available
ontologies to provide a complete resource for the graduate journey. Since the sec-
tor information is coming from the NSF SED 2019 data, it also provides us room
for connecting SCIVO with INDO: the Institute Demographic Ontology [10,11],
to help pursue graduate students not only make an informed decision based on
the graduate program but also understand the different opportunities they might
have after graduating from a particular graduate program.
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Abstract. With an increase in the number of online job posts, it is
becoming increasingly challenging for both job searchers and employers
to navigate this large quantity of information. Therefore, it is crucial to
use natural language processing techniques to analyze and draw infer-
ences from these job postings. This study focuses on the most recent job
postings in Turkiye for Computer Engineering and Management Infor-
mation Systems. The objective is to extract skills for the job postings
for job seekers wanting to apply for a new position. LSA is a statistical
method for figuring out the underlying characteristics and meanings of
sentences and words in natural language. Frequency analysis was also
performed in addition to the LSA analyses with the goal of conducting
a thorough examination of job postings. This study was conducted to
determine and evaluate the skills that the sector actually needs. Thus,
job seekers will have the chance to develop themselves in a more planned
way. The findings indicate that the job postings for the two departments
reflect various characteristics in terms of social and technical abilities.
A higher requirement for social skills is thought to exist in the field of
Management Information Systems rather than Computer Engineering.
It has been discovered that employment involving data have been highly
popular in recent years, and both departments often list opportunities
involving data analysis.

Keywords: latent semantic analysis · job postings · natural language
processing · social web

1 Introduction

Discovering hidden patterns from large text data is of great importance in today’s
digitalized world. With the digitalization of the world, much larger data is pro-
duced and this data needs to be processed and analyzed in order to become
usable valuable information. Information extraction techniques enable implicit
information that is impossible to distinguish in a short time with the human eye
in the data to be easily revealed and the data to be transformed into information.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Ortiz-Rodriguez et al. (Eds.): KGSWC 2023, LNCS 14382, pp. 277–289, 2023.
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Professional networking platforms such as LinkedIn offer valuable insights
into the industry’s workforce needs as the places where employers and job seekers
meet. It is important to accurately extract and analyze the secret information
contained in these job posts in order to make more efficient recruiting and career
decisions. It is critical for job seekers to identify and disclose the skills needed in
job postings. Job seekers will get information on how to train themselves if skill
is extracted from job postings.

This study focuses on the recent job postings of companies in Turkiye for
Computer Engineering and Management Information Systems on LinkedIn. It
conducts an in-depth analysis of the contents of these job posts using a pro-
cess known as Latent Semantic Analysis (LSA). LSA is a statistical method for
inducing and representing features of the meanings of natural language words
and passages [11]. The LSA method is used to extract large amounts of text
data in order to discover and understand hidden correlations [14]. Due to the
volume of big data generated by digitalization, businesses and organizations are
looking for new ways to make better and faster decisions. At this point, it is of
great importance to reveal the confidential information in the text data. Tradi-
tional data analysis methods may be incapable of detecting latent meanings or
relationships in text content. This is where LSA comes into play, helping in the
analysis of data patterns by finding semantic relationships between texts.

By emphasizing the power of LSA analysis on big text data, this study aims
to provide a valuable source of information to businesses and educational insti-
tutions. This study provides a road map for both job applicants and educational
institutions that train employees for the sector. It is meant to be a valuable
resource for students and new graduates interested in Computer Engineering
and Management Information Systems as they consider their career possibili-
ties.

The paper structure is as follows. Section 2 provides a brief overview of the
literature review of other studies on LSA and the analysis of text in job postings.
Section 3 gives the methodology of the technical infrastructure for all processes
from obtaining LinkedIn job postings to analysis. Section 4 consists of presenting
and interpreting the results of the steps of the proposed methodology. Section 5
concludes the study by discussing the results and future directions.

2 Literature Review

Studies using Latent Semantic Analysis and studies on job postings with various
methods are examined in the literature review section.

2.1 Studies on Latent Semantic Analysis

LSA is often used in social sciences for topics such as semantic analysis, text
summarization, fake news and e-mail detection. For example, the 2016 US presi-
dential debates between Hillary Clinton and Donald Trump were analyzed using
the LSA method [25]. The results accurately reflect the individual political atti-
tudes of the two politicians. In another study, LSA and LDA methods were
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used to critically extract semantic analysis and sentiment analysis of the text.
Thus, they tried to contribute to the design of the translation of computers more
appropriate to human language [19]. As the amount of information in the news
texts increases, the viewership of the news increases. On the other hand, news
with a large amount of information have longer text content and it may happen
that readers lose their focus in long texts. Therefore, a group of researchers in
Indonesia used LSA to auto-summarize Indonesian news texts [17]. News is an
important way to obtain information. The increasing spread of fake news causes
serious social problems by misleading readers. They detected fake news by using
common concepts in fake news with LSA [27]. In this study [18], first of all, e-
mails are categorized according to their fields (finance, education, health, etc.).
LSA is used to detect spam of e-mails.

In social sciences such as psychology and education, LSA is used to measure
unobserved latent traits [4]. The Liebowitz Social Anxiety Scale (LSAS) is a
widely used measure in the field of social anxiety [13]. The LSAS is a semi-
structured interview tool designed to assess anxiety and avoidance in social and
performance circumstances. A self-report version of the LSAS (LSAS-SR) has
recently been developed and adapted in several languages, demonstrating strong
internal consistency and test-retest reliability [24]. The LSAS-SR’s psychometric
qualities have been tested and determined to be trustworthy and valid.

2.2 Studies on Job Postings

LSA has been widely used in the analysis of job postings, such as developing a
job recommendation system, matching job postings with candidates according
to their abilities, and categorizing job types.

Early job recommendation systems used Boolean search techniques, which
frequently failed to satisfy the complex information requirements of job searchers
[12]. Latent Semantic Analysis (LSA) was used in a study by Khaouja et al. [9]
to identify employment needs from postings between 2010 and 2020. Then, on
online hiring sites, machine learning algorithms were used to match job postings
with candidates. This required collecting semantic concepts from resumes and
using feature combinations to comprehend candidate and job scopes. Long Short-
Term Memory (LSTM) networks were then used to match jobs to candidates
based on past data [7].

In addition, Luo et al. [10] presented a deep learning-based method for match-
ing talent profiles with job criteria, computing matching scores for applicants
with various information kinds for the same position. This gave recruiters the
ability to rank prospects in order of matching score.

These developments were crucial in putting people in the right jobs who
had the right interviewing skills. A clever grading system was put into place
in the context of employment interviews to combat unfair or irregular interview
procedures. With the use of LSA, Shen et al. [22] created a collaborative learning
model that included job descriptions, applicant resumes, and interview ratings.

Similar to this study, Verma et al. [26] used LSA to examine the skill sets
needed for AI and machine learning roles on indeed.com. Another study by Qin
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et al. [16] examined previous job applications, using word-level semantic anal-
ysis and recurrent neural networks to determine the compatibility of candidate
skills and job criteria. In another study, job postings collected in the field of
information and communication technologies in Jordan in 2020 were examined.
LSA approach has been applied to these job postings. And open positions in Jor-
dan have been identified. This study revealed that academic institutions should
update their traditional programs according to the gap in the sector [1].

In order to categorize job kinds and extract student profiles appropriate for
job postings, the author used logistic regression and word frequency analysis [20].
In order to emphasize the differences between employer and university require-
ments, hierarchical clustering methods were used to compare job postings and
academic results [15]. Additionally, Chen et al. [3] used cosine similarity and the
K-means++ clustering technique to evaluate the information provided in job
posts about requirements.

There are many studies in the literature where LSA has been used success-
fully in a variety of domains, including text mining, content analysis, document
classification, and semantic relation identification. This method is recognized
as a powerful tool to understand the meaning of large and complex text data
and to process it more meaningfully. This study was carried out to discover and
quantify the talents that are really needed in the sector. Thus, job seekers can
develop themselves in a more planned way. Although there are many studies on
job postings in the literature, there are deficiencies in the studies written for this
purpose. The main contribution of this study lies in its aim to address existing
gaps in the literature and generate valuable insights. Unlike previous research
in this field, this study stands out by conducting a specific methodology tested
with two main departments. Moreover, the results obtained from these analyses
are subjected to rigorous frequency analysis and visual representation, offering
a novel approach to interpreting the data. By adopting this methodology, the
study contributes to the advancement of knowledge in the field and offers a fresh
perspective that can inform future research and decision-making processes.

3 Methodology

In this study, LSA method was used to extract topic models from job post-
ings. Information retrieval, information filtering, natural language processing,
and machine learning are just a few of the areas where this technique has been
widely used [6]. The problem of words with distinct spellings but similar mean-
ings has been successfully addressed using LSA, allowing for the discovery of
similarities among such terms [8]. LSA is based on the assumption of an under-
lying vector space spanned by an orthogonal set of latent variables closely related
to the semantics/meanings of the particular language [23]. LSA provides a latent
semantic space in which texts and individual words are represented as vectors
as a meaning theory. LSA employs linear algebra as a computational technique
to extract the dimensions that represent that space. This representation enables
automated procedures that mirror the way people conduct similar cognitive tasks
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to calculate the similarity between terms and documents, categorize terms and
documents, and summarize massive collections of documents [5]. Singular Value
Decomposition (SVD) is a technique distinctive to LSA. SVD is a linear algebra
technique with numerous functions in document and text processing [2]. The
SVD factorizes a matrix A into

A = U × S × V T (1)

where U is the new orthonormal basis for A, S is a diagonal matrix indicating
how prevalent each column is in the basis, and V T is the original documents’
coordinates using the new basis [21].

LSA uses the SVD to decrease the dimensionality of the term-document
matrix and capture the latent semantic structure. LSA creates a lower-
dimensional version of the original matrix by keeping the top k singular values
and their accompanying singular vectors. This structure enables for the discovery
of semantic similarities between words and texts. The formula for transforming
a document into its LSA representation consists of multiplying the document
vector by the matrix V T , where V T comprises the appropriate singular vec-
tors. This transformation projects the document vector onto the latent semantic
space, resulting in a more abstract representation of the underlying semantic
structure.

After the topics were extracted from the job postings with the LSA method,
the keywords containing the technical competencies that could be related to the
topics were determined, and the number of occurrences of these keywords in the
text was revealed by frequency analysis using the N-gram model. According to
these numbers, the most sought-after competencies in the two selected depart-
ments were determined. All the steps performed in the study are summarized in
Fig. 1.

In Step 1, the requirements for the Computer Engineering and Management
Information Systems departments were extracted and data were collected in
order to conduct analysis. In Step 2, data preprocessing was done, such as clean-
ing, organizing and normalizing the data. In Step 3, word frequencies are calcu-
lated using the tf/idf method. In this way, common words are extracted for the
requirements of the analyzed sections. In the 4th step, statistical analysis of the
calculated frequencies is performed using the LSA method. In the 5th step, the
analysis results were interpreted.

Fig. 1. Methodology for Job Posting Analysis
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4 Case Study

4.1 Data Preprocessing

Data scraping methods on Linkedin were used to acquire job posts for Computer
Engineering and Management Information Systems graduates within the scope
of the study. Job postings were filtered by typing “Computer Engineering” and
“Management Information Systems” as keywords in the Linkedin search bar,
and the text of the postings was obtained. In the data set used in the study,
1000 of the job postings related to Computer Engineering in Turkiye were used.
On the other hand, the last 667 job postings related to the Management Infor-
mation Systems department were used in the study. The recorded texts were
first subjected to data preprocessing stages. Unnecessary characters, numbers
and special signs were removed from the texts. All texts were converted to lower
case and the texts were divided into words by tokenization. Using the stop-
word list, common and meaningless words were removed to prevent them from
negatively affecting the results. Then, TF-IDF vectorization was performed to
reveal the importance of the words in the texts. The Latent Semantic Analy-
sis method represents texts more effectively by using TF-IDF vectorization to
reveal more meaningful and representative themes and words. The data set pre-
pared for analysis was analyzed with the LSA method to reveal the themes of
job postings.

4.2 Results

Job postings related to Computer Engineering were analyzed with the LSA
model, and four different topics were extracted. The model was run in such
a way that each topic was expressed in five words. The results from the model
are shown in Table 1.

Table 1. Computer Engineering LSA Topics

Topic ID Representation Feature 1 Feature 2 Feature 3 Feature 4 Feature 5

Topic 1 Development experience software system knowledge engineer

Topic 2 Mobile

Applications

android experience mobile secondary promote

Topic 3 Open Source ubuntu community global environment open

Topic 4 Digital

Technologies

privacy hybrid digital know website

Examining the features in Topic 1, it seems to focus on software engineering
and system knowledge. In this direction, it is thought that employers who need
a workforce on the software and systems side are posting jobs on topics such
as software development, system knowledge, database management, software
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architecture and design principles, object-oriented programming and testing and
debugging skills.

When the features in Topic 2 are examined, it is seen that the topic is for
Android platform and mobile application development. The words “android” and
“mobile” represent the field of mobile application development, while the word
“experience” can indicate a focus on user experience. Considering this topic and
its features, it is seen that employers need a workforce in areas such as Android
application development, mobile application interface design, mobile application
testing and debugging, user experience (UX) design, mobile devices and cross-
platform compatibility, and application marketing and promotion strategies.

Topic 3 is about open-source software and the Ubuntu operating system.
The term “ubuntu” is connected with this operating system, while the terms
“community” and “open” highlight the open-source community and approach.
The words “global” and “environment” both signify support and contribution
from a wide user base. When this topic is explored, it is clear that there is a
need for employment in areas such as Linux system management, open-source
software development, open-source software licenses, and open-source software
applications.

Topic 4 appears to be about privacy and websites in the digital world. While
the word “privacy” draws attention to the issue of privacy, the word “website”
refers to websites operating on digital platforms. The words “hybrid” and “digi-

Table 2. Computer Engineering Frequency Analyzes

Skills Frequency Percentage Technical/Social

Testing 360 36 % Technical

Database 330 33 % Technical

Agile Software Development 327 32,7 % Technical

Object Oriented Programming 270 27 % Technical

Cloud Computing 250 25 % Technical

Web Programming 235 23,5 % Technical

Python 213 21,3 % Technical

Linux 193 19,3 % Technical

Java 171 17,1 % Technical

Mobile 166 16,6 % Technical

Analytic Skills 149 14,9 % Social

Problem Solving Skills 125 12,5 % Social

Project Management 112 11,2 % Social

Machine Learning 110 11 % Technical

Cyber Security 84 8,4 % Technical

Digital Transformation 84 8,4 % Technical

Telecommunication 43 4,3 % Technical
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tal” refer to digital technologies. Areas such as data privacy and security, digital
security and penetration testing, hybrid and cloud-based infrastructures, digital
communication and marketing strategies, website design and development, SEO
(Search Engine Optimization) and analytics are the areas that can come to the
fore in job postings on this topic.

After examining all the topics and their features produced by the LSA model,
frequency analyzes of the words in the job postings related to these topics were
carried out in order to reveal more in-depth and concrete results. Analyzes were
made in three different ways as unigram, bigram and trigram and the words that
could be related to the topics are shown in Table 2.

When the frequency analysis data is evaluated, it has been determined that
the testing skill is the most sought after skill with a rate of 36% in the Com-
puter Engineering positions examined. Testing is followed by database and agile
software development skills. When the emerging abilities were investigated, just
three of them were social abilities, with the remainder being entirely about
technical capabilities. Python programming is the most popular programming
language.

Job postings for graduates of Management Information Systems were also
analyzed with the LSA model and four different topics with five features were
extracted. Extracted topics and their features are shown in Table 3.

Table 3. Management Information Systems LSA Topics

Topic ID Representation Feature 1 Feature 2 Feature 3 Feature 4 Feature 5

Topic 1 Business Areas management process business project customer

Topic 2 Financial Data control financial bank audit risk

Topic 3 Data Analysis data career marketing customer sale

Topic 4 Data Protection security network information personal data

In job postings, Topic 1 highlights essential business areas such as busi-
ness process management, project planning and execution, business operations,
and customer relations. Management Information Systems graduates are widely
sought after in job postings requiring abilities such as managing business pro-
cesses, project management, and customer interactions.

Topic 2 explains how MIS graduates can be placed in financially oriented
job postings such as financial management, risk assessment, audit processes,
and banking. Graduates will make strategic decisions based on financial data
analysis, manage audit activities, and work on topics such as risk management.

In Topic 3, the use of features like “customer, data, career, marketing, sale”
demonstrates that MIS graduates can work in areas like customer relationship
management, data analysis, marketing strategies, and sales activities. Graduates
will analyze consumer data to understand target markets, conduct marketing
initiatives, and work to increase product or service sales.
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Topic 4 shows that MIS graduates are in high demand in crucial areas such
as information security, data protection, personal information management, and
network security. Graduates should be able to ensure the security of sensitive
information, analyze risks to security, and implement various security methods
to secure network infrastructure.

Following the analysis of the job post texts collected for the Management
Information Systems department with the LSA model, the results were enhanced
by doing frequency analyses, as in the Computer Engineering department. The
goal of these analyses is to show the superficial results in further detail. Table 4
shows frequency analyses of job posts from the Management Information Sys-
tems department.

Table 4. Management Information Systems Frequency Analyzes

Skills Frequency Percentage Technical/Social

Data Analysis 276 41,4 % Technical

MS Office Programs 232 34,8 % Technical

Problem Solving 156 23,4 % Social

Design 131 19,6 % Technical

Communication Skills 119 17,8 % Social

Analytical Thinking 81 12,1 % Social

SQL 77 11,5 % Technical

Project Management 75 11,2 % Social

Human Resources 61 9,1 % Social

Software Development 53 7,9 % Technical

Business Economics 38 5,7 % Technical

Information Security 37 5,5 % Technical

SAP Experience 31 4,6 % Technical

Cyber Security 25 3,7 % Technical

Digital Transformation 24 3,6 % Social

Social Media 23 3,4 % Social

Financial Analysis 23 3,4 % Technical

When the job posts dataset frequency analysis of Management Information
Systems is analyzed, it is discovered that social skills are preferred over Computer
Engineering. Although it appears that social skills are more commonly featured
in job postings than Computer Engineering, it has been discovered that the rate
of seeking technical talents in the Management Information Systems department
is slightly higher. With a serious rate of 41.4%, job postings are focussed on data
analysis. It has been concluded that a thorough understanding of Microsoft Office
programs is also essential for a Management Information Systems graduate.
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Fig. 2. Word Clouds For Job Postings

Figure 2 presents word clouds generated by a frequency analysis of job post-
ings in the departments of Computer Engineering (2a) and Management Infor-
mation Systems (2b). The size of the words is proportional to how frequently
they appear in job postings.

5 Conclusion

With the development of information and communication technologies, various
sorts of data are generated from a variety of sources, including web pages, blogs,
social media platforms, and sensors. These data obtained from many sources are
utilized in a variety of applications, including advertising, promotion, market-
ing, and resource planning for institutions and organizations. Aside from that,
researchers collect and use this data in various studies, evaluate it, and share
their findings with the public.

To make the acquired data stacks meaningful, the data must pass through
different phases before becoming valuable information. In their raw form, data
often does not make sense unless it is processed and evaluated. To make the
data meaningful, it must be pre-processed, filtered, and analyzed using various
methods to disclose the valuable information contained within it. This study
demonstrates how big text data analysis and the extraction of confidential infor-
mation play an important role in knowledge-driven decisions and understanding
of future workforce needs.

Within the scope of the study, job postings for graduates of Computer Engi-
neering and Management Information Systems in Turkiye were obtained from
the LinkedIn professional social network and social sharing platform. The LSA
method was used in the text analysis to discover hidden information through
topic modeling. LSA and other natural language processing techniques are effec-
tive at discovering hidden patterns and links in text content. In addition to the
topic modeling, frequency analyses of job postings from departments, as well
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as topics issued by LSA, were performed and presented within the scope of the
study. The results obtained are also grouped as technical and social skills.

When the results are examined, it can be seen that job postings for Computer
Engineering graduates focus on technical skills rather than social skills, whereas
the situation is a little more equal in the Management Information Systems
department, but the technical skills sought are still in the majority. According
to the findings of both departments, data-related jobs are at the forefront of
newly published job postings in Turkiye. Problem solving and analytical thinking
are also seen as essential skills for graduates of both departments. When the
programming language capabilities were analyzed, it was discovered that Python
was the most sought-after programming language, followed by Java, and SQL,
which is utilized in data management, was also commonly listed in job postings.
Given the current state of the digitalizing world, the fact that skills such as
digital transformation, cloud computing, social media, and web programming
are frequently mentioned in job postings emphasizes the importance of graduates
keeping up with current technologies and trends. Besides all these, the accuracy
of LinkedIn data can change because it is created and maintained by individuals.
Analyses could be negatively impacted by inaccurate or out-of-date data.

This study provides a resource for individuals, educational institutions, and
companies interested in pursuing careers in Computer Engineering and Man-
agement Information Systems. These departments research and report on which
talents are most in demand by companies in Turkiye. Effective use of LSA anal-
ysis and confidential information extraction is crucial for adapting to job market
demands and effectively analyzing/understanding the market. Although LSA
is good at discovering semantic relationships between documents and words,
it expresses topics planarly. In other words, it addresses each issue completely
independently of the others. This can create incompleteness in cases where some
documents contain multiple topics. While different methods can be used in future
studies, hybrid methods can also be preferred to minimize the disadvantages of
all methods.

This study can be used as a reference to make decision-making processes
more informed and data-driven for individuals who want to anticipate future
trends and keep up with evolving skill needs. In future studies, global scale
data can be used to evaluate global patterns instead of being limited to job
postings in Turkey. Studies can be conducted in different fields and sectors, and
a system that makes curriculum recommendations to university departments can
be developed based on the results obtained.
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