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Abstract. Online Learning Management Systems (LMS) have become widely
used solutions over the last few years by educational institutions worldwide.
Interest in evaluating the quality of these systems has been increasing, and new
research to investigate the usability and user experience (UX) of these platforms
has increased over the last decade. One of the common evaluation approaches is
the heuristic evaluation of the interface based on selected criteria or indicators
that describe well-known usability problems. However, this process remains labo-
rious and challenging, requiring considerable effort from evaluators. Adopting
automated methods is still uncommon, and approaches based on Artificial Intel-
ligence (AI), for example, are rare. This article presents a study that investigates
the potential adoption of usability indicators (Ui) for using artificial intelligence
methods as supportive tools for heuristic evaluation of LMS interfaces. In our
study, we developed a methodology to investigate some requirements to identify
and select a set ofUi to create datasets forAImodels to contribute to LMS interface
inspection. The methodology allowed us to highlight a set of Ui to be potentially
adopted with Machine Learning (ML) to evaluate LMS interfaces. We highlight a
set of necessary assumptions to build datasets that can be used with AI models for
heuristic evaluation. The methodological approach we propose can be repurposed
to study new usability indicators to analyze other complex software contexts.

Keywords: Heuristic Evaluation · Usability and UX · Usability Indicators ·
Learning Management System · Artificial Intelligence

1 Introduction

Distance Learning (DL) is commonly supported by a type of system known as an Online
Learning Environment (OLE), primarily represented by LearningManagement Systems
(LMS). These platforms are developed to contribute to the teaching and learning pro-
cess through effective and efficient interaction between educators and students [1]. LMS
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encompass functionalities of content management and control, management of peda-
gogical activities, and communications within the educational context. The adoption
of LMS can be either full or partial. E-learning encompasses two primary modalities:
fully online courses or a blended learning model. In the first format, students and edu-
cators are not physically present in the same location, whereas in the latter case, a
portion of the activities takes place in person, while another part occurs in an online
environment [2]. Generally, LMS support synchronous and asynchronous learning pro-
cesses. In the synchronous format, students and educators are online simultaneously,
engaging in interactive communication within the same timeframe. In the asynchronous
format, interaction occurs intermittently and, therefore, not necessarily at the same time.
Communication between educators and students in LMS takes place through discussion
groups mediated by the use of tools such as forums, email, chats, and other integrated
solutions within the system. Nowadays, the most widely used LMS belong to two main
categories: open-source and closed-source. Open-source solutions are based on free
access to source code under certain conditions. Some examples include Moodle, Sakai,
and dotLRN [1, 3]. Closed-source options are proprietary and do not provide access to
the source code for consultation or reuse. Some examples are Blackboard, Ping Pong,
Canvas LMS, McGraw-Hill Education, D2L, and Blackbaud [1, 3].

In recent years, LMS have attained a significant role in educational institutions
worldwide, particularly after the COVID-19 Pandemic. Furthermore, new technologi-
cal possibilities have contributed to the adoption of these systems. However, it is not
uncommon to see objections and dissatisfaction from students and educators regarding
the quality of these platforms, particularly in terms of usability and User Experience
(UX) [1, 3–5, 5, 6]. In this context, ensuring continuous improvement of LMS through
frequent evaluation of their interfaces becomes imperative. However, these evaluations
are usually conducted from the perspective of usability and UX [1, 3, 6].

Regarding usability, the practical aspects of the daily activities of educators and stu-
dents are evaluated [1, 3, 6]. RegardingUX, subjectivematters are examined, particularly
concerning hedonistic aspects related to the emotional responses that the platforms elicit
[7]. When an LMS is introduced, educators and students will need time to adapt to the
system and become proficient in performing typical tasks satisfactorily. This adaptation
process can be more challenging if the interface presents usability issues, as users will
need to overcome the inevitable frictions. Although evaluating LMS has been the subject
of numerous studies in recent decades [1, 3, 8, 9], considerable challenges remain open
[1]. The study developed by [4] sought to establish the relationship between ergonomics
and usability in the context of e-learning. An Systematic Mapping (SM) was devel-
oped by [5] to identify publications related to the usability of e-learning systems in the
mobile context, specifically on mobile devices. In another SM, [10] suggests an update
to the work developed by [5]. The authors observed an evolution in the approaches and
evaluation techniques of m-learning LMS. However, they noticed the absence of a com-
prehensive framework or methodological approach to address UX, usability, and the
pedagogical aspects of mobile educational software. In response to this, they proposed
a framework to evaluate mobile LMS. Subsequently, [3] developed an SM to identify
publications that evaluate both desktop and mobile LMS applications from a usability
and UX perspective.
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Methodological approaches used to evaluate LMS often rely on interface evalua-
tion [11] and approaches focusing on the pedagogical domain [12–14]. Using more
sophisticated evaluation strategies, such as AI, to investigate the usability and UX is still
uncommon [1, 3, 8, 9]. Heuristic evaluation based on predefined criteria is by far themost
common method. These criteria are supported by guidelines such as the ISO usability
[15, 16] and W3C [17] standards and Nielsen’s “10 Usability Heuristics for User Inter-
face Design” [11, 18]. Research suggests that many usability evaluations conducted on
LMS over the past decade are based on those heuristics (10 HU-JN) [6, 19].

One of themain challenges for adoptingAI-based approaches for heuristic evaluation
of interfaces is defining the set of indicators that can be converted into datasets for training
AI models. Considering this challenge, we have designed a methodological approach to
investigate a predefined set of 800 Ui based on Nielsen’s heuristics (10 HU-JN) to be
used in the development of datasets for machine learning (ML) models. This approach
supported the subsequent phase, where several AI models were tested to contribute to
the process of evaluating the usability of LMS interfaces. The remainder of the article
is organized as follows: Sect. 2 presents the theory used to sustain this study; Sect. 3
details the methodology adopted in our study; Sect. 4 discusses the results obtained; and
finally, Sect. 5 presents the conclusion.

2 Background and Related Work

Heuristic evaluations (HE) reveal usability issues early in the design process. Combined
with other testing methods, they can be more cost-effective than testing involving real
users [20–22]. One challenging aspect of HE is its intrinsic relationship with the eval-
uator’s experience and knowledge [22]. The inspection process relies on assumptions
made by the expert regarding what constitutes “good” or “poor” usability. Despite the
extensive research conducted over many years to establish the ten heuristics (10HU-JN),
there are inherent subjective elements to consider in the evaluation process [20, 23]. HE
involves adopting a set of usability criteria or indicators that identify potential interface
issues, often rooted in the system’s underlying structures, development, and design [24].
The challenge of implementing AI-based approaches lies in finding a set of Uis that can
reduce the impact of subjectivity inherent to the HE process.

Ui groups have been used since the 1960s. Initially, Uis were associated with studies
about a system’s biomechanical and psychophysiological responses [25]. In the 1970s,
concerns regarding usability criteria emerged, leading to the creation of ISO standard
9241–11 [26]. Works by Jordan [27] and Nielsen on Usability Inspection Methods
[11] and Usability Engineering [28], as well as Dominique and Scapin’s research on
ergonomic quality criteria for interactive systems [29], were landmarks of this period. In
addition to the ISO standard, other standardizations for web content development would
later emerge, such as the W3C/WAI Web Content Accessibility Guidelines [17]. The
use of criteria to evaluate system interfaces has been the subject of research in seminal
works over the past decades [11, 27, 29–39]. Since then, an increasing number of eval-
uation criteria have been proposed, resulting in a considerable set of Uis that, in some
cases, may overlap [25, 40–44]. In the field of LMS studies, research point to the use
of diverse sets of Uis, techniques, and different methodological approaches adopted to
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evaluate the usability of these systems [1, 3–5, 5, 6]. Despite the proposals of different
frameworks in recent years for assessing LMS usability, researchers and professionals
still lack consensus regarding a unified evaluation model, and initiatives that employ
AI-based approaches are still relatively scarce [3, 6].

The definition of an AI-based approach for HE implies considering problem defini-
tion and characterization, AI algorithms andmodels, data types, input variables, datasets,
training and testing data, features, labels, among others [45]. AI encompasses two major
general approaches: knowledge-based and statistical data-based. The former is referred
to as GOFAI—“Good Old-Fashioned Artificial Intelligence” aiming to encode expert
knowledge into software. Although in this case, the machine is not capable of learning
on its own [46]. In statistical-based Machine Learning, methods are developed to enable
the machine to learn through mathematical techniques. [46]. To adopt an AI-based solu-
tion, it is necessary to define the problem to be solved, which will be converted into
AI tasks [47]. This process involves identifying algorithms to construct mathematical-
statistical models that can perform those tasks [48]. An algorithm is a well-defined set
of instructions designed to accomplish a specific goal using input data. It operates by
executing a series of finite steps. In traditional computer programming, a known and
predefined algorithm performs a particular task (Input Data + Model → Output) [48].
In the context of AI, the algorithm serves as a recipe or set of instructions for applying
an AI technique to obtain an artificial intelligence model [45]. The algorithm utilizes
available data to construct a data-driven model. It’s important to note that different data
inputs can lead to different models, even when using the same algorithm [48]. In the
realm of AI, the specific model is not predetermined but is learned and generated by the
algorithm based on the provided data [45]. This process allows the algorithm to adapt
and derive insights from the data, ultimately producing a model tailored to the specific
problem or task at hand [45]. Data can be categorized as either discrete or continuous.
Discrete data corresponds to categorical values. Examples of discrete data include binary
choices like “yes” or “no” and categorical options like “A,” “B,” or “C.“ On the other
hand, continuous data represents values within a range or continuum. For instance, it can
involve measuring the number of events occurring within a specific unit of time [45].

In programming, a variable is a storage location that holds a value and can be mod-
ified during the execution of an algorithm [49]. Two types of dependency relationships
between variables are crucial: independent and dependent variables [48]. The indepen-
dent variable exists independently and serves as the input data used to train the AImodel.
It is typically manipulated or controlled by the algorithm to observe its impact on the
dependent variable [45]. The dependent variable, on the other hand, is the one that needs
to be predicted or estimated, and its value is dependent on another variable. The algo-
rithm aims to learn the relationship between the independent and dependent variables
through the training process, allowing it to make predictions or draw conclusions based
on new input data [45, 47].

A dataset is a vital resource utilized for training, testing, and validating AI models.
Within the field of machine learning, a dataset comprises input features alongside their
corresponding output labels or target values [47]. These datasets can be sourced from
a wide range of origins, including experimental studies, real-world observations, or
artificially generated simulations. The quality and efficacy of an AI model are often
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strengthened by the presence of datasets that not only exhibit diversity but also serve as
representative samples of the underlying domain [45]. The inclusion of comprehensive
and representative data empowers the model to faithfully capture the intricacies and
complexities of real-world scenarios, leading to enhanced performance and broader
applicability [50].

In general, datasets are partitioned into training and test data, enabling the evaluation
and comparison of different ML models [50]. The data is typically split into an 80/20
ratio, with 80% used for training the model and 20% reserved for testing purposes [50].
Each individual value within a dataset is commonly referred to as a data point, analogous
to a row in a table that presents various patient data such as blood pressure, red and white
blood cell counts, and other relevant attributes [46, 48].

Within a dataset, features correspond to the input variables that describe each avail-
able example or data point, while labels pertain to the output variable or target value.
When a training dataset is employed to refine a model, it undergoes a training process
often referred to as an epoch [45]. During this iterative process, themodel learns from the
training dataset, adjusting its internal parameters to optimize its ability to make accurate
predictions or classifications based on the input features and their associated labels [46,
48].

Lastly, the concept of informational entropy holds significance in the realm of AI
models as it quantifies the informational organization within a given system or dataset.
Introduced by Shannon, entropy represents the average amount of information contained
within a message or signal, typically measured in bits. It is calculated based on the
probability distribution of each potential outcome within the system or dataset [51].

Machine Learning is fundamentally rooted in the utilization of existing data, making
it data-driven at its core [52]. Unlike traditional rule-based systems, ML techniques do
not rely on predefined rules but instead learn from examples derived from available data
and make predictions or decisions based on incoming data. ML encompasses three pri-
mary types: supervised learning (SL), unsupervised learning (UL), and reinforcement
learning (RL) [46, 48]. Supervised learning is further classified into two main cate-
gories: classification and regression. Classification involves using labeled categorical
data to produce categorical results, while regression involves utilizing unlabeled data
with continuous values. On the other hand, unsupervised learning deals with datasets
that consist of numerous unlabeled data points [48]. In the context of this research, super-
vised learning was selected as the starting point due to its ability to create a dataset with
appropriate labels. This choice is particularly significant in a relatively new research
domain where large, labeled datasets specifically related to LMS are not yet readily
available.

3 Methodology

An investigationwas conducted to explore a set ofUis for the heuristic evaluation of LMS
using ML models. This phase was based on a collection of 800 Uis obtained through
a literature review of the theoretical baseline developed by Jakob Nielsen [19]. The
collection of Uis can be found at: https://jc7.co/p2dg231. The investigation of Uis for AI
was carried out using a novel systematic process that aimed to identify the parameters

https://jc7.co/p2dg231
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necessary to utilize Uis as a foundation for constructing datasets in AI models. The
systematization process involved the following stages, which will be discussed in the
following sessions.

Working Document: A spreadsheet based on the set of 800 Uis previously defined,
available at: https://jc7.co/p2dg232.

Subjectivity Factor (SF) Identification: Establishment of an arbitrary classification
based on the proximity of the usability indicators to aspects that are difficult to quantify
or measure, as determined by the interface analyst’s evaluation. The SF aimed to deter-
mine if there were chances of different evaluators interpreting a criterion differently.
The primary assumption adopted was to consider SF equal to 1 (positive subjectivity)
whenever an adjective was encountered.

SF Filter: A filter was employed to acquire Ui whose SF equaled zero. The objective
was to identify indicators that could be studied through simplified, automated evaluation
without the need to adopt aspects inherent to the concepts of “good” or “bad” (in this
case, with negative subjectivity – equal to 0). Graphics and data are available here:
https://jc7.co/p2dg233 on page 01.

Definition of Data Types Associated with Uis: A suggestion for data types related
to the analysis context of Uis by AI based on the following classification – Interval
Data – available in the form of any intervals; Binary Data – related to the simple binary
identification of the typeYes/No; On/Off; Available/Unavailable, etc.; andN/A –when it
was not possible to define a data classification through immediate analysis of the context
in which the Ui would be inspected. Graphics and data are available here: https://jc7.co/
p2dg233 on pages 11 and 12.

Examples Related to the Identified Data: Include situations such as “conditional dis-
play occurs/conditional display does not occur/”; “status indicated/status not indicated”;
“feedback occurs/feedback does not occur”; “notification occurs/notification does not
occur,” among others. A restrictive classification was not defined for the examples since
the purpose was to identify how the system “communicated” through the data to inform
that a certain Ui had been satisfied. Graphics and data are available here: https://jc7.co/
p2dg233 on pages 13 and 14.

Types of DataRelated to AIModels: Based on discrete data – can assume only several
countable values; and continuous data – can assume all possible values within a certain
range. The objective was to find indications of potential relationships between the types
of data and AI tasks suggested in the following phases. Graphics and data are available
here: https://jc7.co/p2dg233 on pages 15 and 16.

Proposal for an Algorithmic Evaluation of Ui by AI: We adopted a work protocol
inspired by the concept of “Designer’s Proxy” from Semiotic Engineering (SE), accord-
ing to which the interface of a system acts as a communicational artifact on behalf of the
designer in the user interaction process [53]. In the context of this study, we considered
that “AI would help the evaluator inspect the system interface”; therefore, it would act
as a kind of “Evaluator’s Proxy”. The meta-communicational approach of SE advocates

https://jc7.co/p2dg232
https://jc7.co/p2dg233
https://jc7.co/p2dg233
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that certain assumptions must be met for everything to go well. Following this principle
of thought, we considered it necessary to verify what assumptions would be required for
AI to contribute to making the interface evaluation process easier for the evaluator. The
approach was named the EU-Machine Protocol, and it consisted of the simple exercise
of asking oneself aloud: “What do I – as a machine, alone – need to do to evaluate this
usability indicator without asking for help from a human being?”. During the procedure,
numerous actions required to inspect the indicator on the interface were enunciated for-
mally. These vernacular expressions were then transcribed into algorithmic form. The
“Portugol” language (known as structured Portuguese in Pascal programming) was uti-
lized as a logical reference to discern the necessary steps for evaluating the Ui on the
interface. This information was subsequently converted into AI-driven analysis state-
ments. Some indicators proved unfeasible to analyze or excessively intricate, primarily
due to factors about their limited level of detail in the description, subjectivity, or com-
plexity. These indicators were flagged and served as a foundation for identifying areas
where indicator decomposition and/or system adaptation were deemed necessary. In
total, 256 indicators could be examined from the AI perspective (32% of the originally
proposed 800 indicators) based on our analysis.

For instance, the algorithm applied to Ui-40 (1 – System Status Visibility (Heuristic)
COMMUNICATION (Level 1) ALERTS (Level 2) – executed action (Level 3)) corre-
sponded to the following statement: “Define the action to be monitored (step 1). Define
an identifier for the action’s state (step 2). Define a flag to capture the action’s state (step
3). Define an element to display alerts based on the flag’s state (step 4). Define a flag for
the element’s state displaying the alert (step 5). Compare the action’s flag state with the
alert’s flag state (step 6). Validate if the states relate as expected.” The same procedure
was applied to all usability indicators. Proposed algorithms can be found here: https://
jc7.co/p2dg232.

Number of Process Steps (NPS): A variable indicating the count of steps necessary
to implement the suggested algorithm minus one. Analyzing the statement from the
previous example, we have NEPS = 6 (7 steps – 1). Graphics and data are available
here: https://jc7.co/p2dg233 on pages 17 and 18.

Decomposition or Disambiguation Requirement (DDR): The aim was to investi-
gate whether the Ui was defined clearly, descriptively, and objectively without needing
further technical specifications, elaboration, or disambiguation of the analysis proposal
expressed in its statement. The variable DDR could take on two possible values. DDR
= 0 indicates that the Ui did not require decomposition or disambiguation, and DDR
= 1 indicates that the Ui required decomposition or disambiguation. For example, Ui-
15 was defined with DDR = 1. The statement “conditional display of GUI elements”
was deemed insufficiently descriptive and objective, as the term “conditional” does not
explicitly define under which conditions the display should occur, and the term “GUI
elements” does not objectively indicatewhich interface elements should be conditionally
displayed.

On the other hand, Ui-122 was marked with DDR = 0. The statement
“LIMITS/ALERTS/character quantity” was considered sufficiently descriptive and
objective, as the terms “ALERTS” and “LIMITS,” combined with the term “charac-
ter quantity,” indicate the need to confirm the presence of that Ui, in the form of an alert,

https://jc7.co/p2dg232
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that demonstrates restricted character insertion in a specific field of a form. Graphics
and data are available here: https://jc7.co/p2dg233 on pages 6 and 7.

System Adaptation and/or Update (SAU): Based on the Ui statement and the sug-
gested algorithm, the need for system adaptation to be inspected from an AI approach
was determined. AI tasks involve creating a dataset to train and test models. In some
cases, data collectionmust be donemanually, either through visual inspection or, ideally,
through automated techniques such as reading logs, code inspection, available browser
cookies, and checking CSS and HTML properties, among other tasks. However, there
are cases where automated data collection is not possible, requiring initial system adap-
tation to provide specific functionalities. For example, recording data in files, and storing
information in databases, among others. The variable could take on two possible values.
SAU = 0 – to express that potential AI inspection of the Ui did not require system
adaptation and/or update, and SAU = 1 – to express the need for system adaptation
and/or update. For example, Ui-424 was considered SAU = 1. Its AI analysis statement
(Algorithm) is “validate the existence of a placeholder in the form field through source
code analysis”. The justification relies on the idea that based on a trivial source code
inspection, it is possible to confirm the existence of a “placeholder” tag in the HTML
library (https://www.w3schools.com/tags/att_input_placeholder.asp). Therefore, there
is no need to adapt the system for the information to be available, although methods can
be considered to automate data collection to reduce or eliminate manual work.

Ui-352 has an SAU = 0 and has the following AI analysis statement (Algorithm):
“Define the current state of the system based on storage via a database, files, cookies,
or another strategy. Define the current page. Validate if changes in data have already
been stored. If they are not stored, save them in a temporary virtual environment. Define
a virtual space to store the data. Validate the filling of the virtual space with the stored
data. Associate a flag to identify if the action was satisfactory”. The justification is that
the algorithm statement sought to address the usability indicator’s specified requirement,
considering strategies that required altering the system’s structure by adding functionali-
ties such as storingdata in databases, andfiles, amongothers, anddefining andassociating
a flag to identify the monitored action. Graphics and data are available here: https://jc7.
co/p2dg233 on pages 23 and 24.

Complexity Factor (CF): An arbitrary scale indicating the degree of effort required to
apply the proposed algorithm. The scale considered the number of steps required for AI
evaluation, the need for Ui disambiguation, and the system adaptation requirement. The
established mathematical relationship adopted weights and examples can be found in
supplementary material at the end of this section. Graphics and data are available here:
https://jc7.co/p2dg233 on pages 9 and 10.

Machine Learning Type (MLT): The aim was to identify the type of ML, whether
it falls under the categories of supervised (SL), unsupervised (UL), or reinforcement
learning (RL), based on the Ui statement and the proposed approach for inspecting it
from the AI perspective, as outlined in the designed algorithm. The majority of MLT
was classified as SL.

https://jc7.co/p2dg233
https://www.w3schools.com/tags/att_input_placeholder.asp
https://jc7.co/p2dg233
https://jc7.co/p2dg233
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AITask: The objective was to identify tasks such as classification and linear regression,
typically adopted as fundamental approaches withinML.Graphics and data are available
here: https://jc7.co/p2dg233 on pages 19 and 20.

Decision Purpose: The purpose was to identify the decision objective of the suggested
AI task for inspecting the Ui, based on the prediction and diagnosis categories. This
classification followed the analysis suggestion proposed by the “AI Map” document
developed by the Japanese Society for Artificial Intelligence [54]. Graphics and data are
available here: https://jc7.co/p2dg233 on pages 21 and 22.

Data Processing: The data and graphs were processed in the Power BI platform and
are presented below.

4 Discussion

This section presents the results obtained for the Ui classification stage, later used in
another study to develop a methodology to adopt AI as part of the interface inspection
process based on heuristic evaluation. Only Uis whose FS was determined to be equal
to zero were analyzed. The following sections discuss the results found.

Types of Associated Data: Approximately 82.95% (292) of the evaluated Uis could be
analyzed through the collection of binary data (YES/NO) distributed across all heuristics.
17% (60) of the Uis were associated with interval data types, which were more prevalent
in heuristics 5 – Error Prevention, 4 – Consistency and Standards, and 8 – Static and
Minimalistic Design. Binary data can be associated to diagnose the interface, where
scrutiny is performed to validate the existence of a specific element of interest through
simple inspection of its presence in the expected location.

Examples Related to the Data: The most recurring example across the heuristics was
“Indicated Status/Not Indicated Status” (274 occurrences – 78%), except for heuristics
5 – Error Prevention and 4 – Consistency and Standards, where the most recurring
example was “Records variation in item quantity” (38 occurrences – 10%). It is possible
to establish a relationship between the observed pattern in these two heuristics and
the associated data type, which was more strongly linked to interval data for both.
Other relevant examples include “Records variation in item quantity” and “Warning
occurs/Warning does not occur”. The complete list of examples is available at: https://
jc7.co/p2dg233 on page 13.

Types of Input Data: Approximately 85.22% (300) of the evaluated Uis were char-
acterized as being related to discrete values, while approximately 14.77% (52) of the
Uis were associated with continuous values. Discrete data may be associated with clas-
sification tasks in AI. These values are predominant across all heuristics, except for
heuristics 5 – Error Prevention and 4 – Consistency and Standards, which have Uis
where the input data for the AI model is of continuous type in more than 50% of the
cases, possibly because their indicators were related to interval data in several situations.

Evaluation Algorithm: It was utilized to elucidate the requirements for using AI mod-
els to assist in evaluating Uis in interfaces. The algorithm contributed to identifying the

https://jc7.co/p2dg233
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necessary inputs to perform the procedure and possible expected outputs at the end of the
inspection. The statements from this phase were essential in highlighting the variables
NPS, SAU, and CF.

Number of Process Steps: The most frequent number of steps corresponds to 2, 3,
4, 6, and 5. The number of steps is directly related to the proposed algorithm. The
maximum number found was 13, and the minimum was two within a range established
between 1 and 15. It is expected that new rounds of algorithmic analysis will make the
process more precise and detailed, increasing the number of steps and expanding the
technical requirements for implementing the proposals. The task of proposing algorithms
to evaluate Uis requires the involvement of professionals from design, web development,
and artificial intelligence. The presented results reflect only one round of algorithm
analysis to investigate the indicators, and further rounds would likely impact the number
of steps, increasing them to further clarify the proposed use of AI approaches. Another
point is the practical implementation of the algorithms. The execution of the proposed
tasks in an experimental phase, based on initial prototypes, may demonstrate the need
to modify the algorithm and, consequently, the number of steps, as well as establish
the need to relate and evaluate indicators together in an inseparable manner, to see if
different results are obtained.

Decomposition/Disambiguationof usability indicators: Theobjectivewas to identify
if the available information was sufficient to directly inspect the interface or if more
details would be necessary. Approximately 86% (277) of the evaluated Uis required
some form of a declarative specification to make them less ambiguous, more descriptive,
and direct. Approximately 13% (45) of the Uis had statements considered direct and
objective. The elimination criterion adopted was an FS equal to 0. Among the 352 Uis
with an FS determined to be equal to zero, 96 were subsequently classified as ambiguous
or requiring significant decomposition, which could potentially impact the suggestion
of other AI-related aspects. During the study, it was observed that to evaluate interfaces
with AI-based approaches, adaptations need to be made to the platforms to capture data
that will be used to build datasets for the AI models. Therefore, it is necessary to prepare
the systems to mark points of interest and track user actions considering privacy and
security issues, among other modifications. For example, in several indicators, the use of
flags (markers) in the source code was suggested in the algorithm proposals. However,
most systems are not yet geared toward data collection in this manner. Some studies
identified in the exploratory phase of this research demonstrate that the evaluation of
LMS interfaces, for example, was done through log analysis, database analysis, or even
directly by manually collecting data at specific “moments” when researchers examined
the system [1]. Therefore, automated data collection to feed evaluation systems should
be an objective to be considered by organizations that wish to evaluate their platforms
in an automated manner.

Complexity Factor: The implementation of AI-based approaches to inspect interfaces
based on the Uis from the obtained corpus was considered high for approximately 44%
(157) of the indicators, medium for approximately 49% (173) of the indicators, and
low for 6.25% (22) of the studied Uis. Overall, the implementation of AI approaches
to evaluate Uis in a heuristic evaluation of interfaces is considered high or medium for
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over 70% of the studied Uis for each of the heuristics. This is mainly due to the need for
system adaptation for data collection, in addition to the inherent complexity of algorithm
implementation.

AI Task: Approximately 84% (296) of the studied Uis were associated with classifica-
tion tasks, while 16% (56) were associated with regression tasks. The relevance of the
classification task may be related to the types of statements found in the Uis, where the
analysis aims to confirm the presence of certain objects of interest in the interface. In
other words, it is about determining whether an analyzed element is or is not where it
should be, expressed as it should be, or possesses the expected characteristics, among
other situations that allow for relatively easy grouping to classify the indicators. For
example, in the case of Ui-40 (1 – System Status Visibility (Heuristic) – COMMUNI-
CATION (Level 1) – ALERTS (Level 2) – action executed (Level 3)), it aims to verify
if a specific alert was displayed in the interface when a certain action was performed. In
this context, either the alert was displayed, and the usability indicator evaluation allows
for satisfactory classification, or vice versa; if it does not occur, it is impossible to con-
firm the alert’s presence, indicating an unsatisfactory situation. Thus, it is possible to
establish two sets and classify the indicators based on the result using a classification
process. While identifying AI tasks to investigate the Uis, it was observed that, in most
cases, it is necessary to combine indicators for a heuristic evaluation of the interface with
AI support to become more meaningful. This is because there are complex relationships
between the Ui established by the evaluator during the inspection, making the inspection
richer but also challenging and complex. This presents an exciting opportunity for adopt-
ing AI-supported practices that can automate, simplify, and reduce the cognitive effort
of the evaluator in establishing relationships between different analyzed features simul-
taneously and demonstrates how the pathway to have a complete AI technique along
the process is quite challenging now. Opportunities for applying simple and multiple
linear regression models and classification tests were identified in the subsequent phase
of the research. Linear regression is an interesting task to establish relationships between
different features in a dataset, as it provides a simple, easily interpretable, flexible, and
fast learning method that involves a simple and linear relationship between input and
output variables. Methods like linear regression offer a good opportunity for initial and
exploratory studies where there is an interest in understanding the essential relationships
between variables. Multiple linear regression, on the other hand, can identify more elab-
orate relationships precisely because it incorporates multiple variables as features in the
learning process.

Purpose of the Technique: Most Uis were associated with the diagnosis. This can be
explained by the propensity of heuristic evaluation to diagnose the interface, validating
attention to certain requirements established in the Ui statements.

The adoption of AI approaches to support the process of interface inspection should
consider complex actions and events occurring in the interaction environment, some
of which are difficult to track, capture, and manage through automated data collection
processes. In several analyzed situations, there are features related to the processing
and storage of data in databases or browser caches to record the various events that
occur in the system based on user actions or platform events. These actions occur on
the system’s front end but require logs to be stored locally on the user’s computer via
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cookies or other formats and then transferred to a database for analysis. At the same
time, measures need to be taken to ensure that the infrastructure of the environment can
have checkpoints for the indicators, using flags or markers that can identify the data of
interest. In various situations, these and other contexts require changes and adaptations in
system development so that AI can be adopted to contribute to inspecting and evaluating
interfaces.

During the classification process, it was observed that AI could be a strategy to
address specific interface analysis problems. However, several Uis were still open-ended
and lacked clear explanations about what should be assessed in the interface. Our percep-
tion regarding the use of AI techniques for Ui evaluation, aiming to inspect interfaces,
is that the effort to implement such approaches is significantly greater than making the
necessary adaptations in systems to ensure that interfaces meet the minimum require-
ments for automated analysis, especially in terms of providing the necessary data for
building AI models. Therefore, we advocate for the construction and/or adaptation of
systems oriented toward AI-based evaluation from the ground up.

Initial analyses of this exploration demonstrated that a significant portion of Uis
can be considered from a binary perspective. This is plausible, considering that they
would already simplify the usability concepts that are expected to be evaluated. It is
worthwhile to reconsider Uis or even new heuristics that look into the internal structures
of systems, considering their architecture, source code, and backend, in areas that are
not typically inspected but have an impact on system usability. When considering an
interface evaluation process in the traditional approach, we are “looking” at the interface
and identifying issues that resulted from a development process that supposedly did not
meet the expected requirements. However, by considering this internal perspective at
a deeper level, it may be possible to address problems before they impact the surface
(interface).

In some cases, adopting AI approaches will not require modifying systems to obtain
the necessary data for creating models, but it requires further studies considering this
approach. During the collection and classification of Ui’s, in several situations, it was
observed, for example, that it was necessary to validate the presence of a marker (a
type of flag) in the source code without requiring adaptations/updates to the software
structure, only requiring finding references that indicate the presence of a specific ele-
ment expressed in the source code. Experimental tests supported by the adoption of a
methodology oriented towards the evaluation of Uis with the help of AI were conducted
in the following stages of the research. However, it is worth noting that this analysis,
in many cases, is still performed either fully or partially manually. Therefore, providing
external or internal resources to the analyzed platforms to enable data collection can
be a favorable factor. We also found that to adopt an AI approach to reduce the evalu-
ator’s effort in repetitive activities it is necessary to design more restrictive statements
to reduce the chances of different interpretations; otherwise, evaluators will constantly
need to be involved in interpreting the statements. In the future, it will be necessary
to adapt systems to emit certain signals about the user experience, allowing data to be
collected while respecting privacy rules.
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5 Conclusion

During the classification process, it was observed that AI can be a strategy to be adopted
to address specific problems in interface analysis. However, several Uis were still open-
ended and lacked clear explanations about what should be assessed in the interface. Our
perception regarding the use of AI techniques for Ui evaluation, to inspect interfaces is
that the effort to implement such approaches is significantly greater thanmaking the nec-
essary adaptations in systems to ensure that interfaces meet the minimum requirements
for automated analysis, especially in terms of providing the necessary data for building
AI models. Therefore, we advocate for the construction and/or adaptation of systems
that are oriented towards AI-based evaluation from the ground up. Initial analyses of
this exploration demonstrated that a significant portion of Uis can be considered from
a binary perspective. This is plausible, considering that they would already simplify
the usability concepts that are expected to be evaluated. It is worthwhile to reconsider
Uis or even new heuristics that look into the internal structures of systems, considering
their architecture, source code, and backend, in areas that are not typically inspected but
have an impact on system usability. When considering an interface evaluation process
in the traditional approach, we are “looking” at the interface and identifying issues that
resulted from a development process that supposedly did not meet the expected require-
ments. However, by considering this internal perspective at a deeper level, it may be
possible to address problems before they impact the surface (interface). In some cases,
adopting AI approaches does not require modifying systems to obtain the necessary
data for creating models. In several situations, it was observed, for example, that it was
necessary to validate the presence of a marker (a type of flag) in the source code without
requiring adaptations/updates to the software structure, only requiring finding references
that indicate the presence of a specific element expressed in the source code. However,
it is worth noting that this analysis, in many cases, is still performed either fully or
partially manually. Therefore, providing external or internal resources to the analyzed
platforms to enable data collection can be a favorable factor. We also found that to adopt
an AI approach to reduce the evaluator’s effort in repetitive activities, it is necessary
to design more restrictive statements to reduce the chances of different interpretations;
otherwise, there will be a constant need to involve evaluators to interpret the statements.
In the future, it will be necessary to adapt systems to emit certain signals about the user
experience, allowing data to be collected while respecting privacy rules.
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