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Preface

This volume of the Lecture Notes in Computer Science series contains the proceedings of
the 42nd International Conference on Conceptual Modeling – ER 2023, held in Lisbon,
during November 6–9. Throughout history, Lisbon has been a key hub for maritime
endeavors, and is famous for its beautiful coastal location and delightful architecture.
As the cultural, economic, educational, and political center of Portugal, the city is a
magnificent example of how rich past and modern energy should be blended.

Very much likewise, the ER conference is the world-leading forum for discussing
the state of the art, emerging issues, and future challenges of conceptual modeling. The
first ER conference was held in 1979 in Los Angeles, and then took place every two
years until 1985, when the conference evolved into an annual event. Over this time,
the conference has been held in 20 countries on five continents, establishing a globally
connected, scientifically rigorous community of academics and practitioners.

Conceptual modeling is becoming even more critical in this age of extreme dynam-
ics and huge proliferation of data. Indeed, conceptual modeling research enables our
community to not only understand but describe and analyze these complex phenomena,
to facilitate the development of effective software and information systems at any scale
and level of detail required and bring forward their implementation in industry and the
public sector.

ER 2023 attracted a broad spectrum of classical and modern topics on concep-
tual modeling, including research and practice in the theories of concepts and ontolo-
gies, techniques for transforming conceptual models into effective implementations, and
methods and tools for developing and communicating conceptual models. These topics
followed a call for original research on subjects as diverse as new foundations, links,
applications, and extensions to current boundaries of the discipline, but also industry
reports and vision papers.

In total, ER 2023 received 120 paper submissions. For the first time in the history
of ER, the review process was double-blind. Out of all submissions, three were desk
rejected as the program co-chairs unanimously found them to be outside the scope of the
conference, and all the remaining submissions were reviewed independently by at least
three Program Committee (PC) members. That was followed by an extensive discus-
sion period moderated by senior PC members, who also summarized and explained the
recommendations for each submission in a meta-review to the authors. Finally, all rec-
ommendations were discussed by the co-chairs, revisions of reviews and meta-reviews
were sought, and final decisions made. Following this process, 21 submissions were
accepted based on the novelty of the work and the depth of contributions to the advance-
ment of the state of the art. In fact, eleven of these 21 submissions were accepted directly,
while the remaining ten were accepted conditionally, subject to specific improvements
the authors were able to address in a minor revision checked by the PC chairs. The
outcome is presented in this volume, comprising 21 innovative and high-quality papers,
with an acceptance rate of 18 percent. In addition, we recommended six submissions for
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consideration by the ER Forum, and another three submissions for consideration at one
of the ER workshops.

As a tradition at ER, the conference program started with the Workshops and the
Symposium onConceptualModeling Education. Themain conference included sessions
on Research papers, Keynotes, Tutorials, Panels, the Forum for short visionary papers,
Doctoral Consortium, Posters and Demos, Project Exhibitions, as well as a Journal-First
session.

The accepted papers were grouped into the following seven topical sessions: The
Conceptual Modeling Task, The Meta Level, Model-Based Analysis and Implemen-
tation, Process Mining and Abstraction, Modeling Events and Processes, Conceptual
Modeling in Context, and Applications of Conceptual Modeling.

The four invited keynote presentations were “Software Design, Concepts and AI”
by Daniel Jackson, Massachusetts Institute of Technology; “Conceptual Modeling and
Knowledge Representation: A journey from Data Modeling to Knowledge Graphs” by
Maurizio Lenzerini, Sapienza University of Rome, the Peter Chen Award recipient of
2022; “Reverse Engineering of Language at Scale: Towards Symbolic and Explainable
Large Language Models” by Walid S. Saba, Northeastern University; and “True or
False? The Impact of Negative Knowledge in Biomedical Artificial Intelligence”, by
Catia Pesquita, University of Lisbon. Speaking on behalf of our community, we are
grateful to the keynote speakers for showcasing the significant impact of conceptual
modeling research on our society yesterday, today, and tomorrow. The three tutorials,
accepted after an open call, addressed relevant and timely topics at the core interest of
our community.

As the editors of this volume, we want to express heartfelt thanks to all authors sub-
mitting their novel research results to the conference; also to themembers of the Program
Committee and Senior Program Committee for their dedication and expertise in review-
ing and discussing paper submissions. We are indebted to the Organizing Committee
for carefully arranging all aspects of running the conference, including its promotion,
attracting submissions, administering conference information, designing the portal, com-
municating, and actioning any progress towards and throughout the conference. Finally,
we warmly thank the INESC-ID, the Instituto Superior Técnico - University of Lisbon,
and their local teams for hosting ER 2023. While this volume presents the work that has
brought our community together in Lisbon, it cannot show any memories, discussion,
or new lines of thought resulting from the in-person experience at the ER conference.

September 2023 João Paulo A. Almeida
José Borbinha
Sebastian Link

Giancarlo Guizzardi
Jelena Zdravkovic
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Keynote Speeches



Software Design, Concepts and AI

Daniel Jackson

Computer Science and Artificial Intelligence Lab (CSAIL),
Massachusetts Institute of Technology (MIT), USA

dnj@mit.edu

We’ve known since the 1970s how important conceptual models are in the design of
software. If a system’s conceptual model is too complex to grasp, or isn’t faithfully
projected in the user interface, usability suffers. Despite lots of progress in concep-
tual modeling, two central aspects have not been addressed. First, we’ve often assumed
that the conceptual model is given—defined by the problem domain or by an existing
mechanism—when in fact it is usually explicitly designed. Second, although many rep-
resentations have been proposed, none of them separated out the individual concepts,
allowing them to be analyzed and reused in a modular way.

In this talk, I’ll explain a new approach to software design that centers on the design
of individual concepts, which are composed together to form a system. I’ll show how this
allows usability problems to be diagnosed more effectively, stimulates new designs that
work more effectively, and allows apps to be constructed with a more modular structure
that has better separation of concerns and less coupling. I’ll also explain how LLMs can
be used synergistically in design by concept.



Conceptual Modeling and Knowledge Representation:
A Journey from Data Modeling to Knowledge Graphs

Maurizio Lenzerini

Department of Computer, Control, and Management Engineering of Sapienza,
University of Rome, Italy

lenzerini@diag.uniroma1.it

While data constitute one of the most important components of an information system,
many research efforts today focus on Machine Learning models and algorithms, with
the properties of data feeding such algorithms playing a secondary role. Thus, shifting
the attention to data has been recently proposed as one of the most timely topics in Data
Analytics and Artificial Intelligence (AI) research, under the name of Data-Centric AI.
Arguably, the field of Conceptual Modeling (CM), and in particular its connection to
the area of Knowledge Representation and Reasoning (KRR), can provide important
contributions towards shaping the research on Data-Centric AI. In this talk I will try
to summarize the most important steps of the research done at the crossing between
CM and KKR in the last decades, from the early work on Data Modeling and Semantic
Networks to the investigation on ontologies and Knowledge Graphs.



True or False? The Impact of Negative Knowledge
in Biomedical Artificial Intelligence

Catia Pesquita

LASIGE, Faculdade de Ciências da Universidade de Lisboa, Portugal
clpesquita@fc.ul.pt

Most of our data is about positive facts: a patient has hypertension, the BRCA2 gene is
related to breast cancer, Lisbon is the capital of Portugal.

In many applications, the assumption is made that everything that is not stated is
false (the closed-world assumption), but for real-world and critical domains, such as
those in biomedical research and healthcare, conflating what we don’t know with what
is false carries a high risk: patients with unreported symptoms can be given the wrong
diagnosis, drugs with unknown interactions can be prescribed in tandem.

Knowledge graph-based machine learning applications are a prime example of this
mismatch between algorithms that operate under the closed-world assumption and real
datasets that are open-world.

In this talk, I will discuss the challenges faced by machine learning and artificial
intelligence applications over knowledge graphs when the difference between a negative
fact and an unknown fact is crucial. We will further explore what negative knowledge
is, why it is important, how it can be harnessed, and what we are missing when we
ignore it. The discussion will be supported by real use cases in biomedical research and
healthcare.



Reverse Engineering of Language at Scale: Towards
Symbolic and Explainable Large Language Models

Walid S. Saba

Institute for Experiential AI, Northeastern University, USA
w.saba@northeastern.edu

Scientific explanationproceeds in oneof twodirections: by following a top-downstrategy
or a bottom-up strategy. For a top-down strategy to work, however, one must have access
to a set of general principles to start with and this is certainly not the case when it
comes to thought and how our minds externalize our thoughts in language. Lacking any
general principles to start with, a bottom-up approach must be preferred in the process
of discovering how language works. As such, we believe that the relative success of
large language models (LLMs), that are essentially a bottom-up reverse engineering
of language at scale, is not a reflection on the symbolic vs. subsymbolic debate but is
a reflection on (appropriately), adopting a bottom-up strategy. However, due to their
subsymbolic nature, LLMs are not really models of language, but statistical models
of regularities found in language and thus whatever knowledge these models acquire
about how language works will always be buried in billions of microfeatures (weights),
none of which is meaningful on its own. Because they are incapable of maintaining the
compositional structure of language, LLMs can never provide an explainable theory of
how languageworks. To arrive at an explainablemodel of how languageworks, we argue
in this talk that a bottom-up reverse engineering of language at scale must be done in a
symbolic setting. Hints of how this should be done can be traced back to Frege, although
it was subsequently and more explicitly argued for by Sommers (1963), Hobbs (1985)
and Saba (2007).

An invited companion paper for this keynote speech is included in these proceedings.
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Combining BPMN with Artefact-Centric Business Process
Modeling

Monique Snoeck1,2 and Charlotte Verbruggen1

1 KU Leuven, Belgium
{monique.snoeck,charlotte.verbruggen}@kuleuven.be

2 University of Namur, Belgium

Conceptual data modelling and process modelling have evolved as two separate domains
with little cross-overs. The tutorial addresses the need for a cross-over between the
two domains and will present a way to combine artefact-centric modelling and process
modelling in a consistent way. The tutorial thus addresses data-aware process modelling,
combining object-oriented domain modelling with BPMN and offers valuable insights
for developing object-centric process mining.

The goals of the tutorial are:

– To provide an overview of the state of the art in combining process modelling with
domain modelling and pinpointing the gap to be addressed in future research.

– To illustrate how domain modelling and process modelling can be combined in a
genuine multi-modelling approach that makes use of existing standard modelling
languages to ensure its usability.

The specific objectives of the tutorial are:

– To provide attendeeswith an overview of the state of the art in data-aware and artefact-
centric business process modelling.

– To make attendees aware of the open problems with existing approaches.
– To identify rules on how to combine several modelling languages, each addressing a

particular viewpoint consistently and harmoniously.



Accounting as Knowledge Graphs – Ontological Lessons
for Your Teaching and Research

William McCarthy

Michigan State University, USA
mccarthy@broad.msu.edu

This tutorial covers material from a recently released American Accounting Association
Research Monograph entitled “The Resource-Event-Agent (REA) Accounting Model
as an Accounting and Economic Ontology” by William McCarthy, Guido Geerts, and
Graham Gal. REA is a semantic enterprise model whose origin dates back to a seminal
1982 paper in The Accounting Review, the top research journal in the accounting field.
Material related to REAwas presented at the Entity-Relationship Research Conferences
in 1979, 1981, and 1997, and its basic tenets have been incorporated in ISO standards
(15944-4 in 2015 and 15944-21 in 2023) and in the Workday ERP system.

I assume no prerequisites except for a familiarity with data modeling and simple
accounting ideas. The overall goal for this tutorial is to familiarize MIS and CS pro-
fessionals with the Resource-Event-Agent accounting and economic ontology in a very
general fashion. Members of the ER modeling community should be aware of semantic
modeling concepts from accounting and economics. REA is a long-established knowl-
edge representation scheme whose most recent projects have incorporated advanced
ideas from economics and information technology. However, the presentation of REA
ideas has not occurred recently at the ER conferences. Publication of the AAA research
monograph on REA represents an opportunity for conference attendees to immerse
themselves in this body of research and to see how its concepts can be used in both
undergraduate and graduate teaching. Slideswill be distributed aswell an REAmodeling
tool written in EXCEL.



Semantic Enrichment and Digital Twins Based
on Conceptual Modeling: The Bee-Up Tool

Robert Andrei Buchmann1, Patrik Burzynski2 and Wilfrid Utz2

1 Faculty of Economics and Business Administration, Babes,-Bolyai University,
Romania

robert.buchmann@econ.ubbcluj.ro
2 OMiLAB NPO, Germany

{patrik.burzynski,wilfrid.utz}@omilab.org

This tutorial presents an approach to semantic enrichment and digital twins based on con-
ceptual modeling, demonstrated through specific features of the Bee-Up multi-language
modeling tool which expands the value of conceptual models beyond their traditional
functions. Bee-Up supports modeling with several established languages – e.g. BPMN,
EPC, ER, UML, Petri Nets. The goal of the tutorial is to highlight how Bee-Up facil-
itates knowledge externalization and mediation for the “digital-first era” – firstly, in
RDF format as it enables several layers of semantic enrichment towards a specific flavor
of model-driven Knowledge Graphs; secondly, by interoperating with cyber-physical
devices towards a specific-flavor of Digital-Physical Twin binding. Such features are
show- cased during the tutorial, while also discussing the metamodeling approach that
is under the hood of Bee-Up’s model processing capabilities.

The tutorial provides insight about innovative possibilities of processing models,
advocating that they should be treated as knowledge structures and abstractionmediators.
The attendees learn about the capabilities provided by the chosen environment – Bee-
Up – through showcases that focus on the design-time semantic enrichment of visual
models and on their run-time treatment in a Digital Twin context.
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Abstract. In our opinion the exuberance surrounding the relative success of data-
driven large languagemodels (LLMs) is slightlymisguided and for several reasons
(i) LLMs cannot be relied upon for factual information since for LLMs all ingested
text (factual or non-factual) was created equal; (ii) due to their subsymbolic nature,
whatever ‘knowledge’ these models acquire about language will always be buried
in billions of microfeatures (weights), none of which is meaningful on its own;
and (iii) LLMs will often fail to make the correct inferences in several linguistic
contexts (e.g., nominal compounds, copredication, quantifier scope ambiguities,
intensional contexts). Since we believe the relative success of data-driven large
language models (LLMs) is not a reflection on the symbolic vs. subsymbolic
debate but a reflection on applying the successful strategy of a bottom-up reverse
engineering of language at scale, we suggest in this paper applying the effective
bottom-up strategy in a symbolic setting resulting in symbolic, explainable, and
ontologically grounded language models.

Keywords: Bottom-up reverse engineering of language · Symbolic large
language models · Language Agnostic Ontology

1 Introduction

The recent successes of so-called large language models (LLMs) have taken the world of
artificial intelligence (AI) and natural language processing (NLP) by storm. Indeed, with
the release of GPT-4 it has become apparent that large language models (LLMs), that
are essentially a massive experiment in a bottom-up reverse engineering of language,
have crossed some threshold of scale at which point there was an obvious qualitative
improvement in their capabilities1. In our opinion, however, the spectacular exuberance
towards these advances is slightly misguided. For one thing, these large ‘language mod-
els’ are not exactly models of language but are statistical models of regularities found
in language. In fact, and due to their subsymbolic nature, whatever ‘knowledge’ these

1 GPT stands for ‘Generative Pre-trained Transformer’, an architecture that OpenAI built on top
of the transformer architecture introduced in (Vaswani et al., 2017).
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models acquire about how language works will always be buried in billions of micro-
features (weights) none of which is meaningful on its own. This is also the reason why
explainability can never be attained in such models since explainability is ‘inference
in reverse’ and this can only happen in one of two ways: (i) either the computation is
invertible, or (ii) symbolic structures must be employed to preserve a semantic map
of the computation, and neither of this is true in deep neural networks (DNNs). As
shown in Fig. 1(a) computation in DNNs proceeds by performing a linear combination
(a weighted sum) of the inputs followed by the application of some activation function.
But this computation is not invertible, since the number of decompositions of a tensor
(vector, or scalar) are infinite. Thus, once a computation is performed in the forward path
of a DNN the constituents of the compositional computation are not anymore available,
unlike computations in symbolic systems where structures such as abstract syntax trees
are used to preserve a semantic map of the computation. Note that the inputs x1 and
x2 (left leaf nodes) and weights w1 and w2 (right leaf nodes) in Fig. 1(b) are just one
combination of infinitely many inputs that produce 0.87 as an output.2

Fig. 1. Neural (subsymbolic) computations are not invertible: in (a) we cannot explain how we
arrived at 0.87; in symbolic systems, on the other hand, a semantic map of the computation is
maintained, for example using an abstract syntax tree as shown in (b).

In addition to the issue of explainability, (i) LLMs will always be susceptible to bias
and toxicity in their training data; (ii) LLMs can never differentiate factual information
from non-factual information since for LLMs all text was created equal; and (iii) LLMs
will fail to capture the inferential aspects of linguistic communication in many contexts.
It is the last point that we would like to focus on here since this is what will hinder the
use of these stochastic models in the enterprise, and in particular in critical applications
such as finance, the judiciary system, healthcare, etc.

In the rest of the paper we will first examine some linguistic contexts where, regard-
less of scale and the specific details of the neural model, LLMs will always fail to make

2 See (Saba, 2022) for a more detailed discussion on the relationship between compositionality,
structured semantics and explainability, and (Fodor and Pylyshyn, 1988) for a more detailed
critic of subsymbolic systems and their inadequacy in preserving semantic systematicity.
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the correct inferences. Subsequently, we will briefly discuss why LLMs made more
progress than symbolic approaches and how the bottom-up reverse engineering strategy
could be done in a symbolic setting.Wewill then briefly discuss how a symbolic bottom-
up reverse engineering process also allows us to ‘discover’ the nature of the ontology that
seems to underlie our ordinary spoken language. Finally, we will show how discovering
the symbolic dimensions of meaning along with the underlying ontology can help us
deal with well-known challenges in the semantics of natural language.

2 Language ‘Understanding’ and the Limitations of LLMs

Claims about the linguistic competency of natural language understanding (NLU) sys-
tems are often exaggerated (positively or negatively), ranging from claims of human-like
performance to systemic inadequacy (Sugawara and Tsugita, 2023). In our opinion this is
due to overlooking the difference between subjective and objective evaluations of NLU
systems. For example, it is difficult to come up with an objective measure by which one
can evaluate an NLU system’s text summarization. The same is true of the results of a
search query, or of an extracted set of key topics (see Fig. 2a).

Fig. 2. Tasks that can be objectively evaluated vs. tasks that can only be subjectively evaluated.

While most of what are referred to as ‘downstream NLP tasks’ can in fact only
be subjectively evaluated, objective measures do exist for some other NLP tasks; for
example the translation of a natural language query into a formal SQL query to be
executed against some enterprise database. In translating a query such as ‘how many
salespeople in the Chicago branch do we have now on vacation’ into SQL we have zero
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degrees of freedom since getting anything wrong will mean getting the wrong answer.
The reverse operation, namely translating free-from text into structured information also
has zero degrees of freedom (see Fig. 2b). Successful translation of a natural language
question to the correct SQL query or extracting the right entities and relations from free-
form text to some relational structure are therefore the right objective tests for language
understanding. It is in these situations that an NLU system must get everything right,
and that means handling a number of linguistic phenomena such as compound nominals,
copredication, quantifier scope ambiguities, prepositional phrase attachments, and so on.
As discussed below, and notwithstanding their relative success in subjective tasks, LLMs
often fail in making the correct inference in these contexts.

2.1 Compound Nominals

One linguistic phenomenon that seems to be beyond LLMs is that of nominal compounds
in utterances of the form [Noun1 R [Adj Noun2]] where the LLM always picks outNoun2
as the object ofmodification byAdj, although the object ofmodification could, in general,
beNoun1,Noun2, both (where the utterance is considered ambiguous), or neither (where
the utterance is simply not sensible)3. Here’s a simple example:

PROMPT What is ‘informed’ modifying here? Mary gave a very informed talk to the
Cognitive Science Group.

LLM In the sentence “Mary gave a very informed talk to the Cognitive Science
Group,” the word ‘informed’ is modifying the noun ‘talk.’ This means it’s
describing the type of talk that Mary gave as being an informed talk.

The LLManswer is clearlywrong since it isMarywhowas very informed and not the
‘talk’ itself (which is an abstract event that has a time, a place, and a duration). The same
failure occurs when the LLM inferred that the gift (an artifact) is what is ‘thoughtful’
in “Mary appreciated the thoughtful gift she received from David”, while clearly the
correct interpretation is that “it was thoughtful of David” to give Mary a gift. There are
two other combinations to be tested: (i) tests where the Adj in [Noun1 R [Adj Noun2]]
could apply to both Noun1 and Noun2, and (ii) tests where Adj does not apply to any
of the two nouns. In the former case we have an ambiguous utterance (e.g., “Everyone
thinks Olga is a beautiful dancer” where ‘beautiful’ could bemodifyingOlga as a person,
or Olga’s dancing). In the second case we have a situation where modifying any of the
nouns should be rejected, rendering the whole utterance as not being sensible, as in “The
room needs an articulate corner table”. Again, the LLMs failed all these combinations,
by always deciding that the modified noun is the one that is preceded syntactically by
the adjective, even when it was nonsensical. What these tests show is that LLMs do not
exhibit the kind of understanding that requires commonsense knowledge, but that they
simply make inferences based on statistically significant syntactic patterns.

2.2 Intension

LLMs are based on a purely extensional paradigm, namely that of neural networks that
can only deal with numerical values (or vectors and matrices of those). But quite a bit

3 For more on nominal compounds see (McShane et al., 2014) and (Larson, 1998).
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of reasoning in language (and cognition, in general) does not happen at the data level
but at the conceptual and intensional levels (see von Fintel and Heim, 2002 for a good
tutorial on intension in semantics). This might seem like a trivial stumbling block, but
far from it. To appreciate this point let me start by showing an example where, regardless
of what our high school teachers taught us, we cannot assume that SQRT(256) and 16
are replaceable in all contexts. Consider the following:

PROMPT Since SQRT(256)= 16, can I replace one for the other in “I sawMary teaching
her little brother that 7 + 9 = 16”?

LLM Yes, you can replace the square root of 256 with its actual value 16 in “I saw
Mary teaching her little brother that 7 + 9 = 16.” The statement would still
be accurate: “I sawMary teaching her little brother that 7 + 9 = SQRT(256)”

Clearly the answer of the LLM is wrong: from a sentence that reflects reality (it is
a fact that “I saw Mary teaching her little brother that 7 + 9 = 16”) we cannot alter
or create a new reality and infer something that is not true, namely that “I saw Mary
teaching her little brother that 7 + 9 is SQRT(256)”. What’s at issue here is that 16
and SQRT(256) are only extensionally equal (i.e., equal by value only) but otherwise
they are two different objects. This failure applies not only to mathematical expressions,
but to all objects of cognition (anything that we can refer to in language). Consider the
following:

PROMPT Since ‘Madrid’= ‘the capital of Spain’ can I replace one for the other in “John
thinks Madrid was not always the capital of Spain”

LLM Yes, you can replace ‘Madrid’ by ‘the capital of Spain’ in “John thinksMadrid
was not always the capital of Spain.” The new sentence will be “John thinks
Madrid was not always Madrid.”

Again, while it is true that Madrid is the capital of Spain, the expressions “Madrid”
and “the capital of Spain” have different cognitive content and thus the replacement of
one by the other in some contexts will lead to wrong (and absurd) conclusions. DNNs
(and thus LLMs) cannot account for or model the intension of objects of cognition and
thus will always fail in making the right inferences in these contexts.

2.3 Copredication

Copredication refers to the situation where a single entity is (implicitly) assigned two
different categories (or types) in the same linguistic context (see Asher, 2011; Asher &
Pustejovsky, 2011; Viebahn, 2020). For example, in the sentence “That massive red book
on the top shelf is written by Tolstoy” we are using a ‘book’ to refer to two different
types of entities, simultaneously: ‘book’ the physical object that is massive and red; and
‘book’ the information content that was authored by Tolstoy. Failure to recognize these
copredications results in absurd conclusions as the following illustrates:

PROMPT Suppose this is true: The wet newspaper that fell down off the table is my
favorite newspaper. But now that my favorite newspaper fired the editor I
might not like reading it anymore. Can I replace ‘my favorite newspaper’ by
‘the wet newspaper that fell down off the table’ in the second sentence?
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LLM Yes, you can replace “my favorite newspaper” with “the wet newspaper that
fell down off the table” in the second sentence to maintain the same meaning.
So the revised sentence would be: “But now that the wet newspaper that fell
down off the table fired the editor, I might not like reading it anymore.”

The answer the LLM provided is clearly wrong since the physical object that is the
‘wet newspaper that fall off the table’ is not the one that fired ‘my favorite columnist’
but the organization – or, more accurately, it is a group of people in that organization.
The LLM failed here because it failed to detect a copredication, namely referring to two
types of objects using a single entity. The above example can also be restated so that the
erroneous inference is translated into making the wrong reference resolution. Consider
a slight change in the above test:

PROMPT What does ‘it’ refer to here? The newspaper on the table in front of me used
to be my favorite. However, since it fired my favorite columnist, I do not read
it anymore.

LLM In the sentence, “it” refers to “the newspaper on the table in front of me.” The
speaker is talking about a specific newspaper that was their favorite but is no
longer because it fired their favorite columnist.”

Here the wrong understanding is more explicit by resolving “it” with “the newspaper
on the table in front of me” which is clearly wrong since the (physical) newspaper on the
table is not the entity that fired ‘my favorite columnist’. The failure of LLMs in detecting
copredication can even be shown more explicitly. Consider the following test where we
explicitly ask GPT to identify and list all entities in some linguistic context, along with
their category/type:

PROMPT List all entities mentioned in this sentence, along with their category, or type:
The city of Barcelona celebrated on Sunday after it won over Real Madrid as
it was getting ready to vote for independence the next day.

LLM Entities mentioned in the sentence:
1. The city of Barcelona (Category: Geographic Location)
2. Sunday (Category: Day of the Week)
3. Real Madrid (Category: Sports Team or Organization)
4. Independence (Category: Political Action or Event) These entities encompass

a geographical location, days of the week, sports teams, and a political event”.

Besides missing “the vote” as the main event, the LLM failed to detect reference to
two types of entities that are also implied by ‘Barcelona’: the Barcelona Football Club
(that won over Real Madrid), and the citizens of Barcelona (that celebrated the victory
and are getting ready to vote for independence).

2.4 Quantifier Scope Ambiguity

For decades, the problem of resolving quantifier scope ambiguities has been one of
the most challenging problems in computational linguistics (see Kiss and Pafel, 2017).
While quantifier scope is not very important when generating a summary for a piece
of text (a subjective NLP task), when translating a question posed in natural language
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into an unambiguous SQL query deciding on the right scope of quantifiers makes all
the difference in getting the correct answer to the query. Since resolving quantifier
scope ambiguities often requires making inferences that require some commonsense
knowledge (Saba, 2001), LLMs also failed most of these tests. Consider the following:

PROMPT How many states are we referring to here? Every senator in a key electoral
state voted for the amendment.

LLM In the sentence, “Every senator on a key electoral state voted for the amend-
ment,” it implies that there is one key electoral state being referred to. The use
of “a key electoral state” suggests a singular state rather than multiple states.

The LLM interpreted the sentence incorrectly as “in some key electoral state, every
senator voted for the amendment” which is clearly not the intended meaning. Basically,
it would seem that the indefinite “a” triggered a single state, although the scope ordering
most speakers would choose is ∀senator∃state, implying several electoral states. The
wrong inference is also made here, although the situation is reversed:

PROMPT How many journalists are we referring to here? A journalist from the BBC is
always present in every civil war.

LLM In the sentence, “A journalist from the BBC is always present in every civil
war,” it refers to one journalist from the BBC. The use of “a” indicates a
singular journalist, not multiple journalists.

The LLM also failed here, although most readers would reverse the scope of quanti-
fiers from∃j∀w to∀w∃j thus interpreting the sentence as saying “in every civilwar, a jour-
nalist from BBC is always present”. These failures can be even more acute in situations
where some subtle social background knowledge is required, as in the following:

PROMPT In the following, are we talking about a specific cowboy or some indefinite
cowboy? Next week Susan is going to be married to some cowboy from
Arizona.

LLM In the sentence, “Susan is going to bemarried to some cowboy fromArizona,”
it appears that we are talking about an indefinite cowboy. The use of “some
cowboy” suggests that the cowboy is not a specific individual but rather any
cowboy from Arizona.

Although it is plausible to assume an indefinite cowboy in “Someday Susan is going
to be married to some cowboy from Arizona”, but in the world we live in it is unlikely
for Susan to be planning on getting married next week to someone yet to be identified,
but that she has someone specific in mind. This kind of background knowledge is not
available to LLMs, and thus such inferences are clearly beyond these statistical models.

2.5 Prepositional Phrase Attachments

Resolving the ambiguity in prepositional phrase attachments is also a very challenging
task. Basically, the issue here is what do various prepositional phrases (PPs) attach to
(or modify)? While in many situations the attachment is very clear, there are certain sit-
uations that require some subtle reasoning that involves access to some background
knowledge. Consider for example the following:
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PROMPT What does the phrase “in the briefcase” modify here? Put the book on the
table in the briefcase.

LLM In the sentence, “Put the book on the table in the briefcase,” the phrase “in the
briefcase” modifies “the table.” It specifies the location of the table, indicating
that the table is inside the briefcase.

The LLM incorrectly read the sentence as [Put the book on [the table in the brief-
case]]. Clearly, what is meant here is [Put [the book on the table] in the briefcase] – that
is, the book (that is on the table) is to be put in the briefcase and thus the correct attach-
ment of the PP “in the briefcase” is to the verb ‘put’. The LLMmade the wrong inference
here since it has no knowledge of the relation that might exist in the world we live in
between books, tables, and briefcases. The LLM also failed in the example below but in
this case by incorrectly attaching the PP to the verb4:

PROMPT What does “in the U-Haul truck” modify here? The gangsters decided to sell
the shotguns in the U-Haul truck.

LLM “In the U-Haul truck”modifies the verb “sell.” It specifies where the gangsters
have decided to sell the shotguns, indicating that they plan to conduct the sale
from or within the U-Haul truck.

Again, the LLM made the wrong inference since it does not have the relevant back-
ground knowledge that it is much more likely for the shotguns to be in the U-Haul truck
than for the ‘selling of the guns’ to occur inside the U-Haul truck.

2.6 Metonymy

We conclude examining the linguistic competency of LLMs with another phenomenon
in the semantics of natural language, namely metonymy, which is the use of one entity
to make an indirect reference to another related entity5. Consider the following:

PROMPT The waiter told Rita that the loud omelet wants another beer. Who is it that
wants another beer?

LLM In the sentence, “Thewaiter told Rita that the loud omelet wants another beer,”
it seems theremight be an error or confusion in thewording. Typically, omelets
don’t have desires or drink beer, so this sentence appears to be constructed in
a way that doesn’t make logical sense. Please provide additional context or
clarification if there’s an intended meaning you’d like to convey.

While all competent speakers would immediately infer that “the loud omelet” is
a reference to some “loud person eating the omelet”, the LLM cannot “uncover” this
missing information since it does not ‘know’ that eating is the most salient relationship
between people and food (e.g. omelet), although there aremany other plausible relations.

2.7 Summary of Tests

So where do we stand now? On one hand, LLMs have clearly proven that one can
get a handle on syntax and quite a bit of semantics by executing a bottom-up reverse

4 Example taken from (Peckenpaugh, 2019), with some modification.
5 See (Shelestiuk, 2005) and (Piñango et al., 2017) for a good discussion of metonymy.
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engineering strategy; yet on the other hand what we have are stochastic LLMs that
fail to make the correct inferences in many linguistic contexts, and in particular in
contexts where some background knowledge might be required. As we believe that the
relative success of LLMs is not a reflection on the symbolic vs. subsymbolic debate
but is a reflection on (appropriately) adopting a bottom-up reverse engineering strategy,
we think that combining the advantages of symbolic representations with a bottom-up
reverse engineering strategy is a worthwhile effort. The idea here is that discovering
the syntax and semantics of language by analyzing how we actually communicate in
language is not exclusive to linguistic work in the empirical tradition but can in fact be
done in a symbolic setting. We discuss this next.

3 Concerning ‘the Company a Word Keeps’

The idea that the meaning of words are acquired by children by observing their syntactic
distribution in language is not new (Lidz, 2022). In fact, the genesis of modern LLMs is
the distributional semantics hypothesis which states that the more semantically similar
words are, the more they tend to occur in similar contexts – or similarity in meaning
is similarity in linguistic distribution (Harris, 1954). Summarized by “you shall know a
word by the company it keeps”, a saying attributed to the linguist John R. Firth, the basic
idea was to approximate word meanings by embeddings (vectors) that are essentially
points in a multidimensional space. While these vectors were initially constructed to
approximate word meanings, it was not until the transformer model (Vaswani et al.,
2017), however, that embeddings started the encoding of syntactic patterns and even
quite a bit of compositional semantics. At the root of this encoding scheme is a bottom-
up approach that “reverse engineers the process and induces semantic representations
fromcontexts of use” (Boleda, 2020). Belowwe suggest applying this successful bottom-
up reverse engineering strategy in a symbolic setting where ‘the company a word keeps’
is not determined statistically but semantically and ontologically.

3.1 Symbolic Reverse Engineering of Language

In discussing possible models (or theories) of the world that can be employed in compu-
tational linguistics Jerry Hobbs (1985) once suggested that there are two alternatives: on
one extremewe could attempt building a “correct” theory that would entail a full descrip-
tion of the world, something that would involve quantum physics and all the sciences;
on the other hand, we could have a promiscuous model of the world that is isomorphic
to the way we talk it about in natural language. What Hobbs is suggesting here is a
reverse engineering of language to discover how we actually use language to talk about
the world. In essence, this is similar to Frege’s Context Principal to “never ask for the
meaning of words in isolation” (Dummett, 1981) but that a word gets its meanings from
analyzing all the contexts in which the word can appear (Milne, 1986). Again, what this
suggests is that the meaning of words can be discovered by analyzing all the ways we use
these words in everyday discourse. While Hobbs’ and Frege’s observations might be a
bit vague, the proposal put forth by Fred Sommers (1963) is very specific. For Sommers,
the process of understanding the meaning of some word w starts by enumerating all the



12 W. S. Saba

properties P that can sensibly be said of w. For example, while [delicious apple] is sen-
sible, [delicious Thursday] is not. Moreover, since [delicious cake] and [delicious soup]
are also sensible, there must be a common type (perhaps food?) that subsumes apple,
soup and cake. Similarly, while [imminent sugar] is not sensible, [imminent trip], [immi-
nent conference] and [imminent election] are, again suggesting that trip, conference, and
election must have a common supertype (event?). Thus, as argued in (Saba, 2007), this
type of analysis can also be used to ‘discover’ the ontology that seems to be implicit in
all natural languages.

Let us now consider the following naïve procedure for some initial reverse engi-
neering of language, where app(p, c) means the property p can sensibly be said of the
concept c:

1. Consider concepts C = {c1,…, cm} and properties P = {p1,…, pn}.
2. Assume a predicate app(p, c) that is true iff the property p applies to (or can
3. sensible be said of) objects of type c, where c ∈ C and p ∈ P.
4. A set Cp = {c | app(p, c)} is generated for all c ∈ C and all property p ∈ P
5. such that the property p is applicable to (or can sensibly be said of) c.
6. A concept hierarchy is then systematically discovered by analyzing the subset
7. relationship between the various sets generated.

Applying the above procedure on a fragment of natural language and taking, initially,
C to be a set of nouns and P a set of adjectives and relations that can sensibly be applied
to (or can be said of) nouns in C, would result in something like the following:

R1: app(old, entity) in ordinary language we can say old of any entity
R2: app(heavy, physical) we say heavy of objects that are of type physical
R3: app(hungry, living) hungry is said of objects that are of type living
R4: app(articulate, human) articulate is said of objects that are of type human
R5: app(make(human, artifact)) make holds between a human and an artifact

R6: app(manufacture(human, tool)) manufacture relates a human and a tool

R7: app(ride(human, vehicle)) ride holds between a human and a vehicle
R8: app(drive(human, car)) drive holds between a human and a car

Note that since app(heavy, car) – that is, since it is sensible to say ‘heavy car’ it
would seem that car must be a subtype of physical since heavy can sensibly be said of
all physical things. Similarly, since it makes sense to say make and manufacture of
a tool, a tool must be a subtype of artifact. The fragment hierarchy that is implicit in R1
through R8 is shown in Fig. 3 below.

3.2 Discovering the Language Agnostic Primitive Relations

The fact that app(articulate, human) – namely that it is sensible to say ‘articulate
human’ in ordinary discourse, can be restated as hasProp(articulation, human), to say
that in ordinary discourse it is sensible to attribute the property of articulation to a
human. What we have done here is a reification (nominalization) of articulate to get
the abstract object (or trope) articulation (see Moltmann, 2013). The same can be done



Stochastic LLMs do not Understand Language 13

with app(hungry, living) which states that it is sensible to say ‘hungry’ of any living
thing, by restating this as inState(hunger, living), which says that is sensible to say that
any living thing can be in a state of hunger.

Fig. 3. The hierarchy that is implicit in the ‘discoveries’ R1 through R8 above.

It should be noted here that these transformations addquite a bit of information.While
app(articulate, human) and app(hungry, living) simply state that it is sensible to say
‘articulate’ of any human and ‘hungry’ of any living thing,hasProp(articulation, human)
and inState(hunger, living) are saying that a human can have the property of articulation,
and that a living thing can be in a state of hunger. Other universals can also be obtained.
For example, app(manufacture(human, tool)) is saying more than “it is sensible to
speak of a human manufacturing a tool” – it is also saying agentOf(manufacturing,
human) and objectOf(manufacturing, tool); i.e., that a human can be the agent of a
manufacturing (activity) and that tool can be the object of such an activity.

These primitive relations (hasProp, inState, agentOf, objectOf, etc.) can actually
be discovered by analyzing all the ways we describe objects in everyday discourse. In
general, when describing an object or an entity x by some property P we are, indirectly,
making a statement such as ‘x isP’. If we analyze the various ways these descriptions can
be made (using the copular ‘is’), it will lead us to different types of primitive relations,
as shown in Table 1. For example, in sayingMary is wise, we are essentially saying that
Mary has the property of wisdom. Similarly, in saying Carlos is ill, we are essentially
saying that Carlos is in the (physiological) state of illness. Analyzing all the ways
different types of entities can be described leads us to discover the language agnostic
primitive relations summarized in Table 2 below.

Here’s a summary of the overall process we discussed so far: (i) analyze a large
corpus to discover facts such as R3: app(hungry, living) and R4: app(articulate,
human); (ii) construct the ontology implicit in all the discovered relations; and (iii) via
a nominalization process convert all app(p, c) to two entities related by a primitive,
language agnostic relation: inState(human, illness) and hasProp(human, articulation).
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Table 1. Discovering primitive relations by analyzing all the ways we can say ‘x is P’.

Table 2. Some of the language-agnostic primitive relations.

Unlike in data-driven and statistical approaches where meaning is approximated by
vectors in a multidimensional space, it is these primitive relations that for us form what
we call ‘dimensions of meaning’. In Fig. 4 we show how these relations are used to
represent one meaning for the word ‘book’, namely “a written work or composition that
has been published”. Note that as an entity a ‘book’ (i) can be the agent of a changing
event (as in ‘Das Kapital changed many opinions over the years’); (ii) can have the
popularity property (as in ‘The Prince is a very popular book’); and (iii) can be the
object of a writing event (as in ‘William Shakespear wrote Hamlet’).

Ironically, we can use GPT-4 to generate some of these vectors along the various
dimensions since these systems are good at predicting a masked word. The data in Fig. 5
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Fig. 4. Primitive and linguistically agnostic relations as the dimensions of word meaning.

is obtained by asking GPT-4 to provide 25 “plausible” (or “sensible”) replacements for
the [MASK]. The three syntactic variations in the sentences are intended to recover
entities along three dimensions, namely agentOf, objectOf and hasProp. As we stated
earlier this strategy can also be used to ‘discover’ the underlying ontology that seems
to be implicit underneath our ordinary language. In Fig. 5 below we apply masking to
generate the most plausible actions that a computer, a car, and a couch can be the object
of. Note that while the three types of objects can be the objects of assemble, we can
sensibly say a computer or a car is running (or that a computer or a car is on/off) but
the same is not true of a couch. This tells us that while a computer and a car must have
some common supertype (machine?), these two types seem to eventually belong to a
different branch from couch although they all have a common supertype at some level
of abstraction since they can all be ‘assembled’ (see Fig. 6).

Incidentally, defining meanings along these dimensions should also shed a new light
on Wittgenstein’s notion of ‘family resemblance’ (see Aitchison, 2012). That is, while
it might be difficult to think of a set of common features that define all kinds of games,
how we speak about all games should not be different (see Fig. 7).

4 Concept Similarity

In Fig. 4 above we saw that a book can be described by the properties influential and
profound, among others. That is, using the nominalized form we can say:

influence ∈ book.HasProp

profoundness ∈ book.HasProp
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Fig. 5. Querying GPT-4 to complete contexts with plausible actions/relations and properties that
can plausibly (sensibly) be said of (or apply to) a book: as an agent of some action or activity, a
book can influence, inspire, motivate, educate, etc. people; as the object of some activity, a book
can be translated, interpreted, examined, refuted, etc. and finally, a book can have the property (or
can be described as being) significant, critical, historical, influential, controversial, etc.

Note that it might be the case that in our ordinary language usewe speak of influential
books more so than we speak of profound books. Thus, in general we might have

(w1, influence) ∈ book.HasProp

(w2, profoundness) ∈ book.HasProp

where w1 > w2 indicates that influence is used when describing books more than
profoundness. The sets along some dimension D1 therefore look like this:

C1.D1 = {(w11, p11), (w12, p12), . . .}
C2.D1 = {(w21, p21), (w22, p22), . . .}

The join for C1 and C2 along the dimension D1 is then computed as follows:
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Fig. 6. A computer, a car, and a couch can be assembled, so at some level of abstraction they must
have a common parent (artifact?). However, cars and computers, although not couches, run and
can be described by being on/off so they eventually must be in different branches.

Fig. 7. While it is difficult to come up with features that are common to all games, we can uncover
the descriptions we use in how we talk about games in everyday discourse.

As an example, we might have the following join along the hasProp dimension for
one meaning of ‘book’ and one meaning for ‘publication’:

The similarity along the hasProp dimension can now be computed as follows:
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The final similarity between book1 and publication3 is then a weighted average of
the similarity across all dimensions, where, for simplicity, the weights are all equal here:

One final note regarding concept similarity is that the above similarity is based on
linguistic dimensions – that is, it is a similarity based on how we sensibly speak about
concepts in our ordinary language. Thus, it will be expected that a book and a publication,
for example, are quite similar, and not because their vectors are in close proximity in
a multidimensional space, but (crucially) because almost anything that can sensibly be
said of a book can also be said of a publication, and vice versa. The implications of
this change of perspective are substantial. While current LLMs can only account for
proximity and similarity, they do not account for concept ‘identity’ which makes their
concept representation circular as has been eloquently pointed out by (Lopes, 2023).

5 Concluding Remarks

While LLMs have shown impressive capabilities in producing coherent and human-
like text, these models do not truly ‘understand’ language and they do not differentiate
between factual and nonfactual information. LLMs will also fail in making correct infer-
ences in intensional contexts or in contexts where syntactic patterns with high proba-
bilities must be overruled by semantics and background knowledge. Since it is our firm
belief that the relative success of LLMs is due to a successful bottom-up reverse engi-
neering strategy, we suggested in this paper applying this method in a symbolic setting.
The reverse-engineering method we proposed allows us also to ‘discover’ the ontology
that seems to be implicit underneath language. The reader is referred to (Saba, 2020)
for a detailed discussion on how the system described here can be used to handle most
challenges in the semantics of natural language.
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Abstract. There is wide acknowledgement of the benefits we reap from
information and communication technology (ICT) in many facets of our
lives. But there is also an increasing concern over the negative ethical,
social and environmental impacts it sometimes has. This leads many
stakeholders, such as conceptual modellers, programmers, users and pol-
icy makers, to situations where they need to reason about the ethical
implications raised by ICT engineering or usage. This paper offers a sur-
vey of ten ethical reasoning methods suitable for the ICT domain. We
present the method metamodels we have authored and then validated
through expert interviews. We also reflect about the application of such
methods within conceptual modelling. We expect to pave the way for
further research on reasoning about the ethical implications of ICT, in
general, and conceptual models, in particular.

Keywords: Conceptual modelling · Ethics · Ethical reasoning ·
Sustainability assessment · Method engineering

1 Introduction

Nowadays, there is awareness of the range of positive and negative impacts of
information and communication technology (ICT) in business, society and the
environment [40]. It is increasingly common to reason ethically about the impli-
cations of a specific ICT [10], to incorporate value management during ICT
design (e.g, Value Sensitive Design -VSD- [31]), or to compare two or more
designs as part of a trade-off analysis of their impacts (e.g. [43,99]), motivated
by intrinsic (e.g. engineers’ moral values) and extrinsic (societal pressure) factors.
In the last decade, several methods have been proposed to perform such ethi-
cal reasoning, some specifically targeted at the ICT domain and others adapted
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for or demonstrated to be applicable to the ICT domain (e.g. we have been
using these in higher education [44,50,70]). For many ICT engineers, concep-
tual models play a pivotal role in the analysis and design of ICT, given their
potential to be subjected to quality assessments [16,49], different sorts of anal-
yses [68], simulations [75], and transformations or code generation [36,65]. In
this paper, we claim that conceptual models can be the subject of ethical assess-
ments. However, to date, there has been no comprehensive survey of existing
ethical reasoning methods for ICT (that is, methods that aid in ethical reason-
ing, aimed at the ICT domain), nor a discussion on how they can be applied to
conceptual models to discover the ethical implications of ICT conceptualisations
and designs.

This paper applies a multivocal literature review to collect a set of such
methods, and makes the following contributions:

– A description of each ethical reasoning method, including the method meta-
models using Process Deliverable Diagrams (PDDs) [94].

– A discussion on how ethical reasoning methods can be applied to assess con-
ceptual models, along with an example.

We first explain the research method in Sect. 2. We review the literature in
Sect. 3. Section 4 presents the ethical reasoning methods we have found so far,
and their metamodels. Then, in Sect. 5, we discuss the application of ethical
reasoning methods to assess conceptual models. After a discussion of the results
(Sect. 6), we conclude the paper and anticipate some future work (Sect. 7).

2 Research Method

Multivocal Literature Review (MLR). We opt for an MLR [32] because
grey literature can report valuable methods. We have searched IEEE Xplore,
ACM Digital Library, Web of Science, Scopus, and Google Scholar for scientific
literature, and Google for grey literature. The search string is constructed from
Table 1. We retrieved the first 100 results from each engine. After removing
duplicates, we applied inclusion criteria that checks whether it indeed presents
an ethical reasoning method for ICT (C1-C3) that is up to date (C4):

– C1. As a method, it prescribes a specific way of thinking, consisting of direc-
tions and rules, structured in a systematic way in activities with correspond-
ing products [13].

– C2. It aids in ethical reasoning, that is the ability to identify, assess, and
develop ethical arguments from a variety of ethical positions [88].

– C3. Regarding the ICT domain, either of these subconditions holds true:
• C3a. It is specifically aimed for use in ICT-related situations.
• C3b. It comes from a different discipline, but earlier research projects

have empirically proven its applicability to the ICT domain.
– C4. In the case of method versions, we kept the most recent one.
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Table 1. Concepts defining our unit of analysis, along with related terms

Concept Related terms

Ethical reasoning Moral reasoning, ethical decision making, moral decision
making, moral dilemma, ethical dilemma, ethical impact, ethical
evaluation, ethical assessment, incorporating ethics

Method Methodology, modelling, framework, tool, approach, guideline

ICT Information and communication technology, IT, ICT ethics,
digital ethics, computer ethics, information ethics, cyber ethics,
technology ethics

This resulted in 10 studies with their corresponding methods to be anal-
ysed. For each study, we performed forward snowballing [97] to collect additional
method manuals and studies reporting extensions or validations.

Method Analysis and Metamodelling. For each of the methods, we have
performed a perspective-based reading [4] of all sources in order to identify the
method background, purpose, process and product descriptions, and applications
or validations. We then have metamodelled the methods with Process Deliverable
Diagrams (PDD), consisting of a UML Activity Diagram (representing the flow
of activities prescribed by the method) and a UML Class Diagram (representing
the information structure of the input, intermediate and final products of the
method), interlinked with output relationships [94].

Validation of Method Metamodels. The resulting PDDs were first subjected
to peer reviewing. Then we conducted expert assessment semi-structured inter-
views [96, p. 63] with the method creators (i.e. authors of the studies) where
we verified the completeness of our method documentation, we validated our
understanding of the background and purpose of the method, and we guided
the method expert through the PDD, asking whether it represented the method
well. We elicited improvement points, asking for explicit changes they would
suggest and the rationale behind those changes. Find the detailed protocol in
the technical report [24]. We then updated the PDD accordingly, keeping track
of the changes in a PDD validation matrix, inspired by [19].

Reflection on the Application to Conceptual Modelling. Some of the
reviewed studies discuss assessments of ICT-related products and research.
These, along with the analysis of the methods, and our own first-hand expe-
rience in teaching and applying the methods, have allowed us to hold a few
discussion sessions about the role of ethical reasoning methods within concep-
tual modelling. Herein, we elaborate on our thoughts, illustrate the application
of one method, and include conceptual model sketches and rich pictures [6].

3 Review Results

The review has yielded ten ethical reasoning methods for ICT, summarised
in Tables 2 and 3. The Method column shows its name and main reference;
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Background lists disciplines or theories the method builds upon; we express
the method Purpose; we summarise its Process; Empiricism indicates reported
endeavours to test or validate the method. For the sake of brevity, we select a
couple of methods which have a graphical notation to elaborate on them and
offer an example; the technical report provides longer descriptions and examples
of each [24].

Architecture Decision Maps [50] are part of the Sustainability Assess-
ment Framework Toolkit [51], and allow framing ICT architecture design con-
cerns around four sustainability dimensions (technical, economic, social and envi-
ronmental), ascribing these concerns to impact levels (immediate, enabling and
systemic, which are equivalent to those in the LES model [40]). The map also
expresses positive (+), negative (-), and undecided (unlabelled) cause-effect rela-
tionships from the ICT towards the concerns and among concerns, in the fashion
of Causal Loop Diagrams [37]. To create the maps, the engineers should engage
the stakeholder, ideally in a participatory modelling workshop. Figure 1 shows a
decision map depicting the trade-off analysis among the impacts that a mobility
as a service (MaaS) system might have, from the perspective of the system users.
On the one hand, the MaaS system offers a Flexibility of mobility means
that enables citizens to shift from the Possession of personal cars, to rely-
ing on other means to ensure their mobility (e.g. public transportation, shared
cars and bikes). This is likely to produce the beneficial effect of having less Cars
on road. On the other hand, since a greater number of people will have access
to cars owned by others through the car-sharing feature of the system, they will
likely be used more often (meaning more Cars on road); but it is unlikely that
this would cancel out the overall beneficial effect. During system design, the
model represents the stakeholder concerns and agreements elicited during the
workshops, but the model assumptions should be supported by earlier empirical
evidence or be validated by the engineers.

Fig. 1. Example of an Architecture Decision Map of a mobility-as-a-service (MaaS)
ICT (own re-creation of model from [50])



A Survey of Ethical Reasoning Methods 27

Table 2. Summary of ethical reasoning methods (part 1)

Method Background Purpose Process Empiricism

Architecture

Decision Maps [50]

• Sustainability as a

software quality [52]

• Impact levels of

ICT [7,40]

Make sustaina-

bility-driven ICT

design decisions,

despite trade-offs

1. Determine sus-

tainability concerns

2. Determine

impact levels of

concerns

3. Relate effects.

• Expert assess-

ment [23]

• Action research

[50,61]

Design Solution

Matrix [44]

• VSD [31]

• Virtue Sensitive

Design [89]

• Regulative ideas

as the best possible

solutions [45]

Structuredly

comparing

different ICT

designs decisions,

from an ethical

point of view

1. Identify norms

ICT should abide by

2. Identify design

fragment affected by

each norm.

3. Define regulative

idea

4. Agree on best

feasible solution

• Action research

[44]

Square of Values for

Business

Informatics [70]

• Values as guiding

principles [39,86]

• Aristotelian

virtues [76]

• Value synthesis

framework [38]

Modelling ethical

dilemmas and

alternative designs

using a quadrant

1. Model initial and

sister values

2. Model exaggera-

tion values

3. Describe current,

alternative and neg-

ative designs

4. Discuss options

and agree on design

• Action research

[70]

• Expert

assessment in

participatory

workshop [71]

Ethics Canvas [73] • Business Model

Canvas [64]

• Science and Tech-

nology Studies [2,

27,42,67,78,91]

• VSD [31]

Identify and

discuss ethical

impacts of

technologies and

come up with

countermeasures.

1. Identify stake-

holder groups

2. Consider poten-

tial ethical impacts

on them

3. Consider non-

stakeholder-specific

impacts

4. Discuss actions

to overcome

impacts

• Student testing

[57]

• Action research

[41,57,62].

Ethical Dilemma

Scenarios [98]

• Scenarios in

strategic

management [34]

and policy making

[17]

Collaborate in

describing

plausible futures

where emerging

technologies raise

ethical issues

requiring

discussion among

stakeholders.

1. Create matrix

ICT applications⊥
ethical values/issues

2. Fill in cells

3. List sunny, dark,

popular push-back

and unintended con-

sequences scenarios.

4. Agree on story

line, write

scenarios.

• Participatory

workshop [98]

The Square of Values guides analysts and engineers in visualising, dis-
cussing and resolving interests between conflicting values. Each corner of a rect-
angle represents a different value. Values in the upper corners represent positive
intentions and are desirable. However, because they are conflicting, they cannot
be achieved at the same time. Values in the lower corners should be avoided and
are undesirable. This defines a space where system design options can be geo-
metrically positioned and compared with respect to their proximity to the four
values. Figure 2 shows the example of a healthcare management system (HMS).
The HMS should allow the healthcare provider Control over the patient records,
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Table 3. Summary of ethical reasoning methods (part 2)

Method Background Purpose Process Empiricism

MEESTAR [56] • Developed

during industrial

project

Identify ethical

issues caused by a

socio-technical

arrangement (i.e.

an ICT in its

context of use)

1. Interdisciplinary groups

reflect from social, indi-

vidual, organisational per-

spectives

2. Identify ethical issues in

7 ethical dimensions

3. Assign stage 1–4 to

each dimension

• Action research

[48,83,99]

Techno-Ethical

Scenarios [11]

• Moral principle

of prudence [84]

• NEST-ethics

[85]

Enhance

techno-moral

imagination to

anticipate

coevolution of

technology and

morality

1. Analyse current moral

landscape

2. Envision controversies

by ICT introduction

3. Determine plausible res-

olutions

4. Write scenarios

• Method

demonstration by

authors [11]

Strategy Mapping

for ICT [92]

• Strategy maps

in Organisational

Management [46]

Give stakeholders

common

understanding of

human value

tensions in

project, and how

to estimate,

measure and

validate. [26,92]

1. Model elements and

relationships: (i) ICT

owner goals, (ii) cus-

tomer values, (iii)

intended ICT effects,

(iv) existing/alternative

processes/ICT designs

2. Specify indicators for

each element

3. Design monitoring cycle

4. Validate empirically

causal relationships

• Action research

[18,63,92,93]

Ethical

Framework in

Information

System Decision

Making [12]

• Stockholder the-

ory [30]

• Stakeholder the-

ory [25]

• Social contract

theory [20]

Provide

framework to

examine the

ethical dimensions

of ICT

professionals

decisions

1. Define dilemma
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while respecting the Privacy according to legal and social standards. Both are
considered desirable, but cannot be fully achieved at the same time. Without
the balancing tension between both values, the values can easily degenerate into
exaggerations; that is, when taken to the extreme, the system could run into
Heteronymy due to over-control, or Negligence due to not storing any data
to avoid privacy concerns. The engineers have generated four design scenarios
in yellow boxes and placed them close to the values they realise. Two nega-
tive scenarios are associated with undesirable values, shown in red boxes. And
the main scenario is deemed to find a balance between the two positive values
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Fig. 2. Example of a an application of the Square of Values method to a healthcare
management system (own creation, adapting a model from [70]).

(i.e. locally encrypting and storing while allowing the organisation to access the
information), shown in a green box located between the two desirable values.

4 Metamodelling the Ethical Reasoning Methods

4.1 Process Deliverable Diagrams

We decided to create rigorous metamodels that provide a unified view on
the examined methods. Process Deliverable Diagrams (PDD) [94] allow us to
describe each method in detail and make them comparable among each other,
as shown in Fig. 3 and Fig. 4. While metamodelling the process dimension we
had to make some assumptions, such as the (total or partial) ordering of activ-
ities. With respect to the deliverable dimension, we had to find a balance to
the following trade-off: accurately describing the information infrastructure of
the method while keeping the elements in the diagram recognisable to method
creators. At this point of our long-term research project, we are not yet attempt-
ing to develop tool support for the methods, so we made some concessions (e.g.
specifying the Ethics Canvas as an aggregation of specialised blocks, rather than
modelling it as a single class). To offer a complete method specification, PDDs
need to be accompanied by tables that explain each activity and deliverable. For
the sake of space, we include these in the technical report [24].
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Fig. 3. Process deliverable diagrams of the following methods (left-right and top-down):
Architecture Decision Maps, Design Solution Matrix, Square of Values for Business
Informatics, Ethical Dilemma Scenarios and MEESTAR. Final versions after validation
(own creation).
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Fig. 4. Process deliverable diagrams of the following methods (left-right and top-down):
Strategy Mapping for ICT, Techno-Ethical Scenarios, Ethics Canvas, Ethical Frame-
work in Information Systems Decision Making, and Ethical Matrix in Digital Innova-
tion. Final versions after validation (own creation). We expressed many cardinalities
with M because earlier experience interviewing non-ICT professionals showed us that
they understand it better than *. We keep this notation consistent throughout the
paper.
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4.2 Validation

We peer-reviewed the PDDs several times within the research team, improv-
ing the layout and structure by following good practices for process [58] and
information modelling [22], changing the names of some activities, classes and
relationships, revising cardinalities and adding role names. Then, we conducted
eight interviews with method creators, to validate the PDDs of eight methods,
along with their tables. In the case of MEESTAR, we interviewed an experienced
method user. Overall, method experts stated that the PDDs reflect the methods
well. Some pointed towards slight inaccuracies or proposed concrete changes,
such as adding process loopbacks, or improving activity and deliverable descrip-
tions. We revised the diagrams and tables accordingly. The changes are sum-
marised in Table 4. For instance, the PDD of Architecture Decision Maps was
not revised after the interview, since the creator deemed it accurate. In turn, the
validation of the PDD of Strategy Mapping for ICT led to adding three activities
to the process (to reflect the specialisation of a deliverable), changing two flows
to make sequential activities unordered, changing tha name of one activity, cre-
ating three specialised classes, along with their three specialisation relationships,
adding three relationships, changing the name of two classes to more appropri-
ate ones (i.e. Perspective to Layer and Objective to Node), and changing two
cardinalities. Overall, the number and nature of the changes make us confident
of the accuracy of the metamodels.

5 Application to Conceptual Modelling

Earlier research has demonstrated the utility of conceptual (general-purpose of
domain-specific) modelling languages to analyse or design ICT for ethics-related
purposes, such as environmental management [47], corporate social responsibil-
ity [15], sustainable building design [33], ethical machine learning [100], social-
ecological systems [1], and social impact [9]. During our MLR we have not found

Table 4. Matrix indicating how many elements were created (C), updated (U) or
deleted (D) in each method metamodel artefact, after the expert validations.

Method Process Deliverables Tables

C U D C U D C U D

Architecture Decision Maps

Design Solution Matrix 1

Square of Values for Business Inform. 4

Ethics Canvas

Ethical Dilemma Scenarios 2 2 2 1 2

MEESTAR2 1 2 1

Strategy Mapping for ICT 3 3 4

Ethical Matrix in Digital Innovation 1 1 7



A Survey of Ethical Reasoning Methods 33

any evidence of an application of ethical reasoning methods within conceptual
modelling. Nonetheless, it is plausible that modellers do sometimes reason about
the ethical consequences of their models. Perhaps such reasoning takes place
indeliberately or in an unstructured way, triggered by situations where a con-
ceptual model fragment elicits feelings of dissonance or ambivalence in the mod-
eller, when the human values instantiated in the model are incongruent with the
human values important to the modeller. Social and experimental psychology
has explained the mechanisms by which value incongruence produces feelings of
ambivalence [90] or dissonance [81]. Ethical reasoning methods give modellers
the opportunity to plan the assessment of the models they are responsible for, or
assess them contingently upon a feeling of discomfort. Herein, we further reflect
on the role of ethical reasoning methods within conceptual modelling.

Let us define a fictional, illustrative case. A Dutch research institute is
developing a software named Cancer Research Management Information System
(CaRMISy), to support a research project investigating genetic and contextual
factors that increase the probability of developing several types of cancer, using
patient samples and clinical data from hospitals. Part of the project studies the
prevalence of certain cancers in families. As a result, one fragment of the concep-
tual model underlying CaRMISy represents a family tree (see Fig. 5). Karin has
joined the project recently and is extending the conceptual model with classes
devoted to genetic mutations based on the current state of the art [8], when she
feels that there is something ‘wrong’ in the way families are modelled. Apart
from finding that the minimum cardinalities of the roles father and mother do
not account for situations where the biological parents are unknown, Karin feels
that the model does not match well with some of the families around her. Two
of her best friends are a gay couple who have two children: one that was born
from one of the fathers with a previous woman partner, and one that the couple
have adopted recently. Also, a niece of hers does not feel represented by neither
the man nor the woman labels.

Karin decides to apply the Square of Values method (see Fig. 6). Since her
husband has recently conducted research on the Theory of Basic Human Values
[79], she decides to frame the ethical dilemma in terms of this theory. She selects
Self-direction as the initial value, representing that CaRMISy should perhaps
accommodate to the gender expressions of the research subjects, and Conformity
as the sister value, since most database designs she has seen in the healthcare
domain conformed with binary genders. As an exaggeration value, she opted
for Anarchy, representing that data would be impossible to analyse properly if

Fig. 5. Controversial fragment of a conceptual model of the illustrative case.
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Fig. 6. Application of the Square of Values method in the illustrative case.

subjects were given the chance to describe their perceived gender in an uncon-
strained open text field. For the other one, she chose Authoritarianism, and
she entertained the idea that the researchers themselves would sex the subjects
based on gut feeling. She did not spend much more thought on negative scenar-
ios, and instead concentrated on alternative scenarios, in search for some bal-
ance among the positive values. After considering what scenarios would embody
the Self-direction and Conformity values and even drafting some conceptual
model fragments realising such designs, she came up with a solution that felt like
a reasonable trade-off: (i) including attributes for biological sex and non-binary
gender, which would have enumerated data types, (ii) the model would include
relationships to express both the biological and legal parents. She considered
whether to open the model to the possibility of more than two legal parents,
given that the Dutch government had been recommended to reform the law to
recognise plus-two-parent families [14]. But she left that for an alternative sce-
nario; she also did not want to push too far before getting to know her project
colleagues better. Afterwards, Karin revised the conceptual model (see Fig. 7)
and presented it to the CaRMISy project manager, who agreed to the changes.
It became clear that the research team was not willing to do genetic tests to
determine the biological sex during the intake process, but rather rely on the
subjects self-reporting; only in the case when phenotypic traits did not match
the reported sex, they would politely inquire the subject further. They agreed
that including gender information would make subjects more comfortable than
merely asking about sex, since it would offer some chance for gender expression.
The conversation with her manager went on for one hour and they ended up
agreeing to further revise the model and (later) the user interface designs, to
account respectfully for transgender situations [3].

The example shows a conceptual modeller resorting to an ethical reasoning
method for ICT, when confronted with an ethical dilemma, during conceptual
modelling activities. We propose to distinguish the moments, relative to concep-
tual modelling, when the methods are applied, adopting categories from [74]:

– Ex ante. Before starting the conceptual modelling (e.g. when just a vision
for the ICT is available), as a way to detect potential value conflicts, impacts,
or ethical dilemmas of the envisioned ICT, then informing the conceptual
modelling activities in the form of requirements, constraints or just warnings.
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– Intra. During or right after conceptual modelling or right after producing
the pre-final version, as a one-time or recurrent reflection where versions or
fragments of the conceptual model are assessed. It likely results in changes to
the conceptual model and in rationale for some modelling decisions.

– Ex post. Assessing the system already in use. If relevant impacts or ethical
concerns are detected, a feedback loop towards conceptual modelling allows
correcting the issues and reengineering the ICT implementation.

The example above relates a case of an intra application. Figure 8 provides an
overview of these different contexts of use. Stakeholder groups and other elements
in the domain provide knowledge that is key to the processes depicted below.
Ethical reasoning methods enable a cycle safeguarding the ethical integrity of
the conceptual model.

Figure 9 shows a draft of the conceptual model that underlies Fig. 8. As
research in this area progresses, the community will propose or discover more
concepts, details and relationships. For instance, it is likely that the results of
applying a method in a (fragment of a) conceptual model will point directly to
specific elements of the model, either highlighting them as ethically problematic
or expressing a sustainability or ethical trade-off among two or more elements (or
fragments). Some methods are clearly judging designs (e.g. the Design Solution
Matrix); in such cases it is probably easy to assign (fragments of) a concep-
tual model to cells of the matrix. Some methods assess the ICT as a black box

Fig. 7. Conceptual model fragment, after the main scenario of the Square of Values.

Fig. 8. Contexts of use of ethical reasoning methods within conceptual modelling.
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Fig. 9. Conceptual model of ethical reasoning methods within conceptual modelling.

(e.g. Techno-Ethical Scenarios); then it might be necessary to build a bridge
between the results of the method and the conceptual model. This will perhaps
require an extension of the method in the form of an activity that elicits and
documents the requirements or constraints that will affect the conceptual model
(in ex ante situations), or that performs a change impact analysis identifying
the elements of the model that are affected (in intra or ex post situations). We
expect traceability and model evolution analysis to play a role here [77].

6 Discussion

6.1 Interpretation of the Results

This research is located at the cross-point of ICT ethics and conceptual mod-
elling, involving a method engineering approach. The foundation for reasoning
about ethical consequences of ICT was laid by Wiener in the book “The human
use of human beings” [95]. In 1978, Maner [55] defined the field of Computer
Ethics and developed curriculum materials and pedagogical advice for university
lecturers. The information revolution sparked interest on this field (e.g. [60]) and
there has been an increase in such research during the last decade [10]. Reason-
ing about the ethical consequences of ICT is a subdiscipline of applied ethics,
the application of ethical principles in practical situations [10,66]. When defin-
ing the scope of our method survey, we opened it to sustainability reasoning
methods, such as Architecture Decision Maps, based on the widespread regard
of sustainability either being a field within applied ethics [5, p. 18] or being
linked by important conceptual and operational relationships to ethics [87].

Most of the studies we collected during the MLR present methods that have
been specifically engineered to assess ICT, with the exception of the Square of
Values and Strategy Mapping, which were nonetheless included thanks to con-
dition C3b (Sect. 2). The studies described the methods textually, with some
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diagrams representing aspects of the method (e.g. MEESTAR is often repre-
sented as a cube). We only found a metamodel for Architecture Decision Maps
[51], which covers just the deliverable dimension. During the expert interview,
the method creator expressed that our metamodel is equally valid.

Different methods refer as value to different things. In the context of Value-
Sensitive Design, human values refer to “what is important to people in their
lives, with a focus on ethics and morality” [28, 4]; Design Solution Matrix focuses
on norms used to refer to ICT behaviours ought to be considered valid by project
stakeholders; within Strategy Mapping for ICT, values also encompass stake-
holder goals such as “Quicker response” of the ICT [92]. Similarly, the focus
of the ethical issues and values differs across methods, some embracing sus-
tainability more explicitly (e.g. Architecture Decision Maps) than others (e.g.
MEESTAR2). However, all methods fall within the realm of ethical reasoning
by offering guidelines to elicit such concerns from the affected stakeholders or
by putting the method user in the skin of the stakeholders, guiding a reflection
on the effects of the ICT, and spotting where there is a need or a space for
improvement. Some methods also offer means to propose design solutions.

6.2 Limitations and Threats to Validity

As in any structured literature review, we can claim that we have followed a
rigorous procedure but we are careful not to make strong claims concerning the
completeness of our results. In fact, we are aware that some methods have fallen
out of our radar. We discovered a couple while writing this article. For instance,
the Ethical OS toolkit, which intends to help ICT practitioners to reflect on the
possible unintended consequences of their work [53], especially regarding dark
user experience patterns [35]. In future iterations of this research, they shall be
considered in order to provide a more comprehensive method repository. There
are also methods which allow for ethical reasoning which, even when they are not
specifically designed for the ICT domain, they could in principle be applied. This
of course, requires validating such assumption. Among them we find Consequence
Scanning [21] and the RRI Roadmap [69].

To validate the method information and PDDs, we approached method cre-
ators because we expect them to have the most detailed and accurate knowledge
about the method, including the goals and method design rationale, which may
not be described in the paper. The creators of two methods declined or ignored
our interview invitation. Finally, when determining the extent to which the meth-
ods have been investigated empirically, we have considered that an application
of a method by researchers in the context of a real project is action research,
without judging the quality of the protocol they applied.

7 Conclusions

This paper presents a survey of ethical reasoning methods for the ICT domain,
that we collected through a multi-vocal literature review. Their metamodelling
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offers opportunities to incorporate them within conceptual modelling practices
and research.

We have placed a foundation stone upon which other projects can be defined.
We now outline a few. The method base can be extended with additional ones
that have escaped our review or might arise in the future. Some authors might
be interested in modifying our definition of ethical reasoning methods for ICT to
expand or shift the scope. Also, studying the characteristics of the methods might
help discover which are more suitable to ex ante, intra or ex post situations,
which are scalable in terms of participants, which facilitate trade-off analysis
among the concerns of several stakeholder groups or which focus on ethical
dilemmas confronting just two concerns. We plan to adopt a situational method
engineering approach to investigate the situational factors that make one method
preferable over another one when confronted with a given ICT engineering or
ethical assessment, so as to guide engineers, analysts and other stakeholders in
selecting the method that better suits their context.

It will be insightful to empirically evaluate ethical reasoning methods for ICT
under controlled circumstances or in actual practice, with a single or multiple
users, applying them to different ICT artefacts (e.g. visions, requirements, con-
ceptual models, beta versions, deployed systems). Comparing the performance
will allow discovering their strengths, weaknesses, trade-offs and sensitivities.
It is also relevant to investigate the loopback cycle that conceptual modellers
enact in cases where the model is subject to ethical reasoning while being cre-
ated. Similarly, we find it relevant to investigate situations in which more than
one method is applied simultaneously or sequentially over the same or different
versions of a conceptual model, how to do this efficiently, and study the strengths
and weaknesses of such method combinations. This can be addressed by applying
situational method construction approaches [19,72]. Lastly, the development of
tools that support these methods might facilitate their integration with concep-
tual modelling. We are interested in investigating whether engineering domain-
specific language editors and other supporting technologies influences the appli-
cability of the methods and the performance of the method users.

Such empirical research will eventually lead to developing a theory on the
application of ethical reasoning methods within conceptual modelling, which
should probably be grounded on complementary disciplines (e.g. Philosophy,
Cognitive Psychology, Ontology). We are hopeful that these research avenues
will contribute to assisting conceptual modellers in conducting their professions
with greater commitment to ethics and sustainability.
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Mohania, M., Jeusfeld, M.A., Karlapalem, K. (eds.) ER 2022. LNCS, vol. 13607,
pp. 194–208. Springer, Cham (2022). https://doi.org/10.1007/978-3-031-17995-
2 14

9. Betz, S., Fritsch, A., Oberweis, A.: TracyML-a modeling language for social
impacts of product life cycles. In: ER 2017 Forum/Demos, pp. 179–192 (2017)

10. Bock, A.C., España, S., Gulden, J., Jahn, K., Nweke, L.O., Richter, A.: The
ethics of information systems: the present state of the discussion and avenues for
future work. In: 21st European Conference on Information Systems (ECIS 2021).
Association for Information Systems (2021)

11. Boenink, M., Swierstra, T., Stemerding, D.: Anticipating the interaction between
technology and morality: a scenario study of experimenting with humans in bio-
nanotechnology. Stud. Ethics Law Technol. 4(2) (2010)

12. Bose, U.: An ethical framework in information systems decision making using
normative theories of business ethics. Ethics Inf. Technol. 14, 17–26 (2012)

13. Brinkkemper, S.: Method engineering: engineering of information systems devel-
opment methods and tools. Inf. Softw. Technol. 38(4), 275–280 (1996)

14. Cammu, N.: ‘Legal multi-parenthood’ in context: experiences of parents in light
of the Dutch proposed family law reforms. Family & Law 07 (2019)

15. Campos, C., Grangel, R.: A domain-specific modelling language for corporate
social responsibility (CSR). Comput. Ind. 97, 97–110 (2018)

16. Cherfi, S.S.-S., Akoka, J., Comyn-Wattiau, I.: Conceptual modeling quality - from
EER to UML schemas evaluation. In: Spaccapietra, S., March, S.T., Kambayashi,
Y. (eds.) ER 2002. LNCS, vol. 2503, pp. 414–428. Springer, Heidelberg (2002).
https://doi.org/10.1007/3-540-45816-6 38

17. Costa, O.D., Boden, M., Friedewald, M.: Science and technology roadmapping for
policy intelligence: lessons for future projects. In: The Second Prague Workshop
on Futures Studies Methodology, pp. 146–161 (2005)
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48. Klein, B., Schlömer, I.: A robotic shower system: acceptance and ethical issues.
Zeitschrift Gerontol. Geriatrie 51, 25–31 (2018)

49. Krogstie, J., Sindre, G., Jørgensen, H.: Process models representing knowledge
for action: a revised quality framework. Eur. J. Inf. Syst. 15, 91–102 (2006)

50. Lago, P.: Architecture design decision maps for software sustainability. In:
IEEE/ACM 41st International Conference on Software Engineering: Software
Engineering in Society (ICSE-SEIS 2019), pp. 61–64 (2019). https://doi.org/10.
1109/ICSE-SEIS.2019.00015

51. Lago, P., Condori-Fernandez, N.: The sustainability assessment framework (SAF)
toolkit: instruments to help sustainability-driven software architecture design
decision making (2022). https://github.com/S2-group/SAF-Toolkit
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Abstract. The interest in the ontology subject has grown in recent
decades. Ontologies can be used to assign semantics to information items
and solve interoperability and knowledge-related problems. Many meth-
ods have been proposed to improve the ontology engineering process.
The use of competence questions (CQs) is suggested by several of them
as a means to define the ontology requirements and help identify the
necessary concepts, properties, and relations. CQs are questions that the
ontology should be able to answer. Thus, they provide a mechanism to
verify if the ontology is in accordance with the established requirements
and properly represents the desired knowledge. Despite the important
role of CQs, there is a lack of deeper investigation to provide evidence
about their use. Therefore, aiming to investigate how CQs have been
used in ontology engineering practice, we performed a survey with 63
ontology engineers. The results indicate that CQs have helped mainly to
define the ontology scope and evaluate the ontology conceptualization.
However, ontology engineers still face difficulties when writing, using,
and managing CQs. Although there is a range of methods and tools that
support ontology development, guidance regarding CQs is still limited.
This paper presents our study and discusses its main findings.

Keywords: Competency Questions · Ontology · Survey

1 Introduction

An ontology is a formal representation of a common conceptualization of a uni-
verse of discourse [17]. Ontologies have been a useful instrument for reducing
conceptual ambiguities, making knowledge structures transparent, supporting
knowledge sharing and interoperability between systems [49]. They have been
successfully used in several domains, such as IT Service Management [30], Health
[38], Education [52], and Software Engineering [4]. Nowadays, ontology engineers
are supported by a wide range of ontology engineering (OE) methods and tools.
However, building ontologies is still a complex task even for experts [27].
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To assist ontology engineers in the ontology development process, ontology
engineering methods break it into other processes and recommend activities for
each one [20]. Although methods differ in many aspects, they often include a pro-
cess or activity addressing requirements specification, when the ontology scope,
intended uses, users, and competence are established [50]. Some methods sug-
gest defining the ontology requirements by means of competency questions (CQs)
specified in natural language (e.g., [9,28,31,43]). CQs encompass the purpose of
the knowledge base and suggest the concepts and relationships to be included in
the ontology [2]. They can also be used in later stages of ontology development to
verify and validate the knowledge represented by the ontology aiming to ensure
that the ontology correctly reflects the real world [15].

Despite the important role CQs play in ontology engineering, there is a lack of
consensual and detailed guidance on how to identify, write, and use them [1,50].
Even works that address how to specify ontology requirements (e.g., [1,11,33,44,
50]), point out that it is still necessary to deepen studies about CQs. This can
lead to doubts, contradictions, oversights, and ambiguities when defining CQs.
Not discovering and properly defining CQs early in ontology development may
result in a poorly specified ontology, increasing the time and effort spent in the
development process [1,10] and hampering ontology quality [10,11].

Exploring CQs in ontology development is not a new idea itself. However,
a broader spectrum of CQs and their utility in ontology engineering has not
been investigated in depth [36]. To take a step in this direction, we decided
to investigate the use of CQs in ontology engineering practice. For that, we
performed a survey with 63 ontology engineers aiming to understand how they
have used CQs when developing ontologies, the perceived benefits, and faced
difficulties. The results provide a preliminary panoramic picture of the state of
practice of the use of CQs in ontology engineering. With this panorama, we
intend to share practices and perceptions with other ontology engineers and
shine a light on research opportunities to provide advances in the research topic.

In summary, the results corroborate statements from the literature (e.g.,
[9,12,15,28,33,43]) by showing that CQs have been used mainly in requirements
specification and ontology evaluation and, thus, help define the ontology scope
and evaluate the ontology conceptualization. Moreover, most of the time they
have been defined iteratively and refined along the ontology development process.
Time constraints have been the main reason for not using CQs and there is a
lack of supporting tools. Furthermore, guidance on how to define and use CQs
is still limited, which causes ontology engineers to face difficulties when writing,
using, and managing CQs.

In this paper, we provide an overview of our study, summarize the main
findings, and discuss the results. It is organized as follows: Sect. 2 presents the
theoretical background for the paper; Sect. 3 presents the study protocol; Sect. 4
synthesizes the results; Sect. 5 discusses the results; Sect. 6 addresses the study
limitations; and Sect. 7 presents our final considerations.
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2 Ontologies and Competency Questions

An ontology is a formal and explicit specification of a shared conceptualiza-
tion [41]. The conceptualization is an abstract and simplified view of the world
which is intended to be represented for some reason. Every knowledge base,
knowledge-based system, or knowledge level agent is committed, either explic-
itly or implicitly, with one conceptualization [45].

Ontologies have been widely used in several domains in applications related
to knowledge management, natural language processing, intelligent integration
information, information retrieval, database design, among others [6], and have
become the predominant way to deal with semantic aspects in semantic integra-
tion initiatives [23]. They can solve or minimize problems related to communica-
tion between people, organizations, and systems by eliminating or reducing the
lack of knowledge of the concepts involved in communication processes [48].

An important distinction sets apart ontologies as conceptual models, called
reference ontologies, from ontologies as computational artifacts, called opera-
tional ontologies [18]. A reference ontology is constructed with the goal of mak-
ing the best possible description of the domain in reality, representing a model of
consensus within a community, regardless of its computational properties. Oper-
ational ontologies, in turn, are machine-readable ontologies designed with the
focus on guaranteeing desirable computational properties [9].

The literature presents several OE methods (e.g., [3,9,12,28,31,43,48]). In
general, developing ontologies involves management, development, and support
activities. The first covers the organizational setup of the overall process (e.g.,
managing resources, controlling the project schedule, and the quality of the pro-
duced artifacts). The second refers to ontology development itself and includes
activities such as ontology specification, conceptualization, formalization, and
implementation. The third involves activities related to knowledge acquisition,
documentation, and configuration management, among others, which are carried
out in parallel with development activities to support them [7].

When designing an ontology, requirements can be captured through CQs.
They play a key role, consisting of a set of questions that the ontology to be built
should be able to answer [13]. By establishing CQs, we reach an effective way
to determine what is relevant to the ontology and what is not. They define the
ontology scope and provide a way for evaluating the ontology [9]. Therefore, CQs
can be used to support both, ontology specification and ontology evaluation. In
the former, CQs help model the domain, i.e., through questions that the ontology
should be able to answer, it is possible to have a notion of which are the relevant
concepts of the domain and the relationships between them. In the latter, CQs
can be used to identify ontology flaws in domain modeling, and thus contribute
to the ontology quality assessment [48].

CQs can be informal or formal [16]. Informal CQs are expressed in natural
language and do not require knowledge of Descriptive Logic, facilitating its use by
people unfamiliar with it. They connect the proposed ontology to its application
scenarios, thus providing an informal justification for the ontology. Formal CQs,
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in turn, are expressed in formal language and are created from informal questions
by using axioms and the ontology terminology [16].

CQs can be identified from different sources, using different strategies, and
can be written in different granularity levels. When defining CQs, the ontology
engineer can start with complex questions that are decomposed into simpler
ones (top-down approach) or with simple questions that are composed to cre-
ate complex ones (bottom-up approach). The ontology engineer can also start
just writing down important questions that are composed or decomposed later
on to form abstract and simple questions, respectively (middle-out approach)
[42]. Simple CQs are important for deriving test cases, while complex and more
abstract CQs are important to guide ontology modularization [9].

3 Study Design

A survey aims at identifying the characteristics of a broad population by gener-
alizing on the data collected from a representative sample of individuals [8]. It is
conducted to produce a snapshot of the situation to capture the current status
[51]. We chose this method because, as we aimed at a panoramic view, we needed
to reach several ontology engineers and ask about many practices. We followed
the process defined in [51], which comprises five activities:scoping, when we scope
the study problem and establish its goals; planning, when the study design is
determined; operation, which consists in collecting data; analysis and interpreta-
tion, which involves analyzing data to get conclusions about the research topic;
and presentation and package, when the results are communicated.

The study goal was to investigate the use of CQs in OE practice. Aligned
with the study goal, we defined the following two main research questions:
(RQ1) How have CQs been defined, used, and supported in OE? (RQ2) Which
benefits and difficulties have been perceived?

The instrument used in the study was a form created by using Google
Forms. It contains a consent term for participation in the study and two sections
of questions. The first has five closed questions to characterize the participants.
The second has 16 closed questions related to the study research questions.
Three of them allow the participant to complement the answer by providing
further information in text format. There is also an open question for collecting
comments and suggestions. In some questions referring to the frequency in which
the participants perform some practices, we used a scale based on the Likert scale
but excluded the neutral option in order to obtain meaningful information. The
form used in the study is available in the study package [25].

The participants must be a sample of the target population. Thus, we aimed
at ontology engineers with knowledge of and experience in OE and CQs.

The procedure followed in the study consisted of three steps. In the first,
we ran a small pilot to evaluate the form and the study protocol. We asked
two ontology engineers with experience in OE and CQs to answer the ques-
tionnaire and report problems, suggestions, and response time. Based on their
feedback, we made minor adjustments in the form. In the second step, we sent
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messages inviting people to participate in the study. The messages were sent to
research groups that work with ontologies, mailing lists involving OE researchers
and practitioners, contact networks in universities, public, and private organi-
zations, and authors of the papers selected in an ongoing systematic literature
mapping about CQs we are conducting. We also asked the invitees to forward the
invitation to other people they thought could participate in the study. The final
step consisted of gathering data from the answered questionnaires, representing
data in tables and graphs, and analyzing them.

4 Study Execution and Data Synthesis

The invitation was sent in late March and early April 2023. We contacted 115
people and received 65 answers until May 1st, 2023, which amounts to a response
rate of 56%. Two respondents declared in the questionnaire that they have never
used CQs when developing ontologies. As they did not have a suitable profile for
participating in the study, we removed their answers from the sample, resulting
in 63 participants. In this section, we summarize data collected in the study.
For questions in which the participants could choose more than one answer, the
sum of the absolute values is higher than 63 and, thus, the sum of the rates
exceeds 100%. For simplification reasons, we rounded the percentage values to
the first decimal place. The complete set of collected data plus tables and graphs
representing them is available in the study package [25].

Most of the participants are Brazilians (32; 50.8%). Other participants are
from Spain (9; 14.3%), Germany (5; 7.9%), Netherlands (4; 6.3%), Malaysia (3;
4.8%), Italy (2; 3.2%), United States (1; 1.6%), Mexico (1; 1.6%), Argentina
(1; 1.6%), Belgium (1; 1.6%), South Africa (1; 1.6%), Uganda (1; 1.6%). Two
participants did not inform where they were from. The participants’ profile was
identified through questions regarding the context in which they have worked
with ontologies, how long they have worked with OE, how they have acquired
knowledge of the subject, and their experience level with CQs. Figure 1 sum-
marizes data about the participants. As can be noticed, most participants have
worked in the academic context (85.7% in total, 63.5% exclusively in this con-
text), have worked with ontology development for five or more years (68.3%),
and have high or very high experience in CQs (58.7%). Knowledge of the sub-
ject has been acquired in several ways and most of the participants have learned
from different sources – mainly masters/PhD courses (71.4%), scientific events
(60.3%), and searching by themselves (60.3%).

In the following, we synthesize collected data by grouping questions into six
topics: Ontology development, Use of CQs in OE, Ways of developing CQs, CQs
supporting tools, CQs management, and Benefits and difficulties of using CQs.
Questions related to the five first topics aimed to get data to answer the research
question RQ1. Questions related to the last topic are aimed to answer RQ2.

Ontology Development: The way ontology engineers develop ontologies can
influence the use of CQs. Thus, to identify how ontology engineers have developed
ontologies, we asked them about the ontology types they have developed, how



50 G. K. Q. Monfardini et al.

Fig. 1. Participants profile

often they have used OE methods, and which ones they have used (Uschold and
King [47], TOVE [16], METHONTOLOGY [12], Ontology 101 [28], NeOn [43],
SaBiO [9], XD [3], LOT [33], or others). Figure 2 shows the results. Most par-
ticipants (54%) have developed both, reference and operational ontologies. Only
6.3% of the participants have developed operational ontologies exclusively, while
39.7% have focused on reference ontologies. Most of the participants (90.5%)
have often used OE methods when developing ontologies (always or most of the
time). The used methods are diverse, with a predominance of SABiO [9] (47.6%),
METHONTOLOGY [12] (25.4%), and NeOn [43] (23.8%). Some participants
(17.5%) have adapted existing methods and a few (3.2%) have combined differ-
ent methods. Moreover, three participants (4.8%) chose the option “Other” and
declared the use of Ontokem [46], OBO Foundry [40], and Modular Ontology
Modeling (MOMo) [39](each one cited by one participant).

Fig. 2. Ontology development

Use of CQs in OE: To understand how the participants have used CQs when
developing ontologies, we asked how often and in which phase of the OE pro-
cess they have used them. Figure 3 shows the results. Most participants (32;
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50.8%) declared that they have always used CQs when developing ontologies.
For those who answered that have not always used CQs (34.9% indicated that
have used them most of the time and 14.3% rarely), we asked what has caused
them not to use CQs. Most of them (27%) pointed out time constraints. Some
participants indicated that do not always use CQs because do not think they are
necessary (12.7%) or because they find them difficult (11.1%). Reasons informed
by participants who selected the “Others” option (9.5%) were a lack of under-
standing of how the CQs aid in the OE process, the type or purpose of the
ontology, difficulties in writing CQs, and keeping track of them while discussing
the domain with domain experts. Concerning when the participants have used
CQs, we asked them to indicate the ontology development phases and provide
information about how they have used CQs in each phase they selected. Most of
the participants (90.5%) have used CQs in Requirements Specification, to repre-
sent functional requirements, define the ontology scope, and capture knowledge
the ontology needs to represent. 68.3% have used CQs in Verification, Validation
& Testing, to guide these activities by checking how the ontology model answers
the CQs, testing the completeness of the ontology, and the ontology implemen-
tation. 56.6% have used CQs in Conceptualization, to help identify concepts and
relationships, guide on what needs to be addressed in the ontology model, doc-
ument the ontology, and guide and deepen the scope. 23.8% have used CQs in
Design, to define axiom rules and aid the design of the ontological model. 12.7%
of the participants have used CQs to support Implementation decisions.

Fig. 3. Use of CQs in OE

Ways of Developing CQs: To capture how CQs have been developed, we
asked the participants about the procedure they have followed to develop CQs,
the terminology used in CQs, the types of CQs, and the sources used to define
CQs. Table 1 summarizes the results. Regarding the procedure adopted to define
the CQs, we asked if CQs have been defined iteratively or at once and if they
are adjusted/refined along the ontology development. Most of the participants
(63.5%) have defined CQs iteratively and refined them during the ontology devel-
opment. 34.9% of the participants have defined all CQs at the beginning of the
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ontology development but have also adjusted them during the ontology develop-
ment. As for the terminology adopted in the CQs, we investigated if the terms
used in the CQs are closer to the ontology terminology or to the users termi-
nology. Most of the participants (88.9%) indicated that they have used terms
closer to the user. We also asked the participants to provide information about
the type of CQs they have defined. In this question, we consider that CQs in the
universe of concepts are those whose answer is given directly by the ontology
concepts/terms, while CQs in the universe of instances are those whose answer
is obtained from instances of the ontology concepts [1]. In the questionnaire
[25], we provided a brief explanation and examples regarding the types of CQs
considered in the question. Most participants (65.1%) have used both types of
CQs, while 25.4% have preferred the use of CQs in the universe of concepts.
Only one participant (1.6%) declared that have preferred the use of CQs in the
universe of instances. To investigate the sources of CQs, we asked the partici-
pants to indicate which ones they have used. The predominant sources have been
domain experts (92.1%), papers, books, standards, and other documents about
the domain (87.3%), and existing ontologies or ontology patterns (76.2%).

Fig. 4. CQs supporting tools

CQs Supporting Tools: To investigate if ontology engineers have been sup-
ported by tools or guidelines when defining or using CQs, we asked the par-
ticipants about methods, frameworks or approaches that have provided them
with guidelines on how to write CQs. Most of the participants (66.7%) declared
that have not had the support of any guideline. Two declared that have used
CLaRO [24] and the others informed that they have followed guidelines given by
the OE methods they use or basic guidelines defined by themselves (e.g., gen-
eral knowledge of lexico-syntactic patterns used to express CQs). We also asked
the participants about the tools they have used. The majority of them (84.1%)
declared that have not used any tool. The others indicated that have used some
tools and cited text editors, electronic spreadsheets, Protegé [26], CLaRO (and
associated tools) [24], OntoKEM Tool [46], and Freemind [34]. Figure 4 shows
the results related to CQs supporting tools.

CQs Management: Depending on the ontology scope, many CQs may be neces-
sary. Organizing them in groups or modules can help divide the problem, better
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Table 1. Procedure, terminology, types and knowledge sources

Procedure to define CQs Quantity %

I identify the CQs iteratively and I adjust/refine them in
the course of the ontology development if necessary

40 63.5%

I identify all needed CQs in the beginning of ontology
development and I adjust/refine them in the course of the
ontology development if necessary

22 34.9%

I identify the CQs iteratively 1 1.6%

I identify all needed CQs in the beginning of ontology
development

0 0%

Terminology used in CQs Quantity %

Initially, I define questions with terminology closer to that
used by users. In the course of the ontology development, I
review the questions to bring them closer to the ontology
concepts

45 71.4%

They are questions that use the terminology used by users 11 17.5%

They are questions that use the terminology used in the
ontology

7 11.1%

Types of CQs Quantity %

I use both CQs in the universe of concepts and CQs in the
universe of instances

41 65.1%

They are usually CQs in the universe of concepts (e.g., CQ1
above)

16 25.4%

I don’t use CQs in the requirements elicitation phase 5 7.9%

They are usually CQs in the universe of instances (e.g., CQ2
above)

1 1.6%

Knowledge sources used to define CQs Quantity %

Interaction with domain experts (interviews, surveys, etc.) 58 92.1%

Papers, books, standards, and other documents about the
domain

55 87.3%

Existing ontologies or ontology patterns 48 76.2%

Information systems developed for the domain 26 41.3%

Others 4 6.3%

understand the addressed domain and contribute to establishing the ontology
modularization [9,39]. To investigate if CQs grouping has been a concern, we
asked whether and how the participants have grouped CQs. Most participants
(86.9%) declared that have grouped CQs at some degree – 19.7% always, 49.2%
most of the time, and 18% rarely. The others (13.1%) informed that have never
grouped CQs. The participants who have grouped CQs informed that the CQs
groups have been based on the ontology modules, subontologies, or subdomains,
or considering the proximity of concepts. We also investigated if ontology engi-
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Fig. 5. CQs management

neers have defined the CQs design rationale. A design rationale is the explicit
listing of decisions and the reasons why those decisions were made [22]. Its pri-
mary goal is to provide a means to record and communicate the argumentation
and reasoning behind the design process [19]. Therefore, the design rationale
makes explicit the reasons that led someone to define a CQ, i.e., the intentions
behind the CQ. Most of the participants have not been concerned with describ-
ing the design rationale of the CQs (19% have never defined and 44.4% have
rarely defined). Around one third of the participants declared that have defined
the design rationale of the CQs (14.3% have always done that and 22.2% have
done that most of the time). Figure 5 illustrates these results.

Benefits and Difficulties of Using CQs: Aiming at identifying the bene-
fits and difficulties of using CQs, we asked the participants to indicate which
ones they have perceived. We provided a list of options and the participants
were allowed to indicate others. Figure 6 shows the results. The most cited ben-
efits were: CQs help define the ontology scope (92.1%) and CQs aid in ontol-
ogy evaluation (82.5%). On the other hand, the main difficulties reported were:
ensuring that the defined CQs are the ones necessary and sufficient for the ontol-
ogy (77.8%), identifying CQs truly capable of representing the ontology scope
(63.5%), and writing the CQs properly (49.2%). Difficulties reported by the
participants that selected the “Others” option were: identifying CQs when the
ontology engineer is still learning about the domain; extracting CQs from the
interaction with domain experts; making domain experts understand the value
of CQs and how they help the ontology development; and work with CQs in a
systematic way from the beginning to the end of ontology development.

5 Discussion

In this section, we discuss the collected data and results by considering the topics
identified in the previous session.

Concerning ontology development, most of the participants (54%) have
developed both, reference and operational ontologies, which indicates that atten-
tion has been given to ontologies as conceptual models and also as computational
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Fig. 6. Benefits and difficulties of using CQs

artifacts. This can also suggest that there has been a concern with modeling the
knowledge addressed in the ontology before building the machine-readable ver-
sion to handle data related to that knowledge. However, when we look at each
ontology type, we notice a predominance of reference ontologies (93.7% in total)
when compared to operational ontologies (60.3% in total). This indicates that in
many cases, ontologies have been developed to be used at the conceptual level
(e.g., in ontology-driven software development [29]), not requiring operational
ontologies to be applied at run-time (e.g., to support reasoning). More than 90%
of the participants have used OE methods to guide ontology development. This
is aligned with the OE literature (e.g., [9,11,14]), which points out that devel-
oping ontologies is not an easy task and, thus, guidance is needed. This also
indicates that the community has some maturity regarding the use of standard-
ized practices. We must observe that this result may have been influenced by
the fact that most participants work in the academic environment, where many
OE methods have been proposed and their use is encouraged.

Regarding the use of CQs in OE, as the study focused on ontology engi-
neers with experience in CQs, it was expected that CQs would be used to some
degree. Around 85% of the participants declared that have systematically used
CQs, which suggests that the key role of CQs has been recognized. It must
be noted that this result is probably related to the fact that most participants
have used OE methods such as SABiO [9], METHONTOLOGY [12], and NeOn
[43], which recommend the use of CQs. The predominance of the use of CQs
in Requirements Elicitation, Conceptualization, and Verification, Validation and
Testing phases corroborates the literature, which states that CQs should be used
mainly to support specifying the requirements the ontology should fulfill [16],
identifying the ontology concepts, properties and relationships [9], and verifying
if the ontology properly represents the intended knowledge and meets the estab-
lished requirements [15]. The results also highlight time constraints as the main
reason for not using CQs. On one hand, time and effort are indeed necessary to
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understand the domain, identify the stakeholders needs and describe the require-
ments in the form of CQs. On the other hand, CQs help define the ontology scope
and establish a kind of “contract” about what the ontology must address, sup-
porting communication among stakeholders and providing the basis for the next
ontology development activities [44]. Therefore, the time spent on defining the
CQs is rewarded when rework decreases, the ontology is documented, and the
CQs aid in other development steps [44]. Despite that, 13% of the participants
declare that, in some cases, they do not consider CQs necessary. Moreover, 11%
find them difficult. This suggests a need for guidelines and ways to facilitate the
use of CQs for ontology engineers to make the most of them. Furthermore, this
also raises attention to the need for investigating CQs limitations in depth and
comparing the use of CQs to other methods that address ontology requirements.

As for the ways of developing CQs, there has been a predominance of
iterative approaches (63.5%), in which the ontology engineer defines CQs in a
development process performed in multiple cycles and refines the CQs as the
knowledge of the domain grows and gets more mature. The use of iterative
approaches is particularly important when developing large ontologies, when
requirements are not clear at the beginning, or when there are many stake-
holders or many conflicts between stakeholders’ needs. The uncertainty about
the ontology requirements or the need to focus on a domain portion each time
lead to a gradual definition of CQs. Around one third of the participants have
defined all needed CQs at the beginning of the ontology development and refined
them later, if necessary. This approach is suitable when the ontology scope is
well-known and the ontology is not large or complex. Although the two afore-
mentioned approaches differ mainly in when CQs are defined (at each iteration or
at the beginning of the OE process), both consider the need to refine CQs along
the ontology development. This fact is a recognition of the dynamism of CQs,
which is itself a consequence of the dynamic and knowledge-intensive character
of the OE process. In both cases, top-down, bottom-up, or middle-out strategies
(see Sect. 2) can be used to refine the CQs. The predominance of the iterative
approach also suggests that OE methods should address ontology development
as an iterative process. This is aligned with some perceptions from the literature,
which points out that some ontology applications require OE methods that help
ontology engineers continuously gather and prioritize requirements from several
stakeholders, keep domain experts engaged, deliver ontology modules according
to time demands, respond to changing knowledge, and evolving the ontology, in
an agile [5] and continuous [37] approach.

When asked about the types of CQs, most of the participants (65.1%) indi-
cated that have used CQs expressed in an interrogative form that works over
both concepts and instances [1]. CQs focusing on the ontology concepts concern
the ontology conceptualization itself and, thus, usually help identify the ontol-
ogy concepts and relationships. CQs focusing on instances, in turn, are usually
concerned with data handled by the ontology and, thus, are particularly valuable
for evaluating the ontology. This result is consistent with the OE phases where
CQs have been used more often (Requirements Elicitation, Conceptualization,
and Verification, Validation and Testing).
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As for the terminology used in the CQs, around 70% of the participants
declared that they initially define CQs closer to the users and later review the
CQs to bring them closer to the ontology concepts terminology. These results
once again emphasize the dynamic and evolutive character of CQs. The growing
understanding of the domain promotes a better understanding of the ontology
purpose and scope, which can lead to changes in CQs already captured [9]. A
terminology closer to users adopts a vocabulary easily understood by domain
experts. This terminology may be changed along the ontology development pro-
cess to be more consistent with naming conventions used to represent the ontol-
ogy concepts. However, this change requires careful attention because if, on one
hand, it can be beneficial to ontology engineers involved in the development pro-
cess, it can prevent users from properly understanding the ontology. Moreover,
it can also affect ontology reuse because if the scope of an ontology candidate to
reuse is represented by CQs and the person interested in reusing that ontology
is not able to understand them, the opportunity to reuse it can be lost.

Ontology engineers have used multiple sources of knowledge to define CQs
and interaction with domain experts (92.1%), documents (87.3%), and existing
ontologies or ontology patterns (76.2%) have been the main ones. They can be
used together to elucidate knowledge. For example, brainstorming techniques,
informal interviews with experts, and inspecting similar ontologies allow elab-
orating a first glossary with terms potentially relevant. Formal and informal
analysis of text (documents) might be used to refine the terms. Interviews with
experts might help build concept classification trees [12]. Reusing ontologies
or design patterns1 provides knowledge about ontology requirements and also
helps speed up the ontology development process. By containing concepts and
relationships relevant to the domain of interest, ontology and ontology patterns
helps identify CQs. Moreover, if the ontology/ontology pattern also provides the
respective CQs, they can be reused in the new ontology.

With respect to CQs supporting tools, the results show a lack of tools to
support defining and using CQs (84.1% of the participants declared not having
had the support of any tool) and also a lack of guidelines on how to write CQs
(66.1% have not followed any guideline). Concerning guidelines, some partici-
pants informed that have used the ones provided by the OE methods they use.
However, the existing guidelines on how to define, write and use have not been
enough. As for supporting tools, the participants cited generic tools such as text
editors and electronic spreadsheets. Protégé [26] was also cited, but it is a tool
for ontology implementation, thus support for requirements elicitation is limited.
Automation is a key factor to build, release, and maintain ontologies effectively
[21]. Collaborative editing tools and communication systems are necessary to
support requirements elicitation activities. Providing support for writing CQs
and automating tasks such as grouping CQs, retrieving terms candidates from
the CQs for the ontology, generating documentation, and tracing requirements
could help decrease development time and improve the ontology quality [33].

1 An ontology design pattern is a generic solution to a recurring ontology modeling
problem [39].
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Regarding CQs management, grouping CQs has been a common practice
(around 70% of the participants have grouped CQs always or most of the time).
Grouping CQs help manage the ontology complexity by dividing the problem
into smaller ones and organizing knowledge. CQs grouping can serve as a basis
to the ontology modularization (or vice-versa), providing a way to structure the
ontology as an interconnected collection of modules, each of which resonating
with the corresponding part of the domain conceptualization [9,39,43]. Grouping
CQs is especially important when managing large ontologies, which require many
CQs. In these cases, it is hard to keep track of CQs and prioritize them if we do
not know which part of the ontology they impact.

The results also show that describing the design rationale behind the CQs
has not been usual. More than 60% of the respondents declared that have never
or rarely made the design rationale explicit. Clarifying the design rationale is
important to enable a better understanding of the ontology scope and require-
ments. It contributes to the ontology development and also to its reuse. The lack
of concern with declaring the design rationale has been highlighted in ontology
reuse literature. One of the challenges of ontology reuse is the obscurity of the
design rationale of the available ontologies [22]. Unknown design rationale makes
it difficult to select the ontologies to be reused as well as to understand them,
which is crucial to integrate them properly [35]. We hypothesize that the lack of
design rationale is related to the time constraints indicated by the participants as
a drawback when using CQs. Identifying and writing CQs demand time, which
is certainly increased if one describes the reasons for defining each of them.

Finally, with regard to the benefits and difficulties of using CQs, most
of the participants declared to have perceived all the benefits presented in the
questionnaire. The most cited ones (CQs help define the ontology scope (92.1%)
and CQs aid in ontology evaluation (82.5%)) are consistent with the OE phases
where the participants have used CQs the most (Requirements Elicitation, and
Verification, Validation and Testing). These results are also consistent with the
literature (e.g., [9,15,33,43]) and provide evidence of CQs usefulness.

On the other hand, the reported difficulties demonstrate that identifying CQs
is not trivial. Although ontology engineers have used several OE methods that
suggest the use of CQs, they have still faced difficulties mainly to ensure that the
defined CQs are the ones necessary and sufficient for the ontology, identify CQs
truly capable of representing the ontology scope, and write the CQs properly.
We believe that these difficulties (particularly the first and second ones) are
due to the fact that defining CQs involves a lot of tacit knowledge and, even
though general guidelines as the ones provided by some OE methods are helpful,
they have not been enough to address the gap between theory and practice. As
a knowledge-intensive activity, defining CQs relies on the ontology engineer’s
knowledge and experience. Thus, there is bias and subjectivity [32] because it
depends on the way the ontology engineer thinks to follow in one direction
or another (e.g., to use one type of CQ or another, to choose one or other
terminology). Concerning difficulty of writing CQs correctly, some initiatives in
the literature have tried to mitigate this issue through some controlled natural
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language or lexico-syntactic patterns [1,11,32,36,50]. However, it seems that, in
general, the proposed guidelines have not reached the ontology engineers or have
not been enough. Anyway, there is a need to better support ontology engineers
to define CQs either by providing detailed and practical guidelines and tools, or
by improving the access and use of the existing ones.

6 Threats to Validity and Limitations of the Study

In this section, we discuss some threats involved in the survey and that should be
considered together with the results. We use the classification presented in [51].

The main threat refers to the study sample, which might not reflect experi-
ences from the entire OE community. Ideally, the sample should be larger and
the geographic distribution of the people more diverse. Thus, the number of par-
ticipants and the fact that the sample was selected by convenience is a limitation
that affects External Validity (i.e., to what extent it is possible to generalize the
study results). To minimize this threat, we invited people from different coun-
tries and organizations and also the authors of papers selected in an ongoing
systematic literature mapping we are carrying out. Moreover, we asked people
to freely invite other people.

The decisions and data interpretations made by the researchers affect Relia-
bility Validity, which refers to what extent data and analysis depend on specific
researchers. To minimize this threat, analysis was initially carried out by two
of the authors and, thus, reviewed by the other. Discussions were performed to
refine the conclusions and reach a consensus.

There are also threats to Construct Validity, which refers to the constructs
involved in the study and how they can affect the results. The main threat is
the possibility of the participants misunderstand the questions. To address this
threat, we performed a pilot that allowed us to improve and clarify questions.
Moreover, we provided examples and definitions for the used terms, so that
the participants could better understand how to answer the questions. Another
threat is related to the scale used in some questions. Since we did not provide
any common grounds, different participants may have interpreted terms (e.g.,
rarely) subjectively. The alternatives of answer provided in each question can also
represent a threat, since they may not represent all the relevant alternatives. To
address this threat, when defining the questions and the respective alternatives
of answer, we considered results from the systematic literature mapping about
CQs we are carrying out and, in addition, we included “Others” as an alternative
the participants could choose and provide further information. Still regarding the
questionnaire, it is important to be aware that the results reflect the participants’
personal experience, interpretation and beliefs. Hence, the answers can embed
subjectivity that could not be captured through the questionnaire.

Finally, concerning Internal Validity, which refers to the ability of a new
study to repeat the behavior with the same participants and objects, the main
threat refers to the participants providing inaccurate answers for thinking that
they could be evaluated. To mitigate this threat, we informed the participants
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that data would not be evaluated individually. In addition, the participants were
free to inform or not their identification (email) when filling in the form.

7 Final Considerations

This paper presented a survey that provides a panoramic picture of how CQs
have been used in OE. In summary, the results show that CQs have been consid-
ered useful and have helped mainly define ontology scope and evaluate ontology
conceptualization. Most of the time they have been defined iteratively and refined
along the ontology development process. Different knowledge sources and types
of CQs have been considered. Grouping CQs has been frequent while making
the design rationale explicit has not been a common concern. Time constraints
have been the main reason for not using CQs and there is a lack of supporting
tools. Although there are OE methods that provide guidelines to define CQs,
they are still limited, which causes ontology engineers to face difficulties when
writing, using, and managing CQs.

These results provide a panorama of the use of CQs in OE and also raise
some issues that can be addressed in future research. The lack of practical and
detailed guidelines and supporting tools certainly contributes to the difficulties
faced by ontology engineers and to increasing the time needed to use CQs. There
are opportunities to go deeper into existing guidelines or provide new ones and
enrich examples of using CQs along the OE process. The study reported in this
paper gives a step towards better understand the use of CQs in OE. However,
further investigation is needed to address CQs limitations and improve CQs use.
Moreover, as there are other techniques to support requirements elicitation (e.g.,
natural language statements, tabular information [33]), comparing their use and
also studying the combination of them may provide further evidence and help
ontology engineers to use the ones more suitable for their needs.

Currently, we are carrying out a systematic mapping of the literature to pro-
vide a panorama of the state of the art about the use of CQs in OE. We intend
to analyze the results of both studies to reach an overview of the state of the
art and the state of practice in CQs use and shine a light on the road ahead.
Moreover, we envision repeating the survey with a larger and wider geograph-
ically distributed sample. We also intend to investigate aspects related to the
CQs content. We expect that, based on the studies results, we can establish rec-
ommendations to help ontology engineers use CQs. Aiming at supporting reuse,
efforts towards the creation of a knowledge base containing domain-related CQs
can also be addressed in future work.
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methodology for ontology engineering. In: Suárez-Figueroa, M.C., Gómez-Pérez,
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Abstract. The reports on Disability by the World Health Organization
show that the number of people with disabilities is increasing. Conse-
quently, accessibility should play an essential role in information sys-
tems engineering research. While software and web engineering research
acknowledge this need by providing, e.g., web accessibility guidelines and
testing frameworks, we show in this paper, based on a systematic review
of the literature and current modeling tools, that accessibility is, so far,
a blind spot in conceptual modeling research. With the paper at hand,
we aim to identify current research gaps and delineate a vision toward
more inclusive, i.e., disability-aware conceptual modeling. One key find-
ing relates to a gap in research and tool support concerning physical
disabilities. Based on these results, we further present the first model-
ing tool that can be used keyboard-only, thereby including users with
physical disabilities to engage in conceptual modeling.

Keywords: Conceptual Modeling · Accessibility · Disability ·
Modeling tools · Systematic Literature Review · Tool Review

1 Disability in Information Systems Engineering

As the world’s population continuously grows, the number of people with disabil-
ities also increases. Over the years, the World Health Organization (WHO) has
published different reports on disability, the latest article [44] states, that about
16% of the world’s population live with some form of disability. Each disability
is as unique as the person who is affected by it. Some are minor and temporary,
while others are more severe and long-lasting. Disabilities can be grouped into
five categories (see Table 1), while it is not always possible to assign disabilities
to one of them, as multiple disabilities, changing abilities, and situational limita-
tions also exist. People with disabilities often face obstacles in different aspects
of their everyday lives - and using information systems is one of them.

Recently, information systems moved from heavy-weight desktop applications
to lightweight Web-based applications that run in the browser or browser-like
client applications. The Web is widely used for sharing and exchanging infor-
mation. It is a constantly expanding and evolving system, so creating websites
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and web applications that everyone can access is essential. The Web is designed
to work for all people, and that must include those people with disabilities,
as stated by Tim Berners Lee in 1997 [36]: “The power of the Web is in its
universality. Access by everyone regardless of disability is an essential aspect.“
Consequently, the term Accessibility is used in many diverse contexts and areas.
In this paper, Web Accessibility is the main topic of discussion. The term Web
Accessibility is defined by the Web Accessibility Initiative (WAI), a field of the
World Wide Web Consortium (W3C), as follows [38]: “Web accessibility means
that websites, tools, and technologies are designed and developed so that people
with disabilities can use them.“ According to WebAIMs accessibility report of
2023 [42], about 96.3% of the top 1.000.000 home pages examined include Web
Content Accessibility Guidelines (WCAG) 2 faults [40]. Further developments
in web engineering are increasing the complexity of online pages, making the
attainment of accessible websites all the more difficult [28,42].

The software and web engineering communities have already acknowledged
the importance of accessible applications and started to use, e.g., the aforemen-
tioned web accessibility guidelines or test frameworks to make their applications
accessible to a broader audience. One example is the WCAG standard [37] which
aims to guide designers, software and web programmers to achieve digital acces-
sibility for their applications. Additionally, it is possible to evaluate the state of
digital accessibility for existing software products. The WCAG system classifies
how well an application conforms to the standard. However, it would also be
possible to integrate accessibility aspects during the software development pro-
cess to pursue a disability-aware approach from the beginning [26]. Furthermore,
literature about accessibility exists in software and web engineering (see Paiva
et al. [28] for a recent systematic literature review). Moreover, several publica-
tions focus on the fundamentals of accessibility and disability (cf. [2,5,15,26])
and point out gaps and problems in the software & web engineering field. Oth-
ers try to reach awareness for diversity by discussing or presenting ideas and
solutions. There are publications that focus in particular on visual disabilities
(cf. [18,21,23]), while others speak about disabilities in general (cf. [19,31,43]).
Other disability categories were not well represented.

Contrary to the field of software & web accessibility, the accessibility situ-
ation is different in conceptual modeling, where accessibility—as we will show
throughout this paper—is so far a blind spot. This not only hampers modeling
to be an inclusive discipline that accounts for the diversity and heterogeneity of
modelers, it even excludes many people having disabilities from engaging in con-
ceptual modeling. State of the art in disability research in conceptual modeling
literature and the accessibility of current web modeling tools are systematically
surveyed and analyzed in Sects. 2 and 3, respectively. Based on the identified
research gaps, a research agenda toward disability-aware conceptual modeling
is sketched in Sect. 4. In Sect. 5, we make a first contribution toward mitigat-
ing one of the identified research gaps by presenting the realization of the first
keyboard-only web modeling tool that enables humans with physical disabilities
to engage in conceptual modeling. Finally, we conclude this paper in Sect. 6.
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Table 1. Classification of disability types

Disability Description

Auditory A person experiencing different extents of hearing loss.

Cognitive,
Learning, &
Neurological

A person experiencing neurodiversity, neurological disorders, behavioral, or
mental changes. This may affect any part of the nervous system, such as
speaking or hearing ability, or problems in comprehending information.

Physical A person experiencing impeded movement, sensation, or control caused by
muscular weakness, pain, limitation or lack of coordination, joint disorders such
as arthritis, or missing limbs.

Speech A person with a disability to speak clearly and be comprehended by others
(e.g., difficulties in loudness or clarity of speech).

Visual A person experiencing different extents of vision loss in one or both eyes (i.e.,
“low vision“), severe and uncorrectable vision loss in both eyes (i.e.,
“blindness“), or lack of sensitivity to brightness or (specific) color (i.e., “color
blindness“)

2 Disability Research in Conceptual Modeling

This section reports the structure and the findings of a systematic literature
review (SLR) [17,29] that explores the current state of research on (web) acces-
sibility in conceptual modeling. A detailed version of the SLR steps and results
can be observed in this submission’s supplementary material1. The SLR shall
respond to these research questions:

– RQ-1: What is the state of research and its evolution regarding web
accessibility in the field of conceptual modeling?

– RQ-2: Which disabilities are covered in existing literature?
– RQ-3: Which solutions are proposed to improve accessibility?
– RQ-4: What is the current state of web modeling tools in terms of
their support for individuals with disabilities?

To respond to these research questions, a search string was defined that
combines keywords about disability and web accessibility (D) with conceptual
modeling keywords (CM ). The query was not constrained to specific years, was
focused to find matches in any or all of the Title, Abstract, and Keywords of
the publications, and was run on 15.05.2023 in the scientific databases Scopus,
IEEE, and ACM. We further used two seminal works (cf. [19,45]) to conduct an
additional search for relevant papers using ConnectedPapers [7].

Query = (
∨

CMi) ∧ (
∨

Dj) where
CMi ∈ {”Modeling Method” ∨ ”Modelling Method” ∨ ”Modelling Tool” ∨

”Modeling Tool” ∨ ”Diagram Tool” ∨ ”Modeling Editor” ∨ ”Modelling Editor”
∨ ”Diagram Editor” ∨ ”Web Modeling” ∨ ”Web Modelling” ∨ ”Editor”}

and
Dj ∈ {”Accessibility” ∨ ”Disabilit*” ∨ ”Impairment*” ∨ ”Accessible Internet”

∨ ”WCAG” ∨ ”Web Content Accessibility Guideline”}

1 https://drive.google.com/drive/folders/1ydHlKYoIYqc2QglPIBMSpDHeyS5skuln?
usp=sharing.

https://drive.google.com/drive/folders/1ydHlKYoIYqc2QglPIBMSpDHeyS5skuln?usp=sharing
https://drive.google.com/drive/folders/1ydHlKYoIYqc2QglPIBMSpDHeyS5skuln?usp=sharing
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The number of documents retrieved and filtered throughout this process is
illustrated in Fig. 1. The performed search has led to 690 publications in total
and 495 publications after removing duplicates. The following exclusion cri-
teria (EC) were applied to eliminate irrelevant publications and to facilitate
the subsequent steps: EC-1: Non-English publications; EC-2: Publications not
related to the subject areas Computer Science or Engineering; EC-3: Publica-
tions with less than four or more than 60 pages; EC-4: Publications that are
not accessible as full text or are non-scientific papers (e.g., posters, extended
abstracts). After applying these ECs, we were left with 313 potentially relevant
papers. Around 50% of them were published between the years 2015 and 2023.

Fig. 1. Search and filtering steps Fig. 2. Relevant documents per year

2.1 Screening of Publications

In this step, the goal was to identify publications that fit this research’s purpose
depending on their abstract. A first categorization of the possible relevant papers
was conducted into the categories: related to accessibility & conceptual
modeling; related only to (web) accessibility; and not directly relevant
to conceptual modeling. The latter category was used if a publication or
its subject area is not directly related to conceptual modeling but accessibility
solutions are discussed which could also be useful for other domains.

After reading the abstracts, 94 out of the 313 potentially relevant publi-
cations remained potentially relevant. An initial grouping of these 94 publica-
tions indicates that exactly half of them (47) are related to topics about web
accessibility. The other half can be split further: roughly half deal directly with
accessibility in conceptual modeling (23 publications), and the remaining (24)
are not directly related to conceptual modeling. Nevertheless, they were included
because of their valuable insights that could be potentially useful in other areas
if applied to this field. Eventually, we read the entire paper to select only the
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Fig. 3. Number of publications based
on publication source and subject area.

Fig. 4. Overview of the disability types com-
bined with the contribution type.

really relevant studies for our research scope. This led to a total of 37 eventu-
ally relevant publications. These papers have then been analyzed according to
different aspects to respond to the research questions stressed at the outset. In
Fig. 3 it can be observed that most publications deal with (web) accessibility in
general. Only a few works have been published specifically in the field of concep-
tual modeling, especially if we consider that there was no restriction in the year
of publication. Interestingly, the use of ConnectedPapers proved very valuable
as it contributed additional potentially relevant publications.

2.2 Findings

The findings are categorized by the article metadata (i.e., year and subject
area) to respond to RQ-1, the covered disability types to respond to RQ-
2, and the type of proposed solutions to respond to RQ-3. For the latter,
we distinguish (Theoretical) used for all publications which introduce discus-
sions, methods, prototypes, and possible solution approaches without technical
artifacts or implementations; and (Practical) used for all publications which
propose implementations, tools, and similar technical artifacts.

RQ-1: The publications in the area of web accessibility have increased signifi-
cantly over the years (cf. Fig. 2). The topic gains in relevance with an increasing
number and diversity of available publications. Figure 3 show the distribution
of the documents in specific subject areas and their source. It can be observed
that around 84% of the eventually relevant papers originate from the search
query while the other 16% originate from the search via ConnectedPapers. The
majority of the documents were published in the subject areas of Web Engineer-
ing & Web Design & Web Content Generation (a total of 13), and Conceptual
Modeling (a total of 10). It can be derived that our query was exhaustive with
respect to the core focus on research at the intersection of disability and con-
ceptual modeling, while several relevant works were found in adjacent domains
like disability and web engineering through ConnectedPapers.
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RQ-2: Fig. 4 shows a categorization of the state of the art of research on disabil-
ity in conceptual modeling using the different disability categories (cf. Table 1)
and the contribution type (i.e., theoretical or practical). The black bubbles rep-
resent the total number of publications selected as relevant, whereas the green
bubbles present how many out of the total publications are related specifically to
conceptual modeling. Notably, most relevant publications handle visual disabili-
ties, with 14 theoretical publications and 4 with actual technical artifacts, includ-
ing tools or implementations. About ten publications generally focus on disabil-
ities without concentrating on a specific disability category. For the remaining
four disability types almost no contributions exist. A majority of the publications
provide a theoretical contribution. On the other hand, observing the publications
related to conceptual modeling leads to the fact that only 11 of 37 selected papers
are specifically handling modeling or modeling tools. Here, we can see that two
contributions generally refer to disabilities without focusing on a particular type
(marked in Fig. 4 as General, 1/10 & 1/5), and the rest explicitly targets visu-
ally disabled users (marked in Fig. 4 as Visual, 6/14 & 3/4). Furthermore, there
was no existing research in the areas of Physical, Auditory, Speech, or Learning
disabilities in the context of conceptual modeling.

RQ-3: The relevant papers have various foci. One central aspect of achieving
accessibility is that this cannot be done additionally or at the end of a software
development process. There is instead the need to address accessibility right from
the beginning. Njangi et al. [26] present methods which should help to integrate
the fulfillment of accessibility requirements into the software development phase.
As Brophy et al. [5] presented in their publication, insufficient accessibility cover-
age can be detected using user-focused approaches to evaluate accessibility. This
approach aims to ensure that disabled users are not overlooked. One reason for
that, according to Kavicic et al. [15], is that traditional development processes
assume that users do not possess any impairment.

Manual accessibility assessments are associated with increased effort. Weber
et al. [43] therefore analyzed the potential for automation which yielded two
significant limitations: measuring readability and predictability of navigation are
subjective measures. This also leads to the question of whether there are exist-
ing features, especially in terms of Content Management Systems, that provide
a more effortless and automatic way of achieving compliance with accessibil-
ity guidelines [31]. The authors state that this could be possible theoretically,
however, they assess that the current technology is not prepared yet.

Some authors proposed the use of textual concrete syntaxes for visually
impaired users (i.e., blended modeling). Luque et al. [19] discuss and evaluate
how to make UML diagrams accessible for blind users and, therefore, evaluate
the use of textual concrete syntaxes, as these textual models could be used in
combination with screen readers and text-to-speech applications. An approach to
using audio as a means to represent models was proposed by Metatla et al. [21].

The analysis shows, that the majority of the relevant publications (25 out
of 37) mainly discuss different theories or propose potential methods. Only 12
out of 37 relevant publications present any existing tool or implementation (see
Fig. 4). Furthermore, it is distinctly observable that the number of contributions
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specifically targeting conceptual modeling is relatively low, with only 11 out of
37 publications, with only four papers proposing practical input in this research
field (see Fig. 4). Additionally, there is a clear gap regarding implementations
and solution contributions specifically targeting physical, learning, auditory, and
speech disabilities, as no relevant and suitable papers were found here.

RQ-4: This research question will be answered by examining ten well-known
web modeling tools regarding the provided disability support. The analysis and
findings of the assessment provide a comprehensive response to this research
question. Section 3 elucidates these tools’ strengths, limitations, and overall per-
formance, offering insights into their effectiveness within the study’s objectives.

2.3 Synopsis

The outcomes of this SLR show that accessibility is of increasing importance.
While the web and software engineering communities made significant contri-
butions with standards, methods, and tools, conceptual modeling research is
currently scarce and focused on visual disabilities. Most existing papers on con-
ceptual modeling analyze and present the detected issues that most disabled
users have to deal with. This is achieved by providing evaluations and literature
reviews, as done by e.g., Torres et al. [34] who reviewed the contributions in
the field of accessibility in modeling for the visually impaired and found out
that there is a research and solution gap in this field. Luque et al. [19] highlight
the challenges visually impaired users may have while working with UML dia-
grams. Seifermann et al. [33] provide a survey that evaluates textual notation
alternatives to replace existing graphical notations. On the other hand, some
contributions provide systems that target specific disability types or solutions
that only work for some modeling languages. As an example, several publica-
tions [8,16,18,32] target visually impaired and blind users and UML diagrams by
presenting accessible systems or interfaces that make use of textual alternatives
and editors. They aim to make the model content readable by screen readers or
similar. Others provide auditory interfaces to allow operations via sound [21,35]
and gestures [6], or want to avoid textual syntax as the only way and provide
physically accessible prototypes [45].

In conclusion, the SLR has highlighted the research gaps in realizing more
inclusive conceptual modeling. Based on the potential of web accessibility and
the trend, that modeling tools move into the web, we review, in the following,
current web modeling tools with respect to the extent to which they support
modelers with disabilities.

3 Disability-Awareness in Web Modeling Tools

This section reports the findings of an in-depth evaluation of ten well-known
current web-based UML modeling tools. The assessed tools serve as represen-
tatives of web modeling editors sourced from a curated list from the modeling
community [22]. Naturally, the exhaustive examination of every existing mod-
eling editor is unfeasible; thus, this compilation highlights ten web tools with
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a primary focus on UML, renowned for their widespread usage and established
utility in modeling communities. Further details and references about the used
web modeling tools can be observed in this submission’s supplementary mate-
rial(see footnote 1). When analyzing the tools, we used criteria proposed by
the Web Accessibility Initiative (WAI) [39]. These criteria (see Table 2) pro-
vide a reasonable objective basis and summary of the most important aspects
that should be provided by inclusive information systems like modeling tools.
The criteria is structured along the disability dimensions Visual Disabilities (V),
Cognitive, Learning, Neurological (CLN), and Physical Disabilities (P). Finally,
in Sect. 3.3, we describe the findings derived from assessing the tools with respect
to the criteria.

3.1 Assessment Process

The evaluation has been conducted through Observations and Experiments. Each
of the selected web modeling tools was evaluated according to whether it sat-
isfactorily, partially, or not fulfills the evaluation criteria listed in Table 2.
The tools were individually evaluated using the Google Chrome web browser.
Consequently, the outcomes are based on the subjective judgment and expertise
of the evaluator. Even if the evaluation would have been conducted with a group
of disabled users, it would include subjective bias, as every person’s disability
is unique, and how they are affected by their limitations and barriers would
influence the outcomes. A certain degree of bias is inevitable, but steps can be
taken to mitigate its impact and ensure the analysis is as objective as possible.
It is thus critical to establish well-defined evaluation criteria guiding the assess-
ment in a transparent way and minimizing subjective bias through individual
interpretation. The used evaluation criteria are based on objective evidence and
standards, as their content is provided by the WAI, which is professionally deal-
ing with accessibility and therefore has the necessary knowledge and experience
in this particular area. Moreover, the evaluation was supported with various
browser extensions for testing the accessibility of a given tool as described in
Sect. 3.2. Furthermore, each step was noted in detail for better transparency.
The following steps were followed for each of the assessed web modeling tools:

Check conditions of the evaluation criteria: The fulfillment for each criteria
listed in Table 2 is assessed. Each assessment criteria is applied against i) the
Tool support & Graphical User Interface, and ii) the Canvas & Model of the
modeling tool. This step is supported by Browser extensions (cf. Sect. 3.2 for
details on the tool and the assessment).

Check satisfaction of disability needs: This step is required to determine if
a certain tool satisfies most of the disabled user needs for a disability type –
a meta-assessment based on the fulfillment degree of each relevant criterion.

Determine Results: The end results were determined using a scoring system.
Satisfactorily fulfilled is worth 1 point, partially fulfilled 0.5, and not fulfilled
−1. The assessed web modeling tool i) satisfies the needs of a given disability
type if the end score is positive, ii) partially satisfies the needs of a given
disability type if the end score is zero, iii) does not satisfy the needs of a
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Table 2. Applied evaluation criteria per disability dimension

V1-Customizing text and images size. The possibility to enlarge or reduce text or image
sizes according to the user’s needs. This criterion is partially fulfilled if only specific texts or
images are resizable. It is not fulfilled if at least one visible element or area is not resizable.

V2-Customizing fonts, colors, and spacing. The color, spacing, and font impact the
perception of specific visual impairments. This criterion is fulfilled or partially fulfilled if all or
some of the mentioned features are customizable, respectively, or not fulfilled otherwise.

V3-Text-to-speech content synthesis. Visible elements should be recognizable by
text-to-speech applications. The criterion is assessed as not fulfilled if at least the text-to-speech
synthesizes of one visible element is not recognizable.

CLN1-Clearly structured content. This criterion describes the need for a structure that
facilitates overview and orientation. This criterion is partially fulfilled if some element positions
could be misleading. It is not fulfilled if the overall impression seems confusing and orientation is
inefficient.

CLN2-Consistent labeling. The forms, buttons, and other content parts should have
corresponding labels. This is important to make the content understandable, avoid
misinterpretations, and make it accessible to text-to-speech readers. This criterion is not fulfilled
if labels are missing. It is partially fulfilled if there are up to two elements without a label.

CLN3-Predictable interaction. This criterion describes that the outcomes of user interactions
should be predictable, i.e., should do what it has indicated. This criterion is partially fulfilled if
up to two interactions resulted in unexpected behavior and not fulfilled if this is more than three.

CLN4-Different navigating means. Using different navigational structures, e.g., hierarchical
menu and search, allows users to use the most appropriate option for them. This criterion is
fulfilled if at least two options, partially fulfilled if only one option is provided, and not fulfilled
if e.g., only scrolling long options is available.

CLN5-Options to suppress distracting content. Animations or visual indicators, e.g.,
blinking and flashing, can be distracting. This criterion is fulfilled if there is an option to
suppress distractions.

CLN6-Text supplemented by illustrations. Textual parts should have images, graphs, and
similar supplements to improve comprehension. This criterion is only fulfilled if textual elements
have a supplementary illustration.

P1-Full Keyboard Support. All possible interactions should be doable with the keyboard only
(i.e., without a pointing device). The assessment of this criterion relies on the walkthrough
option for manual accessibility checks, based on WCAG 2.1.

P2-Sufficient time limits to react. A person’s reaction time should not lead to errors,
interruption of the current task, or similar. This criterion was assessed by carrying out the same
modeling actions at different speeds. This criterion is not fulfilled if at least one main modeling
feature depends on the user’s reaction time. It is partially fulfilled if this feature has
corresponding alternatives for the same action or is not one of the main features.

P3-Controls, images, etc. with text alternatives. This criterion depends on alternative
texts and ARIA labels to enable voice recognition. This criterion was not fulfilled if there were
more than five (partially fulfilled if less than five) text alternatives or ARIA labels missing.

P4-Visual & non-visual orientation or navigational cues. This criterion is essential to
navigate and make the current location/selection visible. It is not fulfilled if the cursor location
or the marking of the elements is not visible, or there is no/only poor visual feedback or
insufficient navigation support.

P5-Logical navigational mechanisms and page functions. This criterion describes that the
page structure should not be misleading or that navigating does not show unexpected behavior.
It is fulfilled if navigating is logical, i.e., in an expected and natural order.

P6-Large clickable areas. This criterion describes that the clickable area of action is large
enough, so no fine motor skills are required. Additionally, the spaces between multiple elements
are sufficient, so the probability of choosing the wrong one is low. This criterion is not fulfilled if
there are multiple clickable traps.

P7-Error Correction Options. This criterion highlights the need of undo/redo or other
correction options like deleting and renaming. This criterion is fulfilled if at least updating
possibilities and redoing own actions is possible.

given disability type if the end score is negative. The assessment end result
can be observed in Table 3. The detailed version of the table is available in
this paper’s submission supplementary material(see footnote 1).
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3.2 Assessment Criteria and Evaluation Software

We now first describe the assessment criteria for evaluating the tool support and
the canvas & model before we introduce the software supporting the evaluation.

First, we evaluated each web modeling tool with respect to the provided
support for each criterion by the tool and its graphical user interface.
Generally, these kinds of tools’ GUI contain a menu header, footer, and different
side or panel menus, which include different interaction types. The outcomes for
each tool can be observed in column T - Tool Support & GUI of Table 3.

Next, the evaluation was focused on the interaction between the canvas and
the diagram or model. As the tools can deal with different diagram types
and modeling languages, a default workflow was set beforehand to ensure the
same process for each tool, thereby ensuring comparable results. The outcomes
for each tool can be observed in column CM - Canvas & Model of Table 3.
The default workflow was about creating a simple test UML class diagram if
applicable, i.e., two test classes with properties and a relationship between them
with multiplicities as a starting point. An exception was made for two web
modeling tools, namely Miro, which only supports UML class diagrams in the
premium version and BPMN.io not supporting UML diagrams, so a diagram was
created using similar shapes and relations. Secondly, Diagramo only supports
UML state diagrams, so this was used instead. The basic workflow was to check
the CRUD functionalities of the diagram.

As not every evaluation criterion can be manually checked, additional soft-
ware, primarily browser extensions, were used to automate the assessment. Ref-
erences to the used software can be found online(see footnote 1). The overview
below describes how each extension was applied and for which evaluation criteria
it was used.

Magnifying Glass (Hover Zoom): This extension can be used on any page
as an additional aid to increase the size of elements or text, especially if the
web pages do not provide a (satisfying) resizing functionality. It was used for
the evaluation of V1 to check if additional zooming aids can be applied to
the tool without any loss of information or unexpected behavior.

OneLine: This tool is a reading aid extension that highlights the first row of
the corresponding web pages to help disabled or impaired users by increasing
their focus and reading efficiency. It was used for the evaluation of V1 and
V2 to check if the tool allows its usage in a reasonable and efficient way,
without the loss of information or making the web content unusable.

Read Aloud: This browser extension is a text-to-speech tool and is applied
to check whether the evaluation criterion V3 is fulfilled. In that case, this
extension can check if the provided model’s content is suitably prepared and
if the content can be read aloud to the user so that it makes sense and also
if it is possible to use the tool sufficiently.

WAVE & Accessibility Insights for Web: Both extensions can automati-
cally evaluate a given web page/web modeling tool and create an accessibility
report for known accessibility issues. The results are used as a combination,
especially for the evaluation criteria V3, CNL2, and CNL6, e.g., to check
if contrast errors, missing alternative texts, or descriptions exist.

https://miro.com/signup/
https://bpmn.io/
http://diagramo.com/
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Table 3. Tool Support & GUI (TG) and Canvas & Model (CM) for Cognitive, Learn-
ing, Neurological (CLN), Visual (V), and Physical (P) Disabilities.

Tool Lucidchart GenMyModel Gliffy diagrams.net Creately Cacoo UMLetino Diagramo miro BPMN.io
TG CM TG CM TG CM TG CM TG CM TG CM TG CM TG CM TG CM TG CM

CLN1

CLN2

CLN3

CLN4

CLN5

CLN6

V1

V2

V3

P1

P2

P3

P4

P5

P6

P7

3.3 Findings

Table 3 shows the assessment results. It can be derived, that while there is suffi-
cient support for cognitive, learning, neurological disabilities, support for phys-
ical and visual disabilities is insufficient if present at all in many tools.

Through this assessment, it is evident that especially the requirement Full
Keyboard Support (P1) in the category of physical disabilities is not fulfilled at all
by any of the evaluated web modeling tools. Furthermore, most tools could not
return meaningful text-to-speech synthesizes if used with text-to-speech tools
(V3 ). Moreover, the degree of customizability of tool settings, fonts, color, and
contrast of the evaluated tools’ GUI was unsatisfactory (CNL5, V1, V2 ).

It is also observable that some assessment criteria explicitly applied to the
Canvas & Model perform differently than the GUI of the same tool, especially
for the criteria CNL2, CNL4, and V3. The criterion CNL2, which assesses the
sufficient labeling of the elements, shows that the labeling in the canvas or for
the icons displayed together with the model elements is not sufficiently present.
Furthermore, the criterion CNL4, which assesses the existence of different nav-
igation types, is not fulfilled for the majority of the modeling tools in the area
of canvas & model, as these tools do not offer a navigation option for created
models. Furthermore, no tool offered a meaningful and helpful text-to-speech
synthesis for the canvas & model (cf. V3 ). In conclusion, it can be said that
especially for users with physical and visual disabilities dealing with the tools
canvas and the created diagrams and models is not sufficiently possible.

4 Toward a More Inclusive Conceptual Modeling Future

The outcomes of the SLR (cf. Sect. 2) and the tool assessment (cf. Sect. 3) show
that there is a blind spot in disability-aware conceptual modeling research aside
from the apparent increasing importance and relevance. In the following, we
present a research roadmap that aims to propose selected concrete avenues

https://www.lucidchart.com/pages/
https://app.genmymodel.com
https://www.gliffy.com/
https://app.diagrams.net/
https://creately.com/
https://cacoo.com/app/
http://www.umletino.com/
http://diagramo.com/
https://miro.com/signup/
https://bpmn.io/
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toward a more inclusive conceptual modeling future that would remove barriers
for people with different disabilities and enable them to participate in modeling.

Visual Disabilities While there is research on e.g., improving visual notations
of modeling languages [4,11,24] more research needs to be conducted and
tools need to be improved to account for easy means to e.g., switch color
schemes (color blindness), adjust font sizes and contrasts (visual impairment),
or realize text-to-speech functionality such that alternative texts and ARIA
labels for model elements can be read (blindness).

Physical Disabilities Research needs to address physical disabilities in con-
ceptual modeling, especially because current modeling tools are heavily
mouse-based. Virtual reality-based modeling (cf. [25,47]) tools might enable
physically impaired people to engage in modeling. Additionally, advancing
keyboard-only or audio-only interactions by smart support of complex mod-
eling workflows (e.g., creation of edges) should be one area of future research.

Multiple and Complex Disabilities Disabilities are of course not binary.
Different extents of e.g., visual impairment have different negative effects on
the modelers. Moreover, problems increase when multiple impairments are
given. Research needs to account for that by fine-tuning the techniques and
tools to accommodate for the subjectivity adhering to disabilities.

Modeling Accessibility Assessment Research is necessary to prepare, similar
to the web accessibility standards, frameworks, procedures, requirements, and
tools for assessing the accessibility of conceptual modeling languages and
tools. Thus, a revisiting of e.g., the seminal work by Moody [24] should be
performed to assess a language’s notation with respect to its accessibility.

Modeling Language & Tool Flexibility There has been a whole body of
research on e.g., the flexibility in modeling tools, modeling notations, meta-
modeling platforms, and the modeling process (cf. [3,9,13,14,27,30,46]).
What is missing so far, and what our survey clearly shows, is flexibility with
respect to e.g., alternative and customizable: i) representation of models (e.g.,
diagrammatic, audio, AR/VR, textual) and ii) interaction with models (e.g.,
keyboard-only, audio, AR/VR). The tool survey already showed a lack of
basic customization features like changing font sizes, increasing contrast, etc.

Empirical Research Disability is per se human-centered. Consequently, a
future research avenue needs to involve disabled persons. Languages and tools
should be designed with disability in mind, and the resulting artifacts should,
ideally, be tested for accessibility. This is of course not easy but necessary to
truly involve disabled people in modeling.

The sketched research roadmap is by no means comprehensive. Instead, it
should spark discussions by exploiting the research community in this very
important but scarce researched area. Still, the few roadmap items already
show the complexity of the many challenges toward disability-aware concep-
tual modeling. We believe convincing solutions to these challenges can only be
achieved by collaborative measures, i.e., by building interdisciplinary teams com-
posed of computer scientists (conceptual modeling, software engineering, human-
computer interaction), social scientists, and maybe even medical scientists.
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5 Toward Disability-Aware Web Modeling
Tools - A Keyboard-Only Feasibility Study

When comparing the individual survey results, a research gap in the category of
physical disabilities (see Fig. 4) and the missing fulfillment of the full keyboard
support for all of the evaluated modeling tools (see P1 in Table 3) inspired the
implementation of a prototype in this area2 This paper and the implemented
prototype have an essential role as they form the building blocks for the first
contribution in this direction, thus positively influencing further research and
implementation in this area.

5.1 Motivation and Requirements

According to WAI [39], full-keyboard support for physically disabled persons is
crucial, due to different types of mobility limitations, weaknesses, and limitations
in muscular control and or pain that is involved in any kind of movement. Thus,
using a keyboard over pointing devices, like a mouse, is often a better option as
most of the needed movement, like dragging, moving, etc. is not applicable.

Our goal is not to improve efficiency, instead, we aim to realize a tool that
enables persons with physical disabilities to fully engage in modeling. Modeling
tools, traditionally heavily rely on a mouse for e.g., drag-and-drop interactions
or the creation of edges, well-thought-through keyboard-only interaction pos-
sibilities are necessary. People with physical disabilities or impairments have
difficulties or are even unable to use pointing devices (e.g., mouse), complex
keyboard shortcuts, or to react fast in order to accomplish a task [15,39]. Thus,
defining appropriate interactions require more awareness. Fortunately, keyboard
interactions for HTML elements are already built-in [1] and developers can make
use of it. This includes functionality like navigating through the page or inter-
acting with controls by using the correct semantic HTML markup. However, not
all developers pay attention to it, when developing custom functionality.

We developed our prototype together with the built-in functionalities and
the keyboard accessibility developer guidelines by WebAIM [41] and MDN [20].
The following excerpt of the requirements was considered to fulfill the needs of
keyboard-only web modeling.

– Focus: Only buttons, links, input fields, and custom interactive elements
should be focusable to avoid leading users to elements, which cannot be inter-
acted with and mislead or trap users in an unwanted state.

– Navigation: The tool should provide a mechanism to navigate through the
model’s content in a logical and intuitive way. Additionally, the focus from
an element can be moved and is not trapped or locked there (cf. [37]).

2 It should be noted that this prototype contribution does not necessarily mean that
all people with physical disabilities can work entirely without limitations. Still, it
should lower some essential barriers and therefore be more inclusive.
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– Shortcuts: The selected shortcuts should allow easy and fast access to menus
and functionalities. The shortcuts should be meaningfully designed, especially
for frequently used actions and they should not conflict with standard key-
board shortcuts used by the operating system or assistive technologies (e.g.,
CTRL+C for Copying).

– Visibility: There should exist visual and non-visual orientation cues, page
structure, and other navigational aids to help the user with better orientation
and avoid misleading interactions. A clearly visible focus element should be
ensured. This allows users to understand where they are and which element
will receive their keyboard input next.

– Consistency & Predictability: Any interaction and functionality of the
tool should provide the user with consistent and predictable behavior. Unex-
pected changes in behavior or focus can confuse or disorient users.

– User Feedback: In addition to providing keyboard shortcuts, there should
be a mechanism that displays user feedback or information in real-time (e.g.,
short notifications about enabling/disabling a functionality), to keep the user
informed about their interactions. These notifications should be clearly visible
and not interfere with tool/model content or navigation.

Our prototype extends a Graphical Language Server Platform (GLSP) [12]-
based workflow diagram editor with new keyboard interactions (see Sect. 5.2).
GLSP is heavily used in industry and academia to realize web-based modeling
tools with advanced visualization and interaction features (cf. [10]). The newly
provided keyboard interactions aim to interact with the web modeling tool to
accomplish a basic workflow of creating, editing, and observing a model.

5.2 Modeling Operations

This section presents the most common interactions when working with modeling
tools. The keyboard interactions assigned for these functionalities need to be
intuitive, easy to understand and handle. We will introduce first basic modeling
CRUD operators, followed by the functionality to navigate and to explore a
model. Please note that a demo video showcasing how these functionalities work,
can be found in this paper’s submission supplementary material(see footnote 1).

The following basic modeling CRUD operators have been conceptualized as
keyboard-only interactions. The tool palette and its header menu are accessible
using a shortcut (see Fig. 5a). Afterward, the entries can be chosen by using the
character keys or the header menu options via the numeric keys. The single-key
shortcuts allow easy access to these frequently used actions. Grid and pointer
for node creation: After selecting a node in the tool palette, a grid turns
visible, where the modeler can choose the starting point of the pointer (i.e.,
a cursor) on the screen by using the numeric keys (see Fig. 5b). Subsequently,
moving the pointer using the arrow keys is possible, and finally, pressing the
“enter“ key finishes the node creation. The pointer also provides visual feedback
on valid or invalid actions. Edge auto-complete: When creating an edge, an
auto-complete palette appears that shows the valid source and target nodes of
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Fig. 5. Working with the keyboard-only modeling tool prototype

the selected edge and guides the user during the selection. The search function-
ality is one of the most essential interaction possibilities for a modeling tool, as
models can get large quickly. Searching for specific labels, nodes, or edge types is
a frequent task. In this particular prototype, one keyboard shortcut will reveal
the search functionality and it is possible to intuitively search for nodes and
edges. Afterward, the searched element will be focused and highlighted for fur-
ther operations (e.g., renaming). The remaining elements of the model, which
do not fulfill the search condition will become transparent (see Fig. 5c).

Next, we describe the two different navigation algorithms we conceptualized
to navigate within a model using the keyboard-only. The default navigation
can be enabled via the shortcut N and allows to iterate through the models’
nodes and edges via the arrow keys depending on the direction of the given
relations. The position-based navigation can be activated with ALT+N and
is used to iterate through the model via the arrow keys depending on their
position in the canvas, i.e. their x and y coordinates without taking the relations
and their directions into account.
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Finally, we describe typical model exploration functionalities we conceptual-
ized. To move a model’s nodes or edges, the arrow keys can be used to move the
selected node or the whole canvas in all directions. The selection can be done via
the previously mentioned search functionality. To gradually adapt the zoom
level of one element, a set of elements or the canvas, the shortcut ’+’ can be
used to increase or ’-’ to decrease the zoom level. Additionally, with CTRL+0
the default zoom level can be set and all other zoom activities will be reset. Fur-
thermore, it is also possible to set the zooming level more refined, by displaying
the grid and selecting a grid number in order to zoom in to the desired grid box
(via CTRL+’+’ ). The resize functionality helps to set the size of the nodes. In
most tools, the resizing action is accomplished by dragging the desired edge of
the shape in another direction. To avoid this, we assigned a key shortcut to the
resizing functionality. To activate the resizing mode ALT+R needs to be pressed.
Afterward, ’+’ and ’-’ can be used to increase or decrease the size of the nodes’
shape gradually. Via CTRL+0 the default size of the node can be reset.

5.3 Workflow Example

Figure 5 shows a typical modeling workflow. The modeler wants to add a new
node to the workflow diagram. First, she triggers the tool palette using the
shortcut ALT + P and a character (e.g., F ) to select a specific node (Fig. 5a).
This selection triggers the grid to become visible. Afterward, using a digit (e.g.,
7), she places the pointer to the correct cell to finalize the new element creation
by enter (Fig. 5b). Now, she can use the search to focus the element and press
F2 to rename it (Fig. 5c-d). Lastly, she can connect the new element with the
decision node by selecting the “weighted edge“ in the tool palette and using the
opened node selector to choose the source and target node for the new edge
(Fig. 5e-f).

6 Conclusion

This article carries significant value by elaborating on the state of the art of
accessibility research, and by sketching a research agenda for more inclusive, i.e.,
disability-aware conceptual modeling. Based on a systematic literature review
of the literature and a selection of current web UML modeling tools, we estab-
lish a foundation for further research in this area. The observations showed that
there are little to no contributions in research for the disability types physical,
auditory, speech, and learning. Since this is the area where the most contri-
bution is possible and the greatest need exists, a keyboard-only prototype was
subsequently conceptualized and implemented, especially for users with physical
disabilities. While the presented prototype is specific to a workflow modeling
language, the generic implementation is currently under review to be integrated
as a generic feature for the open-source Eclipse Graphical Language Server Plat-
form. This enables other tool developers to easily plug-in our functionality to
make their tool accessible for physically impaired modelers. In the future, we
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aim to invite impaired persons to empirically test our prototype. The current
state of the prototype including a demo video is available online (see footnote 1).
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Abstract. The expression “digital object” is used in different initiatives dealing
with the effects of exchanging and reusing information in scenarios with multi-
ple standards and sources. However, born in different communities with distinct
requirements, models, and vocabularies, the definitions of what is a digital object
are usually incompatible, aggravating the interoperability problem they are trying
to solve. As a contribution, this article reviews the historical and contemporary
concepts of object, eliciting similarities and distinctions to result in a better under-
standing of the main framework proposals. Furthermore, we seek help in the
Peircean concept of the semiotic sign to better understand how information flows
in digital artifacts and media, and which are the relevant roles played by different
agents, either human or not. We argue that, because computers can only deal with
digital representations, it is irrelevant to the architecture of digital objects whether
their data refers to real or virtual entities. Finally, we claim that a multipurpose
definition should be broad enough to embrace new contexts and interpreters that
cannot be prescribed a priori, in contrast to the usually rigid schemas found in
object-oriented programming environments and relational database management
systems.

Keywords: Digital Object · Semiotics · FAIR Digital Object Framework

1 Introduction

The escalation on the amount of data created using multiple standards leads to trust
and interoperability issues, hampering the safe exchange of information and its reuse
in other scenarios and knowledge domains. The increasing complexity of systems built
to support these tasks aggravates the issues, demanding the automation of lexical and
semantic compatibility checking. This is not a new problem, but understanding it well
is crucial in providing solutions which are both effective and general.

Most proposals to mitigate such effects rely on the strategy of defining elementary
data types and protocols to regulate the information exchange between systems, like the
Protocol forMetadata Harvesting from the Open Archives Initiative (OAI-PMH) [1] and
Dublin Core (DC) from the Dublin Core Metadata Initiative (DCMI) [2]. A recurrent
concept that emerges in this search for a multipurpose solution is the Digital Object
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(DO). However, different definitions coming from different domains, result in similar
but incompatible conceptual models, which, albeit temporarily, aggravates the problem
in question. This review aims at pinpointing these conflicts, some terminological and
others ontological in nature. As a base for this discussion, we use the Peircean semiotic
model to aid in the convergence of proposals through a better understanding of the
processes involved.

Our initial motivation sprang from our work with large repositories of clinical data
in the Virus Outbreak Data Network Brazil (VODAN BR) Project [3], which brings
together ontologies and frameworks from different origins. In order to put these to work
together, precise and unambiguous definitions are needed in different interfaces. For
example, it is critical to make clear if the object we are talking about is the raw data
or the real-world entities they represent. This may seem evident when we are dealing
with models of concrete, physical entities, but is not obvious when the named object in
question only exists in cyberspace, such as a blog or a social network. Several questions
arise which need objective and pragmatic answers. Concrete objects can be partially
represented digitally, using models that profile the aspects relevant to the application
at hand, but can we talk about real-world entities when we are dealing with abstract or
imaginary entities? To which extent can we separate form and content if everything in a
digital environment is a sequence of bits? How many levels of abstraction and encoding
are needed to represent something and ensure it is correctly interpreted? Can and should
we restrict the possible interpretations if we want to maximize reuse of the objects?

A central point to answer these questions is the interpretation process. Does it unfold
the same way for humans and computers, and can we use linguistic theories regarding
meaning and semantics together with the results offered by Computer Science? In his
book “Language, Thought, and Logic” [4], the linguist J.M. Ellis argues that the schism
between these domains leads to theories and practices that are, on their own, incomplete
and poorly effective, but present great potential for synergy.

This work reviews the historical and contemporary concept of object comparing
definitions to better understand the main framework proposals. As a contribution, the
concept of semiotic sign, as defined by Peirce, is examined to see how it suits the current
DO definitions, and check if DOs can effectively and efficiently work as complex signs
in a computational scenario. Gaps provide insight in how to modify definitions and
frameworks in order to improve current DO proposals.

This paper is organized as follows: Sect. 2 presents background on terminology,
and Sect. 3 introduces the Peircean Sign Theory. Section 4 explores how signs apply to
data interpretation, and Sect. 5 gives an example using a data catalog. Section 6 makes
suggestions regarding DO models, and Sect. 7 draws some conclusions and proposes
directions for future work.

2 Background

Object is a highly overloaded termwhosepropermeaninghas beendisputed for centuries.
Even the existence of something called a digital object is still questioned. One would
expect that inmore formal and restricted domains likeComputer Science andConceptual
Modeling there would be less disparity. However, if we look at the popular languages and
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foundational ontologies, there are different conceptions of what is an object: sometimes
it represents a physical entity, as in the Basic Formal Ontology (BFO) [5]; sometimes it
is just a continuant, as in the Unified Foundational Ontology (UFO) [6].

In the Web Ontology Language (OWL) [7] recommendation, object is defined as
a synonym of resource as defined in the Resource Description Framework (RDF) [8].
The core structure of the RDF abstract syntax is the triple, which consists of a subject,
a predicate, and an object. Here, the term object is defined simply as the third element
of the triple. This object may be an IRI (a resource identifier), but also a blank node or a
string literal, things that are not resources. Since OWL defines two disjunct predicates,
ObjectProperty and DatatypeProperty, we conclude that resource and object are not
used as synonyms. In OOP (Object Oriented Programming), sometimes object is the
root class, as in Smalltalk [9] and Java [10], but also as a synonym to instance (of a
class). Occasionally, it means the real-world entity represented in the source code or in
the… object code. The adjective digital may also be used in different ways.

To better use ontologies, languages and frameworks that deal with DOs, it is vital to
understand precisely and unequivocally their basic concepts. The DO is intended to be
of general use and cannot be confused with other objects defined elsewhere. In common
language, the most common use for object is that of a concrete, touchable thing, which
is clearly not applicable to DOs. In particular, a DO must not be confused with an RDF
object, because RDF is one of the languages of choice to represent a DO in frameworks.
To contextualize the discussion, we shall examine definitions from different disciplines
in this section.

2.1 Digital Object by Philosophers

In traditional Philosophy, a natural object is defined as something external to the think-
ing mind, in opposition to the subject, which is proper to the mind. In this sense, objects
are determined by their essence and substance. They have existence in time, and ontol-
ogists call them continuants. We cannot use the word object to refer to events or any
occurrent. Natural objects are characterized by their properties. At the beginning of the
20th Century, when we began to grow more conscious of the subatomic structure of
matter, this realist view started to be questioned based on our limited perception of the
real structure of any object.

An object, as defined by modern philosophers such as Martin Heidegger and Gilbert
Harman, is usually known as a technical object [11]. This designation derives from
the way it behaves in the world, from its function in the milieu. The object-oriented
programming paradigm borrows from this idea, hiding the object essence (attributes)
from the user and exposing only its behavior (methods). It is noticeable that most modern
OOP languages have drifted from a strict attribute encapsulation in order to facilitate
efficient reuse of the data.

According to Hui [12], Floridi defined an informational object in texts dealing with
quantum mechanics, as what we know about it. Until something is known, the object
can be seen as unstable and mutable. This is not very practical for quotidian tasks, as we
usually learn about objects as we use them.

Hui [12] confronts these historical viewpoints and proposes a definition that returns
us to a more traditional approach, seeing the digital object as a bundle of data and
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its regulating schemas, thus focusing on its essence. This means Hui’s DO carries no
embedded behavior like in OOP, only predefined recipes on ways to use the DO. This
decoupling, as we will see, has a strong effect on interoperability.

2.2 Digital Object by Computer Practitioners

The expression digital object has been used for a while to refer to anything stored or
manipulated in digital form [13]. Works to extend the current Internet standards with
more support for interoperability started with Kahn and Wilensky in 2006 [14] and a
formal definition: “A digital object is an instance of an abstract data type that has two
components, data and key-metadata. […] The key-metadata includes a handle, i.e., an
identifier globally unique to the digital object.” Further work on Kahn’s framework
continues today in the DONA Foundation [15]. Their DO is not any typed Internet
resource, but one with an identifier that has time resilience and global applicability
guaranteed by special infrastructure.

This idea gained a lot of momentum in 2022 with the venture of the FAIR Digital
Object Framework (FDOF), that plans to deliver tools to work around a digital object
model that adheres to the FAIR directives [16]. According to the FAIR Digital Object
(FDO) Forum, as of May 2023, “A FAIR digital object is a unit composed of data
that is a sequence of bits, or a set of sequences of bits, each of the sequences being
structured (typed) in a way that is interpretable by one or more computer systems, and
having as essential elements an assigned globally unique and persistent identifier (PID),
a type definition for the object as a whole and a metadata description (which itself can
be another FAIR digital object) of the object properties, making the whole findable,
accessible, interoperable and reusable both by humans and computers for the reliable
interpretation and processing of the data represented by the object.” [17].

This definition has two essential points. First, the DO is considered a bundle of the
main data with accompanying metadata, much in the spirit of Hui’s model. This means
the object is not what the data represents, but the data itself, plus some information
that provides its sound interpretation. Second, it suggests that the reliable interpretations
are limited to the FAIR ones prescribed by the metadata, which is not the case on an
open-world scenario.

Another organization working on this problem for some time is the Research Data
Alliance (RDA). According to it, a digital object is “[an entity] represented by a bit-
stream [bit sequence], referenced and identified by a persistent identifier (PID), and has
properties that are described by metadata.” [18]. This definition is ontologically differ-
ent from the previous one (apart from the FAIR-related requirements), because, in this
case, the object relates to the representation by reference, implying the DO is not the
representation, but what it refers to. This is aligned with the realism-based approaches of
authors like [19]. RDA’s DO has an identifier and properties of its own, like real-world
objects [18]. In linguistic terms, RDA’s DO is metonymical.

Some frameworks simply use the word object assuming its meaning is obvious.
For example, the Research Object Crate (RO-Crate) project [20], which is focused on
research data, describes a research object simply as an “object [that] aggregates a number
of resources that are used and/or produced in a given scientific investigation”. It does not
explain the difference between an object and a resource nor defines what both are. Yet
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it defines entity as “an identified object, which has a given type and may be described
using a set of properties”. This looks like the inverse of the RDA definitions for entity
and object. As of May 2023, technical proposals from RDA and the FDO Forum are
already converging, but the terminology is still not settled.

2.3 A Digital Object we long for

We can observe in these examples the central idea of an object composed of data, a per-
sistent ID, extensive type information, and characterizingmetadata, although implemen-
tations may vary. Due to the continuous invention of new types, any solution must deal
with all past and future ones. In order to gain momentum and displace their competitors,
the best solution must offer clear advantages such as simplicity and ease of implemen-
tation. These same properties allowed TCP/IP to displace other network standards and
become ubiquitous for most applications.

Proposals on persistent IDs are already advanced. Two other aspects of a DO —
representing something accurately and interoperating with other DOs— are still at work
in the framework proposals. In order to better understand how representation works, we
will explore the concept of a sign according to Semiotics and show how it helps us
understand more clearly the interaction of objects and their companions.

3 The Peircean Sign

Charles Sanders Peirce (1839–1914) was a philosopher, linguist, and mathematician
known as the father of Pragmatism. His semiotic theory had a great impact in Linguistics
and has been used with great success in Informatics in the development of human-
machine interfaces by Souza [21] and Tanaka-Ishii [22], who described the semiotics of
programming.

According to Peirce, information is transferred in a process called semiosis, that
starts with an intentional human act for change and culminates in a resulting action that
changes the state of something. Semiosis rarely involves a single sign, and can be highly
complex, accumulating successive interpretations until it triggers a physical response.
This resulting action may be a change of a mental state, as when we acquire knowledge
about something, or a physical reaction to a command, such as moving something or
storing information through symbolic codes. His theory may be applied to any domain
where information is flowing, from common language to genomic DNA molecules. A
compilation of Peirce’s writings on signs can be found in [23].

Central in Peircean semiotics is the concept of sign. For simplicity, wewill use a short
definition from 1873: “A sign is something which stands for another to a mind” [24].
Although by this time he was dealing with signs exclusively in thought, by 1907 he had
already admitted that it may emerge not only to a human mind, but anything capable of
intentional interpretation [25]. Animals can do that, and so can machines properly and
intentionally programmed by humans to mimic their behavior.

Peirce’s sign differs from the one Saussure proposed in his seminal Linguistics
work [26]. In contrast to the Saussure’s dyadic sign (signified, signifier), Peirce’s sign
is a triad: representamen, (immediate) object, interpretant. Also, while Saussure’s sign
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is the dyad, Peirce’s sign is of a triad, meaning it emerges concomitantly to the triad. At
this point, we should pause to clarify the terminological confusion among these terms.
As we have seen, the word object is already a source of dispute. To be precise, Peirce
later called this element the immediate object. Bateman [27] and Tanaka-Ishii [22] use
different terms. We will stick to Peirce’s late terms, because they help the reader to
connect our arguments to other texts dealing with his semiotics. We will use signified
object wherever it may raise confusion with the general idea of object or digital object.
Table 1 presents a correlation between the terms used by Peirce, different authors, and
this article.

Table 1. Sign terminology compared.

Peirce (triadic) Representamen Immediate Object Interpretant

Saussure (dyadic) signifier signified (not a part of the sign)

Tanaka-Ishii signifier content use

Bateman sign-vehicle object interpretant

In this article representamen [immediate or signified] object interpretant

The sign embodies the phenomenon of representation, and for it to exist there must
be always three components. They are not statically related to each other, but act together
in the emergence of the sign. There is always something (the immediate object) being
represented by another thing (the representamem) to a third thing (the interpretant),
resulting in an effect. This is shown in Fig. 1. There has been a lot of controversy, even
among Peirce’s scholars, around what each element means. We do not presume to be
conclusive but present an understanding that is prevalent.

It may cause some oddness when we say that the sign, which embodies representa-
tion, has an element that is a representation of something. In English and other languages,
representation may be the action of representing something, the state of being so repre-
sented, or the depiction/description of the represented thing. The representamen is the
latter, and not necessarily the whole thing, but only its relevant aspects. The same thing
may represent different things to different persons in different situations, but in each
case, the representamen embodies only the properties that make it possible. Confusion
arises from the fact that the representamen role is played by things the anglophone com-
munity calls signs, such as traffic signs and storefront signs. Peirce changed some terms
as his theory matured and started to call these representamen or sign-vehicle to avoid
restriction to visual signs. We will use the later established terms and reserve the word
symbol for arbitrary signs.

The immediate object stands for the relevant characteristics of something (whatever
it may be) in the process of signification; it is not the object in its plenitude, which Peirce
called the dynamic object.

The interpretant is the element that stands for knowledge in the triad, including
knowledge of what links the representamen to the object, the context where this happens,
and what effect is produced. It is a common misconception that the interpretant is an
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agent, an interpreter, that holds such knowledge. That is not the case, and Peirce never
cared if the agent was a person, a group of persons, an animal, or a machine, which
gives his theory a large applicability. The whole process, however, is intentional, i.e., the
interpretation does not happen spontaneously and the interpretant indicates the action
or effect produced by the emergence of the sign. This action may be a physical one (e.g.
running from danger), creating a new object or storing information in a proper repository
(the mind or a database). Such accumulation of knowledge may affect the result of
further signs (thoughts or queries). It is understandable that many people consider the
interpretant to be the effect, because “In general, Peirce referred to interpretants as the
proper effects of signs, and not as that which produces effects; though, doubtless, such
effects do have further effects.” [25].

Fig. 1. The Peircean Sign – Adapted from [28].

In this paper, we will adopt a simpler approach, which is enough to identify these
3 elements in data interpretation: we will assume the interpretant determines the final
effect of the sign, it is not the result. The 3 elements of the triad are roles, the sign itself
is an event inside the semiosis process, and the effect is the result, which may lead to
another sign — or not.

Theway the interpretant connects characteristics fromboth representamen and object
is the criterion behind the earliest classifications of sign. If there is some formof similarity
or resemblance between them, like in a painting, the sign is an icon; if the representation
only references the object by some means, like in an address (physical or logical), it is
called an index; if the pairing is purely arbitrary, defined by convention or (as Peirce
liked to say) habit, it is named a symbol. Further in the development of his theory,
Peirce expanded this classification to 16, 28, and 66 subtypes (this last, incomplete), and
renamed these primary types, butwewill not delve into this here. It suffices to say that raw
data is always a symbol, i.e., its meaning is always arbitrary. This seems settled among
philosophers [29]. Also, these 3 subclasses are complete but not disjoint. Greenlee [30]
shows that icons and indexes always have a symbolic portion, since there must be some
prior conditioning or habit to learn how to identify resemblance or reference.

There are other models exploring relations for meaning that present other triangles
whichmay confuse readers fromdifferent disciplines.Most of them start fromSaussure’s
dyadic sign and introduce a third element to provide a glue between the signifier and
the signified. This view is incompatible with Saussure’s theory. Many of these triads
were suggested, and a comparison of them can be found in [31]. We shall look into the
triangle of Ogden and Richards [32].
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Fig. 2. The Triangle of Reference – adapted from [32].

The Triangle of Reference by Ogden and Richards in Fig. 2 depicts thought or
reference as the mediator between a symbol (our representamen) and the referent (the
signified object). Although not restricted to languages, the approach is clearly behaviorist
and describes the process through engrams, a notion proposed by Semon, a Lamarckian
biologist [33]. Engrams aremental impressions formed by habit and are specific to living
organisms. Their intentwas to show that the relationship between signifier and signified is
not static, and itwas created by themind.We are tempted to equate “thought or reference”
to Peirce’s interpretant, but there are significant differences. Ogden’s reference acts as an
inference machine between the symbol and its referent, whereas the interpretant is more
general, not dependent on the existence of rules or a human mind for interpretability.
Initially tied to the thought process, Peirce later expanded the concept of interpretant to
include non-thinking agents. Peirce’s concepts of representamen and object are alsomore
encompassing, including natural phenomena and abstract entities like logic propositions.
Peirce’s sign does not imply or enforce truth or correctness. Peirce considered semiosis
a means to it. Additionally, Peirce emphasized that the elements and their relations to the
sign are meaningful only when all three are present: a symbolic relation between symbol
and thought requires a referent, and reference necessitates the triggering representation.

To end this section on the Peircean sign, some important aspects must be stressed.
First, the sign model may be applied to a very large set of situations, including rep-
resentations of many different forms in a plethora of media, immediate objects of any
thinkable nature (concrete, abstract, virtual, and imagined things are all possible), and
through various forms of association in the interpretant (logical rules, statistical models,
guess, faith). It fits not only “correct” interpretations (whatever this means) but also mis-
interpretations. Second, the sign is not formed until all three elements are present, and
no relations between two of the three components can produce the unique perspective
of the triad. The sign is not decomposable. Third, the sign is not a continuant, it cannot
be persisted, which is equivalent to say that the meaning momentarily attributed to some
representation is not one of its properties. We will not attempt to define meaning, but
it is not a mode that characterizes a continuant. The sign only embodies representa-
tion during semiosis, which is contextual and intentional. Expressions like “semantic
encapsulation” or “to capture the semantics”, even taken metaphorically, give a wrong
impression that there is some aethereal, quintessential substance that infuses code with
a static, prescribed meaning. There is not. Meaning only emerges during interpretation,
when a representamen and an object are matched through an interpretant, and by no
other way. Any bit sequence is meaningless until someone intentionally reads from it.
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Being symbolic machines, computers can only work on representations, they cannot
share concepts or engrams.

4 Interpreting Data

Examples of everyday signs can be found in linguistic textbooks. But what
happens when the representamen at the start of the interpretation chain is
always some form of digital data? Suppose that we are given the bit array
□■□□□□■□□■■□□□□■□■■■□■□■□■■□■■□■ , materialized in some media. (That is
the literal meaning of datum: something given.) Without any other knowledge, it is not
possible to ascribe any meaning to it. If each □-state is interpreted as a zero digit and
each ■-state is considered a one, and the 32-bit array is considered the binary represen-
tation of a natural number, it could be interpreted as meaning the same as 1113683309
in decimal notation, i.e., a specific number from theN set. We could also interpret it as a
string of four ASCII characters, which leads us to B-a-u-m and, through another sign, to
the word “Baum”, which, to a German, could mean a plant with a trunk or a connected
acyclic undirected graph. It could also mean anything else. Without the knowledge of
the context in which the array is supposed to be used and what we use to call its type,
it is not possible to match it to an object and arrive at any effect. Thus, a human or a
machine programmed to act as an agent would face the same dilemma.

This example illustrates some important facts about digital data. First, the
type/context knowledge necessary to decode the representation is never inside it and
must be known a priori. Although some data types may contain embedded metadata
or references to external resources, one must know the base format structure to extract
such information. Second, computers are symbolic machines, i.e., they only work on
representations, not on the things they represent. Consider integer arithmetic, which
is accomplished by using logical operations on bits, and real numbers, which are only
approximated by integer mantissas and exponents of fixed precision, profoundly impact-
ing numerical algorithms. Any claim that a computer can operate on certain data types
in the same way that a human would, should be carefully verified, because this is not
true for all types and contexts.

Let us now focus on the signified object. It is common ground that real-world objects
can only be represented throughmodels, and these are, by definition, a simplified descrip-
tion of the object’s relevant properties and behavior. In a sign, the immediate object is a
cutting from the dynamic object, keeping only the characteristics relevant to the sign, and
therefore its type is usually different. For example, in most network traffic, the devices
are unaware of the contents of resources being carried around. Some protocols, however,
are optimized for certain types, such as video or radar signals, and in this case higher
types are used, which behave differently from bit arrays. From the semiotic angle, it is
therefore irrelevant if the represented object is a “real world object” or a “virtual world
object”. There is no physical static link between a digital record and some concrete
object it supposedly represents, only a logical and ephemeral one. What Hui calls digital
objects are entities which are not models of real things but peculiar things on their own.
But there is no semiotic difference between such models and models of real things, for
their signs work in the same way.
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It looks straightforward that the DO data may act as a representamen, and that
some signs may reference immediate objects that are themselves other bit sequences.
However, it is not obvious that software (a special case of data) may contribute to the
role of the interpretant, incorporating knowledge of the context and type schemas that
were either programmed by humans or acquired through previous stages in a semiosis.
The intention grounding of this role is provided by those users in control of the software
system, even if they sometimes are not fully aware of all its possible behaviors. Metadata
descriptors can provide type information either in structural formor as additional parsers,
i.e., extra knowledge representations that can be integrated into the interpretation chain.
The existence of proper descriptors and schemas that can be statically or dynamically
assimilated and brought into action by an agent is thus a precondition to achieve multiple
acceptable interpretations of the same data.

Fig. 3. – René Magritte’s «La trahison des images»

Consider René Magritte’s surrealist painting named «La trahison des images» (The
Treachery of Images), which is on display at the Los Angeles County Museum of Art.
Figure 3 presents a picture of it. The semiotic chain that culminated in its creation was
paused in 1929, when the painting was concluded. Still, it continues when theWikipedia
page containing its image [34] is selected in aweb browser. Theweb server identifies it as
a resource and sends it through the network, together with the information that its Media
Type (formerly MIME-type) is image/jpeg. The web agent, which reflects the intention
of the user operating it, causes a sign to emerge by matching the triad bits/type/image,
which results in a matrix of pixels that reside in the device memory, encoded in a way the
video board can understand. Notice that the machine recognizes that there is a picture
that determines the sign but can only manipulate bit representations of it. In this case,
the net effect is switching from a JPEG representation, which is optimized for storage, to
a matrix representation suitable for display. The video board (another agent) interprets
the matrix generating a video signal to display the image by means of a monitor. The
user’s visual cortex (yet another agent) interprets it as an image of a painting containing
both the picture of a pipe and the sentence «Ceci n’est pas une pipe.» (this is not a
pipe) in manuscript letters. He interprets the sentence image as words, and as a French
literate, interprets the words and confronts their meaning with the meaning of the pipe
image. The apparent contradiction continuously generates other mental signs until he
reconciles the information with previous knowledge he has on pipes and pictures and
learns a lesson: one should not mistake representations for the things they describe.

This example shows us that the full interpretation process extends well beyond the
first step of decoding the data. It has been suggested [35] that a digital object should
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incorporate not only the type of information needed for the initial format decoding, but
also more complex types that would allow the process to continue until an automated
agent may have enough information to take action. This would be nice indeed, but the
number of signs needed to perform such a complex task could be huge. It is important
to notice that there is no predefined way to classify such signs in predefined layers, and
sometimes a new sign may depend on results from more than one layer — they are far
from sequential or hermetic. For example, textual and sound information come together
in a song, and if we interpret them separately, the result is not equivalent. In the same
way, text and images need to be interpreted together in things like Chinese calligraphy,
concrete poetry, or ASCII art. The RDA, on the other hand, explicitly states that “The
definition of a DO does not make statements about the content of the bit sequence,
interpretation is left to other layers.” [36].

We believe virtue is in the middle. Proving metadata only to the first layer equates
DOs to web resources, where a media type suffices. But following all the way to the end
of semiosis is unattainable to current computers. Adopting a less prescriptive and more
incremental, pragmatic approachmakesmore sense. Low-level types are already covered
by mature standards. But there is currently no consensus on how to provide information
for higher level abstractions, and we doubt there will ever be. Hence it seems crucial
that we provide DOs the capability to support static typing, rule engines or ontologies,
and also other novel mechanisms such as heuristic models.

5 Object Interpretation in Data Catalogs

Data catalogs are curated collections of structured metadata for describing resources
and pointing to data resources of interest [37]. They allow users to browse, search
and organize these descriptors (metadata) and access the resource stored in repositories
responsible for their curation [38]. For software systems that operatewith catalogs,meta-
data are digital objects, the cataloged resources descriptors, organized through schemas
such as the Data Catalog Vocabulary (DCAT). DCAT is aW3C-recommen-dedmetadata
schema that describes cataloged resources, particularly datasets and data services [39].
It was designed to facilitate interoperability between web catalogs.

According to our proposal, Peirce’s sign can be employed to interpret data from
cataloged resource descriptors. In this process, we can identify and analyze types and
operations that should be performed/offered by the catalog software. As a result, in addi-
tion to types and subtypes,we identify properties thatmust be structured and standardized
to provide machine-actionability, meeting the FAIR principles [16].

To illustrate, we present a simplified semiotic chain to interpret the access to a
repository page based on information provided by a dataset descriptor in a catalog. This
scenario commonly occurs in catalogs, directing users to the repository page referring
to the described dataset.

Figure 4 shows our interpretation chain. This chain is composed of triads that rep-
resent the interpretation steps. Each triad presents a representamen, an object, and an
interpretant. In the interpretation sequence from left to right, we observe that an object
at a step becomes the representamen at the next step, demonstrating the different roles
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assumed. The interpretant provides knowledge that relates characteristics of the rep-
resentamen and the object in the triad, the context where it happens, and the effect
produced. Thus, each step has an action motivated by the sign.

Fig. 4. Semiotic Chain Example

In step 4(a), the interpretant connects the raw digital data in the catalog (represen-
tamen) with the dataset descriptor (object), providing the knowledge for an agent to
access, map, and translate the digital data to a particular dataset descriptor according to
DCAT. The retrieval of this descriptor is the resulting action of this sign. In step 4(b),
the retrieved descriptor is the representamen, and the interpreter provides the knowledge
to identify and organize the different metadata element/value pairs (object) of it. As a
result, the metadata/element pairs of the descriptor are obtained. The various metadata
elements patterns are represented as interpretant in Fig. 4(b), employing DCAT (prefix
dcat:) and DC (prefix dc:) schemas.

Once the metadata elements and their respective values are obtained, the next
step should be to get the metadata element/value pair of interest, represented here by
dcat:accessURL - “A URL of the resource that gives access to a distribution of the
dataset. E.g. landing page, feed, SPARQL endpoint” [39]. So, in step 4(c), the object
extracted in 4(b) becomes the representamen, and the interpretant represents the patterns
needed to identify among its elements the one associated with the pair established by the
object. The selection of the pair “dcat:accessURL/Value” is the resulting action. This
pair is adopted in step 4(d), in which the interpreter holds the knowledge to identify the
associated value and acquire a landing page web address, a valid URI.

Up to this point, all steps (interpretations), despite acting on different objects, were
based on the descriptor of a specific dataset. However, we observe a contextual change
in step 4(e). Now the representamen is a valid URL pointing to a repository web page
(object) instead of its binary representation.Accessing and acquiring theHTMLreferring
to the page is the result of step 4(e). To provide the page visualization, in step 4(f), the
interpretant has the knowledge to render the accessed HTML. The resulting action is the
HTML interpretation with the page image. The user’s interpretation of information on
the page establishes another interpretative chain.

In general, our semiotic chain presents a schema of interpretation through inter-
pretants. It combines simple and complex sequences of bits (the representamina) to
reference another (more or less complex) sequence of bits to the resulting immediate
objects. In the end, from each interpretation, a usable object is obtained as a result.
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In order for this chain to be realized automatically, the interpretants must be asso-
ciated with the software, which operates as agents, and both representamen and object
must be machine-readable and actionable elements. In addition, the context for each step
should be clear, indicatingwhether the sequence is standard interpretation (known types)
or specific interpretation (domain-specific types). Supplementary information should
be provided for specific interpretations providing the interpreter with the necessary
knowledge.

6 A Pragmatic Perspective on Digital Objects

We have seen that to engage in semiosis, the representamina must be matched to the
objects they represent by interpretants which constitute knowledge provided in different
ways through processes carried out by physical agents. Our focus is to clarify how this
generic framework works with digital structures and, thus, how to define a DO model
which preserves wide applicability and interoperability, while remaining lean, so that
humans can relate to and manage it more easily. We shall identify which structures play
each semiotic role during digital processing, then assert which should or should not be
part of a DO, and how this fits into the current DO and FAIR DO proposals.

First, let us consider the representamen.All digital data are produced andmanipulated
either directly by humans or bymachines that were designed by humans. Even if a sensor
emits data regularly in response to changes in the environment, this happens by the
intention of its user, and following a predefined rule. So, although signsmay have natural
representamina (e.g. a dark cloud interpreted as a sign of imminent rain), this is never the
case in digital processing. There is no natural source of bit sequences. They are always
the result of some artificial encoding. We are inclined to see digital encoding as radically
different from the older analogmethods such aswriting, but their dependence on physical
media and capacity for representing anything are the same.What makes the difference is
the use of a uniform encoding — the bit sequence — that can be persisted in any media
and represents any content. We argue that this is the actual DO. Sound waves will always
be physical and analogue, only its MP3 representation is digital (i.e. binary encoded).
Also, the prevailing sense of an object as something concrete, useful, and amenable
to manipulation, persists in the form of identifiable bits used and exchanged through
electronic devices. A proper definition for digital object should encompass this notion,
and not twist it, in order to improve both technical and non-technical communication.
So, a DO must denote, as proper part, its representamen, the bit sequence. Pointers are
not the things they represent and if a DO were just a reference to another entity, the
sign it generates would be an index, not a symbol. Also, in the same way, books are
considered objects, independently of the literary work or subject they carry. The FAIR
Digital Object Framework Conceptual Model (FDOF-CM) [35] distinguishes the FAIR
Digital Media Object (the representamen) and the FAIR Digital Information Object (the
immediate object or content). Still, we argue this use of the adjective digital may cause
misinterpretation, since the media is always physical and analogue, and the information
is abstract and therefore also not digital. This metonymical use is not grammatically
wrong, but technically only the bit sequence should be considered digital.

Anything, concrete or abstract, existing or imaginable, may act in a sign as the imme-
diate object. It embodies the interpretable aspects that are matched to the corresponding
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aspects in the representamen. The machine can represent anything, but operates solely
on the symbolic level. So, for computers, the immediate object is also some bit sequence.

In the case of the interpretant, the knowledge used in the interpretation process may
come from two different sources: the hardware, which contains many embedded rules in
the circuitry design, and the software, a particular set of bit sequenceswhich includes data
that are interpreted as microprocessor commands. The hardware part must not be taken
for granted, because in the same way numerical coprocessors and graphics processors
were created to speed up highly reusable procedures, more and more algorithms are
now being turned into highly specialized processing units. The software is the part
which the technical user is empowered to alter more easily. It is composed of several
layers of interpreting routines, starting down with drivers that deal with the hardware,
passing through operational system routines, basic software frameworks, and reaching
the application level that incorporates the higher semantic levels. These long sign chains
happen in almost every application, and different programs followdifferent interpretation
chains. For example, one can parse XML files with a SAX parser generating a series of
events, or use a DOM parser producing a single object tree at the end.

Since the interpretant depends on previous knowledge regarding the context in which
the interpretation happens, it uses not only auxiliary description data (usually called
metadata) but also tacit knowledge that was incorporated in both hardware and software
that drive this process. Because it is not possible to include all this a priori, we have to
accept the fact that the metadata records may not be sufficient to describe all possible
interpretations.

Therefore, we propose a simpler DO definition: a finite bit sequence that is identified
and has a set of assigned descriptors (also bit sequences) that support or aid in its
interpretation. This definition, albeit lean, has some advantages:

1. It embraces common use of the term as a noun for things made up of binary digits,
thus opposed to analogue and concrete.

2. It is consistent with the general perception that when an object is copied, moved,
or manipulated in any other way, all instance-related data is copied, moved, and
manipulated as a single structure.

3. In Heidegger’s terms, it is a technical object since it has at least an ascribed and
described function.

4. It avoids the confusion between the DO and the thing it represents — to be used, the
DOmust be interpreted in some context. This should also discourage the production
of questionable expressions that ignore this important distinction, like digital twins
— twins are, by definition, a pair of things of the same type. The RDA definition
does not fit ours, since it assigns the designation DO to the dynamical object (the
represented entity) and not to the bit sequence. The RDF standard, on the other hand,
properly refers to the represented entities as resources.

5. Allows for different implementations, as long as the DO and its descriptors are
considered distinct. Since the FDO Forum definition provides further restrictions
(e.g. it needs a PID), the FAIR DO should be considered a specialization of DO.

6. Allows for representations of anything, including proper random, encrypted, or yet
untyped data, as long as it is described as such.

7. Allows the same DO to have different interpretations (and types) in different
contexts.
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8. Descriptors may be shared among DOs when they refer to universals and not par-
ticulars. The descriptor interpretation chains may grow quite large, and if they were
a constitutive proper part of the DO, they could not be shared.

9. Does not enforce a single descriptor definition or schema for metadata. The descrip-
tors may be DOs or not, as long as they provide knowledge that may be used
as interpretants during semiosis. Even AI language models would fit here. These
details are framework-dependent and should not affect the general DO definition.

10. It excludes infinite sequences because they cannot be properly distinguished or
compared. Bitstream producers and consumers can be identified, but not the stream
itself, only its finite bit slices are processed separately. We may have a DO stream,
but the stream itself is not a DO.

11. This allows us to take common digital things, like files or internet resources, and turn
them into DOs by assigning descriptors. Leaving the sequence unaltered assures
everything will work as before, promoting an easier and quicker adoption of an
alternative way to use the resource.

As aforementioned, a DO model that allows for novel interpretations is needed if
we want it to be used in contexts far from the exact sciences. Literature and Arts are
areas with complex semiotics, and modeling their content and context for such areas is
a challenge.

DOdescriptorsmay offer not only typing information, but also a palette of operations
which may be applied to the current DO instance. A sensible architecture for systems
organized among such semantic planes would be to provide microservices that imple-
ment the equivalent of parameterized signs. The sequencing of such services would stand
for a complete interpretation chain, leading to a specific intended effect. Common and
recurring chains could be optimized for performance on demand. This approach would
fit nicely with architectures that seek to dissect information, like knowlets and their reg-
istries [40], to support the different interpretations that come with multiple perspectives
[41], and to allow for the more complex signs that emerge in machine-learning models.

Following the sign-unfolding process in current systems helps us understand the dif-
ferent types of objects present in each layer, and segregate the semantic levels supported.
It should also allow us to verify if the set of available metadata elements is enough to
support human and automated agents in each task they intend to perform on the underly-
ing resource. If the descriptors are represented using RDF or RDF-star, validation could
be offered through SHACL code.

7 Conclusion and Future Work

This paper overviewed the evolution of the natural object concept to a digital object.
Based on it, we discussed ongoing DO implementations, all with the common goal of
increasing interoperability between systems. In addition, we highlighted the difficulties
encountered in their processing, mainly when it is observed that the best solution must
deal with a multitude of existing and emerging symbolic codes while trying to remain
simple and easy to implement.

We have also shown that the Sign Theory allows us to identify some aspects of
digital object models that need clarification and better separation of concerns. A sys-
tematization in the process of interpretation of DOs, with emphasis on descriptions and
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interoperability, should contribute to the convergence of proposals aiming at a generic
model and facilitate implementation across platforms.

In particular, this work explored a small interpretation chain applied to descriptors
of cataloged resources. Furthermore, the analysis of the semiotic chain highlights the
different roles of objects, relevant attributes, and operations involved in the process.
Thus, it contributes to identifying gaps in the metadata structure, providing clues on
how to improve it to increase interpretability and reuse.

Metadatamodeling can also benefit fromabetter investigation of Peirce’s taxonomies
of signs, which are related to essential properties. This approach has been explored
previously by Bergman [42]. For future work, we will extend it. Furthermore, we intend
to map these semiotic structures into a knowledge graph to support the generalization
and adoption of DO models.

Another relevant aspect refers to information entities ontologies, which describe how
content relates to the media formats that support it. They are still a topic of discussion,
as presented by Sanfilippo [43]. We believe that Sign Theory can also help elucidate
some aspects of denotation in symbolic systems.
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Abstract. Ontologies as computational artifacts have been seen as
a solution to FAIRness due to their characteristics, applications, and
semantic competencies. Conceptualizations of complex and vast domains
can be fragmented in different ways and can compose what is known
as ontology networks. Thus, the ontologies produced can relate to each
other in many different ways, making the ontological artifacts themselves
subject to FAIRness. The problem is that in the Ontology Engineering
Process, stakeholders take different perspectives of the conceptualiza-
tions, and this causes ontologies to have biases that are sometimes more
ontological and sometimes more related to the domain. Besides, usu-
ally, Ontology Engineers provide well-grounded reference ontologies, but
rarely are they implemented. At the same time, Domain Specialists pro-
duce operational ontologies storing large amounts of valid data but with
naive ontological support or even without any. We address this problem
of lack of consensual conceptualization by proposing a reference con-
ceptual model (O4OA) that considers ontological-related and domain-
related perspectives, knowledge, and commitment necessary to facilitate
the process of Ontological Analysis, including the analysis of ontolo-
gies composing an ontology network. Indeed, O4OA is a (meta)ontology
grounded in the Unified Foundational Ontology (UFO) and supported by
well-known ontological classification standards, guides, and FAIR princi-
ples. We demonstrate how this approach can suitably promote conceptual
clarification and terminological harmonization in this area through our
framework proposal and its case studies.

Keywords: Interoperability · Reuse · FAIR · Ontological Analysis ·
Ontology Networks

The authors are grateful to the members of the PROS Center Genome group and
Ontology from UPV and Conceptual Modeling Research Group (NEMO) from UFES
for fruitful discussions.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. P. A. Almeida et al. (Eds.): ER 2023, LNCS 14320, pp. 105–124, 2023.
https://doi.org/10.1007/978-3-031-47262-6_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47262-6_6&domain=pdf
http://orcid.org/0000-0001-9190-1047
http://orcid.org/0000-0002-5804-5741
http://orcid.org/0000-0002-9598-1301
http://orcid.org/0000-0002-9315-6260
http://orcid.org/0000-0002-1320-8471
https://doi.org/10.1007/978-3-031-47262-6_6


106 B. F. Martins et al.

1 Introduction

The FAIR initiative proposes a series of principles to which data management
practices should adhere to be considered adequate to meet the challenges of our
times. These principles underlie the name of the initiative since FAIR means to
be F indable, A ccessible, I nteroperable, and R eusable [66]. Ontologies as com-
putational artifacts have been seen as a solution to FAIRness due to their
characteristics, applications, and semantic competencies. In other words, it is
possible to meet the aforementioned principles by using ontology to support
data management. Consequently, more and more organizations are looking for
ontology-based solutions to achieve these features. The usefulness of ontologies is
vast, such as providing conceptual support for architectures (such as data mesh,
data lake structuring, and big data solutions), and facilitating human-computer
interaction through well-founded conceptual models, among others. All uses of
ontologies have in common is the need to interoperate and reuse conceptualiza-
tions and data. This common trait requires that the semantics used be clear,
and consensual; even more, these characteristics must last throughout the life
cycle of the systems that use them. In other words, ontologies that describe
complex, vast, and vital knowledge domains such as the cybersecurity domain,
and the genetic domain, among others, require a suitable environment for them
to comply with the FAIR Principles [66] and be effective in being FAIR [43]. In
summary, ontological artifacts themselves are also subject to FAIRness.

Some applications lead to conceptualizations of complex and vast domains
that can be fragmented in different ways, thus composing what is known as
Ontology Networks. The capacity of ontologies to allow modelers to articulate
abstractions of a particular state of affairs in reality [25] provides new possibili-
ties for semantic interoperability and data reuse for more extensive and complex
domains. However, our research identifies that those domains have characteris-
tics that potentialize semantic misinterpretation that may occur when it is neces-
sary to interoperate conceptualizations. Besides, ontologies covering these kinds
of domains deal with data whose sources are strongly embraced by their commu-
nity. The problem is that in the Ontology Engineering process, stakeholders take
different conceptual perspectives, and this causes ontologies to have biases that
are sometimes more ontological and sometimes more domain in nature. Indeed,
the way domain specialists and ontology engineers seek to achieve FAIRness lacks
a more robust semantic bond. Stakeholders usually adopt different perspectives
(regarding their cognitive process - ontological commitment [23,24]) even about
the same concept and its surroundings. This is why Ontology Engineers provide
well-grounded reference ontologies, which are rarely implemented, while Domain
Specialists produce operational ontologies storing large amounts of valid data
but with naive ontological support or even without any. Actually, the Ontolog-
ical Perspective must always comply with the Domain Perspective, throughout
the whole conceptualization life cycle. In other words, ontology engineers must
capture the domain notions provided by the domain specialists, returning them
with conceptualization solutions through well-founded ontological artifacts (e.g.,
documents, models, and implementations) to support managing their data [51].
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We address this problem of lack of consensual conceptualization by propos-
ing a reference conceptual model named Ontology for Ontological Analysis
(O4OA). O4OA considers, at the same time, the ontological-related and the
domain-related perspectives (along with their respective knowledge and com-
mitment necessary to facilitate the process of ontological analysis). This is par-
ticularly useful when considering the analysis of the ontologies pertaining to an
Ontology Network, which need to maintain consistency among many models to
meet FAIR principles. By doing so, these ontology networks may serve the pur-
pose of interoperating data and conceptualizations to their full potential. The
presentation of the O4OA is the main contribution of this paper. The O4OA
Reference Ontology is represented in OntoUML [6], along with its constraints
formalized using OCL1 rules. We implemented the O4OA as a REST-API over
a NoSQL database [48] to support semi-automated ontological analysis.

We have organized the remaining of this paper as follows way: Sect. 2 walks
through the FAIR Principles, showing the importance of homogenizing onto-
logical artifacts’ characterization to achieve FAIRness; Sect. 3 describes O4OA;
Sect. 4 presents the verification and validation of O4OA; Sect. 5 discusses our
proposal in face of related works; Sect. 6 concludes the paper, and discusses
some further research directions.

2 Ontologies and FAIR Principles

The FAIR Principles proposed in [66] clarify data management and stewardship,
providing a set of best-practice indicators to allow these processes to be effective.
FAIR stands for Findable, Accessible, Interoperable, and Reusable [8,54]. The
ontological notion that each individual “thing” has its own identity (Identity
Principle) encompasses exactly the “F” principle, in a way that such identity
serves the purpose of identification and, thus, allowing an object to be find-
able. Moreover, the notion of Rigidity guarantees that these individuals have a
perennial identity, keeping the same Identity Across Possible Worlds [46]. The
Identity Principle goes further from the notion of identification provided by
computational artifacts because this kind of identification system only has a pro-
grammatic function. On the contrary, foundational ontologies like UFO [28,35],
DOLCE [10], among others, can provide computational artifacts with that onto-
logical identity support beyond their processable identification system. UFO
provides Identity Principle and Rigidity through a clear definition of what is
a Kind [33]. The “A” principle, best practices address this by exploring the
(meta)characteristics ontologies must have in order to guarantee that the data
it classifies is truly accessible. Examples of these approaches are [2,52], while [3]
addresses mainly quantitative motivations, not exploring (meta)characteristics.
Thus, as denoted in [57], for the security domain, achieving public availability
and findability for domain ontologies is still an open issue.

1 https://www.omg.org/spec/OCL/About-OCL/.

https://www.omg.org/spec/OCL/About-OCL/


108 B. F. Martins et al.

Reference domain ontologies [30] grounded over foundational ontologies pro-
vide conceptualizations that encompass the “I” and “R” principles. Moreover,
implemented versions of these ontologies are computational artifacts that carry
the necessary elements to be processable and semantically precise. However, this
is only possible when ontologies fulfill the principles of being well-defined and
well-grounded [51]. Guizzardi discusses this perception in depth in [34]. Mainly,
well-founded ontologies are able to provide real-world semantics and are more
prone to maintain consistency, making explicit the commitments of different
conceptualizations.

However, Domain Ontologies (implemented or not) usually fail to accom-
plish interoperability requirements, mainly due to the different perspectives that
Ontology Engineers and Domain Specialists have about standards and norms.
These different perspectives are often a source of misinterpretations because
they communicate through natural language, which is inherently ambiguous,
besides being often governed by political decisions that rarely relate to seman-
tics. Another problem with this divergence of perspective is embedding ontologies
with different biases. Domain ontologies developed over the Ontology Engineers’
bias usually are well-grounded reference ontologies, but are rarely implemented
and the validation with data is limited. Instead, domain ontologies (following
Domain Specialists’ bias) are usually operational ontologies (i.e., implementa-
tions) storing large amounts of valid data but with naive ontological support or
even without any [49]. Besides, in both cases, the lack of ontological ground-
ing is a common issue [16,57]. We address this problem by providing a stable
environment for ontological analysis through our proposal of an ontology and an
associated framework and computational tool. We present the ontology in the
next section. The framework is called The Framework For Ontologies Clas-
sification (F4OC) [50,51], and it uses O4OA to classify and analyze the ontolo-
gies meta-characteristics based on knowledge domain requirements. Finally, a
computational tool (semi)automates the use of the framework.

3 A (Meta)Ontology to Describe Ontologies

The Ontology For Ontological Analysis (O4OA) models the foundational and
domain-related concepts and relations that are necessary to facilitate the process
of Ontological Analysis [22]. The goal (purpose) of O4OA is to clarify and homog-
enize the necessary (meta)ontological requirements, data, and characteristics to
help stakeholders achieve awareness and common sense about conceptualizations
(ontologies). Because O4OA covers the perspectives of both stakeholders (Ontol-
ogy Engineer and Domain Specialist), it addresses the “Interoperability”
and “Reusability” principles of FAIR, since it serves the purpose of correcting
misalignment and miscommunication between the conceptualizations of each of
these perspectives.
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3.1 Methodology, Stakeholders and Research Questions

We advocate that every ontology must be developed in light of the best prac-
tices within the Ontology Engineering Process. Besides, we strongly recommend
the adoption of a well-known methodology to drive the process; thus, we adopt
the SABiO methodology [1]. According to it, we must define the ontology pur-
pose and identify its users, i.e. their stakeholders. Therefore and taking into
account the discussion in Sect. 2, two key responsibilities are part of the pur-
suit FAIR w.r.t. to the Ontology Engineering Process: While Domain Specialists
are concerned with identifying the relevant knowledge aspects that are part of
a conceptualization, Ontology Engineers aim at representing this ontology in a
way that it expresses this knowledge with real-world semantics to be interpreted
unequivocally, either by humans or by computational assets. Then we define
the Competence Questions (CQs)2 that are the pathway to define the ontology
scope and provide its evaluation capabilities; complying with the stakeholder’s
expectations and requirements [20,21].

This set of CQs contemplates a cross-perspective of ontological and domain-
related perspectives, extending them to consider ontology networks. In order to
formulate these questions, and considering that they are the requirements engi-
neering guidelines, we conducted the O4OA elicitation process in partnership
with a multidisciplinary group of stakeholders and attended online meetings3,
providing different contributions. Our proposal is domain-agnostic, but our case
studies are about the Cybersecurity domain; therefore, we are receiving advice
from Cybersecurity specialists of our research group and others who are members
of the project consortium we participate in4. The group comprises Cybersecu-
rity Domain Specialists, Ontology Engineers, and Literature Review Specialists,
among others. Also, it is essential to clarify that Ontology Engineers took on dif-
ferent roles, sometimes eliciting requirements and sometimes as project clients,
depending on the context discussed and their roles in the group.

From the defined scope, purpose, commitment, and competence questions,
and knowing the involved stakeholders, we proceeded with the ontology O4OA
engineering process according to SABiO. We represent our proposal using the
OntoUML language, which provides grounding over UFO.

3.2 Conceptual Characterization of Ontologies

In order to develop the Ontology Engineer perspective, we searched within the
state of the art in ontology engineering to find the meta-features used to charac-
terize an ontology. We found vast works within the context of ontology classifi-
cation, such as the works [15,19,38,45,47,53,61,62,64]. These works use several
2 Readers may find the complete description of O4OA competence questions at the

following repository: https://bfmartins.gitlab.io/o4oa/.
3 Part of the elicitation process happened during the COVID-2019 pandemic, so the

remote strategy was mandatory.
4 Our research is part of a research consortium to develop well-grounded knowledge

graphs through a comprehensive solution within a project in collaboration with
teams from several academic institutions, and Accenture LTD.

https://bfmartins.gitlab.io/o4oa/
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levels of abstraction to classify ontologies, for instance, according to the degree
of formalization and/or axiomatization of ontologies, their applicability, gener-
ality, structure, and development among others. We adopt the most relevant
and comprehensive classification criteria as the referential base for O4OA, they
are [17,18,22,30,65]. However, we advocate that these dimensions must encom-
pass a systematic ontology classification approach to guarantee the FAIRness of
ontological artifacts. Therefore, O4OA uses a holistic approach that considers a
set of dimensions to characterize ontologies.

The first dimension considers a classification based on the level of applicability
proposed in [30]. This classification allows us to differentiate when an ontology is
an “explicit and formal representation of a portion of reality for knowledge shar-
ing” or an “implementation of this representation for knowledge computational
management”, i.e., and if it is a Reference or an Operational Ontology.

The second dimension deals with the level of generality (sometimes called
knowledge kind) of ontologies that refer to a level of dependence on a spe-
cific point of view. Many proposals target this dimension, such as [15,38,62];
however, the proposal most accepted by the community is Guarino’s [22],
which complements the proposal of Mizoguchi and Ikeda [53]. This classifi-
cation characterizes conceptualizations as Foundational Ontologies (which are
independent of a particular problem or domain and express very general con-
cepts and their relations like things and their properties, events, relations, etc.
They are also known as High-level Ontologies or Upper Ontologies). Already,
Non-Foundational Ontologies are Domain Ontologies (which provide conceptu-
alizations for specific domains), Task Ontologies (which provide conceptualiza-
tions about domain tasks, processes, and activities), and Application Ontologies
(which encompasses both contexts of Domain and Task Ontologies). Another
widely accepted classification describes the Core Ontologies [65]5.

Figure 1 shows the classification approach adopted in O4OA, in which we
describe the classification levels using OntoUML <<subkind>>, considering the
aforementioned classification describes types of ontologies.

Fig. 1. Fragment of the O4OA as a (meta)ontology – Classifications according to
[22,30,65].

5 Which is more general than Domain, Task, and Application ontologies, but more
specific than Foundational Ontologies.
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We also consider the classification provided by Gomés-Peréz and Corcho [18]
as additional dimensions for ontologies classification because it analyzes the
ontologies based on their axiomatization level (and considers the limitations
of the language) in order to identify its computational limitations when a con-
ceptualization becomes an implemented ontology (i.e., an operational ontology).
They divide ontologies by considering the expressiveness of the language used
into two aspects: Lightweight and Heavyweight ontologies. A bi-dimensional clas-
sification [17], based on [63] and [18], provides a link between the axiomatization
and formal levels, focusing on the approach and expressiveness of the language.
In Subsect. 3.4 we detail how languages and ontologies are related, as well as
the relational aspects that rely on this classification.

We opt for these works because are the most accepted classifications used by
the Ontology Engineering community and cover the set of CQs related to the
ontology engineering perspective (see previous section). The preference for these
classification dimensions instead of others is based on the fact that they already
combine the necessary meta-features for FAIRness and because other dimensions
are not frequently used. For instance, some works provide a classification based
on the nature of the real-world issue [45], the development method [61], and
other bi-dimensional classifications [19,47]. However, due to their limited use
and to avoid increasing the complexity of the proposed conceptualization, we do
not use these additional classifications.

3.3 Domain Cloud of Concepts in Conceptual Characterizations

The O4OA responds to the domain-related CQs questions in terms of ontological
artifacts. Thus, we center on the concepts belonging to a conceptualization that
must be represented and described. However, to understand this, we need first
to clarify the philosophical grounding of what encompasses a conceptualization,
and precisely distinguish what a concept is (as an abstraction) and what is the
concept representation (as an artifact).

In the philosophical context, a Concept is basically a building block of
thoughts6 and can be seen as a mental representation. UFO deals with this philo-
sophical notion of what is a concept as Tropes [27,28]. However, we need to define
artifacts belonging to ontologies used to represent concepts. Figure 2 presents the
relation between concepts (Concept) and documentation sources (Source). In
this situation, Document is defined as a <<category>> because it aggregates
properties of individuals with different identity principles. Indeed, policies, stan-
dards, and any literature documentation exist with no dependence, having their
own identity. Sources, as well as any other sort of element that provides relevant
information for ontologies, are fluid (<<rolemixin>>). We also use Term as a
syntactical artifact (an Object Kind) used to describe the notion of a Concept
(as Trope Kind), thus we call Concept the role that a term assumes when is
defined in an ontology. As a matter of fact, the notions of Source and Term as
roles are relational-dependent [36]. Thus, we represent a Concept Definition

6 https://plato.stanford.edu/entries/concepts/.

https://plato.stanford.edu/entries/concepts/
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present in an ontology (Domain Description) as a building block used to clar-
ify grammatically (terminologically) the notion of a Concept (as Trope Kind)
according to some source of information. Note that we use the OntoUML notion
of Part/Whole through the relation componentOf to represent the definitions
that compose each domain description. We present more details about domain
descriptions in Subsect. 3.4.

Fig. 2. Fragment of the O4OA as a (meta)ontology – Domain definitions.

3.4 Conceptual Characterization of Ontology Networks

From the conceptual characterization of ontologies as artifacts presented in Sub-
sect. 3.2, we can extend it to identify the relationships among these ontologies
(presented in Sect. 3.1). These are key elements regarding FAIR Principles, espe-
cially regarding the “I” and “R”. Indeed, ontologies can relate in different ways
in networks [1,14], as demonstrated in initiatives like [9,39], for example. Aside
from that, ontology networks are not necessarily a set of isolated ontologies
grouped together, merely because they act in a domain subdivided into smaller
parts (subdomains). Instead, how ontologies relate to each other directly depends
on how their building blocks relate; in this case, we are talking about relational
(meta)characteristics that promote FAIRness.

Ontologies (meta)characteristics (i.e., their purpose, scope, generality, etc.),
together with the definitions that compose a domain description applicable
to these ontologies (and consequently its foundation), define the relationships
present in this network [50]. The Applicability Level of ontologies goes beyond
only classifying whether an ontology is implemented. This information follows
the notion that a Reference Ontology should be a conceptualization that is con-
structed to make the best possible description of the domain concerning a certain
level of generality and point of view and that an Operational Ontology is the
actionable version of a Reference Ontology that uses the most appropriate lan-
guage in order to guarantee desirable computational properties without compro-
mising the previously defined ontological commitments [23,30]. Therefore, there
should not be any operational ontology without the existence of a previous refer-
ence ontology in which concepts and their relationships are well-defined. Figure 3
presents Reference and Operational Ontologies, their roles, and their relation.
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Fig. 3. Fragment of the O4OA as a (meta)ontology – Applicability Level.

Regarding the Application Level, a Conceptualization is a reference ontol-
ogy that is represented through a Modeling Language; and an Implementation
is an operational ontology that works through an Implementation Language.
We use the Relator Pattern [32] to represent the relational aspects that appear in
the characterization of ontologies. According to its Applicability Level, they are
Domain Description and the Ontology Schema. Thus, the notion that an ontol-
ogy is or has an implemented version (implementationFor, a <<material>>
relation) derives from the fact that reference ontologies provide ontological sup-
port for ontological schemes. This relation allows us to evaluate the relational
characteristics a Reference Ontology can provide to its implementations. Besides,
this approach can also help ontology engineers deal with implementation lan-
guage limitations by knowing which ontological aspects can (or can not) be
implemented without losing ontological decidability.

Incidentally, a domain description is thought in some representation lan-
guage (the Modeling Language role), usually an Ontology-Driven Modeling
Language (ODML). Besides, as metamodels specify languages, an Ontology-
Driven Metamodel specifies an ODML. From this perspective, an ontology drives
an ODML, constraining philosophically its metamodel, denoting the specifys
<<material>> relation, and defining the <<Relator>> Ontology-driven
Language Specification as depicted in Fig. 4.

Fig. 4. Fragment of the O4OA as a (meta)ontology – Ontology-Driven Modeling Lan-
guages.
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Any ontology can drive ODMLs. For instance, OASIS is an Ontology-
Driven Domain Specific Language grounded over O3 [59,60]; likewise, OntoUML
is a Foundational Ontology-Driven Language grounded over UFO. In this
case, an ontology is considered Well-grounded, if it is represented through
a Foundational Ontology-Driven Language (as OntoUML, for instance),
i.e. this language, is the bearer of the Ontological Foundation for the
conceptualization. Thus, an indirect grounding is provided through the
Ontology-driven Language Specification as depicted in Fig. 5.

Fig. 5. Fragment of the O4OA as a (meta)ontology – Ontologies driving languages.

The notion of Well-grounded ontologies is based on the fact that the sup-
port of a Foundational Ontology helps to avoid semantic interoperability prob-
lems in more specific ontologies [26]. In other words, Foundational Ontologies
are fundamental for Ontology-Driven Conceptual Languages used to produce
Domain, Task, and Application, and Core Ontologies, as well as providing onto-
logical analysis for not grounded conceptualizations. Therefore, we advocate that
ontologies must be evaluated according to their grounding, separating ontologies
that are driven by foundational ontologies (i.e., well-grounded) from ontologies
without this support (i.e., not grounded) [51].

The classification according to the ontology generality level provides us the
ability to study the impact that the lack of ontological foundation can produce
when it is necessary to interoperate concepts of this type of ontologies and at the
same time guarantee FAIRness when we put attention on this relationship among
a Foundational Ontology, and the ontologies grounded by it. Therefore, we use
O4OA to describe the grounding ontologies relationship. With this respect, we
define the groundedOver <<material>> relation established through the Foun-
dational Ontologies role, i.e. concepts defined in a non-foundational ontology
specialize from more general conceptual (philosophical) notions from a Founda-
tional Ontology, defining well-grounded ontologies and allowing stakeholders to
make solid semantic considerations.

Figure 6 shows the (groundedOver) relation we define, as well as it also
describes how the classification differentiates the ontologies through some of
its characteristics. We use the Relator Pattern to describe how Foundational
Ontologies ground the non-foundational ontologies.
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Fig. 6. Fragment of the O4OA as a (meta)ontology – Well-grounded ontologies.

Still chasing the FAIRness, O4OA characterizing ontologies according to
their generality level provides another important feature. An ontology can reuse
other ontologies; in this case, we are dealing directly with the “R” principle of
FAIR. Different types of reuse can appear in this relation, depending on how
the Reuser Ontology lays hold of and uses concepts of the Reused Ontology. The
most usual reuse happens when concepts defined in an ontology can special-
ize into concepts defined in another ontology. Apart from this, concepts defined
in non-foundational ontologies can specialize foundational notions (thought a
groundingOver relation). Additionally, the reuse of ontologies can occur through
the addition of stronger ontological grounding, however, maintaining the align-
ment of the domain definitions already adopted. This situation happens when
the domain perspective about the definitions present in the related conceptual-
ization is aligned, but the ontological perspective must be reinforced. In other
words, this happens when the reused ontology lacks an ontological foundation
and requires the grounding provided by a Foundational Ontology or the use of
an ODML (provided by the reuser ontology), [13] is an example of this reuse.

Under the umbrella of ontology networks, stakeholders usually confuse the
reuse of ontologies with the notion that ontologies can be composed of other
ontologies. This is because the notion of a Whole/Part can be seen as a larger
ontology using smaller ontologies, but this is not the same. This issue can be
aggravated when these relationships occur simultaneously. For instance, UFO is
composed of UFO-A, UFO-B, and UFO-C sub-ontologies, and at the same time,
UFO-B and UFO-C reuse UFO-A. Indeed, the reuse of ontologies denotes an
Intersection among ontologies while Whole/Part follows the Weak Supplemen-
tation Pattern, which states that every whole must be composed by at least two
parts [29,31]. Figure 7 depicts the reuse of ontologies and how ontologies can be
composed by other ontologies (sub-ontologies).

Fig. 7. Fragment of the O4OA as a (meta)ontology – Reuse a Whole/Part.
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3.5 A Semi-automatic Support for Ontological Analysis

Given the O4OA reference model, we implemented an operational version and
a frontend solution to provide easy, responsive, and multiplatform access. This
operational version uses Microservices Architecture and composes data storage
with MongoDB, a REST-AP made with NodeJS and Express, and the responsive
frontend prototype implemented with Angular Material, all in Docker containers.
We manually added the data collected about the ontologies belonging to our case
studies [49]. Regarding the domain perspective, we loaded, verified, and validated
the terminology of the domain in a study by using well-established standards. In
this case, as our target domain is cybersecurity, our referential sources are the
ISO/IEC 27032:2012 [40] and the ISO/IEC 27000:2018 [41]. Additionally, we use
this referential to compare the cybersecurity terminology definitions from other
sources, such STIX, MAEC, NIST, ITU, among others.

Up to now, we have assessed 161 concepts in the Cybersecurity domain, and
many others obtained from the associated foundational and domain-correlated
ontologies studied. Associated with these concepts (in the cloud of concepts),
we registered 73 reliable sources, providing a burst of possible usage definitions
in ontologies of this and its related domains. For instance, taking the concept
of Risk, we found 18 definitions of what it is a Risk. Besides, we also found
many other risk-related definitions, the ones for concepts such as Level of Risk,
Residual Risk, Risk Criteria, and other 11 associated ones. In fact, this is a
(regular expressions) recursive process because the O4OA operational ontology
version is a graph. Although it is a syntactic process, these kinds of findings open
the opportunity for the next step of research, which is reasoning the semantics
of concepts, context, and ontological commitments7. This is possible because the
concepts of Foundational Ontologies and their definitions are also registered in
our data storage (as meta characteristics) through using ODML and grounding
by specialization. We present findings about the analysis of the Risk and the
analysis of the Vulnerability in the works [51] and [50] respectively, as part of
our case studies.

The frontend solution of the tool is still under development, so we consider
it as an alpha version. However, it has already demonstrated its potential in
facilitating access to data and supporting the ontological analysis process with
O4OA. For instance, Fig. 8 shows that we can trace the concept of Vulnerability
from its definitions until the ontologies use them. We are working on a bet-
ter graph presentation (dynamic) to allow dynamic navigation in the cloud of
concepts as well as in ontology (meta)characteristics8.

7 The adoption of microservices allows API scaling adding reasoning capabilities, for
this future possibilities.

8 It is important to point out that we adopted an Agile Development approach in
order to provide fast initial results meanwhile being scaled.



The Ontology for Conceptual Characterization of Ontologies 117

Fig. 8. Export image of the O4OA tool – fragment of the Vulnerability definitions.

O4OA deals with the (meta)characteristics of both the ontological and
domain views, clarifying their relationship. Therefore, this allows tracing of how
concepts are represented or implemented in ontologies that go beyond the pre-
sentation of the sub-ontologies walk graph, exemplified in Fig. 8. This allows
navigating a graph starting from any concept within the cloud of concepts to
the ontologies that use them, including access to the definitions adopted in each
case. In fact, this is a feature already available in the API we developed and
that will possibly gain relevance with the use of a graph-enhanced presentation
in the frontend. Likewise, we can navigate through the ontological relations to
find out the ontological grounding supporting a concept, even when it appears
in different ontologies, and even compare it in one well-grounded ontology with
another imprecise one, for instance.

4 Evaluation

According to SABiO, during the evaluation phase of the development process,
the proposed CQs must be confronted with the ontology developed to guarantee
that it complies with the requirements defined. Additionally, it is required that
the reference model be analyzed through processes of model instantiation in
order to explore possible issues or unexpected possibilities scenarios (branches or
worlds). We adopted the Alloy analyzer tool [42] applying the OntoUML notions
present in the work [7] to proceed with the validation; besides, this analysis is
being performed concurrently with the development of the operational version
of the ontology. Due to the O4OA model characteristics (size and complexity)
and design decisions, we fragment the analysis, running the instantiation of each
model package in an individual and modular way. In the validations process,
we elicit the set of additional constraints (in addition to those already present
in OntoUML) required, and we also check model cardinalities to ensure correct
semantics. For example, when analyzing the instantiation of the contents of the
Reuse package, because the reused and reuser ontology roles are not disjoint,
we had to add a constraint to avoid cyclic reuses, i.e., a Transitive Closure
predicate for the relations reuses. Note that some required constraints must
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be implemented directly in the persistence, while others in the API. See the
complete model evaluation details in the repository of the ontology.

We also developed a framework for classifying and characterizing ontologies,
which is composed of the presented reference ontology, its version implemented
in NoSQL, and a prototype API that manipulates and manages the (meta)data
obtained in the application of the framework. We proposed a sequence of
five ontological-related and domain-related steps to identify and catalog the
(meta)data regarding the ontology and the domain perspectives, respectively.
As the framework is based on O4OA and was formulated to ensure compliance
with FAIR principles, we obtained promising results in our case studies; for
example, those we have presented in [49–51].

It is important to point out that although our case studies are within the
Cybersecurity domain, O4OA and its associated framework are agnostic, allow-
ing their use in any domain of knowledge. Indeed, in domains covering vast
knowledge, which are extremely regulated (normalized) or complex, our pro-
posal demonstrates its advantages more than those in lighter domains. This is
because the complexity and expense of ontological analysis grow proportionally
as the domain gets more vast and complex. We observe these phenomena dur-
ing the course of the study done within the Cybersecurity domain, which has
several of these characteristics; it is vast, highly regulated by norms and stan-
dards, constantly evolving, and difficult in its own right. One evidence of this
is present in the work of [56], an example of which the O4OA-based framework
can homogenize and contribute to the process of ontological analysis.

5 Related Works

Several initiatives deal with Ontology-Driven Interoperability (ODI), especially
in areas of Internet of Things (IoT) and Web of Things (WoT), such as [5,55].
Their related ontologies SSN [4], oneM2M [58], and SAREF [11] are W3C stan-
dards. As in Cybersecurity, IoT and WoT are complex domains where stake-
holders must commit agreement. However, these initiatives differ from ours. The
first distinction is in the domain itself; while they deal with the core character-
istics in the IoT/WoT domain9, O4OA deals with (meta)characteristics present
in any kind of ontological artifact created to represent any domain. Besides,
O4OA rationalizes the notion of FAIRness over ontological analysis processes,
while such ontologies rationalize ODI into their domain. Second, although they
are well-example initiatives in the reuse of ontologies in themselves, they do
not deal with the notion of a broad cloud of concepts (and their details) nor
relations among ontologies in any networks. Indeed, they are data interoper-
ability providers for IoT/WoT while O4OA is an interoperability provider for
any ontologies10. Lastly, IoT/WoT ontologies have the same issues we detected
in the cybersecurity ontologies, detailed in [49]; notably, lack of a grounding,
making them require adaptations to interoperate or have proper reuse, with no
9 SSN, oneM2M, and SAREF are Core Ontologies in the sense of [22,65].

10 In O4OA, the relations and concepts of ontologies are data instances.
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assuring semantic (grounding). The work [5] runs ODI by making ontological
analysis and goes in line with the notion of FAIRness (like O4OA) under the
ODI viewpoint (ontological perspective), but there is no mention of important
domain-dependent aspects, i.e., domain (meta)characteristics (domain perspec-
tive). Instead, O4OA is domain-agnostic but not domain-indifferent since the
purpose of performing an ontological analysis is to elicit knowledge in a consen-
sual, reproducible, traceable, and formal way. Indeed, ODI is among many uses
where ontological analysis is a key contributor.

The Ontology Metadata Vocabulary (OMV) [37] is a proposal for describing
ontologies and related entities, and this is the only approach similar to ours that
we could find in the state of the art. It focuses on metadata of ontologies intend-
ing to be the standard covering this domain. The proposal has demonstrated
usefulness in initiatives such as [12]. The approach distinguishes between an
ontology base (a conceptualization) and an ontology document (a realization of
a conceptualization - an implementation). The ontology covers some of the meta-
data that is part of the FAIRness discussion, such as language, licensing, and
quantitative data (number of classes, properties, and axioms). OVM also uses
Guarino’s classification [22] to classify ontologies. In this respect, OVM is simi-
lar but lighter than our proposal; however, as an ontology, OVM in itself is not
FAIR. Besides, it does not have the support of a prior reference ontology; indeed,
it is an ontology implemented in OWL without using any foundation ontology for
grounding. Conversely, O4OA is grounded on UFO, has a well-defined reference
model written in OntoUML, and is implemented in a NoSQL database; besides,
it supports our framework proposal following a solid methodological approach
(namely, SABiO).

The work [44] presents a study of the metadata of a vast number of ontolo-
gies. In this work, some works were more relevant in terms of being available to
describe ontological metadata, such as Dublin Core, Ontology Metadata Vocab-
ulary, VoID, etc. The study compared of these works and their implementations,
demonstrating the lack of foundational grounding as an issue. This confirms the
claim that “surprisingly, both in research and industry, ontologies as computa-
tional artifacts are very often built without the aid of any framework of this kind
(citing our proposal), favoring recurrent modeling mistakes and gaps” [56].

6 Conclusions

The main contribution of this paper is proposing the Ontology for Ontologi-
cal Analysis, a (meta)ontology that classifies and characterizes ontologies from
their (meta)characteristics. We use the SABiO approach and OntoUML lan-
guage (grounded in UFO) to develop O4OA. Additionally, our proposal is based
on a series of well-established ontology classifications, as well as the best prac-
tices supported by FAIR Principles. This ontology is implemented and guides
a framework for classifying and characterizing ontologies, providing a clear and
reproducible environment that helps the Ontological Analysis Process. Our pro-
posal stands out because in itself it is ontology-driven, well-defined, and well-
grounded, i.e., it is FAIR.
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Firstly, O4OA provides a conceptual analysis of the nature of the different
(meta)characteristics present in the distinct stakeholders’ perspectives by using
of UFO’s foundational categories present in OntoUML. We systematize the pro-
cess of ontology classification using the most recognized works and with the
best coverage of classification dimensions. Furthermore, this ontology is a refer-
ence model to study, manage, and maintain ontologies that describe real-world
complex, extremely regulated, and data-sensible domains.

Secondly, as a (meta)ontological reference model, O4OA can provide opera-
tional versions to track, analyze, and provide reasoning about ontologies belong-
ing to ontology networks. This kind of approach is a fertile field for manag-
ing conceptualizations that support industrial architectures such as data mesh,
data lake structuring, big data solutions, facilitating human-computer interac-
tion among enterprise stakeholders and teams, and many others.

Thirdly, O4OA establishes a common, stable, and systematic environment
for improving communication among ontology engineers and domain experts,
avoiding misinterpretations, misunderstandings, structural issues in ontologies,
and communication problems that interfere with FAIRness.

Fourth, in addition to these uses, the O4OA prototype tool we are developing
to support ontological analysis has been presenting interesting results despite
its ongoing development. Its already-built features demonstrate its potential in
allowing management and clarification of cloud-of-concepts in ontologies in a
semi-automated way. Besides our implementation proposal, other initiatives can
emerge; for instance, providing Analytics in a logical language such as Common
Logic, OWL, or other reasoners. Moreover, these operational versions can evolve
to provide reasoning, tools, and other features or automation. In particular, we
intend to develop a web solution encompassing these resources.

Finally, we intend to define the full set of axioms (we did not include any
axiom in this paper because of space limitations) to complete the formalization
of O4OA. We plan to improve the evaluation of the ontology in other real-
world industrial scenarios, including one focusing on the notion of Ontological
Technical Depth, to prove that ontologies are promising for practical use.
We also intend to strengthen the connection between the work developed in
the Cybersecurity and Software Engineering domains to bring teams working
in both areas closer to improve security in software systems. The objective is
to promote practical results in industrial development environments. We also
pretend to extend the number of (meta)characteristics covered in O4OA and
provide Analytics with them.
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Abstract. As the shortcomings of monolithic data platforms such as
data lakes are quickly becoming more grave and evident, many organi-
sations are struggling to transition to data meshes, making data avail-
able for consumption in a decentralised manner. However, the emerging
data mesh paradigm fails to provide sufficient (modelling) support to
effectively create, manage, and describe data products, the architectural
quanta of a data mesh. In this work, we introduce the data Product
Model Template (ProMoTe): a formal meta-model of data products
that is fully aligned with a data mesh. ProMoTe was devised, explored
and partially validated based on industry requirements in tandem with
academic literature and is currently being used by a major Dutch Tele-
com company to enable their data mesh transition.

Keywords: Data Product · Data Mesh · Modelling · Industry Report

1 Introduction

Despite the promises of big data to revolutionise the way companies do busi-
ness, many organisations still grossly fail to fully capitalise on the data they are
generating. Data Meshes are being developed as alternatives to the traditional
monolithic architectures-e.g., data lakes and warehouses-that are the norm for
dealing with big data and which critics have pointed to as bottlenecks in big
data management [7,9]. The main downside of these monolithic approaches is
that they fail to scale with the number of data sources on the one hand and
data science and analytics use cases on the other [9,19]. Data meshes, which are
domain-oriented alternatives that revolve around data products, in theory, pro-
vide a solution to this problem of scalability because each data product offered
in a data mesh is provided by an owner responsible for optimising the data for
consumption. Data Products can be defined as the combination of all responsibil-
ities and functionalities required to optimally exchange data on a platform. When
viewed from this perspective, data products mirror the successful transition in
software development from monolithic software solutions to (micro)services [3].
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Because of these shortcomings, data meshes have attracted significant inter-
est from industry, as can be observed from the amount of grey literature that is
becoming available online on the topic [6]. However, a persistent theme in these
sources is that there are no instances of completed data meshes populated with
mature data products. We find four main reasons for this lack of maturity. First
is the topic’s novelty: The term data mesh was first coined by Zhamak Dehghani
and posted in a blog [19] in 2019 and has only recently gained widespread atten-
tion in the scientific and industrial community. Second, the greatest challenges
with transitioning from a monolithic data platform to a data mesh are probably
organisational rather than technical [2]. Shifting the necessary responsibilities
and capabilities from centralised teams to the domains that generate the data
is an immense task that comes on top of the technical challenges. A third prob-
lem we see is that building data products, and consequently data meshes, is
a holistic problem. Existing data mesh (reference) architectures include a self-
service layer for creating data products with at least a dozen components [6].
This complexity leads to a chicken-and-egg problem. On the one hand, well-
developed self-service components are desired for creating and maintaining data
products. On the other hand, these same data products are necessary for the
agile development of self-service components. Moreover, the functionality of the
different components frequently depends on each other. Finally, there is ambi-
guity surrounding the concept of data products, and a clear definition appears
to be missing. The term data product has been around much longer than data
meshes and has meant different things in different contexts. For example, some
authors take the view of a data product as data that can be bought or sold on
a market (see e.g., [8]). However, such a view does not suffice for data products
in a data mesh, which are generally exchanged within an organisation1.

At the same time, data products in data meshes bear an undeniable resem-
blance to the concept of data as a service (DaaS), which has been around as
a concept since around 2010 [11]. One could argue that data products are the
natural successors to DaaS, with one crucial difference being that they live in a
completely different environment; i.e., one that is designed for data (the mesh)
and not as a generic software service in a service-oriented architecture.

In this paper, we introduce the data Product Model Template (ProMoTe),
which is a technology-agnostic meta-model to specify and define data prod-
ucts in a data mesh (like) environment whilst embracing and extending existing
standards for modelling (meta-)data. The rest of this paper is organised as fol-
lows. The next section introduces the study design that has been systematically
applied for the development and application of ProMoTe. In Sect. 3, we then
discuss data products and the non-functional requirements they should meet.
Based on these requirements, Sect. 4 discusses existing standards and their suit-
ability for describing data products in a data mesh. Then, in Sect. 5, we intro-
duce the main concepts of ProMoTe and illustrate these with an example data
product. Afterwards, Sect. 6 discusses our validation efforts and lessons learned

1 Although they can be extended to external data markets or data spaces [12].
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by highlighting how ProMoTe is leveraged in an industrial setting at a major
Telco company. Finally, in Sect. 7, we discuss the paper’s main takeaways and
propose future work.

2 Study Design

1 Establish Non-Functional
Requirements

From Literature.
From Industry.

2 Evaluate Existing
Standards

From Literature.
From Industry.

3 Develop ProMoTe

Adapt from DCAT standard.
Cross-reference with
industry standards.

4 Validate ProMoTe

Link components to
requirements.
Validation through
construction.

5 (Future) Develop
Methodology for
creating ProMoTe-
compliant Data
Products.

Fig. 1. Methodology
Overview.

From a high-level perspective, our research methodology
for the development and evaluation of ProMoTe con-
sists of four phases, as shown in Fig. 1. A fifth phase is
currently being executed, whereby a standardised method-
ology for building data products uses ProMoTe to design
blueprints of data products before instantiating them and
will be presented in future work. As the first step, we
established (non-functional) requirements from both lit-
erature and industry. These guided the development of
ProMoTe, because a useful meta-model is such that
data products that comply with it meet these require-
ments. Then, we looked at existing (metadata) model
standards to evaluate their suitability for describing and
modelling data products that meet the functional require-
ments. Since we concluded that none of these models was
a good fit for data products, we then based ProMoTe
on the Data Catalog Vocabulary (DCAT), which is one
of the more general, well-established standards, paying
special attention to new industry-proposed standards for
comparison. Finally, we demonstrate the applicability of
ProMoTe in two ways: first, by explicitly linking its com-
ponents to the established non-functional requirements,
and secondly, by constructing technical prototypes based
on ProMoTe in an industrial context at a large Telco
provider in the Netherlands.

2.1 Establish Non-functional Requirements

One of the goals for the development of ProMoTe is to make it easier for
organisations to formulate relevant functional requirements for their data prod-
ucts by relating non-functional requirements to architectural components. As a
starting point for the non-functional requirements for data products, we used the
so-called DAUTNIVS usability properties proposed by Dehghani [2], described
below in Sect. 3. To ensure relevance for the industry and to make it easy to
use our standard for metadata management, we extended these requirements
through collaborations with two industrial partners, where we conducted inter-
views with various stakeholder experts.

Our first collaboration was with a major German automotive company and
yielded a new set of industry-driven requirements for data products [3]. More
recently, in order to extend the external validity of these requirements, we set up
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a new collaboration with a major Dutch TelCo provider, where we interviewed
20 expert stakeholders. The interviews were semi-structured and followed the
same methodology described in our previous work [3]. Both companies operate
with over a billion euros in revenue and have thousands of employees organised
across different departments with their own IT systems and data landscape.
Furthermore, both companies are in the early stages of transitioning away from
their monolithic data landscape towards a data product-based data mesh-like
architecture.

2.2 Comparative Analysis of Existing Standards

After establishing the requirements for data products, we examined existing
standards to assess their applicability for describing data products in a corporate
data market or data mesh. Section 4 discusses the models that were considered
and their potential for describing data products.

2.3 Developing PROMOTE

We selected the DCAT2 ontology as a basis for creating ProMoTe. DCAT
offers two advantages for our purposes:

– DCAT is a well-established standard for describing data catalogues. One of
the explicit steps of creating a data product is to ensure that it is well-
described in a data catalogue for potential consumers to find it.

– Many existing standards for describing data product-like entities are DCAT
compliant. By ensuring that ProMoTe is DCAT compliant, we promote its
interoperability with other standards that exist e.g., to describe data sets [21]
or data contracts [16].

We extended the DCAT concepts of resources, distributions and datasets
with the new concepts and relations necessary for describing data products that
meet the requirements established in step 1. This led to the inclusion of input-,
output- and control ports, as well as explicit use case modelling. Finally, we
created a mapping from the entities in the meta-model to the requirements they
address. This mapping makes it easier for data providers to understand which
components to build for their data product and how to prioritise them according
to the product’s context. For example, for a data product with unknown value,
it can be relevant to focus first on establishing and describing use cases, whereas
a data product resulting from a new business process might concentrate on
discoverability first and focus on accessibility and interoperability later.

2.4 Derive and Implement Metadata Template from PROMOTE

In order to evaluate the usefulness of ProMoTe we collaborated with KPN3,
a major Dutch Telco company. The company has started a transition to a data
2 https://www.w3.org/TR/vocab-dcat-2/.
3 https://www.kpn.com/.

https://www.w3.org/TR/vocab-dcat-2/
https://www.kpn.com/
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mesh and is in the process of setting up a data catalogue in which data from
all of its many different data platforms will be available for discovery. The data
catalogue is implemented in DataHub4, which allows both push-based and pull-
based metadata ingestion from a wide variety of sources such as data lakes,
DBMS, data warehouses, etc.

In addition to making data sets discoverable on the data catalogue, a con-
certed effort is made to promote the creation of data products which should
be registered on the same data catalogue. For this process, we have created a
metadata template based on ProMoTe and implemented this with a proof-
of-concept within the DataHub business glossary, where it is used by new data
providers. Filled-out instantiations of this template then populate the data cat-
alogue and feed into the workflow of the centralised data governance team.
Section 6 discusses these applications in more detail.

3 Data Product Requirements

Considering the lack of well-defined data products in literature that can be used
as a reference, we consider good data products to be those that meet the needs of

Infrastructure

Fig. 2. A Data Product is a combination of data, code, metadata, and infrastructure.
Data products are exposed through ports and aim to achieve several non-functional
requirements.

4 https://datahubproject.io/.

https://datahubproject.io/


130 S. Driessen et al.

their stakeholders. To ensure that our model can be used as a reference for such
data products5, we used the DAUTNIVS usability attributes defined by Zhamak
Dehghani [2] to evaluate potential models for describing data products, which we
verified through interviews as described below. These attributes are the golden
standard for data product requirements in industry, and academia. DAUTNIVS
is an acronym standing for Discoverable, Addressable, Understandable, Trust-
worthy & Truthful, Natively Accessible, Interoperable, Valuable and Secure (see
Fig. 2). An extensive description of these requirements is beyond the scope of
this work and can be found in the original source [2].

To ensure the grounding of our work both in academia and industry, we addi-
tionally interviewed 30 stakeholders from our two industrial partners transition-
ing from a centralised monolithic data architecture to a decentral data product-
driven architecture. Through these interviews, several additional requirements
were identified, as shown in Table 1, which extends our previous work that
established requirements for metadata management for data products [3]. We
found that most of the requirements in Table 1 can be directly explained by

Table 1. Seven industry-driven requirements for any practical formal data product
meta-model were established. All of these can be related to the DAUTNIVS+ non-
functional requirements.

Req. Industry-Driven Requirement for Meta-Models DAUTNIVS+

R1. The model should serve as a baseline for creating
standardised data products or assets and, consequently,
provide a complete overview of different data product
components with direct relations to DAUTNIVS+

D, A, U, T,
N, I, V, S,
Feedback-Driven

R2. Data products should be related semantically, even
when crossing domain- or organisational boundaries.
when crossing domain- or organisational boundaries.
The model should incorporate relations with other
(existing) business ontologies

D, U, I

R3. Data in data products should be related on a technical
level whenever possible. The model should incorporate
schema relations to reflect this

D, U, I

R4. The model should show the lineage of the data assets D, A, U

R5. The model should incorporate the promises and
agreements between the data provider and the consumer.
Either as separate promises or in a data contract

T, S

R6. Data consumer feedback should be an explicit part of the
model

V,
Feedback-Driven

R7. Data products should shorten the lines between providers
and consumers. The model should demonstrate this
relation by containing both actors

Feedback-Driven

R8. The model should be applicable for data products at
different levels of maturity

D,A, U, T,
N, I, V, S,
Feedback-Driven

5 and consequently, for describing such data products.
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trying to achieve the DAUTNIVS, for example: R2. states that data should be
related to (existing) business ontologies. This requirement can easily be explained
as wanting to make the data product more Discoverable, Understandable, and
Interoperable.

One interesting conclusion that we drew from our interviews was a clear need
to establish and model one or more feedback loops between data providers and
data consumers. This feedback can be part of the effort required for establish-
ing data product value (R6), but more importantly, it can help organisations
to prioritise data assets to turn into data products (R8) and improve exist-
ing data products (R7). Moreover, stakeholders expressed concerns over the
expected resource investments required to build data products that do not weigh
up against their uncertain value. We believe an agile, feedback-driven approach
should work best when developing and maintaining data products, similar to
best practices in software development [1]. For these reasons, we take as non-
functional requirements the DAUTNIVS usability attributes + being feedback-
driven. In the rest of this paper, we will refer to these requirements as the
DAUTNIVS+ requirements. Figure 2 shows a visualisation of the data product
as defined by Dehghani as a combination of data,code, metadata and infrastruc-
ture which aims to achieve several non-functional requirements.

4 Related Standards

This section discusses two types of related literature. First, we briefly introduce
existing academic coverage of data mesh and data markets, which has focused
mainly on architectural aspects. Afterwards, we discuss tangentially related stan-
dards for describing and defining data that can be exchanged, similar to data
products in a data mesh.

4.1 Data Markets and Data Mesh

Data markets, which facilitate the exchange of data products between indepen-
dent parties, have received significant attention from the academic community
[4]. However, internal data marketplaces and data meshes appear more obscure,
and most of the academic work related to these platforms focuses on establishing
architectures and architectural patterns [5,9,10]. Additionally, there is the work
by Dehghani [2], who first coined the term data mesh and who provides both an
excellent conceptual overview of the topic and notes the need for standardised
description models for data products. As far as the authors are aware, only one
(grey) literature survey exists, which is in pre-print at the time of writing and
extensively covers the data mesh topic [6]. In this survey, Goedegebuure et. al.
identify research challenges for data mesh, which include a need for: 1) Stan-
dardisations, 2) Tools for Data Mesh development and operation, and 3) Data
Product Lifecycle Management. In this work, we make steps towards address-
ing these requirements by providing a meta-model for describing data products
that can help describe and develop data products in a mesh and facilitate the
collection of information needed for data product lifecycle management.
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4.2 Work on Data Standards

Standards and vocabularies for describing data are well-researched and under-
stood in today’s age of big data. Among the most comprehensive of these stan-
dards are the Data Catalog Vocabulary (DCAT)6 Dublin Core Terms (DCT)7

and Simple Knowledge Organization System (SKOS)8, which can serve as the
basis for describing almost any type of data. Even though these standards gener-
ally do not consider data products, the DCAT vocabulary is especially interesting
because it focuses on describing data in the context of data catalogues, which
are a crucial part of data mesh architectures [6].

Other standards have been developed for describing data, specifically in data
markets. These are often specific to the field in which they are developed, such
as the FIESTA-IOT ontology [18], the Common Vehicle Information Model
(CVIM) [14] and the spatial standard developed by Sakr [15]. However, like most
of the standards above, these focus heavily on describing only data in a standard-
ised manner rather than describing the product aspects of data products.

Finally, we note that there have been previous initiatives to describe data as
well as the context in which it can be exchanged. An excellent standard for describ-
ing data as a service is DEMODS, which was introduced by Vu et. al. in 2012 [20].
One of the main benefits of DEMODS is that it explicitly combines the service
aspects of data as a service, such as API descriptions, and the data aspects, such
as different field descriptions. These aspects are, of course, still very relevant when
describing data products. However, as previously argued, data products are more
than just data as a service, and DaaS standards are insufficient for our purposes.
More recently, there have been some attempts to describe data products on com-
mercial data markets (e.g., [13,17]). These standards add descriptions for formal
agreements and prices to data products; however, they often neglect the service
aspects and consider almost no aspects for describing the data.

In addition to academic work, several industry standards exist. Besides
vendor-specific standards (e.g., Google9, Amazon10, Microsoft11) two open-
source, generalised data product standards aim to describe data products in a
data mesh environment. The Data Product Specification (DPS) was developed
by agile-lab12 to provide a technology-independent standard for defining data
products, much like ProMoTe. However, it is unclear how the standard was
developed, and some crucial entities, such as input ports, are missing. Addition-
ally, the data product descriptor specification (DPDS)13 is an excellent standard

6 https://www.w3.org/TR/vocab-dcat-2/.
7 https://www.dublincore.org/specifications/dublin-core/dcmi-terms/.
8 https://www.w3.org/TR/skos-reference/.
9 https://cloud.google.com/architecture/describe-organize-data-products-resources-

data-mesh#the data product template.
10 https://docs.aws.amazon.com/marketplace/latest/userguide/data-products.html.
11 https://learn.microsoft.com/en-us/azure/cloud-adoption-framework/scenarios/

cloud-scale-analytics/architectures/what-is-data-product.
12 https://github.com/agile-lab-dev/Data-Product-Specification.
13 https://dpds.opendatamesh.org/resources/specifications/1.0.0-DRAFT/.

https://www.w3.org/TR/vocab-dcat-2/
https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
https://www.w3.org/TR/skos-reference/
https://cloud.google.com/architecture/describe-organize-data-products-resources-data-mesh#the_data_product_template
https://cloud.google.com/architecture/describe-organize-data-products-resources-data-mesh#the_data_product_template
https://docs.aws.amazon.com/marketplace/latest/userguide/data-products.html
https://learn.microsoft.com/en-us/azure/cloud-adoption-framework/scenarios/cloud-scale-analytics/architectures/what-is-data-product
https://learn.microsoft.com/en-us/azure/cloud-adoption-framework/scenarios/cloud-scale-analytics/architectures/what-is-data-product
https://github.com/agile-lab-dev/Data-Product-Specification
https://dpds.opendatamesh.org/resources/specifications/1.0.0-DRAFT/
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that builds on the OpenAI initiative. However, while the DPDS is more exten-
sive than the DPS, how it was developed and whether or how it relates to any
non-functional properties (such as DAUTNIVS+) is unclear. More importantly,
DPDS was not built to be interoperable- or compliant with existing ontologies
such as DCAT and DCT, which could prove to be a crucial benefit for ProMoTe
in terms of extensibility and interoperability with other existing standards.

Although each of these standards offers valuable perspectives on describing
data in specific environments, we can conclude that no standard currently exists
that: 1) describes and defines data products in a data mesh (like) environment,
2) is technology-independent, and 3) extends existing standards for modeling
(meta-)data. ProMoTe addresses all these points and refers explicitly to the
DAUTNIVS+ non-functional requirements for data products. This means it can
be used to define and describe data products in a data mesh, as illustrated in
the next section.

5 PROMOTE

In this section, we introduce ProMoTe by discussing a hypothetical yet realistic
data product use case in a Telco company. Figure 3 below shows an overview in
UML of the (meta)classes and relations in ProMoTe. A full specification and
explicit linkage to the DAUTNIVS+ requirements can be found in our online
repository14.

5.1 Overview

ProMoTe extends the dcat:Resource class with a subclass: pmt:Resource. These
pmt:Resources come in three varieties: the pmt:Dataset, which is a subclass of
dct:Dataset; the pmt:Dataproduct, which is the architectural quantum of a data
mesh and the main focus of ProMoTe; and the pmt:UseCase, that describes
how the data is consumed. Data Products make available one or more datasets.
Each dataset has one or more physical representations (distributions), which are
exposed through output ports.

Each resource is managed within a pmt:Domain that maintains semantic
domain knowledge in pmt:InstitutionalKnowledge. Data products ingest data
through one or more pmt:InputPorts and are governed through pmt:policies man-
aged through pmt:ControlPorts. Finally, data products make available one or
more dct:Distributions of pmt:Datasets through an associated pmt:OutputPort.
For each output port, an associated pmt:DataContract establishes the conditions
that apply when consuming the underlying data.

5.2 Modelling Data Products with PROMOTE

The customer data product is created and maintained by the company’s
customer service department and instantiates the diagram of ProMoTe,

14 https://github.com/Stefan-Driessen/ProMoTe.

https://github.com/Stefan-Driessen/ProMoTe
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Fig. 3. A UML-representation of ProMoTe

depicted in Fig. 3. The customer service department handles the onboard-
ing of customers who subscribe to a product and keeps this informa-
tion in a pmt:Dataset consisting of three tables. Figure 4 shows a simple
pmt:logicalSchema with these three tables and their internal relations.

Following ProMoTe, the data product needs to be described with relevant
aspects from the pmt:Resource and pmt:DataProduct. This begins by assign-
ing “Alice” from the customer service pmt:domain as the pmt:dataProvider.
Alice then chooses the dct:title“Subscription Data Product” and fills out rele-
vant metadata for the data catalogue, such as a short dct:description and some
dcat:keywords, and assigns the dct:language to “English”. Moreover, in their
description, Alice explicitly references the business glossary of the customer ser-
vice domain through pmt:institutionalKnowledge, which contains standardised
semantic definitions of what customers, products, and subscriptions mean in the
customer service pmt:Domain.

The dataset itself is stored physically in a SQL-based database during
the customer onboarding process. Every dcat:Distribution of the pmt:Dataset
that will eventually be offered by the customer of the pmt:DataProduct will
source its data from this database. Alice describes this using ProMoTe in the
pmt:sourceSystem property when describing their data product’s pmt:InputPort.
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Fig. 4. The pmt:logicalSchema of the dataset in the customer data product.

It quickly becomes apparent that the customer data product has three poten-
tial pmt:UseCases with corresponding consumers. These use cases are the first
major components that make the data product sensitive to feedback (from the
consumers). Use case A is presented by Bob, who is from a different team in
the customer service pmt:Domain and wants to use the data to allow customers
to cancel their subscriptions. Use case B comes from Charlie, in the marketing
pmt:Domain, who wants to run a targeted advertisement campaign and needs to
perform customer segmentation. Finally, use case C is presented by Dave from
the website pmt:Domain that builds and maintains the company’s website. Here,
customers can log in, find information about their subscriptions, and update the
information they provided when they subscribed. Based on these pmt:UseCases,
Alice builds and describes her data product using ProMoTe. Figure 5 illustrates
this process as an instantiation of the ProMoTe meta-model.

Use Case A. Normally, there would be no need to create a data product
for a consumer from the same domain. Presumably, Bob is familiar with the
pmt:sourceSystem (i.e., the SQL database) of the customer service pmt:Domain.
However, since Alice knows there are other consumers, they decide to put
in the effort of creating an output port that can be reused for future use
cases. They describe the dcat:Distribution of this pmt:Dataset through the
pmt:physicalSchema as it exists on their SQL database. Moreover, they create
a pmt:OutputPort that pmt:exposesDistribution this distribution through an
API that data consumers can call if they follow the pmt:consumeInstructions.
In addition to the pmt:OutputPort, they create a pmt:DataContract. In this
data contract, they describe the terms of service in a pmt:SLA and any qual-
ity checks already performed in the customer service pmt:Domain’s database as
pmt:providerPromises. Moreover, the company has a pmt:policy that any per-
sonally identifiable information (PII) can only be shared in compliance with the
GDPR. Therefore, Alice will have to add a clause to the pmt:DataContract in
the form of a pmt:consumerPromise that this data can only be consumed for
purposes for which the data subject has given consent.

At the same time, Alice asks Bob to describe their use case. This is useful
for improving the Discoverability and Understandability of the data product
by providing useful information for other potential data consumers. However,
Alice is also interested in feedback from their consumers in the form of the
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Fig. 5. The subscription data product, described with ProMoTe. Some aspects, such
as data contracts, have been abbreviated for improved legibility.

pmt:estimatedValue of Bob’s use case, which justifies their effort for creating
the data product. In the same vein, Alice wants to know how long Bob plans
to consume the data product. Since customers should always be able to cancel
their subscriptions, Bob tells Alice that their intended pmt:plannedEndDate is
“indefinite”.

Use Case B. For use case B, Alice realises Charlie cannot use the same output
port as Bob because of the aforementioned pmt:policy, which only allows the pro-
cessing of customer data for marketing purposes if they have specifically opted
in. Because of this, Alice creates another dcat:Distribution of the pmt:Dataset in
their SQL-based database. In this distribution, customers who have not opted-in
to targeted marketing or segmentation are anonymised by removing all values in
their columns. Alice makes sure to describe how the pmt:physicalSchema includes
anonymised data and creates another pmt:OutputPort to expose this distribu-
tion at the same pmt:endpointURL (e.g., an API) as for use case A, but with
different access rights. The access rights are captured in the pmt:DataContract.
Moreover, the data contract notes that this output port is suitable for any use
case that consumes the data for marketing purposes in a pmt:consumerPromise.
Finally, Charlie describes their pmt:UseCase in much the same manner as Bob
did for use case A.



ProMoTe: A Data Product Model Template for Data Meshes 137

Use Case C. Based on customer interviews, Dave tells Alice that timeliness is an
essential pmt:SLO for their use case: it’s more important that data is quickly avail-
able, even if it might take a while to update the customer information. Therefore,
Alice decides to create a Kafka dcat:Distribution for streaming that prioritises
speed and completeness over accuracy. The pmt:endpointURL of the correspond-
ing output port refers to a topic that pmt:exposesDistribution this distribution,
and Dave (or any other data consumer) can subscribe to this topic following
the pmt:consumeInstructions. Alice describes all the pmt:providerPromises they
make over this output port, such as the timeliness pmt:SLO constraint in a
pmt:DataContract. Additionally, since the customer data contains the same per-
sonally identifiable information (PII) as use case A, Alice includes the same lim-
itation in a pmt:consumerPromise. Finally, just like in the previous use cases,
Alice asks Dave to describe their use case for improved discoverability and under-
standability of the data product and establish its pmt:estimatedValue.

Throughout the process of creating the customer data product, Alice is sup-
ported by the infrastructure-as-a-service that the platform providers of her com-
pany provide as part of the data mesh ecosystem, such as a data catalogue for
registering the dcat:CatalogRecord of her data product and access management
tools for her output port. In particular, the company offers tools that help mea-
sure and enforce the pmt:policies captured in the pmt:DataContract. Updating
and managing these tools is done through the pmt:ControlPorts, which can be
accessed both by Alice as the data provider and also by members of the federated
data governance team. This makes the control port the second major compo-
nent that makes Alice’s data product sensitive to feedback (from the platform
providers).

6 Validation

In order to validate that ProMoTe can accurately, consistently and robustly
describe data products, we employed validation through formalisation, validation
through experimentation and validation through construction.

Firstly, we have formally specified and verified ProMoTe in UML (see, for
example, Fig. 3 and its instantiation Fig. 5), and RDF (see GitHub)(See footnote
14). This has allowed us to ascertain internal and construct validity. Moreover,
we have formalised the relation between the components of ProMoTe and
the non-functional requirements in the formal specification provided online(See
footnote 14).

As mentioned above, the fact that ProMoTe is technology independent is
an advantage, as it allows organisations to implement its logic to fit their own
architecture, organisational structure, and technical infrastructure. We envision
different organisations having different physical implementations of data policies,
data contracts, data storage infrastructure, metadata storage, etc. To validate
that ProMoTe can help develop such physical implementations, we created sev-
eral technical prototypes within the company based on ProMoTe. Specifically,
metadata entities were created for data products, use cases, and output ports on
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Fig. 6. A screenshot of the ProMoTe-based technical prototype data product meta-
data template implemented in the KPN data catalogue.

the company’s data catalogue. These entities came with corresponding metadata
templates that aspiring data product providers can fill out to help them describe
new data (and existing) data products. These metadata entries then enabled the
development of new prototypes, such as an early data governance dashboard for
tracking ownership of the various data products.

The company uses the Datahub (See footnote 4) data catalogue to gather
metadata about its datasets and distributions from various source platforms
across the company. For each dataset and distribution, metadata is ingested
and stored in an entry within the DataHub model, which runs on a GraphQL
backend. To implement the metadata entry for data products, output ports and
use cases, we used the business glossary functionality of DataHub, Fig. 6 shows
a screenshot of the template in DataHub. This approach had several advantages
over editing DataHub’s GraphQL model: 1) It allowed for rapid changes based on
user feedback; 2) It resulted in an intuitive, interactive environment for users to
fill out the template and create their own metadata entries; 3) Whenever entities
were not yet implemented in the catalogue, or existed on external platforms (such
as the companies institutional knowledge) hyperlinks could be easily leveraged
to reference these external resources.

The data product metadata template also came with instructions on how to
relate to other metadata entries, such as owners, domains, datasets, use cases,
output ports and institutional knowledge. Figure 7 shows an example data prod-
uct and its relations to a dataset metadata entry, an owner and a domain. Rela-
tions to other entries, such as use cases, output ports and institutional knowledge,
are captured in the same manner on different tabs of the data product metadata
entry.
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Fig. 7. An anonymised screenshot of a filled-out metadata template in DataHub and
how it relates to distributions.

Another application of ProMoTe that feeds directly from the metadata
template is the construction of a prototype governance dashboard. The dash-
board, shown in Fig. 8, runs in Power BI and feeds directly off the GraphQL
backend of the data catalogue. Having a formal meta-model of data products in
ProMoTe allows the company’s governance team to keep track of the status
of important data product characteristics. In the prototype, this translates to
keeping track of (domain- and individual) ownership and encouraging new data
providers to provide, at minimum, a description of their data product.

6.1 Lessons Learned

Based on the implementations described above, we present a brief overview of
the lessons learned when applying ProMoTe in practice in industrial settings
and how these lessons affected the (use of) ProMoTe.

Lesson 1. Set maturity levels for developing and describing data products. The
industrial partners wanted to categorise existing data entities and data products
under construction in different maturity levels. We addressed this by relating

Fig. 8. An anonymised screenshot of the Power BI dashboard technical prototype used
by the centralised data governance team in the company.
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maturity levels to non-functional requirements: level 1 focusing on Discoverable
and Addressable, level 2 focusing on Understandable, level 3 focusing Native
Accessability, Value and Feedback-Driven, and level 4 focusing on Truthful-
ness & Trustworthiness, Interoperability and Security. Moreover, we added a
pmt:maturityLevel to the ProMoTe meta-model so it can be described.

Lesson 2. Emphasise relevant components first. When describing and developing
the first data products, the full ProMoTe meta-model came across as over-
whelmingly much for new data providers. To address this, we organised infor-
mation sessions with relevant stakeholders and only used a subset of the fields
in ProMoTe for the metadata template described above.

Lesson 3. Address interoperability top-down and bottom-up. Achieving interop-
erability between data products has proven challenging. Nevertheless, we have
found two ways to address this problem. The first relies on interoperability
between pmt:InstitutionalKnowledge entities, e.g., through the use of knowledge
graphs, and the second relies on traditional techniques for achieving interoper-
ability between datasets such as the use of foreign keys [3].

Lesson 4. Integrate ProMoTe with data mesh architecture. Despite demon-
strating which components must be built, ProMoTe cannot be used out-of-
the-box for building data products. For this, a clear overview of the various tools
and infrastructure-as-a-service components (e.g., as described by Goedegebuure
et. al. [6]) and how they relate to the individual components of ProMoTe is
necessary.

7 Conclusion

In this paper, we have introduced ProMoTe (See footnote 14), a technology-
agnostic meta-model for specifying, developing and managing data products in
a data mesh. ProMoTe is DCAT-compliant and can be easily combined with
existing data catalogues for describing data. Moreover, ProMoTe is explicitly
linked to non-functional requirements gathered from academia and industry,
making it more likely to describe valuable data products. We believe ProMoTe
can be used to instantiate the different components of data products in various
organisational settings. To validate this, we instantiated the metadata entries
of data products and their components in a data catalogue in an industrial
environment at a large Telco company.

The results in this paper are core results in nature; more extensions and
refinements are needed in various directions. Firstly, we wish to establish external
validity by testing our approach in other industrial settings. Moreover, we intend
to demonstrate the applicability of ProMoTe by developing instantiations of
all its components, not just metadata entries on a data catalogue. Eventually,
we hope to extend this approach to define a method and/or patterns that assist
data product developers in effectively creating, maintaining and improving data
products. Finally, another aspect for future work is to focus on the integration
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with the larger data mesh architecture by considering the different architectural
components (e.g., from the reference architecture provided by Goedegebuure et.
al. [6]) and their relation to the data product.
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Abstract. We propose using a conceptual model for a database query’s
input type. The input type is the shape of the data needed by a query.
Pairing a conceptual model with a query creates a plug-and-play query
that can be type matched to a database’s schema to determine whether
the query can be safely evaluated. Plug-and-play queries are portable,
easier to write, and are type safe. We describe a simple conceptual
model based on virtual hierarchies, show how a virtual hierarchy is type
matched to a relational schema, and how to transform an SQL query
into one that can be evaluated on the matched schema.

Keywords: SQL · query evaluation · hierarchical data · query guards

1 Introduction

This paper proposes using a conceptual model to improve database queries. More
specifically we propose using a conceptual model as the query’s input type. In a
broad sense a database query has an input type and an output type; the query
transforms data from the input to the output type. The input type is either a
generic type, e.g., Any, or (a subset of) a database’s schema. In languages for
schemaless databases, like XQuery and Cypher, the input type is generic. There
is no compiler type check for the input type, instead a query will evaluate on
any data collection, producing an empty result if a path expression in the query
fails to navigate to desired data.1 In languages for databases that have a schema,
such as SQL, the input type is the names of tables and columns that appear in
the query, which is a subset of a schema. The compiler checks the input type
and generates an error if there is a mismatch.

Suppose that instead of a generic type or a subset of the schema we used a
conceptual model as the input type. The conceptual model describes the mini-
world in which the query needs to be evaluated. The idea is depicted in Fig. 1.
1 XML and Graph schema specifications are used and checked for data modification,

rather than (read) query evaluation.
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Fig. 1. Using a conceptual model as the input type

A query together with the conceptual model of the data needed by the query is
type matched to the schema of the database. The match produces a transformed
query that is executable against the schema as well as a report on type errors or
potential information loss in the transformation. There are several benefits that
potentially accrue.

– Type Safety - A query that ignores the input type is said to lack type safety.
The evaluation of the query cannot determine whether the query is mal-
formed, e.g., a name in a path expression is misspelled, or whether there
is no data that matches the query since both cases produce the empty set.
A type safe query, on the other hand, evaluates the structure of the input
to determine if it conforms to that expressed by the conceptual model, i.e.,
needed by the query.

– Portability - A query is portable if it can be type safely evaluated on different
data collections. The conceptual model is not only critical to describing the
input type to safeguard the query, but the model can be used to transform
the query so that it can adapt to the data’s type.

– Simplicity - A key challenge for query writers, especially novice query writers,
is understanding the (conceptual model of a) database. It is simpler and easier
for writers to express their conceptual understanding of the data needed by
the query and let the compiler match the input type to the data’s type,
transforming the query to adapt to the data’s type as needed.

– Resilience - Queries written with respect to a specific schema are brittle in
the sense that if the schema changes, even small changes, the query may
fail. To make a query resilient to schema evolution it is best to capture in a
conceptual model what the query needs to evaluate and match the conceptual
model to the current schema.

In summary using a conceptual model as the input type potentially makes a
query type safe, portable, easier to code, and more resilient to schema changes.
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This paper describes a system that has these potential benefits and specifi-
cally does not address the issue of determining what is the best conceptual model
to use as the input type. We address instead the research question of what are
the potential benefits of using a conceptual model as the input type. We chose to
use the hierarchical model as the input type, surprisingly, for queries in SQL, a
relational query language. The advantages of the hierarchical model are simplic-
ity and prior research by others in virtual hierarchies, which are hierarchies that
are not stored, rather they are constructed during query evaluation.

In his 1970 seminal paper on the relational model, E. F. Codd argued in favor
of the relational model by describing important drawbacks of the popular (at
that time) hierarchical model [7]. One of the drawbacks of the hierarchical model
that Codd identified was access path dependence. Codd pointed out that queries
in a hierarchical (or network) model necessarily have to use access paths (“dot”
operators) to navigate to desired data. The access paths tightly couple the query
to a specific hierarchy, which is problematic since the same data could be orga-
nized in different hierarchies, so a query written for one hierarchy would fail if the
same data were organized differently. Access path dependence decreases query
portability and increases the brittleness of queries to changes in the structure of
the data.

But hierarchical data also makes some aspects of querying easier. First, access
paths in hierarchical queries are simpler and more straightforward to express
than joins in a relational database, an advantage also present in graph queries
in languages such as Cypher and GQL, and in SQL for SurrealDB, which uses a
RELATE clause to build relationships between tables that can be navigated by
path expressions. Joins are implicitly embedded in a hierarchical data structure,
performed when creating the data model, and these embedded joins in the data
are easily navigated with a path expression. Second, grouping and aggregation
can be more naturally expressed in hierarchical data. Their expression in SQL has
been shown to be cognitively challenging for many users, especially programmers
learning SQL [1,17,18]. Third, Codd’s critique of access path dependence applies
only to stored hierarchies. Virtual hierarchies are dynamically constructed as
needed for query evaluation, hence have no such dependence.

This paper leverages virtual hierarchies as a conceptual model to support
plug-and-play SQL. We propose coupling a query to a hierarchical specification
of its input type, we call the specification a query guard, to create a plug-and-
play query. A plug-and-play query is similar to a plug-and-play device. Such a
device can be plugged into any socket and if the socket provides the necessary
electrical input or other required input, then the device will play. Similarly, a
plug-and-play query can be plugged into any data source and, if the data source
provides data in a sufficient structure specified by its input type or guard, it will
“play” producing a desired result.

We motivate the utility of query guards with an example. Suppose that we
have a relational database with data about biological specimens collected in
the field. A user could query the database using the query in Fig. 2 to retrieve
the names of botanists who collected Asteraceae (plants in the Daisy family)
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Fig. 2. Retrieve the names of botanists who collected Asteraceae specimens in 2023

Fig. 3. Retrieve the names of those who collected Asteraceae specimens in 2023

specimens in 2023. The query does a join between the taxa, occurrences, and
collectors tables, applies the appropriate selection conditions, and projects
the name of the botanist. The query explicitly uses logical pointers (foreign key
to key associations) from the taxa table to the occurrences and collectors
tables. We can rewrite the query as a plug-and-play SQL query using a query
guard as shown in Fig. 3. The guard specifies the shape or type of the input to
the query. The guard stipulates that the query can be evaluated on any data
collection that has this hierarchy, or that can be converted or transformed to
the desired shape (within information loss guarantees).

One big advantage of plug-and-play SQL queries is that they are portable.
The query in Fig. 3 is portable to data collections that have different shapes (i.e.,
we do not care how many steps are involved in “joining” the tables to construct
the hierarchy). A second advantage is that the hierarchy naturally groups the
data, and the grouping can be exploited in a query for aggregation. Suppose for
instance we only wanted those collectors who collected more than 40 specimens
then we could modify the query as shown in Fig. 4. Querying against a hierarchy
simplifies grouping and aggregation (as in XQuery and Cypher).

This paper focuses on matching and transforming the shape of the data.
We are agnostic about the semantic matching of labels between the guard and
the source, e.g., does person in the guard mean the same as person in the
data, because the semantic matching problem is already being researched by
other communities, e.g., work on ontologies in the Semantic Web community.
The focus of our research is on the shape of the data and because the problem
is orthogonal we can add Semantic Web solutions to plug-and-play queries to
address the problem of semantic mismatch. Note that the table names in the
query guard in Fig. 3 are present to help in the semantic matching. The guard
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Fig. 4. Retrieve the names of botanists who collected more than 40 Asteraceae speci-
mens in 2023

Fig. 5. Simplified guard for the query in Fig. 3

could be simplified to that shown in Fig. 5. To better combine the output of any
semantic matching technique with the guard, a MATCH clause could be added
that maps names in the schema to those in the guard.

This paper makes the following contributions.

– We describe using a conceptual model as the input type for an SQL query.
We call the model a query guard.

– We show how to match the query guard to the schema of a relational database.
– We give a denotational semantics for converting a plug-and-play query to

SQL.
– We report on the implementation of plug-and-play SQL.

This paper is organized as follows. The next section describes how an input
type specification is matched to a schema hierarchy and how the match is used
to rewrite the query to one that can be evaluated. We then explain how we
implemented query guards and give a brief evaluation. Section 5 covers related
work. The paper concludes with a short summary and gives some avenues for
continuing the research in future.

2 Model

In this section we describe, at an abstract level, how the virtual hierarchy is
constructed for a guard when evaluated on a relational database. The key ideas
are to model data-relatedness using a multigraph of associations among relations.
A spanning tree in the multigraph determines how to best relate names in a
hierarchical context. The tree is used to construct an SQL query to extract data
for formatting in the shape specified by a guard.
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2.1 Guard

A guard is a specification or declaration of the structure of the data needed by
the query.

Definition 1 (Guard). Let database, D, consist of names N = n1, . . . , nk.
Then guard G = (M,E) where M ⊆ N and

E = {(np, nc) | np, nc ∈ M}

forms a connected, acyclic graph.

Essentially a guard is a tree of database column or table names.
We assume that a guard is specified using JSON-like syntax, as is common

in other tools, e.g., GraphQL.

Definition 2 (Guard JSON Specification). A guard conforms to the EBNF
grammar given below.

guard ← GUARD pair
pair ← name obj?
name ← TABLE_NAME | COLUMN_NAME
obj ← { pair (, pair)* }

The tree of names in a guard is built from the nested values of name/obj pairs
in the guard specification. For example, the guard in Fig. 3 is the tree consist-
ing of nodes {collectors, occurrences, name, family, and year} and edges
{ (collectors, name), (collectors, occurrences), (occurrences, family),
(occurrences, year) }.

2.2 Association Multigraph

For our purposes a relational database, D, is a set of relations, {R1, . . . , Rn},
and a set of associations among attributes in the relations K = f1, . . . , fm,
e.g., K could be a set of foreign key constraints, inclusion dependencies, or user
specified “edges” (such as specified by the RELATE clause in SurrealDB SQL).
Each relation in D has some number of attributes, that is, the schema for relation
Ri is (A1, . . . , Ak) and each relationship in K is of the form Rj → Rm, that is,
relation Rj is related to Rm, e.g., there is a foreign key from Rj to Rm.

Definition 3 (Association Multigraph). The association multigraph, G =
(V,E), for D is an undirected multigraph where V = {R1, . . . , Rn} is the set of
vertices and E = {(Rj , Rm, i) | fi ∈ K ∧ fi = Rj → Rm} is the set of edges (i
is the label of the edge).
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Note that there is one edge per association. The edge is labelled with the identi-
fier for the association. As there could be more than one association, e.g., more
than one foreign key, between a pair of relations, there can be more than one
edge between nodes, but each edge will have a different label.

As an example consider the relational schema depicted in Fig. 6. The schema
is for Symbiota, a commonly used biodiversity data management system [11].
The schema depicted is a small part of Symbiota’s schema, which has 74
tables and 97 foreign keys. Symbiota stores specimen biodiversity data such
as occurrences of taxa that are part of collections housed in herbaria, nat-
ural history museums, and private collections. A collection may involve various
collectors and images of the specimens. The taxa table is the taxonomic
hierarchy of scientific names that may be synonyms (recorded in the statuses
table) as stipulated by taxonomic authorities. The taxa records also have
descriptions derived from taxonomic treatments. The taxa table has a foreign
key to itself that associates child to parent taxa. The association multigraph for
the schema in Fig. 6 is given below and depicted in Fig. 7.

– V = {statuses, descriptions, authorities, taxa, occurrences,
collections, images, collectors}

– E = {(authorities, statuses, 1), (authorities, descriptions, 2),
(statuses, taxa, 3), (descriptions, taxa, 4), (occurrences, taxa, 5),
(collections, occurrences, 6), (taxa, images, 7),
(collectors, occurrences, 8), (taxa, taxa, 9)}
In general in this paper we will utilize foreign keys for the associations. We

focus on foreign keys not only because foreign keys describe important semantic
connections between tables, but also because the keys are stored in the schema
and so can be automatically read and used. But the multigraph could be con-
structed by computing other associations among relations, e.g., inclusion depen-
dencies, and the techniques described in this paper would be the same.

2.3 Relating Data Through Names

The association multigraph can be used to relate names in a guard based on the
notion of closeness [20]. Closeness can be described as the property that two data
items are related if they are connected (by a path) and that no shorter paths that
connect items of the same type exists. In the context of relational databases the
type of a datum is the domain (an attribute in a relation) to which it belongs.

Suppose that a guard specifies that affiliation should be related to
scientific name. The affiliation type exists in the collectors relation,
while scientific name is part of taxa. There is a path of length two that
connects collectors to taxa as well as paths of length greater than two (by
traversing the link from taxa to itself). Closeness stipulates that the shortest
path is preferred.

Definition 4 (Parent/Child Closeness). Let plug P have parent p with child
c where p is an attribute of relation Rp and c is an attribute of relation Rc.
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Fig. 6. Reduced schema of the Symbiota2 database

Closeness stipulates that a path from Rp to Rc makes p closest to c if and only
if there is no shorter path between Rp and Rc in a association multigraph, F ,
that is,

⊗(F, P, p, c) = {(Rp, R1, i1), . . . , (Rn, Rc, in)}
⊗ is the closest operator and (Rp, R1, i1), . . . , (Rn, Rc, in) is a shortest path.

As an example assume the pattern contains affiliation (in relation
collectors) and description (in relation descriptions), then the shortest
path is below.

{(collectors, occurrences, 8), (occurrences, taxa, 5),
(taxa, descriptions, 4)}

Parent/child closeness relates a pair of names in a guard, but a guard could
contain many names. Closeness for the guard is built from parent/child closeness.

Definition 5 (Guard Closeness). Let P be the set of parent child relation-
ships, (p, c), in a guard. Then for association multigraph F the data relationship
operator,

⊗
, is defined as follows.

⊗
(F, P ) =

⋃

∀(p,c)∈P

⊗(F, P, p, c)
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Fig. 7. Association multigraph for the Symbiota2 database

Guard closeness defines a spanning tree within the graph over the nodes
corresponding to relations that have attributes in the guard. To relate data in a
guard, P , the paths on the plug are joined using an in-order walk of the tree for⊗

(F, P ).

Definition 6 (Relating Data). Given a guard, P , and an association multi-
graph, F , with spanning tree, C, for

⊗
(F, P ) that relates names x1, . . . , xk in

P , let an inorder walk of the spanning tree yield the list of relations [R1, . . . , Rn].
Then the data relationship operator, ��P , is defined as follows.

��P (C, [x1, . . . , xk]) = πx1,...,xk
( ��[R1, . . . , Rn])

where �� is the left outer join (on the attributes in the foreign keys).

For example, to relate affiliation to scientific name, the inorder walk for
the spanning tree is [collectors, occurrences, taxa]. The data relationship
operator applied to this list yields the query given below.

πaffiliation,scientific name( collectors �� occurrences �� taxa )

2.4 Potential Information Loss

There may be more than one closeness spanning tree that connects pairs of
names. For instance there are two paths of length two from authorities to taxa,
one through statuses and one through descriptions. To determine which
spanning tree to use, we rank the trees by their potential information loss.

Definition 7 (Loss Ranking). Let spanning trees T1, . . . , Tn connect names
x1, . . . , xk. Then Ti is the most complete spanning tree if the data relatedness of
the tree produces the most tuples, i.e.,

|
⊗

(Ti, [x1, . . . , xk])| = max1≤j≤n|
⊗

(Tj, [x1, . . . ,xk])|.
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Fig. 8. Taxa and the managers who manage collections of them

The idea of loss ranking is to choose the spanning tree that produces the most
tuples since such a join represents the most complete connection among the set
of relations. Note that the loss ranking is an instantaneous measure, that is, it
produces a ranking with respect to the state of a database as of when the query
is evaluated. Since relations change over time an alternative path may represent
the most complete connection at some future time. To compute a measure of the
completeness the association multigraph can be annotated with join selectivity.
Suppose foreign key f is from relation R to relation S, that is, R borrows a key
from S. Then the join selectivity for f be Lf = |S � R|/|S|. Note that S � R
using f will produce between 0 and |S| tuples. We can annotate the association
multigraph with join selectivities and multiply the selectivities along branches
in a spanning tree to get total completeness; alternative spanning trees can be
ranked by their total completeness.

Completeness factors can also be used to categorize plugs by the amount
of information loss. A completeness factor of 1 for a plug represents that the
construction of a hierarchy loses no information, i.e., it is complete in the sense
that every value at a leaf can be reached from the root. A completeness factor of
less than 1 indicates that some leaf values might not be represented. For exam-
ple, consider the guard specified in Fig. 8. which relates taxa to collections.
The guard specifies joins along the following path: taxa, occurrences, and
collections. If the completeness factor is 1 then every taxon is part of some
collection that has a manager. On the other hand, a completeness factor less
than 1 indicates that some taxa may be unrelated to a manager (are not in a
collection). Note that because we are using outer joins to compute the hierarchy
those taxa will still be present in the hierarchy, but the manager will be a null
value.

Guard closeness as defined above is based on the closeness of parent/child
relationships in a guard rather than the minimal number of relationships overall
in a guard. An alternative is to use the Steiner tree, which is a minimal spanning
tree among a subset of nodes in the multigraph. Computing the Steiner tree is
NP-complete [14], even for an unweighted multigraph. Though approximation
techniques exist [5], it is unclear if the Steiner tree gives a better intuitive solution
to the data-relatedness problem since a guard designer may construct a guard
by reasoning about parent/child relationships in a hierarchy rather than overall
minimality of the edges in a guard.
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Fig. 9. Denotational rule for translating a plug-and-play query into SQL

Fig. 10. SQL for retrieving who collected Asteraceae specimens in 2023

2.5 Combining the Guard with the Query

In this section we give the denotational semantics of a plug-and-play query.
There are two cases: with and without an aggregate function. We consider the
without case first.

If a query does not have an aggregate function then the transformation is
relatively straightforward using the data-relatedness operator, ��P . In the rule
given in Fig. 9, D is the database on which the query is evaluated. As an example,
the transformation of the query in Fig. 3 is given in Fig. 10. Note that the outer
join operator generates a path from collectors to taxa through occurrences
to relate name to family, hence the final hop in the path back to occurrences
is not needed in the join expression.

A query with an aggregate function has to add grouping (more than one
aggregate is a repetition of this case). In the denotation rule given in Fig. 11 we
assume a is an aggregate applied to a name at level k in the tree (with ancestor
names g1 to gk). We further assume a is both in the SELECT and the WHERE clause.
As an example, the transformation of the query in Fig. 4 is given in Fig. 12.

3 Implementation

In this section, we describe the code structure for our application. Most of the
code is written in Java. We used ANTLR for parsing and translation and mod-
ified the grammar for SQLite. The code structure for the application is shown
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Fig. 11. Denotational rule for translating a plug-and-play query with an aggregate into
SQL

Fig. 12. SQL for retrieving who collected Asteraceae specimens in 2023

in Fig. 13. It consists of five modules. The database module is handles database
communication We used JDBC for communicating. The grammar module con-
tains the lexer and parser rules for the SQL and query guard, and a custom
listener to implement the denotational semantics for the translation of a plug-
and-play SQL query into SQL. The data pull module contains the logic to
evaluate a query and display results. The join graph module builds and main-
tains the association multigraph. Lastly, the tree module communicates with
the listener and the data pull module to generate the queries.

Figure 14 shows a screenshot of our JavaFX application that displays the
generated query (the guard and query are in the context of a baseball database).
As shown in Fig. 15, the user selects the query they want to execute and hits the
Execute Query button to generate the result.

4 Plug-and-Play Evaluation

We provide a comparative analysis of the run-time cost of ordinary SQL queries
with plug-and-play queries. Of course the plug-and-play queries were easier to
write, but in this evaluation we focus on the run-time cost. We wrote six plug-
and-play queries on a baseball database with 2GB of data (the Lahman baseball
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Fig. 13. Plug and Play SQL- Code Structure

Table 1. Cost Analysis

Query No. Manual Query Cost Generated Query Cost

Query 1 318.61 2009.71
Query 2 3684.72 3684.72
Query 3 0.29 709
Query 4 3906.91 3924.3
Query 5 2500.25 2677.22
Query 6 3040.94 3040.94
Query 7 2004.75 8958.4

database is publicly available). We ran the queries using Postgres version 14.7
on a Linux system running Ubuntu with 16GB of RAM. Table 1 shows the cost
comparison of the manually created SQL queries compared to the queries gener-
ated by the plug-and-play application. We observe that the plug-and-play queries
are often the same cost as the hand-crafted queries, but sometimes incur higher
cost due to the cost of left outer joins versus inner joins. We plan to focus on
optimizing queries to consider edge cases in future work.

5 Related Work

To the best of our knowledge, there is no previous work in querying SQL using
hierarchies, in fact, the relational model replaced the hierarchical model and is
widely considered an improved successor. But there has been previous research in
querying with input types that can be broadly classified into several categories.

Query Relaxation/Approximation. One way to loosen the tight coupling
of the input type to the data is to relax the path expressions in a query or
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Fig. 14. Generated Queries

approximately match them to the data within a given edit distance [2,3,13].
Though such techniques work well for small variations in data structure or values,
there can be a very large edit distance among the same data organized in different
structures, which we would like to consider as the same data. Relaxing a query
to explore all data shapes within a large edit distance is overly permissive, and
includes many shapes which do not have the same data. Query correction [8]
and refinement [4] approaches are also best at exploring only small changes to
the data.

Declarative Transformations. There are declarative languages for specify-
ing transformations of (hierarchical) data [15,16]. However, each transformation
depends on the hierarchy of the input and would have to be re-programmed for
a different hierarchy. It would be more desirable if a programmer could simply
declare the desired hierarchy in a single guard.

Schema Integration. Data can be integrated from one or more source schemas
to a target schema by specifying a mapping to carry out a specific, fixed trans-
formation of the data [6]. Once the data is in the target schema, there is still
the problem of queries that need data in some schema other than the target
schema. In some sense schema mediators integrate data to a fixed schema, which
is the starting point for what query guards do. The different problem leads to
a difference in techniques used to map or transform the data. For instance,
tuple-generating dependencies (TGDs) are a popular technique for integrating
schemas [9,12]. Part of a TGD is a specification of the source structure from
which to extract the data. Specifying the source schema will not work for a
query guard, a query guard must be agnostic about the schema and work for
any given schema (work in the sense that the input type can be matched or
the matching produces information about potential data loss or errors). A sec-
ond concern for query guards is that the transformation must be fully auto-
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Fig. 15. Results

matic. A third difference is the need to determine potential information loss,
which is an important part of a query guard, but absent from such mappings
for data integration. For schema mediation, if a programmer programs a data
transformation that loses information, that information is gone and subsequent
queries on the transformed data will never know about the information loss. Fan
and Bohannon explored preserving information in data integration, namely by
describing schema embeddings that ensure invertible mappings that are query
preserving [10]. Query guards focus on an important special case of the mappings
they investigated. Query preservation concerns all possible queries, while query
guards are designed to check a single query. Our approach for quickly determin-
ing whether a mapping is invertible (or in our terminology reversible) is based
on the concept of closeness, and in those cases where mapping is not reversible
we can identify weaker, but still useful classes of mappings that permit some
information loss.

Finally we note that our research focuses only on the structure, not the
semantics, of the data because Semantic Web technologies, i.e., ontologies,
already address the orthogonal semantic matching problem. Hence, solutions
developed by the Semantic Web community can be used to semantically match
in plug-and-play queries.
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6 Conclusions and Future Work

This paper describes how to pair a query with a conceptual model, which we call
a query guard. The query guard is a specification of the query’s input type, that
is, the structure or shape of the data that the query needs in order to correctly
evaluate. The combination of query guard and query creates a plug-and-play
query. Plug-and-play queries are more portable, more reliable because they are
input type safe, and are potentially easier to write.

In this paper we chose a very simple conceptual model for expressing a query
guard, namely, a hierarchical specification. We used this specification for a rela-
tional query language, thereby demonstrating that the model for the input type
can be independent of the data model for the query. Though we focused on how
to run a plug-and-play query on a relational database, a plug-and-play query
could be equally run on JSON data or graph data. But the input type must be
matched to a given data model. We described how to match the query guard to
a relational schema. Once the schema is matched the query can be transformed
to a query that can be safely evaluated on the relational database.

In future we plan to investigate whether there is a better way to express a
query guard, i.e., what is the best conceptual model to use? Concurrent with
this effort we will conduct a user survey to help evaluate the effectiveness of plug-
and-play SQL in lowering the time and effort to write queries. The user survey
will investigate the use of different conceptual models using a randomized app-
roach [19]. The user survey requires a separate treatment than this paper, which
focuses on conceptual modeling. We also plan to expand the range of queries
we handle to include subqueries, relational operations (union, intersection, and
difference), and data modification. Another direction of future research is guard
inference. Relying on programmers to specify query guards for plug-and-play
queries has two problems: First, a programmer may change a query but forget
to change the guard. Second, a programmer may give an incorrect guard, for
instance, specify a guard that is in the wrong shape for a query. The best way
to solve both problems is to automatically infer a guard, Qp, from a query Q.
Ideally, Qp, will be minimal, that is we will infer Qp such that there does not
exist another guard, Q′

p, for Q, which is tighter than Qp.
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Abstract. Multiple levels of classification naturally occur in many
domains. Several multi-level modeling approaches account for this and
a subset of them attempt to provide their users with sanity-checking
mechanisms in order to guard them against conceptually ill-formed mod-
els. Historically, the respective multi-level well-formedness schemes have
either been overly restrictive or too lax. Orthogonal Ontological Classi-
fication has been proposed as a foundation that combines the selectivity
of strict schemes with the flexibility afforded by laxer schemes. In this
paper, we present a formalization of Orthogonal Ontological Classifica-
tion, which we empirically validated to demonstrate some of its hitherto
only postulated claims using an implementation in ConceptBase. We
discuss both the formalization and the implementation, and report on
the limitations we encountered.

Keywords: multi-level modeling · well-formedness · integrity
constraints

1 Introduction

Modeling languages intended to support conceptual modeling differ to the extent
by which they support modeling domains with multiple classification levels;
specifically how explicitly they represent such domain classification within mod-
els. A long history of modeling mechanisms that attempt to support the modeling
of multiple classification domain levels includes materialization [29] and power-
types [27], both implying concepts that go beyond individuals and their types.
Telos [25] pioneered support for an unbounded number of classification levels
and DeepTelos [18] added support for deep characterization [6].

Unfortunately, having to manage more than two classification levels increases
the potential of creating ill-formed models, i.e., models that cannot be given a
sound interpretation. It has been argued that the complexity of contemporary
conceptual modeling is akin to the complexity of programming large computer
systems and therefore analog complexity management strategies are needed [14].
A well-known discipline within the area of multi-level modeling [8] for enforcing
sound models is “strict metamodeling” [3], which is widely accepted to be highly
selective, but has been equally widely criticized for being too inflexible [12,13,24].
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Multi-dimensional multi-level modeling (MDM), based on the notion of
“Orthogonal Ontological Classification” [21], has been proposed as a multi-level
modeling paradigm that claims to enjoy the same selectivity as “strict meta-
modeling” but without incurring the latter’s downside of requiring modelers to
employ workarounds for several commonly occurring modeling scenarios. How-
ever, to this date, MDM has only been described informally, making it difficult
to verify or validate its claims.

Since ConceptBase had been successfully used to formalize the multi-level
modeling approaches DDI [26], DeepTelos [18], and MLT∗ [16], we set out to

– develop a formalization of MDM,
– investigate whether ConceptBase’ specification language is sufficiently

expressive to support this formalization,
– examine ConceptBase’s efficiency when supporting MDM, and
– empirically validate some of the MDM claims.

In this paper, we first further motivate the need for well-formedness checking
of models featuring multiple levels of domain classification and then briefly com-
pare two existing approaches to MDM [21] in Sect. 2. We subsequently present
an MDM formalization using many-sorted first-order logic in Sect. 3 and follow
with a description of an implementation of the formalization using ConceptBase

in Sect. 4. We finally, before concluding, discuss the formalization, its implemen-
tation, and lessons learned in Sect. 5.

2 Sanity Checking

Enforcing well-formedness requirements on models or programs is a well-estab-
lished technique to ensure that the latter have a sound semantics. In partic-
ular, well-formedness requirements have been effectively used as preconditions
to the analysis, interpretation, execution, etc., of models, protecting semantics
implementations to trip over problematic structures such as circular or dangling
references, to name just two of many sources for ill-formed scenarios.

Beyond serving this purpose, however, well-formedness constraints may also
be used to alert users to structures that would not necessarily create problems
for semantics implementations, but instead contain conceptual issues such as
performing a category mistake. Multi-level models, in particular, provide a richer
source for conceptual issues in user models, compared to traditional two-level
counterparts. In general, such conceptual issues are harder to find than violations
of straightforward structural requirements since they involve the semantics of
concepts.

Providing respective solutions is becoming increasingly important due to the
dependence of societies on reliable data and the significant amount of higher-
order concepts naturally arising not only in specialized domains such as biology,
or process metamodeling, but also in such commonplace domains as covered by
UNICLASS classifications [28] and Wikidata [9,10]. Brasileiro et al. report that
in 2016 Wikidata contained 6,963,059 elements involved in instantiation chains
of lengths three [9].
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2.1 Detecting Ill-Conceived Conceptualizations

Profession

Scientist

Tim
Berners-Lee

Fig. 1. Semantically Flawed
Model

Consider Fig. 1 which shows a condensed version
of a modeling scenario that was part of Wikidata
in 2016 [9, Figs. 3 & 4]. The rightmost “instance-
of” relationship can be derived from two Wikidata
claims: First, that Tim Berners-Lee is a scientist
and, second, that “Scientist” is a subtype of “Pro-
fession”. From these claims one can conclude that
Tim Berners-Lee is a profession, which obviously
does not make sense. Dadalto et al. observed that
Wikidata no longer supports this particular incor-
rect inference, but that this is not a result of apply-
ing a general solution to eradicate all such issues.
Equivalently ill-formed model fragments, e.g., a cer-
tain “Frank Hilker” being inferable as a “Posi-
tion” are still pervasive in Wikidata, affecting many
areas including biology, gastronomy, awards, profes-
sions, and sports [10]. Regarding the three “Anti-
Patterns” Brasileiro et al. identified as characteriz-
ing ill-formed model fragments, they found that 15,177 Wikidata elements were
involved in “Anti-Pattern 1”, and 7,082 were involved in “Anti-Pattern 3” [9].

In general, such nonsensical inferences cannot be mechanically detected with-
out attaching semantics to the concepts involved and, based on those semantics,
computing that a claim is made involving incompatible concepts.

Fortunately, however, nonsensical models like that in Fig. 1 can still be
mechanically detected without having to attach rich semantics to the concepts
involved. For instance, by associating “order”-values to the concepts, e.g., by
categorizing Tim Berners-Lee as an order-0 concept and Profession as an order-2
concept, it becomes apparent that the former cannot be a direct instance of
the latter. Likewise, a specialization relationship between an order-1 concept
Scientist and an order-2 concept Profession is equally unsound with respect to a
set-theoretic interpretation of the model fragment.

Having to manually assign order values to each model element would be
onerous, however even in the absence of such information, the scenario in Fig. 1
can still be detected to make unsound claims based on its inconsistent relation-
ships. The “instance-of” relationship between Scientist and Profession is necessar-
ily incompatible with the simultaneous claim that the former is a subtype of
the latter, regardless of the absolute order values associated to these concepts.
There is an inherent contradiction in instantiation requiring the two orders to
differ by one and specialization requiring that the two orders are identical.

The above explains the call for “Ontological Anti-Patterns” that can be used
to detect such ill-formed scenarios [9,14]. In contrast, the approach underlying
this paper was not arrived at by mining data for problematic patterns; rather the
well-formedness constraints we are considering originated from the motivation
to ensure that models have a sound set-theoretic interpretation.
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2.2 Previous Attempts

Corgi1, 0

Susan0, 0

Favorite Thing
1

(a) Linear Hierarchy

(b) Multi-Dimension Hierarchy

Favorite Thing?

Corgi1

Susan0

Fig. 2. Traditional vs Ortho-
gonal Classification

The original attempt to exclude ill-formed user
models in the context of modeling with multi-
ple levels of abstraction was “strict metamodel-
ing” [3,4]. Based on a single principle, it rules out
a huge class of conceptual errors, including those
characterized by anti-patterns AP1–AP3 in [9]. The
downside of its very conservative nature is that it
also forbids users from adequately modeling a num-
ber of naturally occurring domain scenarios. These
force users to employ workarounds that lead to
“unnatural” solutions [23, section 8.1] or a duplica-
tion of elements [22], which not only add complex-
ity of their own but also necessitate the introduc-
tion of additional constraints.

Many approaches aim to avoid the aforemen-
tioned downsides by using various concepts. The
one most founded on ontological correctness is
Almeida et al.’s MLT∗ which supports the ade-
quate modeling of more demanding domain sce-
narios through the use of orderless types [2,11].
While a disciplined use of the approach retains
sanity-checking abilities for a large proportion of
a user model, the remaining part, involving order-
less types, cannot be fully checked anymore. Some
users may hence unintentionally exploit orderless types to create unsound mod-
els, thus undermining the rigor that MLT∗ otherwise supports.

2.3 Orthogonal Ontological Classification

“Multi-Dimensional Modeling” (MDM) based on the notion of “Orthogonal
Ontological Classification” claims to fully retain the sanity-checking capabili-
ties of “strict metamodeling” without incurring its downsides, while avoiding
to create loopholes that can be exploited [21]. It claims to retain the same
rigor for local hierarchies, referred to as “classification clusters”, and argues
that inter-cluster relationships cannot give rise to conceptually ill-formed mod-
els. It addresses challenging scenarios in which elements are ostensibly classified
by multiple classifiers of different order (cf. Fig. 2(a)), by maintaining that such
overlapping classifications are best understood as occurring from different sepa-
rate dimensions (cf. Fig. 2(b)), using a “separation of concerns” approach.

Although MDM is inherently focused on precise well-formedness criteria for
models and its description elaborates on a number of constraints to be enforced,
the respective descriptions are informal and to date no complete publicly avail-
able implementation of the ideas has been available. We therefore set out to
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investigate the suitability of ConceptBase for realizing an MDM implementa-
tion, both in terms of the expressiveness of its specification language and the
efficiency of its optimized deductive database engine.

3 Formalization

Our formalization of MDM in ConceptBase is based on Telos (see Sect. 4), but
for better accessibility we present a technology-independent formalization in this
section. It not only covers a deliberately restrictive version of MDM, as outlined
in [21, section 4.3], but also includes characterization potency [20]. We do not
include well-formedness rules concerning element features (e.g., attributes), since
our focus is on validating MDM’s main principles, which is possible while making
very little reference to element features. In the following, due to space restric-
tions, we only present our formalization of the aforementioned MDM version
without elaborating on the rationales behind the original constraints. However,
wherever we deviated from the original, informally described, constraints, we
state our motivation and reasoning.

The model structures we are concerned with are graphs over elements. The
latter are sometimes referred to as “clabjects” [3], because they can play the role
of a class or an object, or both at the same time. These elements are connected
with relationships, of which we only cover classification and generalization here,
as other relationships are not restricted by MDM. Since elements have potencies
that belong to dimensions (cf. Fig. 2) and relationships belong to dimensions as
well, we use the many-sorted signature of Eq. 1.

Σ = (E,D,A, ρ) (1)
E = {ei | ei ∈ Elements} (2)

D = {di | di ∈ Dimensions} (3)
A = {ai | ai ∈ Attributes} (4)

ρ = {:d,≺d, :≺d, .} (5)

We denote an element e with a potency
p in dimension d as epd . If e2 classifies e1 in
dimension d, we use e1 :d e2. If e2 generalizes
e1 in dimension d, we use e1 ≺d e2. The com-
bination e1 :≺d e2 is used as a shortcut for
representing that e2 is either a classifier or
a generalization of e1. We use a “+” super-
script to denote sequences of relationships of at least length one. For instance,
es :+ ee represents the scenarios es : ee, es : e1 : ee, es : e1 : e2 : ee, etc.

In the following, we use labels for our well-formedness constraints that corre-
spond to the labels C1-C4 suggested in [21, section 4.3]. Since the latter do not
cover characterization potency, we use a C0 prefix for our respective constraints.

The first characterization potency constraint C0a covers two aspects: First,
upon instantiation potency must decrease, and second, only non-zero potency
elements can be instantiated.

C0a : Instances must have a potency that is strictly lower than that of their
classifiers and classifiers must have potencies greater than zero.
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∀ e1,2, p2, d : e1 :d e
p2d
2 → ∃ p1d : e

p1d
1 ∧ 0 ≤ p1d < p2d (C0a)

Note the omission of any potency information on e1 in the premiss. Underspec-
ification with respect to element potency is allowed, however, we deemed it to
be appropriate to enforce the specification of a potency value in case an element
has a classifier with an explicit potency. We thus require all instance-classifier
pairs where the classifier specifies a potency to obey the rules of characterization
potency, not just those where both participants have explicit potencies.

The second characterization potency constraint C0b requires that subtypes
must not have a potency that is lower than the supertype potency.

C0b : Subtypes must have an equal or higher potency than their supertypes.

∀ e1,2, p1,2, d : e
p1d
1 ≺ e

p2d
2 → p1d ≥ p2d (C0b)

Constraint C1, named disjoint feature sets and informally described in [21],
is designed to avoid having to disambiguate access to element features in case
multiple classifiers of an element define a feature with the same name. In the
constraint definition below, the pattern (e1.a) : e2 represents, w.r.t. e1, the
existence of a feature a with the type e2.

C1 : Elements that classify or generalize the same element, must not define
features with the same name.

∀ e0,1,2,3,4, a1,2 :
(e0 : e1 ∨ e0 ≺+ e1) ∧ (e0 : e2 ∨ e0 ≺+ e2) ∧
(e1.a1) : e3 ∧ (e2.a2) : e4 ∧ a1 = a2 → e1 = e2

(C1)

Even though we exclude multiple classification and multiple generalization
within one dimension (via constraints C3a & C3b), we still need the above con-
straint to account for potential name clashes produced by multiple classifica-
tion/generalizations from different dimensions.

Constraint C2, named bottom-level overlapping in [21], ensures that there is a
unique dimension in which an element that is classified from multiple dimensions
can be instantiated into. We cover this aspect with our constraint C2a.

C2a: Elements with potencies in more than one dimension must not have more
than one non-zero potency value.

∀ e0, p1,2, d1,2 : e
p1d1
0 ∧ e

p2d2
0 ∧ d1 �= d2 ∧ p1d1

> 0 → p2d2
= 0 (C2a)

Note that potency values of zero prevent instantiation (cf. constraint C0a), and
that we do not specify a classifier for e0 since we want to allow for e0 to be a
top-level element with a manually assigned potency. We thus deviate from the
“bottom-level overlapping” focus of the original C2 constraint since we deemed
that the constraint was in essence about preventing the potential of instantiation
into more than one dimension, as opposed to only achieving this for elements
that have explicit classifiers.
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Since it is possible to omit potency specifications for the purposes of under-
specification, an element could potentially be instantiated into multiple dimen-
sions without constraint C2a preventing such a scenario, since it (in combination
with constraint C0a) only covers cases featuring explicitly specified potencies.
Constraint C2b below addresses this by ensuring that instantiation may only
occur into one dimension only even in the absence of any potency information.

C2b : All instantiations from a classifier must be into the same dimension.

∀ e1,2,3, d1,2 : e1 :d1 e3 ∧ e2 :d2 e3 → d1 = d2 (C2b)

Constraint C2c below is not part of the original MDM well-formedness sug-
gestions, however, we felt that an analog to constraint C2a was needed that
addressed the reception of type facets through specialization, thus complement-
ing the classification focus of the original C2. Since constraint C2a restricts ele-
ments to instantiation into one dimension only, it seemed inappropriate to allow
elements to receive type facets from other dimensions via specialization.

C2c : Elements participating in multiple dimensions must not entertain gener-
alization relationships in their potency-zero dimensions.

∀ e1,2, d1,2 :
e1 ≺d1 e2 ∧ member(e1, d2) ∧
d1 �= d2 → ∃ pd1 : e

pd1
1 ∧ pd1 > 0

(C2c)

where member(e, d) =
∃ e1 : (e :d e1 ∨ e1 :d e ∨ e ≺d e1 ∨ e1 ≺d e )

Note that the “member”-predicate does not require an element to have an
explicit potency in a dimension. Dimension membership is solely acquired via
respective relationships. This supports the underspecification of potency values,
while simultaneously allowing checking for inappropriate type facet acquisition
from dimensions that an element cannot be instantiated into anyhow.

The C3 constraint, named connected classification clusters in [21] requires all
elements within a dimension to form a single tree-shaped “classification cluster”.
It prohibits disjoint clusters, containing instanceOf relationships, that declare the
same dimension. Since the single cluster needs to be tree-shaped, we rule out
multiple classification within a dimension with constraint C3a.

C3a : Elements must not have more than one classifier within a dimension.

∀ e0,1,2, d : e0 :d e1 ∧ e0 :d e2 → e1 = e2 (C3a)

Note that ruling out multiple classification within a dimension does not represent
nearly as much of a limitation as it would in an approach that did not support
multiple classification from multiple dimensions.

Although the original C3 formulation does not imply it, we also rule out mul-
tiple generalization (aka, multiple inheritance). It acknowledges that our implied
language design currently does not support any merging mechanisms and/or
semantics that a useful approach to multiple generalization should feature.
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C3b : Elements must not have more than one supertype within a dimension.

∀ e0,1,2, d : e0 ≺d e1 ∧ e0 ≺d e2 → e1 = e2 (C3b)

We take a liberal approach to allowing multiple generalizations of different
dimensions since they may be regarded as non-overlapping, i.e., do not require
merging mechanisms.

The main “tree-shaped” aspect of the original C3 constraint is taken care of
by our constraint C3c below.

C3c : Within a dimension, there must be only one classification cluster root.

∀ d : (∃ e3 : (∀ e1,2 : e1 :d e2 → e1 :+d e3)) (C3c)

It ensures that each dimension only has a single classification cluster, by ruling
out classification forests that feature multiple roots.

The final original constraint C4, named sound meta-hierarchies, concerns
general well-formedness requirements that would apply outside a multi-dimen-
sional approach as well and correspond to, in spirit but not as restrictively, the
regiment established by “strict metamodeling”.

The graphs implied by models must be free of cycles with respect to classi-
fication and generalization relationships.

C4a : The graph of instanceOf and specializationOf relations must be acyclic.

∀ e : ¬(e :≺+ e) (C4a)

Note that through the use of :≺+ we require every path with mixed classification
and generalization relationships edges to be acyclic, as opposed to imposing the
constraint only on pure classification and pure generalization paths respectively.
Unlike the original C4 constraint suggests, we do not restrict the context of the
constraint to a single dimension only. In combination, these two choices lead to
the rejection of a wider range of models with circular definitions, which we deem
to be obviously ill-formed.

We do not need a constraint that establishes the level-respecting-property for
classification hierarchies since a prerequisite for establishing respective ill-formed
scenarios, is the ability of an element to be an instance of multiple classes in
the same dimension and we rule out multiple classification scenarios via con-
straint C3a.

An important component of the original C4 constraint is that generalization
relationships must not occur between elements of different order (i.e., of different
set-theoretic classification power). We do not explicitly formalize element order
but can infer when element orders must necessarily be different. If two elements
are in the same classification branch, i.e., related to each other by one or more
classification relationships, they must necessarily have different order values. Any
such pair must not participate in the same generalization hierarchy, regardless
of their relative positions in that hierarchy.

C4b : Elements in a classification path must not share a generalization hierarchy.
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∀ e1,2, d : e1 :+d e2 → ¬specConnected(e1, e2, d) (C4b)

where specConnected(e1, e2, d) =
(e1 ≺d e2 ∨ e2 ≺d e1) ∨
(∃ e3 : (e1 ≺d e3 ∨ e3 ≺d e1) ∧ specConnected(e3, e2, d))

Constraint C4b could be generalized to cover all sources of order differences
between elements but here we simply document what we were able to implement
using ConceptBase.

Before sharing our findings on the above eleven constraints in Sect. 5, we first
present our respective ConceptBase implementation.

4 Implementation

4.1 ConceptBase

ConceptBase [15] is a deductive database system for managing models and
metamodels. Its data model is based on the Telos language [19] and its predi-
cative specification language is based on Datalog with negation [1]. The latter
uses a closed world assumption and guarantees terminating evaluations of –

rules: predicates that can infer information, similar to Prolog predicates,
constraints: model integrity conditions which must always be satisfied, and
queries: supporting the identification of instances of custom query classes.

Around 30 rules and constraints in ConceptBase define the Telos semantics
for instantiation, specialization, attribution, and relationships. Telos is similar
to the OMG’s MOF, in that Telos can both be used to (in an extended variant
or as is) directly represent user models, or to support the definition of modeling
languages, which in turn are used to represent user models [7].

4.2 Realizing Multi-Dimensional Modeling with TELOS

A fundamental design decision we had to make was to either build on Telos’s
definitions for instantiation and specialization, or to define a new language def-
inition with custom instantiation and specialization relationships. We opted for
the first alternative for the following reasons:

– MDM’s classification and generalization notions are compatible with Telos,
– it minimized the effort, allowing us to focus on MDM-specific rules, and
– it allows a seamless adoption of MDM principles to Telos.

Adding MDM well-formedness to Telos well-formedness criteria can be
achieved cleanly by employing ConceptBase’s module system. A so-called oHome

module, which defines relation semantics, provides the basis on which our Multi-

Dim submodule builds on, to add potencies to elements, dimensions to relation-
ships, rules, constraints, etc.
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Early on in our experiments we learned that subjecting all Telos objects to
the MDM well-formedness principles resulted in undesirable performance. This
is due to MDM’s inclusion of classification well-formedness and the fact that
around 50% of predefined facts in ConceptBase are classification-related. To
address the lack of performance, we confined the application of MDM-specific
constraints to MDM-specific elements by letting respective quantified variables
in the constraints range over a custom-defined Element instead of the Telos type
Individual (cf. Sect. 5.2). Element represents the notion of a Clabject, i.e., a concept
that can be an instance, a type, or both at the same time [3,5].

We use a total of 18 ConceptBase rules to define the relations in Eq. 5,
e.g., instanceOf/lab and specializationOf/lab. Note the use of lab rather
than dim which reflects the fact that the dimension properties attached to these
relationships are dimension labels. These can be user-defined and our validation
scenarios include labels such as Products, Favorites, Activities, Assets,
etc. These are labels of explicit dimension objects Products, Favorites, etc. which
Telos relationships link to (cf. Listing 1.1).

The “member” predicate used in constraint C2c (see Sect. 3) is defined by
two mdrules, one of which is shown in Listing 1.1, with the other one analogously
taking care of specialization relationships.

1 $ forall inst/InstanceOf x/Element dim/Dimension
2 (inst dimension dim) and (From(inst, x) or To(inst, x))
3 ==> (x memberOf dim) $

Listing 1.1. Rule mdrule1

Fig. 3. C2c-violating model

The Telos class InstanceOf referenced in line
1 of Listing 1.1 classifies all explicit instantia-
tion relationships. Likewise, Dimension classifies all
dimension objects. With (inst dimension dim)

we establish that the inst relationship is linked to
a dim dimension object.

The next two premisses (line 2 of Listing 1.1)
establish that element x participates in the instan-
tiation relationship inst. From these it follows (in
line 3) that element x is a member of dimension
dim.

Of the eleven constraints we defined, we show
our implementation of constraint C2c in Listing 1.2,
since it

– shows a usage of the custom-defined memberOf

predicate (cf. Listing 1.1).
– is one of the richer constraints but still nicely

demonstrates how readable ConceptBase constraints are.
– exhibits the slight implementation inelegance of

dealing with both dimension objects and dimen-
sion labels.
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1 c2c: $ forall x,c/Element lab/Label dim/Dimension
2 (x specializationOf/lab c) and
3 (x memberOf dim) and not Label(dim,lab)
4 ==> exists p/Integer (x potency/lab p) and (p > 0) $

Listing 1.2. Constraint C2c

Figure 3 shows a ConceptBase screenshot of a model which is rejected due
to violating constraint C2c. Here, Corgi cannot claim to simultaneously be a
classifier for both the Animals and the Humans dimensions.

The implementation of constraint C4b in Sect. 3, shown in Listing 1.3, shows
in line 2 how to use an operator like :+ in ConceptBase.

1 c4b: $ forall x,y/Element lab/Label
2 (x instanceOf_trans/lab y)
3 ==> not (x specConnected/lab y) $

Listing 1.3. Constraint C4b

Line 2 in Listing 1.3 establishes that an element x is in the same instantia-
tion branch as another element y, through any non-zero number of “instanceOf”
relationships, in which case those two elements must not be in the same general-
ization hierarchy, i.e., must not be connected via any specialization relationships.
The symmetric and transitive specConnected relationship is concisely defined
by rules mdrule17 & mdrule18, each rule fitting in one line.

Fig. 4. Queries in ConceptBase

We separated constraint- from rule def-
initions by using two separate Telos source
files since it is often desirable to not enforce
constraints, e.g., when developing models
where intermediate editing states are not
well-formed or when defining negative valida-
tion examples. We were thus able to include
constraints only if and when we wanted to
demonstrate that it passes or fails validation.

We implemented constraint C3c as a Con-

ceptBase query rather than as a constraint
since we wanted to avoid being forced to have
all of our validation scenarios conform to con-
straint C3c. A query allows one to check a model for a property on request, and
unlike a constraint, can point out culprits in a visual manner. Figure 4 shows
a ConceptBase screenshot in which our query representing constraint C3c was
used to identify multiple classification cluster roots in a model. From a usability
standpoint it can be argued that such visual support can be helpful compared to
having to scan ConceptBase error messages for the respective Element names.
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4.3 ConceptBase Visualization Support

Fig. 5. Explicit dimensions in ConceptBase

Beyond supporting the
representation of MDM
models and allowing
them to be checked
against well-formed-
ness rules, we also
implemented some visu-
alization support. Note
the colored relation-
ships in the Con-

ceptBase screenshots
(Figs. 3 & 4). Model-
ers can specify arbi-
trary RGB colors when
defining dimensions such
as Animals. Element attributes and potencies are rendered below an Element’s
name, instead of the standard ConceptBase approach that visualizes every
attribute on its own and draws links between them and their owning elements.

Finally, we support the visualization of dimensions as such, using colored
backgrounds, which are semantics-free but visually structure model content.
Figure 5 shows a sample model featuring three dimensions. We omitted asso-
ciations and links but note that these could have of course crossed dimension
boundaries. We have made our ConceptBase implementation source files and a
set of models we used for validation purposes–in source format but also as PNG
files–available at https://conceptbase.sourceforge.net/mdm-er2023/ [17].

5 Discussion

In the following, we first discuss our formalization choices and the consequences
resulting from them. In Sect. 5.2 we then discuss the merit of ConceptBase as
a supporting tool.

5.1 Formalization Discussion

The MDM paper our work is based on [21], proposes C1–C4 “constraints” that
informally describe one possible realization of the approach and are rather con-
straint categories, each often requiring multiple formal constraints to be covered,
hence the use of our a, b, etc. sublabels. Whenever constraint definitions called for
precision that was not in the informal descriptions or suggested generalizations,
we often were able to improve or expand on the informal design: We

– generalized the exclusion of classifier feature clashes (C1) to include supertype
feature clashes (cf. constraint C1).

https://conceptbase.sourceforge.net/mdm-er2023/
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– generalized the prohibition to instantiate a “bottom-level” element partici-
pating in multiple dimensions into more than one dimension (C2), to include
elements at any level. For instance, top-level elements may entertain poten-
cies from multiple dimensions and should not be instantiatable into multiple
dimensions either (cf. constraint C2a).

– not only exclude cycles within classification- and generalization hierarchies
respectively (C4), but in general, i.e., cycles comprising mixed relationships
of the former kinds, are excluded as well (cf. constraint C4a).

– explicitly support dimension underspecification, i.e., allow dimensionless rela-
tionships and/or elements without explicit potencies.

– eschewed the notions of explicit “levels” and element-“order”, thus mak-
ing our design agnostic to the explicit presence or absence of such notions.
Instead, we inferred order differences from classification relationships.

Note that the latter choice elegantly targets the root cause of soundness vio-
lations and could be regarded as avoiding overspecification in comparison to a
level-based approach. However, this design choice obviously means that we do
not support manual “order” assignments or “level” allocations. Respective val-
ues are always inferred from relationships, i.e., we currently do not support any
modeler-supplied claims about such values that could be checked for accuracy.

Generality. Note that our ConceptBase implementation does not cover all
inferable order differences. Constraint C4b identifies order-differences for ele-
ments in the same classification branch but, for instance, does not account for
elements in different branches with known different path lengths to a shared
root.

We still have to begin a quite involved investigation into whether Concept-

Base’s expressiveness is sufficient to infer a larger set of elements with order-
differences. It is clear already, though, that the readability and execution effi-
ciency of constraint C4b would significantly suffer. An enhanced version of con-
straint C4b would have to compare edge counts between different paths, which
may be beyond what ConceptBase can provide. The current syntax definitely
does not support an extra edge-count parameter in addition to our“/lab” dimen-
sion label parameter.

For now, we are satisfied with the coverage our current version of con-
straint C4b achieves for the following reasons:

– The constraint can be concisely formulated and is very readable.
– It does not require the use of ConceptBase queries and/or functions which

are more complex, i.e., require a much deeper skill set to develop.
– Whether ConceptBase supports a better version is unclear at this stage.
– The discrimination power of our current constraint C4b compares very favor-

ably to approaches based on a small set of anti-patterns and is already optimal
with respect to recognizing specialization connectivity.
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(a) Anti-Pattern 1

Food

Waffle

EggWaffle

(b) Anti-Pattern 2

HeavyEquipment Excavator

(c) Anti-Pattern 3

Park

UrbanPark

CentralParkCrawlerExcavator

Fig. 6. Wikidata Anti-Pattern Scenarios (cf. [9, Fig. 6, Fig. 8, Fig. 10])

MDM Well-Formedness vs Anti-patterns. Although our current imple-
mentation does not infer all possible element order differences that could poten-
tially give rise to unsound generalization hierarchies, it easily covers all scenar-
ios detected by the Anti-Patterns AP1–AP3 defined in [9], plus many more.
Figure 6 shows three Wikidata model fragments, which exemplify violations of
three Anti-Patterns Brasilero et al. used to detect ill-formed modeling scenar-
ios. In general, Anti-Patterns represent schemata, i.e., will detect a wide range of
unsound model fragments, not just very specific configurations. For instance, the
generalization hierarchy involving Food and EggWaffle in Fig. 6(a), could involve
arbitrarily many generalization relationships; as long as a classification relation-
ship between the bottom and top elements exists, the model is not sound.

Note that there is a single reason as to why AP1 & AP2 appropriately reject
offending models: Elements, that are connected via generalization relationships,
must have the same order; otherwise, no sound set-theoretic interpretation of
the respective model exists. Our constraint C4b simultaneously covers AP1 &
AP2 since it targets the root cause that underlies the validity of these two anti-
patterns. Unlike AP1, for instance, constraint C4b also correctly rejects models
like that in Fig. 6(a) where the classification relationship is reversed, i.e., where
Food is declared to be an instance of EggWaffle.

Our constraint C3a takes care of AP3 violations, again, in a very general
manner, i.e., the constraint is (trivially, in this case) agnostic to the number
of classification edges involved. A less trivial detection, that does not simply
rule out multiple classification, would have required the implementation of the
“level-respecting” property mentioned in [21]. Since this property would require
the comparison of classification path lengths, it belongs to the same “unclarified”
category as the extension of constraint C4b (see above).

We observed that anti-pattern scenario variations we considered in our vali-
dation sometimes violated more than one constraint. This appears to testify to an
increased robustness of a sanity-checking approach that covers multiple sound-
ness principles. For instance, the aforementioned variation of AP1 in Fig. 6(a),
violates both constraint C4a & C4b.
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We acknowledge that the Anti-Patterns used in [9,10] were solely used as
queries to search for ill-formed model fragments and hence should not be judged
as integrity specifications. However, we note that for the purposes of ensuring the
well-formedness of models, an approach based on constraints that embody fun-
damental soundness principles seems more suited than a collection of schemata
that were devised on the basis of found integrity violations.

Overall, we did not attempt to create a full-fledged language design that
resolves all possible design choices, e.g., we did not impose limitations on gen-
eralizations into multiple dimensions even though the respective semantics are
undefined at this stage. We only attempted, and almost entirely succeeded, to
capture the constraint categories C1–C4. ConceptBase might support a full
coverage but ascertaining whether that is the case is less than trivial and any
respective measures would affect constraint readability and execution efficiency.

5.2 Implementation Discussion

Expressiveness. It is remarkable how close ConceptBase constraint implemen-
tations such as Listing 1.3 are to a concise logic formulation (cf. constraint C4b).
There is some contamination due to the need to distinguish between dimension
objects and their corresponding labels but overall the ConceptBase constraints
are very readable and very well supported experimentation with variants.

As mentioned in Sect. 5.1, we did not implement the “level-respecting” prop-
erty of C4 (addressing it trivially by excluding multiple classification) and our
constraint C4b is not as general as it theoretically could be. We plan to investi-
gate whether there is a real hard limitation of ConceptBase expressiveness or
whether a rather involved implementation may be feasible after all.

Efficiency. ConceptBase’s evaluation of rules and constraints is not sufficiently
performant to support all MDM constraints at the Telos level. We therefore had
to let our constraints range over a dedicated Element class instead of the Telos
class Individual, and let one rule range over DimensionLabel instead of Label, to
achieve typical evaluation times of less than one second per instance of Element.
Given those domain restrictions, our validation scenarios are checked very swiftly,
in particular when incremental changes to existing models are made.

Usability. Our emphasis was on exploring the feasibility of formalizing MDM
constraints using ConceptBase and we therefore paid little attention to usabil-
ity concerns. For instance, we could have formulated all constraints as queries,
which would have allowed them to be evaluated on demand only–thus decreasing
model loading times and supporting intermediate invalid models–and produce
visual pointers to offending elements (cf. Fig. 4). However, the readability of
our implementation would have suffered as a consequence. As an exception, we
implemented constraint C3c as a query because enforcing it on all models seemed
limiting to users while the benefits of enforcing this particular integrity condition
were not obvious to us.
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We also considered implementing part of constraint C0a as a query, giving
users the chance to omit potency values and only providing them with a warning
mechanism in case the underspecification is unintended (cf. Sect. 3). However, we
eschewed the formulation of an additional query as we deemed the enforcement
of the constraint to be appropriate.

Overall, we treated ConceptBase mainly as a user model storage backend as
opposed to an environment with optimal support for interactive modeling. We
support visual presentation of dimensions (cf. Fig. 5) but so far did not pursue
further visualization support, e.g., rendering potencies as superscript values.

Utility for Formalization. As expected, ConceptBase proved to be invalu-
able for validating our formalization. In many cases, subjecting select modeling
scenarios to our constraints simply confirmed the latter’s adequacy and/or the
claimed properties of MDM. In some cases, however, ConceptBase supported
experimenting with variants, e.g., to explore alternative formulations or achieve
better evaluation efficiency. By defining a validation suite of model scenarios that
target all constraints respectively, we were able to trial tweaks and either confirm
or disprove that they were still reporting ill-formed models and not reporting
sound models and/or measure respective evaluation times.

Note that our suggested amendment to the original C2 formulation in the
form of a slightly wider constraint C2a definition was arrived at during such
constraint validation experiments. While working with respective validation sce-
narios, it seemed odd to forbid the clashing of multiple potency values greater
than zero only for elements that have explicit classifiers (cf. Sect. 3).

Our regression validation suite (not including further scenarios that we used
in general development) and a log of evaluating the respective models is part of
the data we provided at [17].

6 Conclusion

The more critical the reliance on the conceptual integrity of a model is, the
higher the need to eliminate avoidable conceptual mistakes. It is concerning
that modeling concepts of societal importance, such as “gene”, “protein”, and
“disease” are used inconsistently in models [10, Table 1]. Ontological sanity-
checking of models is not a novel concept, but for multi-level models, it has
in the past translated to users either needing to complicate their models as a
result of having to work around overly strict well-formedness requirements, or
users being subjected to loopholes that they may inadvertently exploit with ill
consequences.

In this paper, we presented the first formalization of an approach [21] that
reliably and independently of the modeling domain prevents a large class of
ill-conceived conceptualizations without requiring modelers to explicitly provide
semantic descriptions of the concepts they are using, or forcing them to work
around unnecessary limitations imposed by overly strict well-formedness criteria
when modeling naturally occurring domain scenarios. Our formalization does
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not rely on explicit “order” or “level” constructs, making it widely applicable,
i.e., a candidate for adoption by other multi-level modeling approaches. While
an implementation challenge has so far prevented us from realizing the full dis-
crimination potential of the MDM paradigm, our implementation is very faithful
to MDM principles and has more discriminative power than the anti-patterns
in [9,10]. Being based on fundamental soundness principles, rather than attempt-
ing to match ill-formed model fragments, our implementation is not dependent
on a comprehensive schematic capturing of such fragments.

We have empirically validated MDM claims and our implementation by using
numerous sample models of which the most essential form a regression valida-
tion test suite that we resorted to any time we explored a constraint variant,
e.g., to increase evaluation efficiency. In many cases we additionally created a
systematic exploration of scenarios, in which, for instance, all combinations of
relationship directions in specific scenarios were explored. Our slight modifica-
tion of constraint C2a and our introduction of constraint C2c were the direct
result of following such a tool-supported, scenario-based exploration approach.

We demonstrated that ConceptBase is capable of supporting a concise, intu-
itive and sufficiently performant implementation of MDM well-formedness prin-
ciples that did not require any coding at any stage. Even without prioritizing
usability, we achieved decent notation support, including the rendering of UML-
like attributes, colored relationships, and explicit dimension containers.

Despite that fact that future work remains with respect to exploring the
expressiveness of ConceptBase, which could potentially improve the coverage
of constraint C4b, we are convinced that our work is a suitable foundation for
a further exploration of the MDM paradigm, allowing richer variants–such as
supporting instantiation into multiple dimensions from a single element–to be
considered and validated. Our formalization and public implementation open up
these avenues not only for us, but also to any other researchers who may want
to extend or adopt the approach to fit their frameworks.
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Abstract. The Gang of Four (GoF) patterns have been around for many
years now. People use them to solve object-oriented design problems. The
main source to consult for the GoF patterns is the seminal book pub-
lished by Gamma, Helm, Johnson, and Vlissides in 1994. However, today
there is also a large amount of information about the GoF patterns on
the Web. There, the developers can find pattern definitions and code
examples.

In this paper, we assess the compliance of pattern definitions and
examples found on the Web to the original GoF pattern definitions. We
study a corpus of definitions and examples, gathered from 4 well-known
sites. According to our findings, most of the provided pattern defini-
tions comply with the original GoF pattern definitions. However, there
are some intent deviations that result in incorrect definitions. There are
also a few deviations that concern missing and incomplete participants.
When it comes to the patterns examples, the situation is quite different.
Deviations in the examples are much more frequent and include missing
participants, incomplete participants, and erroneous participants. The
paper concludes with a discussion of the practical implications of our
findings for the developers.

Keywords: GoF design patterns · deviating definitions · deviating
examples

1 Introduction

In the mid-nineties, Gamma, Helm, Johnson and Vlissides introduced the Gang
of Four (GoF) patterns catalog [8]. The GoF catalog documents reusable object-
oriented solutions to common development problems. The authors employ a uni-
fied form for the specification of the patterns. A pattern specification includes the
name of the pattern, the intent of the pattern, a motivating scenario, a discussion
of the pattern applicability, a diagrammatic description of the pattern struc-
ture, the responsibilities of the participants (i.e., classes or interfaces) involved
in the pattern structure, a description of how the participants collaborate to
carry out their responsibilities, the consequences of the pattern, implementation
guidelines, sample code, known uses of the pattern, and, a discussion concerning
other related patterns. The patterns are divided in three different categories:
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. P. A. Almeida et al. (Eds.): ER 2023, LNCS 14320, pp. 181–197, 2023.
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creational patterns that deal with the creation of objects, structural patterns
that concern the composition of classes or objects and behavioral patterns that
focus on the interaction between objects and the distribution of responsibilities.

Nowadays, the GoF catalog is a significant part of object-oriented design the-
ory and practice. Many people like students, junior developers and more expe-
rienced developers search on the Web for information about the GoF patterns,
for a variety of reasons. Popular Web sites provide definitions of the patterns
and examples that illustrate instances of the patterns in specific contexts. The
patterns definitions range from brief statements of the patterns intent to more
detailed ones that specify the patterns structure and other details.

The story behind this paper starts a couple of years ago, when an undergrad-
uate student came to complain about his grade on a software engineering quiz.
Specifically, the student claimed that his answer to a question about a design
pattern was correct. While discussing the issue, the student said that he had
studied the pattern very well and that he had also used in his study additional
sources that he found on a Web site. When we looked again at the information
given about the pattern on that site we found out that both the definition and
the examples of the pattern deviated from the original GoF pattern definition. In
fact, we discovered that several examples were entirely wrong!

So, sometimes the information we find on the Web about the GoF
patterns deviates from the original definitions of the patterns that are
given in the GoF catalog.

This observation is the main motivation of this paper. The overall research
goal of the paper is to assess the compliance of pattern definitions and
examples that we find on the Web to the original GoF pattern defini-
tions. To this end, we study a corpus of pattern definitions and examples, gath-
ered from four different well-known Web sites. At first, we identify the kinds of
deviations that occur in the pattern definitions and examples. To highlight
the issues that arise from the different kinds of deviations, we discuss in detail
characteristic examples. Then, we study the amount of deviations, the per-
centage of deviating definitions and examples, and the density of deviations
in the patterns definitions and examples. Finally, we discuss the implications of
our findings for the developers who seek information about GoF patterns on the
Web.

The rest of this paper is structured as follows. In Sect. 2 we discuss related
work. In Sect. 3 we provide details regarding the setup of this study. In Sect. 4,
we report the different kinds of deviations that occur in pattern definitions and
examples. In Sect. 5, we assess the compliance of the pattern definitions and
examples to the original GoF patterns. In Sect. 6, we conclude with the practical
implications of our findings.

2 Related Work

Design patterns have been an active area of research and practice for decades.
The state of the art is vast with dedicated communities and venues for researchers



A Safari for Deviating GoF Pattern Definitions and Examples on the Web 183

and practitioners1,2. An interesting systematic mapping of the state of the art
is provided by Mayvan et al. [10]. According to this study, research efforts in the
area of design patterns can be divided in 5 major sub-areas that concern pattern
development, specification, usage, mining, and quality evaluation.

Our study falls in the area of pattern quality evaluation. This area includes
efforts that investigate the impact of pattern usage on software quality and efforts
that assess the soundness of pattern instances.

The impact of design pattern usage in software quality has been the subject
of several interesting empirical studies. For instance, Prechelt et al. [12] found
that the use of design patterns provides flexibility, which facilitates maintenance.
In another study, Prechelt et al. [11] observed that the use of design patterns,
along with specialized comments related to these patterns is helpful towards
performing maintenance tasks. According to Vokac [14], the use of patterns by
itself does not guarantee few defects. Bieman et al. [4] observed that pattern
classes are prone to changes. Aversano et al. [3] observed that pattern classes are
more prone to changes than classes that depend on the pattern classes. Walter
and Alkhaeir [15] and Alfadel et al. [1] observed that classes participating to
design patterns are less prone to code smells than classes not participating to
design patterns. A detailed systematic literature review of works that concern
the relation between design patterns and code smells has been performed by
Almadi et al. [2].

Regarding the soundness of design patterns, Izurieta and Bieman [9] intro-
duced the notions of design pattern rot and grime. Design rot is the breakdown
of the structural integrity of a design pattern instance, as a result of changes in
subsequent software releases. Design pattern grime is a decay due to unrelated
features added in classes that participate in a design pattern instance. These
features do not jeopardize the intent of the pattern. In a study of 3 software
systems, Izurieta and Bieman did not find evidence of design rot. However, they
found evidence of design pattern grime. In further studies, Dale and Izurieta [5]
observed that certain kinds of design grim results in higher technical debt, while
Reimanis and Izurieta [13] investigated possible correlations between different
kinds of grime. In a study of five software systems, Feitosa et al. [7] found a
linear accumulation of design grime that depends on the design patterns and
the developers, while in a subsequent study [6] the same authors observed corre-
lations between the accumulation of grime and decreased performance, security
and correctness.

Still, regarding the soundness of design patterns, Zarras [17] observed fre-
quent mistakes in the usage of the Command pattern, during the project of a
software engineering course. The observed mistakes concern the configuration
of command objects and invalidate the benefits of the Command pattern. The
author further introduced a pattern for the proper configuration of command
objects. In a similar effort, Zarras [16] reported mistakes in the usage of Strat-
egy pattern and introduced respective solutions in the form of patterns.

1 hillside.net.
2 www.europlop.net.

https://hillside.net/
www.europlop.net
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Going beyond the state of the art, this paper evaluates the compliance of
patterns definitions and examples found on the Web to the original GoF pattern
definitions in a study that involves a large number of definitions and examples
gathered from different sites.

3 Setup of the Study

Our study considers four popular Web sites that provide information for several
software development topics like refactoring, UML, design principles and pat-
terns. In particular, we focus on pattern definitions and examples from Source
Making3, Refactoring Guru4, Tutorials Point5 and Java T Point6.

Table 1. Corpus of patterns definitions and examples.

During the data-gathering process we visited each Web site. For each GoF
pattern, we looked for the pattern definition and examples that illustrate the
usage of the pattern. We downloaded local copies of the pattern definition and
examples. At the end of the gathering process, we reviewed the retrieved defini-
tions and examples to make sure that we did not omit any relevant definitions
and examples.

3 sourcemaking.com.
4 refactoring.guru.
5 www.tutorialspoint.com/design pattern.
6 www.javatpoint.com/design-patterns-in-java.

https://sourcemaking.com/
https://refactoring.guru/
www.tutorialspoint.com/design_pattern
www.javatpoint.com/design-patterns-in-java
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The corpus of our study consists of 90 pattern definitions and 409 examples
that concern a variety of programming languages. The corpus and the raw data
of the compliance evaluation are available online7

Table 1 provides further details concerning the corpus. More specifically,
Source Making provides definitions for all of the GoF patterns and a total number
of 144 examples. There is at least one example for every GoF pattern. Most of the
examples are in Java and C++. However, there are also several examples in Del-
phi, PhP and Python. Refactoring Guru covers all, but the Interpreter pattern.
Therefore the corpus includes 22 definitions and 220 examples. The examples
are in Pseudo code, Java, C#, C++, PhP, Python, Ruby, Swift, Typescript,
and Go. Tutorials Point and Java T Point focus only on Java. Tutorials Point
covers all of the GoF patterns, while Java T Point covers all but the Visitor pat-
tern. Thus, Tutorials Point and Java T Point add 23 and 22 patterns definitions
and examples to the corpus, respectively.

To assess the compliance of a set of pattern definitions (respectively exam-
ples) to the original GoF pattern definitions we rely on three basic statistics:

– The number of deviations that occur in the examined set.
– The percentage of deviating pattern definitions (respectively, examples) in the

examined set.
– The density of deviations in the examined set, defined as the number of

deviations, over the cardinality of the examined set.

In all our deliberations, the diagrams that we use are made by us, for copy-
right purposes, with respect to the diagrams that accompany the GoF pattern
definitions, the diagrams that accompany the pattern definitions of the sites and
the source code of the pattern examples given in the sites.

The deviation analysis that concerns pattern definitions relies on the combi-
nation of text and diagrams of the site contrasted to the GoF definition text and
diagrams. The comparison protocol involves the following sequence of checks:

– The first check concerns whether the intent of the pattern definition given in
the site is inline with the intent of the GoF pattern definition.

– The second check concerns whether the participants specified in the GoF
pattern definition are present in the pattern definition of the site.

– The third check concerns whether the participants specified in the pattern
definition of the site provide the methods of the corresponding participants
of the GoF pattern definition.

The deviation analysis that concerns the pattern examples is based on the
text and the source code of the pattern examples given in the sites, contrasted
to the GoF definition text and diagrams. The comparison protocol involves the
following steps:
7 Due to their volume, data are available in a non-monitored, anonymous google

drive (https://drive.google.com/file/d/1vAn58ul7whaXM01TMFcj1er5UcCSzrYN/
view?usp=sharing), to become eponymously public at github upon acceptance of
the paper.

https://drive.google.com/file/d/1vAn58ul7whaXM01TMFcj1er5UcCSzrYN/view?usp=sharing
https://drive.google.com/file/d/1vAn58ul7whaXM01TMFcj1er5UcCSzrYN/view?usp=sharing
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– The first check concerns whether the participants specified in the GoF pattern
definition are present in the pattern example.

– The second check concerns whether the participants in the pattern example
provide the methods of the corresponding participants of the GoF pattern
definition.

– The third check concerns whether the implementation of the participants in
the pattern example is inline with the behavior of the corresponding partici-
pants of the GoF pattern definition.

4 Kinds of Deviations

In the corpus, we identified four different kinds of deviations. Specifically, we
found intent deviations, missing participants, incomplete participants and erro-
neous participants. In the rest of this section, we discuss each kind of deviations
in more detail, along with respective examples.

Table 2. Intent deviations found in the corpus.
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4.1 Intent Deviations

In the corpus, we identified certain pattern definitions that do not reflect the
purpose of the corresponding patterns, as specified in the GoF catalog. Hereafter,
we call these issues, intent deviations. Obviously an intent deviation is very
important, as it always results in an incorrect definition. Table 2, illustrates the
deviating pattern definitions that we found in the corpus. Specifically, the table
gives the Web site that provides each pattern definition, the deviating intent
of the pattern, and the original intent of the pattern, as specified in the GoF
catalog.

At a glance, in Tutorials Point the intent of Abstract Factory is defined
quite differently from the original definition of the pattern. According to the
original GoF definition, an abstract factory is an interface that defines methods
for creating families of related objects, without having to specify their concrete
classes, while according to the Tutorials Point definition the abstract factory is
an interface that defines methods for creating other factories.

Fig. 1. Command structure, as defined in the GoF catalog.

In the Tutorials Point definition of Builder, the main issue is that there is
absolutely no mention of the separation between the construction process of a
complex object and the different representations of the object, which is the key
benefit of the pattern. The intent of Visitor in the Tutorials Point definition is
also very different from the original definition. According to the Tutorials Point
definition, the purpose of a visitor class is to change the algorithm of another
class, while in the latter the focus is on extensibility, and specifically the addition
of new operations that operate on an hierarchy of objects, without having to
change this hierarchy. Finally, in the Java T Point definition of Observer the
intent of the pattern is incorrect as it refers to one-to-one, instead of one-to-
many, dependencies between subscribers and observers.
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4.2 Missing Participants

In the corpus, we encountered pattern definitions and examples that do not
include all the participants, specified in the structure of the original pattern
definitions. Hereon, we use the term missing participants to refer to these
participants. The criticality of missing participants depends on the pattern and
on who these participants are. In some cases, missing participants may result
in incorrect pattern definitions and examples. In other cases, missing partici-
pants may result in incomplete pattern definitions and examples that partially
illustrate the original pattern concepts.

Fig. 2. Command structure, as defined in Source Making.

Figure 1, gives the structure of the Command pattern, as specified in the
GoF patterns catalog. The intent of Command is to “encapsulate a request
as an object, thereby letting you parameterize clients with different requests,
queue or log requests, and support undoable operations”. Command defines a
common interface for executing different commands. ConcreteCommand1 and
ConcreteCommand2 are different classes that implement the Command interface.
Client creates Command objects that belong to the different implementation
classes. Invoker is parameterized with Command objects. To execute a command,
Invoker invokes the execute() method on a particular Command object.

Figure 2, gives the structure of the Command pattern, as defined in
Source Making. In particular, Client, CallbackInterface, CallbackOne
and CallbackTwo, correspond to Client, Command, ConcreteCommand1 and
ConcreteCommand2, in the original pattern structure, respectively. Apparently,
in the Source Making definition, the Invoker participant is missing. The Client
participant creates Command objects and invokes the execute() method to
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execute the corresponding commands. The lack of Invoker is important here
because the pattern definition does not reflect the concept of parameterization
of objects with different commands.

4.3 Incomplete Participants

The corpus includes patterns definitions and examples involving incomplete
participants that do not provide a complete and exact set of methods, as they
should according to the original pattern definitions. Specifically, some methods
may be missing, or some methods may be merged with others in larger methods
that have more responsibilities than they should.

Fig. 3. Composite structure, as defined in the GoF catalog.

The impact of incomplete participants depends on the methods that are actu-
ally missing. In some cases, the lack of certain methods is very important (e.g.
the lack of certain creation methods in creational patterns), resulting in incorrect
pattern definitions and examples, while in other cases the missing methods result
in incomplete definitions and examples that partially illustrate the concepts of
the original pattern.

Figure 3, shows the original structure of the Composite pattern. The purpose
of the pattern is to “compose objects into tree structures to represent part-whole
hierarchies”. Component is a class that defines a uniform interface for both primi-
tive and composite objects. The interface includes domain-specific methods (like
operation()) and methods for managing the structure of composite objects.
Specifically, add() serves for adding a Component object to a Composite object,
while remove() allows removing a Component object from the Composite object.
The getChild() method allows retrieving a Component object that is part of the
Composite object, based on a given index. The interesting point in the pattern is
that Component not only defines the uniform interface, but also provides default
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Fig. 4. Example of Composite from Source Making.

implementations for the defined methods. Leaf represents primitive objects that
do not consist of other objects. Leaf provides its own implementations for the
domain-specific methods and inherits the default implementations of the struc-
ture management methods, defined in Component. Composite represents com-
posite objects. It provides implementations for both the domain-specific methods
and the structure management methods, defined in Component. Client manipu-
lates objects that conform with the aforementioned composite structure, via the
uniform Component interface.

Fig. 5. Builder structure, as defined in the GoF catalog.
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Figure 4, gives an example of Composite from Source Making. AbstractFile,
File and Directory, correspond to Component, Leaf and Composite.
Directory is an incomplete participant because it does not provide methods
for the removal and the retrieval of AbstractFile objects.

4.4 Erroneous Participants

In the corpus, we also found erroneous participants that do not behave as
dictated in the original definitions of the patterns. Typically, the deviations of the
participants’ behaviors are such that they jeopardize the intent of the pattern.
We observed erroneous participants only in the pattern examples. Erroneous
participants have a direct impact on the correctness of the examples in which
they appear. In all cases, the examples are wrong.

Fig. 6. Example of Builder from Refactoring Guru.

Figure 5 gives the original structure of Builder. The intent of this pattern is to
“separate the construction of a complex object from its representation so that the
same construction process can create different representations”. Consequently,
the same construction process can be reused to create objects with different
internal representations. Builder, defines an interface that provides operations
for the creation of the constituents parts of a Product object. ConcreteBuilder,
is an implementation of the Builder interface that constructs and assembles the
parts of the Product object. In general, Builder can have different alternative
implementations that correspond to different internal Product object represen-
tations. ConcreteBuilder further provides a method for retrieving the resulting
Product object. Director, realizes the overall Product object construction pro-
cess, by invoking methods of the Builder interface.
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Figure 6 details an example of Builder from Refactoring Guru. In the
example, the Builder interface has two alternative implementations, namely,
CarBuilder and ManualCarBuilder. The products of CarBuilder and
ManualCarBuilder are Car and Manual objects, respectively. The constituent
parts of Car and Manual objects are Engine, Transmission, TripComputer and
GPSNavigator objects. Director realizes the object construction process. How-
ever, the Director class is not correct with respect to the pattern specifica-
tion. The main problem is that the Director class implements three different
construction processes, instead of one. The different construction processes are
similar, in fact they are code clones, and depend on the internal representation
of the objects under construction.

Table 3. Assessing the compliance of pattern definitions.

The two classes that implement the Builder interface are also incorrect. In
particular, the two classes do not construct the parts of the resulting objects, as
dictated by the pattern. Instead, Director constructs the parts and gives them
to the Builder implementation classes as parameters of respective methods.
Consequently, Director is not independent from the internal representation of
the objects under construction. Overall, the example fails to communicate the
intent of the Builder pattern.
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5 Compliance of Pattern Definitions and Examples

In this section, we assess the compliance of pattern definitions and examples to
the original GoF pattern definitions.

We begin our assessment from the pattern definitions that we consider
in this study. Table 3, summarizes the results of the assessment. Specifically, for
each site the table provides (1) the number of deviations that we observed in
the definition of each pattern, and in total, (2) the density of deviations in the
pattern definitions, defined as the total number of deviations in pattern defini-
tions, divided by the number of pattern definitions, and (3) the percentage of
patterns with deviating definitions. The empty cells in the table concern patterns
for which there are no definitions in the respective sites.

Overall, we observe that patterns with deviating definitions do not
occur very often. In the sites that we examined, the percentage of patterns
with deviating definitions varies from 9.09% to 30.43%. The density of devi-
ations in the pattern definitions is low, ranging from 0.05 deviations per
definition to 0.35 deviations per definition. In practice, this means that most
definitions adhere to the original GoF definitions. In Source Making we observe
the highest density of deviations, followed by Refactoring Guru, Tutorials Point
and Java T Point. In all sites, there are eleven patterns with deviation-free def-
initions.

Next, we investigate the compliance of the pattern definitions that we
consider in our study, in relation to the different kinds of deviations that
occur in the definitions. To this end, for each site, Table 4 gives the number
of deviations of each kind that occur in the definitions, and the density of the
deviations of each kind.

Table 4. Compliance of pattern definitions for the different kinds of deviations.

In the results, we observe a low density of intent deviations in the pat-
terns definitions. In Source Making and Refactoring Guru, there are no intent
deviations. In Source Making and Refactoring Guru, the density of missing
participants is higher than the density of incomplete participants. The
cells that concern missing and incomplete participants in Tutorials Point and
Java T Point are empty because the pattern definitions in these sites are very
brief, consisting only of the intent of the patterns. The structure of the pat-
terns is not part of the provided definitions. The brevity of the definitions is also
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the reason for the relatively small number of deviations and the respective low
deviation density values in Tutorials Point and Java T Point. Despite the low
deviation density values, in these two sites we observe the only occurrences of
intent deviations, which result in entirely incorrect pattern definitions. Moreover,
3 of the 11 occurrences of missing participants also result in incorrect pattern
definitions that do not reflect the original purpose of the patterns. The rest of the
deviations, result in incomplete definitions that partially specify the structure
of the original GoF patterns.

Table 5. Assessing the compliance of pattern examples.

We move on to the assessment of the pattern examples that we consider
in our study. The results of the assessment are given in Table 5. In particular,
for each site the table reports (1) the number of examples for each pattern, (2)
the number of deviations that we observed in the examples, (3) the density of
deviations in the examples, defined as the total number of deviations, divided
by the number of pattern examples, and (4) the percentage of patterns with
deviating examples. The empty cells in the table signify the lack of pattern
examples in the corresponding sites.

In the results, we observe that patterns with deviating examples are
quite frequent. Specifically the percentage of patterns with deviating examples
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Table 6. Compliance of pattern examples for the different kinds of deviations.

in the examined sites ranges from 50% to 86.6%. The density of deviating
examples is medium-high, varying from 0.47 to 1.09 deviations per example.
In all sites, there are only three patterns with deviation-free examples. In
three out of the four sites, the density of deviations in the examples is greater
than 0.9. Practically this means that in many pattern examples we have
multiple deviations. Among the sites, Source Making is the one with the
highest density of deviations, followed by Java T Point, Refactoring Guru and
Tutorials Point. In all sites, the percentage of patterns with deviating
examples is higher than the percentage of patterns with deviating
definitions.

Regarding the different kinds of deviations, Table 6 gives the number of
deviations of each kind that occur in the examples, and the density of deviations
of each kind. Among the different kinds of deviations, missing participants are
the ones that occur more often, followed by incomplete participants
and erroneous participants. In all sites, the number and the density of
missing participants is high. On the other hand, the numbers and the
densities of incomplete and erroneous participants are low. Overall, 60
of the 186 occurrences of missing participants and 20 of the 82 occurrences of
incomplete participants, result in incorrect examples. The same holds for all
the occurrences of erroneous participants. The rest of the deviations, result in
examples that partially illustrate the structure of the original GoF patterns.

Threats to Validity: The retrieval of the examined definitions and examples
has been done manually. The identification of deviations and the compliance
assessment of the retrieved pattern definitions and examples has also been done
manually. This is a possible threat to the construct validity of the study. To
mitigate this risk and reduce the probability of human mistakes the gathering
and the assessment of the data have been done in multiple iterations. Internal
validity, is not an issue in our study because we do not attempt to establish
any particular cause-effect relationships regarding the deviations that occur in
the examined pattern definitions and examples. Regarding external validity, the
scope of our study is pattern definitions and examples that we find on the Web.
In this context, we studied pattern definitions and examples gathered from four
well-known sites. Therefore, we are confident that our findings are representative
of the scope of the study.
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6 Takeaway Messages for the Developers

In this paper, we assessed the compliance of the pattern definitions and examples
that we find on the Web, to the original GoF pattern definitions. Our study
brought out the following key messages for the developers:

– The developers should know that the definitions and examples that we find
on the Web deviate from the original definitions.

– The pattern definitions that we find on the Web may involve intent devi-
ations, missing participants and incomplete participants, while the pattern
examples may involve missing participants, incomplete participants and erro-
neous participants.

– The impact of the different kinds of deviations to the correctness of the pat-
tern definition and examples varies. Intent deviations and erroneous partici-
pants always result in incorrect definitions and examples. Missing participants
and incomplete participants may also result in incorrect pattern definitions
and examples. However, most of these deviations do not entirely jeopardize
the involved pattern definitions and examples. Typically, these deviations
result in definitions and examples that partially illustrate the original pat-
tern concepts.

– The developers should be more concerned about deviating examples than
deviating definitions, since the frequency of the former is much higher than
the frequency of the latter.

– Finally, the developers should be aware that the choice of the site in which
they seek information about GoF patterns is important. Certain sites appear
more suitable for developers who are looking for pattern definitions and exam-
ples that fully comply to the original GoF pattern definitions, while other sites
may be more appropriate for developers looking for simplified pattern vari-
ants. In any case, the developers should be very careful and crosscheck the
information they find on the Web with the original Gof pattern information.

Besides the aforementioned takeaway messages, our study opens up a num-
ber of directions for future research. Specifically, a more detailed analysis of the
specific deviations that occur in the definitions and the examples of each pattern
would be interesting for the developers who seek information about specific pat-
terns. Additional studies that involve the assessment of further sites and pattern
collections would also be interesting. Finally, another issue worth investigating in
the future is the (semi)automated validation of pattern definitions and examples
that we find on the Web.
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Abstract. Processes tend to interact with other processes and operate
on various objects of different types. These objects can influence each
other creating dependencies between sub-processes. Analyzing the con-
formance of such complex processes challenges traditional conformance-
checking approaches because they assume a single-case identifier for a
process. To create a single-case identifier one has to flatten complex pro-
cesses. This leads to information loss when separating the processes that
interact on some objects. This paper introduces an alignment approach
that operates directly on these object-centric processes. We introduce
alignments that can give behavior-based insights into how closely related
the event data generated by a process and the behavior specified by an
object-centric Petri net are. The contributions of this paper include a
definition for object-centric alignments, an algorithm to compute them,
a publicly available implementation, and a qualitative and quantitative
evaluation. The qualitative evaluation shows that object-centric align-
ments can give better insights into object-centric processes because they
correctly consider inter-object dependencies. Findings from the quanti-
tative evaluation show that the run-time grows exponentially with the
number of objects, the length of the process execution, and the cost of the
alignment. The evaluation results motivate future research to improve the
run-time and make object-centric alignments more applicable for larger
processes.

Keywords: Process mining · Object-centric process mining ·
Alignments

1 Introduction

Process mining analyzes event data to provide insights into processes, using
a variety of conceptual models. One standard pipeline for this includes data
extraction, process model discovery, and conformance checking [14]. The insights
of each step are bound by the expressiveness of the used models. This paper
proposes to use more expressive models for conformance checking to correctly
handle inter-object dependencies, for which traditional methods fail to give cor-
rect insights. We introduce object-centric alignments that can model deviations
in interacting subprocesses with multiple objects. Traditional methods use rep-
resentations that model a process using a single case notion meaning that all
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Fig. 1. A process execution of our running examples. Events are associated with objects
of type package (prefix p) or item (prefix i). The process execution describes the partial
order of events induced by the individual objects.

actions created for one object define a process execution. Real-world processes
often do not fit that assumption. For example, a supply chain process involves
multiple subprocesses operating on varied objects like raw materials, products,
orders, and customers. One execution of the supply chain is not defined by a
single object.

Recently, object-centric process mining [21] was introduced to generalize the
notion of a process so that one can follow multiple objects through multiple,
connected sub-processes. In object-centric process mining a process execution is
a graph showing the partial order between sub-process events [7] So far, replay-
based fitness has been proposed for object-centric conformance checking [5].
However, process owners are typically interested in aligning observed behavior to
modeled behavior, to identify deviations, i.e., using alignments [8]. The notion,
calculation, implementation, and feasibility analysis for alignments on object-
centric process mining are, so far, missing.

The running example is the process execution in Fig. 1 belonging to a pack-
aging process with cross-object dependencies between a package and multiple
items. This process is described using the object-centric Petri net in Fig. 2, which
differs from traditional ones by introducing place types with typified tokens and
variable arcs (highlighted in red). Tokens of a type can only occupy places of the
same type, and variable arcs can consume multiple tokens at once. There are
two types here: item (green) and package (blue). In this process, the paths of
the package and items depend on each other. The first event involves all objects
and decides whether it is a sample or product order which defines the following
allowed behavior for the package and the items. If a process owner would like to
find deviations in their object-centric processes today, they would need to flat-
ten [2] the observed process executions and apply traditional alignments to the
object-centric Petri net’s subnets of the same type. We show this for our exam-
ple process execution of Fig. 1 in Fig. 2. If flattened to one trace per object, the
three resulting traces get aligned to the type’s subnet in a way that is not pos-
sible in the composed model. Activity receive sample order and receive product
order can never happen both in one process execution since the de-jure model
forces a decision between product orders and sample orders. But the flattened
alignments do not agree on which activity should happen. The alignment for
p1 has receive product order in the model part whereas the alignments for i1
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Fig. 2. Top: De-jure model as an object-centric Petri net. Variable arcs are marked
red. Bottom: The process execution of Fig. 1 is flattened to the individual objects and
aligned to the de-jure model’s subnet of the object’s types. (Color figure online)

and i2 have receive sample order in their model part. As shown by the running
example, computing alignments on object-centric processes requires more than
just finding alignments for each object individually. Aligning the sub-processes
for all objects by respecting their object dependencies creates a computationally
complex problem that we tackle in this paper.

This paper presents four contributions to enable and investigate object-
centric alignments. First, we generalize the notion of an alignment to object-
centric processes. Second, we present an algorithm to compute optimal object-
centric alignments. Third, we implemented our algorithm and make it publicly
accessible as an open-source project1 based on the open-source object-centric
process mining library opca [6]. Fourth, we evaluate the quality and the com-
putation time of object-centric alignments on real-world event data. Thereby,
we gain insights into the scalability and suitability of the approach.

This paper is structured in the following way. We present related work in
Sect. 2 and preliminaries in Sect. 3. Then, we define object-centric alignments in
Sect. 4. Our algorithm to compute alignments consists of two parts: constructing
the synchronous product net (Sect. 5) and finding an optimal alignment in the
synchronous product net (Sect. 6). In this paper, we give a declarative description
of our algorithm. The formal definitions for all the steps in Sect. 5 and Sect.
6 are presented in the extended pre-print [26]. We present a qualitative and
quantitative evaluation in Sect. 7 and conclude the paper in Sect. 8.

2 Related Work

Process mining includes discovery, conformance checking, and enhancement of
business processes [1]. Our approach belongs to conformance checking, where

1 https://github.com/LukasLiss/object-centric-alignments.

https://github.com/LukasLiss/object-centric-alignments
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behavior from the event log is compared to allowed behavior that is specified by a
de-jure model [14]. For traditional processes, there exists a variety of conformance
checking approaches [20], which mainly use token-based replay [29] approaches,
or alignments [8]. Both have been used to derive quality metrics like precision
[9] and fitness [10]. Unlike token-based replay, alignments are independent of the
structure of the de-jure model [8]. Like our calculation, the traditional alignment
calculation defined by Adriansyah et al. uses a two-step algorithm to compute
alignments [8]. Adriansyah et al.’s approach creates a synchronous product net
such that finding optimal alignments relates to finding a shortest path in that net.
This is a well-studied problem that can be solved with the Dijkstra [17] or A∗ [15]
algorithm. Different ways to speed up the calculation have been researched [19,
31]. However, the alignment algorithm assumes the process to have a single case
identifier and can therefore not be used directly with object-centric processes.

Multiple extensions to the traditional alignment algorithm use higher-order
nets to consider additional dimensions together with the workflow dimension
[12,13]. The data and resource-aware conformance checking approach from de
Leoni et al. uses data Petri nets [25]. Felli et al. use data Petri nets together with
satisfiability modulo theories to compute data-aware alignments [22]. Sommers
et al. constructed a ν-Petri net to calculate resource-constrained alignments
[30]. But all of the approaches above assume the process to have a single-case
identifier. There are approaches that lift this generalization and model processes
as interacting sub-processes. Multi-agent process models describe the behavior
of agents and their interaction by composing Petri nets [27]. Conceptual models
like business artifacts [28] and GSM [23] can model the interactions between
multiple process entities but can not be generated automatically from real-world
event data. Thus, we use model notations from object-centric process mining [2]
to model processes with a variety of objects from different types that interact
with each other. Object-centric Petri nets can be discovered directly from event
data from current information systems [4]. Adams et al. defined the notion of
cases and variants for object-centric processes [7] as event graphs instead of
event sequences. The defined process executions serve as input for our alignment
calculation as well as object-centric Petri nets [4] that can describe allowed
behavior. Precision and fitness metrics to evaluate the quality of a model have,
recently, been proposed [5]. However, techniques to check conformance to a de-
jure model and spot deviations, such as object-centric alignments, are so far
missing.

3 Preliminaries

Object-centric process mining deals with events that operate on a variety of
objects of different types. Events are activities that happen at a timestamp for
a number of objects of different types. Uevent is the Universe of event identi-
fiers. The universe Uact contains all visible activities. Utyp is the universe of all
object types. The universe of objects is Uobj . Each object has exactly one type
associated with it πtype : Uobj → Utyp. Utime is the universe of all timestamps.
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Definition 1 (Event Log). L = (E,O,OT, πact, πobj , πtime, πtrace) is an event
log with:

– E ⊆ Uevent is a set of events, O ⊆ Uobj is a set of objects,
– OT = {πtype(o)|o ∈ O} is a set of object types,
– πact : E → Uact maps each event to an activity,
– πobj : E → P(Uobj) \ {∅} maps each event to at least one object,
– πtime : E → Utime maps each event to a timestamp, and
– πtrace : O → E∗ maps each object onto a sequence of events such that

πtrace(o) = 〈e1, ..., en〉 with
{e1, ..., en} = {e ∈ E|o ∈ πobj(e)} and ∀i∈{1,...,n−1} πtime(ei) ≤ πtime(ei+1)

Event logs can contain events from multiple process executions. When ana-
lyzing the behavior we want to extract one process execution.

Definition 2 (Process Execution). Let L = (E,O,OT, πact, πobj , πtime,
πtrace) be an object-centric event log. The object graph OGL = (O, I) with I =
{{o, o′}|∃e∈E{o, o′} ⊆ πobj(e) ∧ o �= o′} connects objects that share events. The
connected components con(L) = {X ⊆ O|X is a connected component in OGL}
of the object graph are sets of inter-dependent objects. Each set X ∈ con(L)
defines a process execution of L. A process execution is a graph PX = (EX ,DX)
with nodes EX = {e ∈ E|X ∩ πobj(e) �= ∅} and edges DX = {(e, e′) ∈
EX × EX |∃o∈X,1≤i<n〈e1, ..., en〉 = πtrace(o) ∧ e = ei ∧ e′ = ei+1}. The set
px(L) = {PX |X ∈ con(L)} contains all process executions of event log L.

Figure 1 shows the example process execution with one package and two
items. Object-centric Petri nets describe object-centric behavior by using types
like colored Petri nets [24]. B(A) is used to represent all multisets for a set A.

Definition 3 (Object-centric Petri Net [4]). An object-centric Petri net is
a tuple ON = (N, pt, Fvar) where N = (P, T, F, l) is a labeled Petri net with
places P and transitions T. F ∈ B((P × T ) ∪ (T × P )) is the multiset of arcs
between places and transitions. Transitions are labeled with activities or τ by
l : T → Uact ∪ {τ} with invisible activity τ �∈ Uact. pt : P → Utyp maps places to
object types and Fvar ≤ F is the sub-multiset of variable arcs.

Note that we label all transitions to activities or τ with function l. Other
common definitions for object-centric Petri nets define l as a partial function.
This can be translated into our definition by assuming l(t) = τ for all t without
a label. We define the following derived notations for object-centric Petri nets

– •t = {p ∈ P |(p, t) ∈ F} is the preset of transition t ∈ T .
– t• = {p ∈ P |(t, p) ∈ F} is the post set of transition t ∈ T .
– pl(t) = •t ∪ t• are the input and output places of t ∈ T , plvar(t) = {p ∈

P |{(p, t), (t, p)} ∩ Fvar �= ∅} are places that are connected through variable
arcs and plnv(t) = {p ∈ P |{(p, t), (t, p)} ∩ (F \ Fvar) �= ∅} are places that are
connected through non-variable arcs.

– tpl(t) = {pt(p)|p ∈ pl(t)}, tplvar(t) = {pt(p)|p ∈ plvar(t)}, and tplnv(t) =
{pt(p)|p ∈ plnv(t)} are object types related to transitions.
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The object-centric Petri net in Fig. 2 models the running example using typed
places and has variable arcs for receive sample order and receive product order.
The variable arcs model that multiple items can be part of one package.

Definition 4 (Well-Formed Object-Centric Petri Net [4]). Let ON =
(N, pt, Fvar) be an object-centric Petri net with N = (P, T, F, l). ON is well-
formed if for each transition t ∈ T : tplvar(t) ∩ tplnv(t) = ∅.

In a well-formed object-centric Petri net arcs, connected to the same tran-
sition and places with the same object type, are either all variable or none of
them is. We assume for the following that all the object-centric Petri nets we
use are well-formed. Similar to colored Petri nets, object-centric Petri nets use
the notion of markings and bindings to describe the semantics of a Petri net.

Definition 5 (Marking of object-centric Petri Net [4]). Let ON = (N, pt,
Fvar) be an object-centric Petri net with N = (P, T, F, l). QON = {(p, o) ∈
P × Uobj |pt(p) = πtype(o)} is the set of possible tokens. A marking M of ON is
a multiset of tokens M ∈ B(QON ).

A binding describes which transition fires and the consumed and produced
objects per object type. For example, a binding for the object-centric Petri net
in Fig. 2 can define that t1 fires using objects p1, i1, and i2.

Definition 6 (Binding of object-centric Petri Net [4]). Let ON = (N, pt,
Fvar) be an object-centric Petri net with N = (P, T, F, l). The set of all pos-
sible bindings is B = {(t, b) ∈ T × (Utype �→ P(Uobj))|dom(b) = tpl(t) ∧
∀ot∈tplnv(t)∀p∈plnv(t),pt(p)=ot|b(ot)| = F (p, t)}. A binding (t, b) ∈ B corresponds
to firing transition t in Petri net ON. The object map b describes what object
instances are consumed and produced. The multiset of consumed tokens given
binding (t, b) ∈ B is cons(t, b) = [(p, o) ∈ QON |p ∈ •t ∧ o ∈ b(pt(p))]. The multi-
set of produced tokens given binding (t, b) ∈ B is prod(t, b) = [(p, o) ∈ QON |p ∈
t • ∧o ∈ b(pt(p))].

Binding (t, b) ∈ B is enabled in marking M ∈ B(QON ) if cons(t, b) ≤ M .
Applying binding (t, b) in marking M leads to new marking M ′ = M−cons(t, b)+

prod(t, b). We use the notation M
(t,b)−−−→ M ′ for applying (t, b) in M . This implies

that (t, b) was enabled in M and M ′ is the result of applying (t, b) in M .
This notation can be extended to a sequence of bindings σ =

〈(t1, b1), (t2, b2), ..., (tn, bn)〉 ∈ B∗ such that M0
(t1,b1)−−−−→ M1

(t2,b2)−−−−→ M2...
(tn,bn)−−−−→

Mn. We use the notation M
σ−→ M ′ to show that M ′ can be reached from M

by applying the bindings in σ after another. The transitions can be mapped to
activities using the label function l. This results in the visible binding sequence
συ = 〈(l(t1), b1), (l(t2), b2), ..., (l(tn), bn)) where (l(ti), bi) is omitted if l(ti) = τ .

Definition 7 (Accepting object-centric Petri Net [4]). An accepting
object-centric Petri net is a tuple AN = (ON,Minit,Mfinal) where ON =
(N, pt, Fvar) is a well-formed object-centric Petri net. Minit ∈ B(QON ) and
Mfinal ∈ B(QON ) indicate the initial and final markings of the net.
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Fig. 3. One synchronous, one log, and one model move for the running example.

Accepting object-centric Petri nets accept some binding sequences and some
not. The set of all binding sequences that are accepted form a language.

Definition 8 (Language of an Accepting Petri Net [4]). The language
φ(AN) = {συ|Minit

σ−→ Mfinal} of an accepting object-centric Petri net AN =
(ON,Minit,Mfinal) contains all the visible binding sequences starting in Minit

and ending in Mfinal.

4 Alignment

Alignments are a conceptual model to describe how observed (log) behavior and
normative (model) behavior relate. It consists of moves that represent whether
something occurs in the process execution, the de-jure model, or both of them.

Definition 9 (Moves). Let L = (E,O,OT, πact, πobj , πtimes, πtrace) be an
object-centric event log and PX = (EX ,DX) ∈ px(L) a process execution.
Let AN = (((P, T, F, l), pt, Fvar),Minit,Mfinal) be an accepting object-centric
Petri net. The set of all moves is moves(PX , AN) ⊆ ({πact(e)|e ∈ EX} ∪ {�
}) × P(O) × (T ∪ {�}) × P(O) with skip symbol ��∈ Uact ∪ T . A move
(alog, olog, tmod, omod) ∈ moves(PX , AN) is one of the following three types:
Log move - for an e ∈ EX : alog = πact(e), olog = πobj(e), tmod =�, and
omod = ∅.
Model move - for a (t, b) ∈ σ with συ ∈ φ(AN): tmod = t, omod =

⋃
o∈range(b) o,

alog =�, and olog = ∅.
Synchronous move - for an e ∈ EX and a (t, b) ∈ σ with συ ∈ φ(AN):
alog = πact(e) = l(t), tmod = t, and olog = omod = πobj(e) =

⋃
o∈range(b) o.

Figure 3 shows the three types of moves. Log and model moves model devia-
tions, whereas synchronous moves model conforming behavior. For synchronous
moves, activities and objects of model and log part have to be exactly the same.
For log and model moves, only one part has an activity and objects while the
other parts are skipped, represented by skip symbol �. The upper part is the
log part alog and olog. The lower block is the model part that contains tmod, the
activity l(tmod) it is labeled with, and omod. We define the following projections
on moves.
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Definition 10 (Move Projections).
Given a move m = (alog, olog, tmod, omod) ∈ moves(PX , AN) with process exe-
cution PX and accepting object-centric Petri Net AN = (((P, T, F, l), pt, Fvar),
Minit,Mfinal). We use the following projections to map moves to their attributes:

πla(m) = alog maps moves to their log activity.
πlo(m) = olog maps moves to their log objects.
πmt(m) = tmod maps moves to their model transition.
πma(m) = l(tmod) maps moves to the activity the transition is labeled with.
πmo(m) = omod maps moves to their model objects.

An alignment, which we define in Definition 12, is a directed acyclic graph of
moves. We need to reason about the model and log behavior individually to
define alignments. Therefore, we introduce the following reductions that remove
moves with skipped behavior in a given part from a directed acyclic graph of
moves while maintaining the partial order defined by the acyclic graph.

Definition 11 (Reduction to Log and Model Part). Let MG = (M,C) be
a directed acyclic graph with vertices M ⊆ moves(PX , AN) and edges C ⊆ M ×
M with process execution PX and accepting object-centric Petri Net AN . The
reduction to moves with visible activity in the log part is MG↓log = (M↓log, C↓log)
and the reduction to moves with visible activity in the model part is MG↓mod =
(M↓mod, C↓mod) with:

– M↓log = {m ∈ M |πla(m) �=�} synchronous and log moves.
– C↓log = {(m1,mn) ∈ M↓log × M↓log|∃<m1,...,mn>∈M∗ ∀1≤i<n (mi,mi+1) ∈

C ∧ ∀1<i<n πla(mi) =�} edges between synchronous and log moves and new
edges where model moves were removed.

– M↓mod = {m ∈ M |πma(m) �=�} synchronous and model moves
– C↓mod = {(m1,mn) ∈ M↓mod × M↓mod|∃<m1,...,mn>∈M∗ ∀1≤i<n (mi,mi+1) ∈

C ∧ ∀1<i<n πma(mi) =�} edges between synchronous and model moves and
new edges where log moves were removed.

In Fig. 4 both MG↓log and MG↓model are visualized for a directed acyclic
graph of moves. MG↓log describes a directed acyclic graph after removing all
model moves and related edges. New edges are added when two movements used
to be connected via removed model moves in the movement graph. MG↓model

behaves simultaneously for the model part. An alignment is a directed acyclic
graph of moves that requires the log part to contain the process execution and
the model part to be in the language of the de-jure model.

Definition 12 (Alignment). Let L = (E,O,OT, πact, πobj , πtimes, πtrace) be
an object-centric event log and PX = (EX ,DX) ∈ px(L) a process execution. Let
AN = (((P, T, F, l), pt, Fvar)Minit,Mfinal) be an accepting object-centric Petri
net. An alignment ALPX ,AN = (M,C) is a directed acyclic graph on M ⊆
moves(PX , AN) such that:

The alignment contains the process execution behavior in the log parts: PX

is isomorphic to ALPX ,AN↓log
with bijective function f : EX → M↓log such that

∀e∈EX
πact(e) = πla(f(e)) ∧ πobj(e) = πlo(f(e)).
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Fig. 4. Optimal object-centric alignment for the running example and reductions
MG↓log and MG↓model.

The alignment contains behavior that is accepted by the Petri net in the model
parts: There exists a binding sequence σ = 〈(t1, b1), (t2, b2), ..., (tn, bn)〉 ∈ B∗ with
συ ∈ φ(AN) and a bijective function f ′ : B → M↓mod such that:

– ∀(t,b)∈σt = πmt(f ′(t, b)) ∧ ⋃
o∈range(b) o = πmo(f ′(t, b))

– ∀m1,m2∈M↓mod
(m1,m2) ∈ C↓mod ⇒ ∃1≤i<j≤nm1 = f ′(ti, bi) ∧ m2 = f ′(tj , bj)

There can be multiple alignments for a process execution and an accepting
object-centric Petri net. al(PX , AN) is the set of all these alignments.

Figure 4 shows an alignment for the running example. Its reduction to log
and synchronous moves MG↓log, is isomorphic to the given process execution in
Fig. 1. This ensures that the alignment contains the process execution behavior.
The reduction to the model part relates to a binding sequence that is in the lan-
guage of the de-jure model in Fig. 2. This ensures that the model part describes
behavior that is accepted by the model. We want to find deviations between
the process execution and the most similar allowed behavior. Thus, we want
an alignment to have as few model or log moves as possible. By giving model
and log moves higher costs than synchronous moves, we can prefer synchronous
behavior.

Definition 13 (Standard Cost of Move Function).
Let ALPX ,AN = (M,C) ∈ al(PX , AN) be an alignment with process execution
PX and accepting object-centric Petri Net AN . The cost function costmove :
moves(PX , AN) → R is defined as:
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costmove(m) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 if m is a synchronous move,
|πlo(m) ∪ πmo(m)| if m is a model or log move ∧ πma(m) �= τ,

ε if πma(m) = τ ∧ alog =�,

+∞ else

With ε being a positive very small number. The cost of a complete align-
ment is the sum over all alignment moves: costalignment(ALPX ,AN ) =

∑
m∈M

costmove(m).

The cost of the alignment in Fig. 4 is 6 because there are 3 model and 3 log
moves that have one object each. The lower the cost the fewer deviations are in
the alignment. We call one of the cheapest alignments an optimal alignment.

Definition 14 (Optimal Alignment). Let L be an object-centric event log
and PX ∈ px(L) be a process execution. Let AN be an accepting object-centric
Petri net. An alignment ALPX ,AN = (M,C) ∈ al(PX , AN) is optimal if
∀a∈al(PX ,AN)costalignment(ALPX ,AN ) ≤ costalignment(a).

Note that there can be multiple optimal alignments with the same cost for a
given process execution and a de-jure Petri net. Also, practitioners can modify
the cost function to weight deviations according to domain-specific knowledge.
Figure 4 shows the optimal object-centric alignment for the running example.
The inter-object dependencies that are defined in the object-centric Petri net in
Fig. 2 are respected by the object-centric alignment. For example, the object-
centric alignment agreed on one shared start activity for p1, i1, andi2 which
keeps the alignment consistent with inter-object dependencies. This differenti-
ates object-centric alignments and traditional alignments which can violate this
requirement.

5 Object-Centric Synchronous Product Net

This section presents a declarative description of the first part of our optimal
alignments algorithm. Additional formal definitions for each presented step can
be found in the extended pre-print [26]. This first part creates a synchronous
product net that can generate all possible alignments. It consists of three parts,
each relating to a move type. In the synchronous product net in Fig. 7 the log,
model, and synchronous parts are marked. First, we construct the log part from
the process execution. Then, we pre-process the de-jure model to finally merge
them together to the synchronous product net and add the synchronous part.
We assume the model to use the same objects that are in the process execution.

5.1 Process Execution Net Construction

The process execution net is the part of the synchronous product net that
ensures that the process execution is contained in the alignment. The construc-
tion relates to Petri net runs [16] and causal nets [3]. The process execution
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Fig. 5. Process Execution Net

contains directly follows relations on the level of objects. For example, the run-
ning example process execution in Fig. 1 shows that on item i1 add sample never
happens, whereas on item i2 activity add sample happens twice. Although they
both have the same object type, the process execution differentiates them. An
accepting object-centric Petri net is under-specified in that regard because it only
differentiates places by type and not by object. This differentiation is important
because otherwise, deviations in one object could compensate for a contrary
deviation in another. For example, the missing add sample activity on i1 could
be compensated by the additional add sample activity on i2 if one would not
strictly separate which event happened on which object. To seperate each object,
we have to create a new individual type for each object in the process execu-
tion. Since objects can only have one type, we also create a new object for each
object from the process execution to use them with the new types. We create the
process execution net with the new objects and types. The conditions defined in
the process execution are the directly follows relation per object. For each condi-
tion, the Petri net contains a place. Also, start and end places are added for each
object. The transitions relate to the events of the process execution. Thereby,
the process execution net precisely models the process execution behavior.

5.2 Pre-processing of the Object-Centric Petri Net

The pre-processed de-jure modes will be the part of the synchronous product
net that guarantees that allowed behavior is contained in the model part of the
alignment. The pre-processing replaces variable arcs in the de-jure model. For
transitions with variable arcs, we do not know beforehand how many objects they
use. This information is needed to find synchronous transitions when creating
the synchronous product net because two transitions can only be synchronous if
they use the same objects which implies using the same number of objects.

As aforementioned, we assume that the set of objects for the model part of
the alignment is defined by the process execution. Thus, these objects form the
initial and final marking. For a predefined set of objects, the number of objects a
variable arc can use is finite. Therefore, we can replace transitions with variable
arcs with a set of transitions without variable arcs. For each combination of
how many objects a variable arc could consume we add a new transition to the
Petri net that uses exactly that number of objects, but by replacing the variable
arc with a number of non-variable arcs. When doing this for the Petri net in
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Fig. 6. Pre-processed accepting object-centric Petri net without variable arcs

Fig. 2 the result will be the Petri net without variable arcs in Fig. 6. We call the
pre-processed accepting object-centric Petri net a de-jure net.

5.3 Creating the Synchronous Product Net

The synchronous product net models possible alignments. The two nets without
variable arcs from the previous steps represent the model and log part of the
synchronous product net. In an alignment, either process execution or de-jure
parts advance individually, or they progress synchronously. Activities can occur
simultaneously in both parts if they involve the same activity on identical object
instances. We add a synchronous transition for each pair of transitions from the
model and log part that have the same activity label and use the same number of
objects per type. For comparing types between the model and log part, we first
map the newly created types in the process execution net to their original types.
To ensure that in the model and log part the same objects and not only the same
types are used by a synchronous transition, we add ν-net requirements. The ν
net requirement function assigns variables to the in-going arcs of the synchronous
transitions. Arcs with the same variable have to consume the same objects. This
refers to the original objects not the newly created ones in the process execution
net. For each in-going arc from the process execution net, there has to be one
arc from every place that has the same original type, so that those arcs have the
same unique variable assigned by V ar. This requires the synchronous transition
to use the same object instance in the process execution net and the de-jure net.
Figure 7 shows the resulting synchronous Petri net for the running example.

6 Alignments from Synchronous Product Net

This section describes the second part of our approach to finding object-centric
alignments in a declarative way. Additional formal definitions and proofs can
be found in the extended pre-print [26]. The input is a synchronous product
net in which every binding relates to a move of an alignment. The activity
and the set of objects of the move are given by the label of the transition and
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Fig. 7. Synchronous product net for the process execution net in Fig. 5 and accepting
object-centric Petri net in Fig. 6

the objects that are defined in the binding. The type of the move depends on
whether the transition in the binding is from the log, model, or synchronous
part. All binding sequences from the initial marking to the final marking in the
synchronous product net relate to an alignment because the log part ensures that
the process execution is contained in the log part of the alignment and the model
part ensures that the model part of the alignment describes allowed behavior.
Therefore, searching for an optimal alignment relates to searching for an optimal
binding sequence from the initial to the final marking of the synchronous product
net. Interpreting markings as nodes and bindings as edges between markings,
we can set up the search space. The cost of the edges is given by the cost of the
move that relates to the binding. This is a well-defined search problem we can
solve with standard search algorithms for finding the cheapest or shortest path
in a graph.

As shown in the extended version, the search space is finite given that the
event log and the de-jure model have a finite size [26]. Thus, the Dijkstra algo-
rithm [15] can find the cheapest path. If there is no cheapest path, there is no
path at all. So the de-jure model has no option to complete for the set of objects
of the process execution meaning it does not contain any related allowed behav-
ior. In this case, there can be no alignment and the user is informed that the
de-jure model does not match the process execution. This is similar to tradi-
tional alignments with a de-jure model that has no option to complete. In the
normal case where the de-jure model describes behavior related to the given pro-
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Fig. 8. A process execution from [18] and a variation of it that has some noise.

cess execution, the cheapest path relates to the optimal alignment. The resulting
shortest path is a binding sequence from the initial to the final marking. It relates
directly to an optimal object-centric alignment for the given process execution
and the de-jure model. For the running example Fig. 4 shows the optimal object-
centric alignment. If there are multiple binding sequences with the same cost, it
depends on the implementation which one is found.

7 Evaluation

We conducted an evaluation with real-world data from the BPI2017 challenge
[18]. The evaluation is split into a qualitative part and a quantitative evaluation.

7.1 Qualitative

The qualitative evaluation aims to assess if object-centric alignment can give
better insights into object-centric processes compared to traditional alignments.
We used BPI2017 data, one of few public event logs convertible into an object-
centric format. Its process includes two object types: application and offer. For
this evaluation, we selected only the 4 most dominant variants that made up
19.6% of process executions, excluding the activities Submit, Complete, and
Accept for clarity. We discovered the de-jure Petri net from those 4 variants
using the python library ocpa [6] which implements the discovery approach from
van der Aalst and Berti [4]. We then introduced noise to the log by remov-
ing and replacing events. Figure 8 shows the original accepted process execution
and the one with noise. For object application 1, Cancel application is removed
and Cancel offer is replaced with Accept offer. This creates deviations from the
de-jure model behavior. For instance, it is impossible to accept an application
without accepting an offer, which is an inter-object dependency one wants to be
respected. Also, Cancel application and Cancel offer events, now only recorded
for an offer, represent unwanted behavior. We applied our object-centric align-
ment approach and the traditional one with flattening to the evaluation data.
The optimal object-centric alignment and traditional alignment for each object
can be found in Fig. 9.

The traditional alignment failed to detect that application 1 should not have
been accepted. This is because the traditional alignment does not consider the
inter-object dependency that there has to be a matching offer to accept. This iso-
lated view results in the traditional alignment suggesting Validate and Pending
activities are missing, reinforcing the false acceptance of application 1. However,
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Fig. 9. Traditional and object-centric alignments for the variant with noise and the
evaluation de-jure model.

our approach, considering all inter-object dependencies, identifies Accept Offer
as a log move. Additionally, the traditional alignment doesn’t indicate any devi-
ation for offer 1, creating a contradiction between alignments of offer 1 and
application 1. Such contradictions can not occur in an object-centric alignment
because the whole process execution is considered at once. The more inter-object
dependencies a process has, the bigger the benefit of object-centric alignments.

7.2 Quantitative

To evaluate the scalability of our approach, we performed a quantitative analysis
of the run time, comparing our method with traditional alignment methods.

Evaluation Setup. As the data source we used BPI2017 event data [18]. Only
the most frequent 50% of activities were used. All other activities were filtered
out. Afterward, the log consisted of 755 variants. We used a Petri net designed
so that the given log contains some dis-aligned process executions. The used
Petri net is available on GitHub (See Footnote 1). It has 6 visible transitions
and 4 silent transitions. There are 10 places in the net. We aligned all the 755
variants with the model and tracked their properties and the resulting alignment
calculation time. For comparison with current methods, we also tracked the
run time of flattening and then computing optimal alignments for the separate
objects using PM4Py [11]. The raw results of that evaluation can be found at
GitHub (See Footnote 1). The evaluation was performed on a 3.1 GHz Dual Core
Intel Core i5 with 8 GB of RAM.

Results. We computed 755 alignments with costs ranging from 0 to a maximum
of 5. Process executions had 3 to 20 events, mostly having 11 to 14 events.
Object instances varied from 2 to 7. The calculation time ranged from 0.007 s to
1051.8 s. Results at the end of the attribute range are less resistant to outliers
due to fewer data points. Moreover, the correlation coefficient between events
and objects is 0.59, while the correlation between events and cost is −0.38. We
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Fig. 10. Computation time on a logarithmic scale over input parameters. (Color figure
online)

plotted the calculation time against the number of events (Fig. 10a), number of
objects (Fig. 10b), and alignment cost (Fig. 10c), with a logarithmic scale for the
time. To mitigate the effect of the negative correlation, we grouped data points
in Fig. 10c by the number of events. The computation time for object-centric
alignments grows exponentially across all three dimensions.

This result can be explained by the structure of the search space. More events
increase the size of the process execution net and potentially the number of syn-
chronous transitions which creates more potential markings resulting in a bigger
search space. Similarly, more objects add parallel behavior, again increasing the
search space. The run time of the Dijkstra algorithm is on average exponential in
the size of the search space [17]. Therefore, the computation time grows exponen-
tially for the number of events and objects. For an alignment with a higher cost,
a bigger portion of the search space is explored, resulting in exponential growth
for the cost of the alignment. For small process executions, object-centric align-
ments (blue graph) can be faster than traditional ones (orange graph) because
of the overhead of flattening, but the traditional method has better scalability,
as one can see in Fig. 10a and Fig. 10b.

8 Conclusion

This paper presented four contributions for conformance checking in object-
centric process mining. First, we defined object-centric alignments generalizing
traditional alignments to graphs of moves. Second, we provided an algorithm to
calculate them. The two-step approach creates a synchronous product net and
searches for the optimal binding sequence from initial marking to final marking.
Third, we implemented this algorithm using the open-source library ocpa [6]
and made it publicly available on GitHub (See Footnote 1). There are some lim-
itations of the provided model notation and implementation. The notation does
not include additional perspectives to the workflow dimension, which makes it
less expressive in that regard. But it also makes the notation and implementation
applicable to any domain with normative and observed workflow information. If
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there are multiple cheapest alignments, it depends on the implementation which
one is returned. The presented algorithm does not detect missing or redundant
objects although the alignment notation would support that. Finally, we evalu-
ated our approach. The qualitative evaluation shows the benefits of object-centric
alignments in detecting deviations because they respect inter-object dependen-
cies. Our quantitative evaluation indicates an exponential computation time
in the number of object instances and cost of the alignment. This suggests,
that an alignment of a whole object-centric event log to a moderately fitting
model might be too time-consuming. In those scenarios, one might use object-
centric alignments to get specific diagnostics for individual process executions or
variants.

There are two directions for future work based on object-centric alignments.
On the one hand, one can investigate lifting limitations of the current approach,
like finding missing or redundant objects. On the other hand, one can work
towards decreasing the complexity and run time: Heuristics, using the A∗ algo-
rithm, and defining relaxations of the problem are all promising directions to
decrease the computation time.
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1 Linköping University, Linköping, Sweden
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Abstract. Process mining has significantly transformed business process man-
agement by introducing innovative data-based analysis techniques and empower-
ing organizations to unveil hidden insights previously buried within their recorded
data. The analysis is conducted on event logs structured by conceptual mod-
els. Traditional models were defined based on only a single case notion, e.g.,
order or item in the purchase process. This limitation hinders the application
of process mining in practice for which new data models are developed, a.k.a,
multi-dimensional Event Knowledge Graph (EKG) and Object-Centric Event
Log (OCEL). While several tools have been developed for OCEL, there is a lack
of process mining tooling around the EKG. In addition, there is a lack of compar-
ison about the practical implication of choosing one approach over the other. To
fill this gap, the contribution of this paper is threefold. First, it defines and imple-
ments an algorithm to transform event logs represented as EKG to OCEL. The
implementation is then used to transform five real event logs based on which the
approach is evaluated. Second, it compares the performance of analyzing event
logs represented in these two models. Third, it reveals similarities and differences
in analyzing processes based on event logs represented in these two models. The
results highlight ten important findings, including different approaches in calcu-
lating directly-follows relations when analyzing filtered event logs in these mod-
els and issues that need to be considered in analyzing event lifecycle and inter-log
relations using OCEL.

Keywords: Event Knowledge Graph · Object-Centric Event Log ·
Object-Centric Process Mining · Neo4j · Graph database

1 Introduction

Business process analysis is important in modern organizations because it enables com-
prehension, optimization, and enhancement of operational processes based on recorded
data [38]. These processes are complex due to the complex nature of the business
domain. To address this complexity, log file formats and standards have emerged as
conceptual models that capture the essential information required to support the anal-
ysis [2,14,21,33]. These conceptual models drive the development of algorithms and
facilitate the processing and analysis of recorded data.
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Process mining is a research area that facilitates data-driven business process anal-
ysis based on recorded event logs [38]. Log files are crucial for analyzing business
processes. Thus, extensive efforts have been made to define conceptual models, in the
forms of log file formats and standards, that enable the analysis of recorded data using
different software systems [21,23,34]. These formats and standards ensure compatibil-
ity and interoperability across various systems while providing a consistent and struc-
tured format for recording process-related information.

Traditionally, event log formats assume a single case notion as an obligatory ele-
ment based on which the rest of the information could be correlated. For example, a pur-
chase order event log could be extracted using either the order or the item notions, while
the process contains both objects as potential cases. In reality, business processes deal
with different perspectives, which may require several case notions. Hence, restricting
log formats to a single case notion limits the applicability of process mining in practice.

To circumvent this limitation, researchers and practitioners flattened the recorded
event log to perform process analysis, which introduces its limitations, including false
behavior and false analysis results [16] (which result from so-called divergence and
convergence problems [39]). For example, one order may contain many items. In the
log extraction, if we consider the “item” as the case notion, events like “create order”
must be repeated for each item. The mapping of events based on one case notion, like
this example, is called flattening. One consequence is that we will get false statistics
when retrieving the number of orders which are created. If the log is flattened around
the “order” case notion, the relation between the “select item” and “approve item” in the
process can be lost because all items can be stored around one order resulting in losing
information about relations between items. The lack of these relations could introduce
loops between the activities of these two events in discovering process models, which is
considered false behavior. These issues compromise the accuracy of the analysis [39].

The Object-Centric Event Log (OCEL) [21] has been proposed to address the lim-
itation of having only one case notion when extracting log files, and it is part of a
new and emerging paradigm in process mining called Object-Centric Process Min-
ing (OCPM) [39]. This paradigm aims to support analyzing business processes consid-
ering multiple case notions that require developing algorithms, techniques, and methods
to support multi-dimensional process analysis. Although OCPM has started recently,
due to the highly relevant problem that it targets, several algorithms, tools, and libraries
have been developed to support such analysis, e.g., [3,4,6,11,26,34,35,39,40]. This
development can also be observed in commercial tools like Celonis1, showing the rele-
vancy of the problem in practice.

Another recent alternative to recording event logs is knowledge graphs, which
unleash their power within information systems, showcasing their ability to support var-
ious data sources, scalability, semantic reasoning, and adaptable schema evolution [24].
Thus, it is recently used to record and process event logs with multiple case notions,
called multi-dimensional Event Knowledge Graph (EKG) [14]. However, the lack of
process mining tools for analyzing EKG limits the practical application of this app-
roach. Additionally, there is a lack of comparative analysis in terms of performance,
strengths, weaknesses, limitations, and differences between the processing of data rep-

1 https://www.celonis.com/.
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resented using these two approaches (EKG and OCEL). Therefore, this paper aims to
address the following research questions:

RQ1) How can an event knowledge graph be transformed into an object-centric event
log?

RQ2) How does the performance of processing event knowledge graph compare to
processing object-centric event log in process mining?

RQ3) What are the differences and similarities in applying process mining on an event
knowledge graph compared to an object-centric event log?

To answer the first research question, we define an algorithm that transforms it into
a set of OCELs. We implemented an algorithm as a part of a Python library, called
neo4pm, that can be used to perform the transformation. In this paper, we use this
implementation to transform five real EKGs into OCEL files, which are available pub-
licly [28–32]. In addition, we compare similarities and differences in analyzing pro-
cesses based on event logs represented in EKG and transformed OCELs, which helped
us answer the third research question.

The structure of the paper is as follows. Section 2 gives an overview of related work.
Section 3 provides preliminaries which are used in Sect. 4, where we define the algo-
rithm formally. Section 5 reports the results and discusses the findings. Finally, Sect. 6
concludes the paper by giving future direction.

2 Related Work

In this section, we provide an overview of the research that offers tool support for pro-
cessing event logs represented in multi-dimensional Event Knowledge Graph (EKG)
and Object-centric Event Log (OCEL). Table 1 summarizes the process mining tools
developed for OCEL and EKG. The table categorizes the level of support into eight use
cases: transformation, exploration, monitoring, performance analysis, discovery, con-
formance checking, enhancement, and predictive process monitoring.

The tool support for EKG focuses on transforming traditional log files into the EKG
data model [14]. A recent study has proposed a method for transforming OCEL to
EKG [16]; however, the existing implementation does not yet support the transforma-
tion from the serialized standard OCEL files. Furthermore, there is a lack of support for
EKG in other use cases. In contrast to EKG, the existing contributions to OCEL varies
in different use cases. These categories are represented as columns in Table 1.

In the transformation use case, we have identified three sub-categories of transfor-
mation. Firstly, there are approaches focused on transforming traditional log to OCEL
[37]. Secondly, there are methods for transforming data recorded in databases or Enter-
prise Resource Planning (ERP) systems to OCEL [10,42]. Lastly, there are techniques
available for flattening OCEL to traditional log [11,21]. In the exploration use case,
we have identified four sub-categories of exploration. This includes support for filtering
events based on certain criteria [11], identifying concept drift in event data [8], support-
ing variant analysis on event logs [5,7], and splitting the log into several clusters based
on similarity in underlying behaviour [26].



Transforming Event Knowledge Graph to OCELs 223

Table 1. Summary of studies providing tool support for OCEL or EKG

Approach UC1 UC2 UC3 UC4 UC5 UC6 UC7 UC8

OCEL [10,11,21,37,42] [5,7,8,11,26] [36] [11,35,36] [4,26,40] [4,6,11] [3,4] [4,22]

EKG [14,16]
UC1: Transformation, UC2: Exploration, UC3: Monitoring, UC4: Performance Analysis, UC5:
Discovery
UC6: Conformance Checking, UC7: Enhancement, UC8: predictive process monitoring

In the monitoring use case, Park and van der Aalst present a tool for monitoring
object-centric constraints [36]. In the performance analysis use case, a tool called OC-
PM is available for calculating the duration time of objects [11]. Additionally, perfor-
mance metrics computation is supported by [36] and [35]. In the discovery use case,
the discovery of object-centric Petri nets is supported by [40] and [4]. In addition, the
discovery of Markov Directly-Follow Multigraphs is supported by [26] by extending
the discovery of Markov Directly-Follow Graphs [27]. In the conformance checking
use case, Berti and van der Aalst provide a tool for conformance checking [11]. Also,
tool support is provided for calculating precision and fitness [4,6]. In the enhancement
use case, tool support is provided for enhancing process models through feature extrac-
tion [3,4]. In the predictive process monitoring use case, Adams et al. [4] provide a tool
for predictive monitoring, and Gherissi et al. [22] offer a tool for predicting the next
event time, activity, and remaining sequence time.

3 Preliminaries

This section introduces the notions of the Event Knowledge Graph (EKG) and the
Object-Centric Event Log (OCEL), which serve as the foundation for defining the trans-
formation algorithm in Sect. 4. We explain the EKG definition using a running example,
which will also be utilized to demonstrate the approach and algorithm in the subsequent
sections of this paper.

Figure 1 illustrates a running example that is used to explain the components of
EKG. The figure represents recorded information in an EKG for a fictitious business
process involving a customer order (o1) with two items (i1 and i2). Orders and items
are depicted as ovals (annotated with : Entity), while events are represented as rect-
angles (annotated with : Event). Each event has an activity name and a timestamp
(e.g., Submit Order and 15 : 00 for e1, respectively). Some events have the perform-
ing resource (e.g., Elin for e3). The figure illustrates the chronological sequence of
events: Submit Order, two instances of Check Availability (one for each item), and Pick
Items. The following definitions will define the elements within this graph based on
which we can define the transformation algorithm.

Definition 1 (Universes). We define the following universes to be used throughout the
paper, some of which are adopted from [39]:

– Ulbl is an infinite set of strings representing labels,
– Uatt is an infinite set of strings representing attribute names,
– Uval is an infinite set of strings representing attribute values containing the following

disjoint subsets:
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Fig. 1. Running example showing event log represented in an EKG

– Ueid Ă Uval represents the universe of event identifiers,
– Utime Ă Uval represents the universe of timestamps,
– Uact Ă Uval represents the universe of activity names,
– Uot Ă Uval represents the universe of object types,
– Uoid Ă Uval represents the universe of object identifiers,

– type : Uoid Ñ Uot is a function that assigns exactly one object type to each object
identifier,

– Uomap “ tomap : Uot Ñ PpUoidq | @otPdompomapq @oidPomappotq typepoidq “
otu is the universe of all object mappings indicating which object identifiers are
included per object type2,

– Uvmap “ tvmap : Uatt Û Uvalu is the universe of value assignments,3 and
– Uevent “ Ueid ˆ Uact ˆ Utime ˆ Uomap ˆ Uvmap is the universe of events.

Definition 2 (Labeled Property Graph (LPG)). An LPG (adopted from [9,16]) is a
tuple G “ pN,R, γ, λ, ρq, where:
– N and R are finite sets of nodes and relations, respectively,
– γ : R Ñ N ˆN is a total function assigning a pair of nodes (representing the source
and target, respectively) to a relation,

– λ : pR Y Nq Ñ Ulbl is a total function assigning a label to a node or a relation,
– ρ : pN Y Rq ˆ Uatt Û Uval is a partial function assigning a value to an attribute of
a node or a relation.

Given an LPG G “ pN,R, γ, λ, ρq, we call E “ N Y R the set of elements in the
graph containing both nodes and relations. Considering a Label l P Ulbl , we write El to

2 PpUoid q is the powerset of the universe of object identifiers, i.e., objects types are mapped
onto sets of object identifiers.

3
Uatt Û Uval is the set of all partial functions mapping a subset of attribute names onto the
corresponding values.
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denote the subset of E consisting of all the elements with Label l. Formally, we show
this as El=te P E | λpeq “ lu. We use the same notation for the subsets N and R of
E (e.g., N l). Moreover, for every element e P E and every attribute name a P Uatt ,
if pe, aq P dompρq, we write e.a to refer to the value v P Uval for which it holds that
ρpe, aq “ v; if pe, aq R dompρq, then e.a denotes a special value K that is not in Uval .

Example 1. In Fig. 1, we can see ten nodes. One is annotated with e1, where we refer
to it by n and its activity name by act in this example. Thus, we can say ρpn, actq “
SubmitOrder representing that the activity name of this event is SubmitOrder. We can
also write n.act “ SubmitOrder. As this node is labeled with Event, we can say λpnq “
Event or n P NEvent. This node has a relation to another event annotated with e2. We
refer to this event by n′ and to its relation to n′ by r. We can say γprq “ pn, n′q. This
relation is labeled with df, so λprq “ df or r P Rdf .

After defining LPG, we now introduce a special kind of LPG that uses a spe-
cific schema named Event Knowledge Graph. We define the schema as S “�(
has, pLog,Eventq), (

observed, pEvent,Classq), (rel, pEntity,Entityq), (
df, pEvent,

Eventq), (
dfc, pClass,Classq)(

. This schema specifies the possible label of the source
and the target node in each relation based on the relation’s label. Each member of
the set is a tuple, where the first element indicates a possible relation’s label, and
the second element indicates the label of source and target nodes, respectively. In
the Event Knowledge Graph definition, we restrict the universe of labels as Ulbl “Ť

pl,ps,tqqPS tlu Y tsu Y ttu, meaning that Ulbl={Event, Entity, Class, Log, observed,
has, rel, df, dfc, corr}. Note that an EKG can have multiple nodes labeled as Log, mean-
ing that it can record events related to multiple logs in one graph.

Definition 3 (Event Knowledge Graph (EKG)). An EKG is an LPG G “
pN,R, γ, λ, ρq, that has the following properties4.

a) @ePNEvent (e.id P Ueid ^ e.act P Uact ^ e.time P Utime) indicating that each node
with the label Event has attributes called id, act, and time with the value of an
event identifier, an activity name, and a timestamp, respectively,

b) @ePNEntitype.id P Uoid ^e.type P Uotq indicating that each node with the label Entity
has an attribute called id and type with the value of an object identifier and object
type, respectively,

c) The relations between nodes can be specified as @pl,ps,tqqPS, rPR with γprq“pe,e′q pe P
Ns ^ e′ P N tq ô r P Rl indicating that a relation can be labeled as specified in
schema if and only if the source and target nodes are labeled accordingly,

d) @rPRrel r.type P Uot Y tReifiedu indicating that each relation with the label rel
has attributes called type with the value of an object type or a special value called
Reified. The Reified type is used to model the relation between derived entities to
other entities.

We keep the definition of EKG to a minimum in this paper without elaborating on
detailed properties that are not needed for the transformation algorithms. For example,
we omit details on properties that should be held by df and dfc relations. More details
can be found in [14,16].
4 The definition is aligned with definitions in [14,16].
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Example 2. Our running example graph fulfills the properties stated in Definition 3 (a-
b). As required by Definition 3 (a), each event in our graph has an event identifier (e.g.,
e1), an activity name (e.g., SubmitOrder for e1), a timestamp (e.g., 15 : 00 for e1).
Also, all entities have an identifier as well as a type as required by Definition 3 (b), e.g.,
the mustard-colored oval has an identifier with the value of o1 and type of Order.

Our running example graph fulfills the properties stated in Definition 3 (c-d). As
required by Definition 3 (c), every relation that its source and target are labeled with Log
and Event respectively are labeled with has, e.g., the relation between l1 and e1. The
same applies to other relations such as observed, rel, df, and dfc, where their source and
target nodes are labeled as indicated in the defined set. As required by Definition 3 (d),
every relation which is labeled by rel has an attribute named type, e.g., the relation
between i1 and o1 which has a type with the value of oit.

The following two definitions are adopted from [39] describing an OCEL, the target
format to which we will transform the described EKG.

Definition 4 (Event Projection (adopted from [39])). An event e is a tuple peid , act ,
time, omap, vmapq where eid P Ueid , act P Uact , time P Utime , omap is an object
mapping, and vmap is a value assignment. For each such event e “ peid , act , time,
omap, vmapq, we write πeidpeq to denote eid , πactpeq denotes act , πtimepeq to denote
time , πomappeq to denote omap, and πvmappeq denotes vmap.

Definition 5 (Object-Centric Event Log (OCEL) [39]). An event log L is a pair
pE, ĺEq with E Ď Uevent and ĺE Ď E ˆ E such that:

– ĺE defines a partial order (reflexive, antisymmetric, and transitive),
– @e1,e2PE πeidpe1q “ πeidpe2q ñ e1 “ e2, and
– @e1,e2PE e1 ĺE e2 ñ πtimepe1q ď πtimepe2q.

4 Approach

This section introduces a transformation algorithm that enables transforming an Event
Knowledge Graph (EKG) into a set of Object Centric Event Logs (OCELs), address-
ing RQ1. In this algorithm’s definition, the following Design Choices (DC) have
been made:

DC1. EKG with Multiple Logs: The algorithm converts an EKG with multiple logs
(i.e., an EKG with multiple nodes with the label Log) into a set of OCEL files. This
choice aligns with the OCEL standard, allowing one global log element per file [21].
An alternative option would be to include all of events in one log file and mark events
related to a log file using a vmap. However, this alternative deviates from the standard,
as the vmap value does not represent logs according to the standard. Our approach can
easily support the second design choice by merging the generated OCELs into one with
a new vmap indicating the log file.

DC2. Event Lifecycles: Unlike XES, OCEL does not explicitly define event lifecycles
which specifies events representing different states of an operational task in a business
process. As a result, we chose to omit to transform event classes (representing lifecy-
cles in EKG) to OCEL. Event classes in EKG can be related to multiple lifecycle states,
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and the explicit definition of the event lifecycle in a log file can enable the develop-
ment of lifecycle-aware algorithms, similar to algorithms developed for XES. If OCEL
is extended to support lifecycles in the future, our transformation algorithm can eas-
ily include the transformation logic. As an alternative design choice, it is possible to
transform the lifecycle as event attributes or related objects, yet this still will not help
in the definition of lifecycle-aware algorithms as this information needs to be explicitly
supported by standards so that algorithms can take them into account.

DC3. Relations Between Entities: The algorithm also omits to transform EKGs’ reified
entities. OCEL does not support these relations, leaving them out of the transformation
process.

By making these design choices, the algorithm ensures compliance with the current
version of the OCEL standard while accommodating potential future extensions for life-
cycle support and other entity transformations. Algorithm 1 describe the transformation
logic, where the input is an EKG, and the output is a set of OCELs.

Algorithm 1. Converting EKG to OCELs
1: Input: A event knowledge graph G “ pN, R, λ, γ, ρq
2: Output: A set of OCELs O
3: Begin
4: O Ð H
5: �R Ð NEntityztn P NEntity | Dn′PNEntity pn, n′q P RRel ^ DrPRRel γprq “ pn, n′q ^

r.type “ Reifiedu
6: for each l P NLogdo
7: E Ð H
8: for each e P NEventdo
9: omap Ð H
10: vmap Ð H
11: if DrPRHasγprq “ pl, eq then
12: E�R Ð tn P �R | @rPRCorrγprq “ pe, nqu
13: OT Ð Ť

nPE
�R

n.type

14: for each ot P OT do
15: omappotq Ð Ť

nPE
�R

^pn.type“otq n.id

16: end for
17: for each att P Uattztid, act, timeudo
18: if e.att ‰K then
19: vmappattq Ð e.att
20: end if
21: end for
22: E Ð E Y tpe.id, e.act, e.time, omap, vmapqu
23: end if
24: end for
25: ĺE Ð tpe, e′q | e, e′ P E ∧ e ‰ e′ ∧ πtimepeq ď πtimepe′qu
26: O Ð O Y tpE, ĺEqu
27: end for
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Here, we elaborate on this algorithm. Line 5 assigns the set of non-reified entities
to ��R . In our running example, ��R “ ti1, i2, o1u. We exclude reified entities in EKG
as OCEL does not capture relations among entities. Thus, we only need the set of non-
reified entities. Then, the algorithm starts iterating around each log node. It defines a set
for capturing all events of the log, i.e., E (line 7). Then, for each event, it defines two
empty functions (lines 9 and 10) that will be configured accordingly: if the log has a has
relation to the event, the algorithm i) retrieves all non-reified entities to which the event
has a corr relation and assigns them to E�R (line 12), and ii) retrieves the type of all
retrieved entities and assigns them to OT (line 13). If we look at our running example,
this algorithm sets the mentioned variables for e1 accordingly: E�R “ ti1, i2, o1u,
OT “ tOrder, Itemu.

Then, the algorithm sets omap and vmap through two loops. The first loop config-
ures the omap function by relating each retrieved object type to a set of related object
identifiers (line 15). This means that, omappOrderq “ to1u and omappItemq “ ti1, i2u
for e1. The second loop configures the vmap function by assigning all event’s attributes
(except for id, act, and time) to vmap (line 19). For event e1, vmap will be empty as
the event has no other attributes. However, if we consider e3, vmappResourceq “ Elin.

Finally, the algorithm updates the variable capturing all events within the process-
ing log, i.e., E (line 22). For our example when processing e1, E “ pe1,SubmitOrder,
15 :00, tomappOrderq “ to1u, omappItemq “ ti1, i2uu, tuq. Iterating all these
steps will produce an OCEL, and line 26 retrieves the set of OCELs transformed from
the EKG.

5 Evaluation

This section presents the evaluation results of comparing transformed OCEL with EKG.
Through this evaluation, we analyze the differences and similarities between these two
approaches. A comparative performance analysis is also conducted between EKG and
OCEL, further investigating the disparities and similarities between these approaches.

5.1 Data Processing

The transformation algorithm was implemented as part of an open-source Python
library5, called neo4pm6. For evaluation, EKG was transformed to OCEL using our
implemented algorithm, and the transformed logs are available publicly at [28–32].
Due to the large size of the log files, the transformation was performed on a server.
Subsequently, EKG and OCEL were evaluated and compared on a laptop, replicating
the environment typically used by analysts.

Data Transformation: To evaluate our approach, we transformed five open-access
real-world EKG: BPIC14 [17], BPIC15 [18], BPIC16 [19], BPIC17 [20], and
BPIC19 [15]. As a result, we obtained nine OCELs (one OCEL file for each EKG,
except for BPIC15, which produced five OCEL files).

5 The library can be installed using !pip install neo4pm.
6 The source code is available at https://github.com/neo4pm/neo4pm.

https://github.com/neo4pm/neo4pm
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Evaluation Setup: For the evaluation setup, we used a laptop with the following spec-
ifications: two 6-core Intel Core i9 CPUs running at 2.90 GHz, 32 GB of RAM, a 1
TB HDD, and a 64-bit Windows 11 Enterprise operating system. Docker (v.4.17.1) was
installed on the laptop to host the running evaluations. Neo4j (community edition 3.5)
and PM4Py (v.2.7.3) were utilized for the evaluations [12,13].

5.2 Information Preserving Evaluation

Table 2 illustrates the information-preserving evaluation results, comparing the num-
ber of different elements in the EKG and the transformed OCEL. This table captures
the count of Logs, Events, non-reified Entities (objects in OCEL), Classes (activity
names in OCEL), Observed relations (showing the activity lifecycles), corr relations,
and direct-follow relations (df), shown as columns in the table. The rows represent the
evaluation result for different BPICs. BPIC15 consists of multiple logs, so the numbers
are given in detail for each log for OCEL, and they are aggregated to be compared with
EKG. In the subsequent discussion, we will explore the differences observed in these
elements.

As can be seen in the table, information preservation is evident for all BPICs except
BPIC15 and BPIC17, which exhibit some differences compared to the others. BPIC15
involves process data associated with multiple log files, leading to the transformation
of EKG into multiple OCEL log files (as followed based on DC1.). EKG for BPIC17,
on the other hand, captures information regarding the lifecycle of each event. Further
elaboration on these differences will be provided below.

Table 2. Information preserving evaluation result

# Log # Event # Entity∗ # Class # observed # corr∗ # df

BPIC 14
OCEL 1 690,622 228,885 330 690,622 2,732,213 2,503,328

EKG 1 690,622 228,885 330 690,622 2,732,213 2,503,328

BPIC 15

OCEL1 1 52,217 1,269 289 52,217 208,868 207,599

OCEL2 1 443,54 859 304 44,354 177,416 176,557

OCEL3 1 59,681 1,465 277 59,681 238,724 237,259

OCEL4 1 47,293 1,084 272 47,293 189,172 188,088

OCEL5 1 59,083 1,202 285 59,083 236,332 235,130

OCEL Sum: 262,628 5,879 1,427 262,628 1,050,512 1,044,633

EKG 5 262,628 5,862 356 262,628 1,050,512 1,044,650

BPIC 16
OCEL 1 7,360,146 748,913 620 7,360,146 36,430,880 35,681,967

EKG 1 7,360,146 748,913 620 7,360,146 36,430,880 35,681,967

BPIC 17
OCEL 1 1,202,267 106,162 26 1,202,267 2,404,534 2,298,372

EKG 1 1,202,267 106,162 92 2,404,534 2,404,534 2,298,372

BPIC 19
OCEL 1 1,595,923 330,685 42 1,595,923 5,984,602 5,653,917

EKG 1 1,595,923 330,685 42 1,595,923 5,984,602 5,653,917

#: Number of, ∗: Non-Reified, OCELn: nth sublog
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Differences in BPIC 15: Three differences can be observed when comparing the EKG
with the generated OCELs, i.e., the difference in the total number of Entities (referred
to as Objects in OCEL), Classes, and directly-follows relations.

The difference in the total number of Entities and Classes is the result of splitting
the data to multiple OCELs for BPIC15, as shown in the Table 2, which is due to the
limitation of OCEL to capture multiple logs. Consequently, some entities are repeated
across different log files, leading to double counting when aggregating the numbers.
The same applies to the count of classes. However, these differences do not affect the
analysis, as each OCEL represents a subset of the log.

An additional disparity lies in the number of directly-follows relations. These rela-
tions significantly impact process discovery and conformance-checking algorithms,
warranting a detailed analysis to ascertain the reasons behind the difference. We iden-
tified 860 missing directly-follows relations after transforming the EKG BPIC15 into
OCEL. Notably, this number does not align with the difference reported in the table.
The reason is that directly-follows relations need to be calculated at runtime for a given
OCEL. This is different from EKG which materializes these relations. Hence, addi-
tional directly-follows relations may be inferred in OCEL that were not present in the
source EKG. To illustrate this case, Fig. 2 presents a sub-graph extracted from the EKG
for BPIC15, which allows us to delve deeper into the aforementioned issue.

In Fig. 2, we can observe two types of directly-follows (DF) relations: intra-log and
inter-log directly-follows relations. The two red DF flows represent intra-log relations,
indicating that these relations exist among events within a single log, i.e., events related
to BPIC15 1. Additionally, there is one intra-log directly-follows relation involving
events related to BPIC15 3, denoted by a thin mustard-colored (DF) relation. The
figure’s two thick mustard-colored DF relations represent inter-log directly-follows
relations. These relations occur when the source and target events are associated with
different logs in the graph.

Figure 3 showcases the directly-follows relations discovered using PM4Py python
library [12] with the transformed OCEL specifically for BPIC15 1. Several similarities
and differences can be observed in comparison to Fig. 2. i) The two intra-log directly-
follows relations for BPIC15 1 are preserved in the transformed OCEL. ii) However,
the two inter-log directly-follows relations are lost, indicating that they are not cap-
tured in the transformed OCEL. iii) An additional intra-log directly-follows relation
is introduced between the register submission date request and enter senddate
acknowledgement events for the Case R object type. Please note that we omit to dis-
cuss the intra-log directly-follows relation for BPIC15 3 in this context, as it is present
in the other log file.

The absence of the two inter-log relations in the transformed OCEL is indeed
expected, as OCEL does not support multi-log event storage. Based on this observa-
tion, we can conclude that:

– Finding 1. Analyzing a process using multiple OCEL logs (as followed based on
DC1.) can result in missing the inter-log relations. On the one hand, an Event Knowl-
edge Graph (EKG) supports analyzing multiple logs simultaneously, meaning it will
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Fig. 3. Inter-log directly-follows relations for a part of BPIC15 1 equivalent to Fig. 2

not miss these relations; on the other hand, merging multiple logs into one OCEL
and keeping the log information as event attributes can be considered as a technique
to handle this shortcoming.

As previously mentioned, some directly-follows relations in the transformed log
were not present in the original EKG. For instance, the relation between register
submission date request and enter senddate acknowledgement for the Case R
object type was not captured in the EKG. The reason behind this discrepancy lies in
the runtime computation of directly-follows relations in Object-Centric Process Min-
ing. In the EKG, two other events were occurring between these two events, resulting
in the absence of a direct relation. However, when we project events related to a spe-
cific event log, events from other logs are removed, leading to different computations
of directly-follows relations among events.

The addition of directly-follows relations can also be observed when filtering event
logs based on certain event attributes. An important difference arises when filtering
out specific events, such as the enter senddate procedure confirmation event in the
EKG (as depicted in Fig. 2). In this case, there would be no directly-follows (DF) rela-
tion between the register submission date request and enter senddate acknowl-
edgement events for the Application entity. However, applying the same filter in
OCEL would result in a new directly-follows (DF) relation between these two events.
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This difference arises because directly-follows relations in OCEL are calculated at run-
time based on existing timestamps.

It is important to note that we do not conclude which approach is correct or incor-
rect. However, this discrepancy is a significant difference that analysts should be aware
of to avoid drawing incorrect conclusions.

– Finding 2. Inter-log directly-follows relations are not preserved when transforming
an EKG to multiple OCELs (as followed based on DC1.). If those relations matter
in the analysis, an analyst may follow the alternative design choice stated in DC1.

– Finding 3. Analyzing processes with multiple logs using OCEL can include addi-
tional directly-follows relations due to the absence of inter-log directly-follows rela-
tions. The alternative design choice can be followed to overcome this challenge as
stated in DC1.

– Finding 4. Filtering OCEL event logs based on specific events can introduce extra
directly-follows relations due to the lack of filtered events, similar to the case of
filtering traditional logs. These relations are not added when analyzing event knowl-
edge graphs, as all directly-follows relations are pre-calculated.

Differences in BPIC 17: In the EKG, each event is associated with two classes. For
instance, event 9 with the activity nameO Created is linked to two classes in the EKG,
both of which have the same name as the activity. One class has the type Activity with
the same name, while the other class has the type Activity+Lifecycle with the lifecycle
value of COMPLETE. However, when transforming to OCEL, the information regard-
ing the lifecycle is not taken into transformation since the OCEL standard does not
include lifecycle specifications.

– Finding 5. The OCEL standard does not include support for the event lifecycle,
but it is supported in EKG. One option to overcome this limitation is to map this
information as event’s values or related objects as explained in alternative choice for
DC2.

5.3 Performance Evaluation

Table 3 shows the performance comparison result of processing event data in EKG and
OCEL. The column labeled “Loading Time” in the table represents the time required to
prepare the log file for analysis. For OCEL, it indicates the time taken to load the log
file into memory. For the EKG, it refers to the time required to load the dump file into
Neo4j.

– Finding 6. Analyzing OCEL using PM4Py requires the log file to fit within the
computer’s memory. In contrast, EKG (stored in Neo4j) can handle large data sizes
without such memory limitations because a part of graph content is loaded into
memory as needed and processed on demand [1], as also demonstrated in [25].
This distinction is crucial when dealing with big data in process analysis as it can
enable scaling process mining in practice.
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Table 3. Performance comparison (in seconds)

Loading

Time

Query Execution Time

#Log #Event #Entity∗ #Class #observed #corr∗ #df

BPIC 14
OCEL 24.86 0.00 0.00 0.00 0.16 0.20 0.00 124.12

EKG 53.59 0.02 0.02 2.37 0.02 0.02 2.79 0.03

BPIC 15
OCEL 9.52 0.00 0.00 0.00 0.05 0.04 0.00 37.59

EKG 25.97 0.02 0.02 0.41 0.01 0.01 1.52 0.03

BPIC 16
OCEL 349.95 0.00 0.00 0.00 2.19 2.44 0.00 1845.80

EKG 166.02 0.02 0.02 7.32 0.01 0.01 67.71 0.03

BPIC 17
OCEL 38.96 0.00 0.00 0.00 0.28 0.33 0.00 181.44

EKG 45.03 0.02 0.02 3.24 0.01 0.01 3.53 0.03

BPIC 19
OCEL 57.96 0.00 0.00 0.00 0.22 0.24 0.00 277.14

EKG 62.48 0.02 0.02 2.87 0.02 0.02 7.23 0.03
∗: Non-Reified

– Finding 7. Loading logs into EKG is a one-time process, similar to loading data
into databases. Once the data is loaded, multiple analyses can be performed without
reloading the data. However, with OCEL and PM4Py, the analyst needs to con-
sider the loading time for every new analysis. Keeping large datasets in memory
for extended periods may not be efficient, requiring careful consideration for each
analysis conducted with OCEL and PM4Py when dealing with big data.

The columns labeled #Log, #Event, and #Entity∗ represent the query execution
times for retrieving the number of logs, events, and non-derived entities in OCEL
and EKG, respectively. The queries on OCEL are extremely fast, with execution times
rounded to zero. On the other hand, the query execution time for EKG is also reason-
able. In the worst case, it takes approximately 7 seconds for BPIC16, which is a sub-
stantial EKG. Similar observations can be made for #Class, and #observed. However,
there is one exception for BPIC16 in the case of #corr. Retrieving the number of #corr
elements takes around one minute due to the size of the EKG, and the additional filter-
ing of #corr relations for non-reified entities significantly increases the query execution
time.

Considering the execution query times, a significant difference is observed in cal-
culating the number of directly-follows relations in the log file. These relations play a
crucial role as fundamental information for many process mining algorithms. EKG out-
performs OCEL in this aspect. This is because all directly-follows relations are mate-
rialized in EKG, whereas in OCEL, these relations are computed at runtime during
processing. Based on this observation, we can conclude that:

– Finding 8. Discovering directly-follows relations on the entire log file is more effi-
cient (performance-wise) in the EKG than OCEL. This is because the relations are
materialized in EKG, whereas in OCEL, they are computed at runtime. The pre-
calculation of directly-follows relations in the EKG enhances the efficiency and per-
formance of process mining analyses.
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Table 4. Execution time by filtering (in seconds)

Filters on:

Entity Type Entity

timestamp No Filter timestamp No Filter timestamp

BPIC 14
OCEL 0.73 0.10 0.13 0.10 0.13

EKG 12.19 (0.16) 0.46 (0.45) 0.17 (0.07) 0.15 (0.07) 0.12 (0.08)

BPIC 15
OCEL 0.27 0.10 0.08 0.06 0.10

EKG 3.97 (0.18) 0.07 (0.09) 0.09 (0.07) 0.12 (0.07) 0.09 (0.09)

BPIC 16
OCEL 8.59 1.85 1.75 1.77 1.78

EKG 109.03 (0.16) 1.99 (1.28) 0.45 (0.07) 0.11 (0.07) 0.10 (0.08)

BPIC 17
OCEL 1.49 0.20 0.23 0.21 0.22

EKG 15.89 (0.18) 0.53 (0.51) 0.20 (0.08) 0.12 (0.09) 0.09 (0.11)

BPIC 19
OCEL 1.26 0.15 0.16 0.14 0.18

EKG 31.26 (0.16) 0.77 (0.79) 0.26 (0.08) 0.13 (0.07) 0.10 (0.10)
The numbers in parentheses are execution time after creating an index on the timestamp.

Applying process mining without appropriate filters can lead to unhelpful and com-
plex process models, often called “spaghetti” models, which is considered a fundamen-
tal weakness in most early process mining algorithms [41]. Hence, filtering event logs
and focusing on a subset of directly-follows relations is common practice. In our paper,
we compare the performance of retrieving different subsets of directly-follows relations
from EKG and OCEL on all listed BPICs. We employ common filtering operations such
as i) dicing the log based on a timestamp, ii) slicing the log based on an entity type, iii)
slicing and dicing the log based on a timestamp and an entity type, iv) slicing the log
based on an entity, and v) slicing and dicing the log based on a timestamp and an entity.
The performance of slicing and dicing based on timestamp can be improved in neo4j if
an index is defined for the timestamp. However, this solution may not be applicable for
all attribute types, e.g., if we slice or dice based on the similarity of a textual attribute.
Thus, we will test both approaches here. For the timestamp, we follow a pessimistic
approach by selecting a timestamp and an entity type that does not exist in the data,
which mandates traversing the whole graph when it has no index. Table 4 shows the
performance comparison result of retrieving directly-follows relations by applying the
above filtering. The numbers in the parenthesis represent the total query time execution
after creating an index on the timestamp.

From the third column, it is evident that the performance of retrieving directly-
follows relations using PM4Py is significantly better compared to EKG when applying
a filter solely based on the event’s timestamp without the index. If the index can be
defined, EKG has better performance. The main reason behind this difference is that
applying such a filter in the EKG without the index necessitates traversing all nodes in
the graph, resulting in a time-consuming operation. If the index can be used, EKG will
not need to traverse the whole graph. On the other hand, PM4Py executes this operation
by processing data in memory.
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As observed from the remaining columns, the disparity mentioned above becomes
less significant when filtering the log based on other log elements, such as entity type
(referred to as object type in OCEL) and entities (referred to as objects). In summary,
we can conclude with the following findings:

– Finding 9. Analyzing a process using an OCEL log is much more efficient than an
EKG without a relevant index when filtering only by dicing the data. In case that
index can be defined, EKG has better performance.

– Finding 10. There is no significant performance difference when analyzing a pro-
cess using sliced data for an OCEL or EKG.

There are some limitations and threats to validity that shall be discussed as well.
We shall emphasize that some findings can get affected by following alternative design
choices as discussed in this section. Currently, we limit the comparison to taken design
choices, but we will extend the comparison by considering alternative choices in the
future. Also, we shall emphasize that our analysis is based on the current version of the
OCEL standard. Our findings and other investigation can influence the extension of this
standard in the future, which can relax or change some of the identified findings.

6 Concluding Remarks

This study conducted a comparative analysis of multi-dimensional process analysis
using two contemporary conceptual models, namely Object-Centric Event Log (OCEL)
and Event Knowledge Graph (EKG). A novel algorithm was introduced to transform
EKG into the set of OCEL, which was implemented in Python as part of an open-source
library. Five real log files represented in EKG were transformed into OCEL using this
algorithm, and the resulting log files were utilized for the comparative analysis.

A total of ten findings emerged from this study, with several noteworthy ones high-
lighted here. The research shows that transforming EKG containing multiple log files
into separate OCELs can cause a loss of inter-log relations between events. Moreover,
the study demonstrated differences in analyzing directly-follows relations, attributing
them to the materialization of these relations in the EKG while requiring runtime calcu-
lations for OCEL. Additionally, it was found that analyzing a process using an OCEL
log exhibited higher efficiency compared to an EKG without any index when only dic-
ing the data. Also, it shows how the possibility of applying an index can shift the advan-
tage toward EKG.

As a future direction, it will be interesting to investigate how the OCEL standard can
be extended to address some of the reported limitations. It is also interesting to evaluate
the difference between these two approaches in calculating directly-follows relations in
real use cases where we can have access to stakeholders to evaluate those relations with
the help of process experts.
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Abstract. Robotic Process Automation is a technology for lightweight
task automation that empowers business users to build their own soft-
ware bots by combining predefined operations in a graphical user inter-
face. However, due to the detailed nature of these operations, which
are comparable to single code instructions, the graphical models become
complex and hard to understand. This complicates the sharing, discus-
sion, and maintenance of these software bots. At the same time, RPA
projects typically require extensive documentation of the process and
its automation aspects that must be kept in sync during the mainte-
nance phase. This paper presents a foundation for bot model abstraction
in RPA that leverages semantic information. It proposes an abstraction
method to generate smaller but still expressive bot models in an auto-
mated fashion. These abstract bot models can be used for documentation
purposes and to foster process understanding, as they convey key activ-
ities while hiding operational details that are not relevant to perceiving
the overall automation goal.

Keywords: Robotic Process Automation · Model Abstraction ·
Ontology

1 Introduction

Despite recent advancements in computer technology, repetitive and tedious
tasks are still the order of the day for many employees. These tasks are not
only costly due to the many working hours spent, they also increase the risk of
silently introducing errors by slips. Robotic Process Automation (RPA) enables
companies and employees to automate such computer-based tasks by employing
software robots: scripts that can operate on user interfaces but that can also
make use of programming interfaces, e.g., to access databases directly [9,10,25].

As opposed to traditional process automation, often considered costly and
laborious, RPA is a rather lightweight automation technique with its unintrusive
approach based on user interfaces [11]. Additionally, common tools for RPA focus
on business users and thus offer no-code or low-code solutions for building RPA
bots [2]. Their graphical interfaces allow users to select and connect predefined
operations, such as opening a program or entering text in an input field, resulting
in an automation workflow displayed in process model-like notations [4,9,11].
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While such graphical representations enable business users to create RPA
bots, they entail a major drawback: The atomic level of the individual opera-
tions quickly results in large graphical models. Whereas in business processes the
level of abstraction and, to this extent, the complexity of the model can be cho-
sen according to the model’s purpose and will most likely hide complexity, the
individual nodes in RPA bot models represent specific work instructions, e.g.,
the assignment of a value to a variable. Consequently, even smaller use cases
can result in large, confusing models. While they serve the purpose of automa-
tion, they are hard to comprehend or reason about, hindering maintenance and
communication tasks at later stages.

Similar to business process models, some RPA tools offer sub-process-like
constructs to better structure the model. However, just as with process models,
such representations are highly dependent on the modeler, who must manually
specify the desired levels of abstraction that are then “cast” into the model.
Furthermore, it does not help with already existing models or when using an
RPA software that does not support such constructs.

This paper addresses the challenge of extensive RPA bot models by proposing
an abstraction technique that automatically generates reduced and condensed
models that can be used for documentation and communication purposes. Unlike
traditional abstraction techniques, it does not rely on syntactic features, but
rather considers the semantics of the model elements grounded on the ontology of
RPA operations. With that, the goal is to create an abstract model that conveys
the overall purpose and main tasks of a bot model. Additionally, a slider-based
solution is devised that allows the user to control the level of abstraction.

The importance of model abstraction in RPA is motivated in Sect. 2. Subse-
quently, Sect. 3 presents related work on business process model abstraction and
introduces RPA and the ontology of RPA operations in more detail. Section 4
elaborates on the devised abstraction technique for RPA bot models, which is
extended in Sect. 5 to allow different levels of abstraction. A prototypical imple-
mentation of the approach, its application to an example, and current limitations
are discussed in Sect. 6, before the paper is concluded in Sect. 7.

2 Motivating Example

During execution, RPA bots follow a sequence of work instructions that was
previously modeled by a user. The available “building blocks” are predefined
by the respective RPA tool provider [9] and are rather atomic operations, such
as clicking a button or inserting a string into a text field [21]. Consequently,
even simpler tasks may require numerous instructions. Since most RPA tools
provide a graphical way to define these workflows, the created models can become
accordingly large. This section illustrates this issue with an example.

In the scenario, a common task suitable for RPA should be carried out.
Orders are received as PDF files attached to e-mails, and need to be populated
to multiple systems. Once the relevant data has been extracted from the PDF
file, it must first be entered into the company’s browser-based order management
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Fig. 1. High-level process model capturing the scenario

system (OMS), which returns an identifier for the order. Subsequently, some
information and the identifier need to be appended to a specific spreadsheet used
for reporting. Lastly, if the order surpasses a certain threshold, an e-mail needs
to be generated. Figure 1 shows a business process model with the described
steps.

While this scenario is not overly complex, its realization using RPA requires
certain intermediate steps. For example, the text extracted from the PDF file
needs to be analyzed, and the results must be cached locally, such as the address
or the list of order items. The web-based OMS may require a login, and the
bot occasionally needs to wait until certain UI elements are loaded. In Fig. 2, a
possible sequence of RPA operations is presented, demonstrating the complexity.
While all the steps shown are necessary to execute the bot properly, the model’s
complexity impedes communication and maintenance1.

Fig. 2. RPA bot model for the described scenario (intentionally not readable)

The goal of this work is to derive from an inherently detailed bot model an
abstract, yet meaningful, business process-like model, similar to the one shown in
Fig. 1. That is, the abstract representation should convey the overall purpose and
main functionality of the bot while hiding specific and intermediate steps. This
is also in line with the main purpose of abstraction for business process models,
providing a quick overview, as reported by Smirnov et al. [18]. In summary, the
developed approach should address the following requirements:

R1 Reduce the size of the model.
R2 Preserve information that is vital to understand the bot’s purpose.
R3 The level of abstraction should be adjustable by the user.

1 Due to the lack of a modeling standard in RPA [22], we use BPMN for visualization.
A high-resolution version can be found here: https://github.com/bptlab/onto-

rpa-platform/raw/main/components/abstraction/figures/BotModelExample.svg.

https://github.com/bptlab/onto-rpa-platform/raw/main/components/abstraction/figures/BotModelExample.svg
https://github.com/bptlab/onto-rpa-platform/raw/main/components/abstraction/figures/BotModelExample.svg
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R3 recognizes that there will not be a single level of abstraction that fits all
needs, e.g., a coarse abstraction may be sufficient for a quick overview, while a
more detailed version may be required for documentation and discussion.

3 Related Work and Preliminaries

To the best of the authors’ knowledge, the topic of automated abstraction of
RPA bot models has not been addressed in research so far. However, the related
discipline of business process management has developed several approaches to
business process model abstraction (BPMA), some of which are summarized
in this section together with ontology-based approaches to model abstraction.
This is followed by a brief introduction to Robotic Process Automation in gen-
eral and the ontology of RPA operations in particular. In addition, two general
abstraction methods used in the paper are outlined.

3.1 Business Process Model Abstraction

Business process models define a workflow consisting of activities which out-
line the process’ steps [24], like in Fig. 1. Unlike RPA, there are no predefined
activities to choose from (cf. Sect. 2) due to the complexity and diversity of the
business domains. Instead, the purpose of an activity is defined by a natural
language label, often without directly linking structured information [16].

Consequently, many abstraction approaches focus only on structural features
of the process model, like aggregating activities of “single entry single exit”
(SESE) fragments in the model [13] or applying abstraction techniques only
to manually selected parts of the model to create personalized views on the pro-
cess model [3]. In [19], the authors propose an abstraction approach that not
only considers activities for abstraction, but that also handles aspects like roles,
data objects, and messages based on a set of abstraction rules they provide.

Other approaches make use of external data not included in the model, such
as execution times or costs of certain model parts [12]. Based on this information,
Polyvyanyy et al. [12] propose the use of a slider that allows users to set a custom
threshold for those values and to abstract model elements with a lower value.

Another abstraction approach advises the use of a vector space model to
cluster activities of the process model regarding their similarity with respect to
different information available in the model, such as data objects, IT systems,
or roles [17]. Adding to this approach, Wang et al. [23] recently proposed a semi-
supervised clustering approach that not only considers the semantic similarity,
but also takes the consistency of the control flow more into account.

Theoretically, these abstraction techniques developed for business process
models could be applied to RPA bot models, as they exhibit similar syntactical
features and can be regarded as (part of) a business process model [7]. However,
RPA with its limited set of possible operations, captured by the ontology of
RPA operations presented below, offers semantic information about each task
that could be exploited for abstraction, which shall be the focus of this paper.
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3.2 Ontology-Based Abstraction

The lack of structured semantic information in common models hampers the
development of an abstraction technique that goes beyond purely syntactical
properties of the model [8]. This also applies to business process models, which
have no semantic information embedded by default, but rely on text-based labels
to convey their meaning, as noted above. However, since using only structural
information is not always sensible, as it likely combines model parts that are
semantically unrelated [16], Smirnov et al. [16] propose a semi-automated app-
roach for BPMA that is based on ontological knowledge, more specifically, that
utilizes a part-of relation defined between process activities. Groups of activities
in the model that are strongly related based on this relation can be aggregated
and replaced by their lowest common ancestor in the relation. As the approach
requires the existence of such an ontology of the specific business environment
of the process, it is not easily applicable to every business process model.

Apart from process models, there also are ontology-based abstraction tech-
niques that aim to reduce the complexity of conceptual domain models. For
example, Guizzardi et al. [8] present a rule-based abstraction approach for con-
ceptual models that are created using the ontology-based modeling language
OntoUML and which consequently can make use of semantic information. The
provided rules exploit the ontological underpinning and modify the graph of the
class diagram-like model to create a more abstract version of the model, for
example, to abstract from classes that describe relations. Related to the idea
of generating views on process models as described above, Figueiredo et al. [6]
define an abstraction approach that extracts views from OntoUML models based
on the ontology-induced semantics to reduce the complexity.

3.3 The Ontology of RPA Operations

Companies resort to Robotic Process Automation (RPA) for a fast and, com-
pared to traditional approaches, cheap process automation [11]. By combining
predefined automation operations, users can define automation routines that can
operate on the user interface, imitating the user’s behavior, and also access, for
example, web services and databases [1,9].

Compared to business processes with their plenitude of application domains
and user-defined activities, workflows in robotic process automation are
restricted to the predefined set of RPA operations provided by the respective
RPA tool vendor [9,21]. Völker and Weske [21] introduced the ontology of RPA
operations (ORPAO), that provides a vendor-agnostic view on RPA operations
and relates them to the software and the data that can be automated. It defines a
taxonomy (type-of relationship) of operations that classifies the available oper-
ations regarding their purpose, differentiating three main types of operations:
AutomationOperations that actually operate on the computer, such as accessing
data, performing mouse clicks, or starting software; InternalOperations that
are used for local data storage and checks; and ControlFlowOperations, such
as decisions that affect the execution [21]. Instances of the operations-taxonomy,
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Fig. 3. Excerpt of the operations-taxonomy in the ontology of RPA operations, showing
its main concepts and the branch for the ExcelReadCell operation with its connection
to the concept of Software in the ORPAO. Adapted from [21].

such as ExcelReadCell, represent a specific operation that is available for build-
ing an RPA bot [21]. Traversing the taxonomy, partly depicted in Fig. 3, reveals
that ExcelReadCell belongs to the concept (class) ReadCell, which in turn is
a DataExtractionOperation, and so on. Figure 3 also depicts the automates
relation, that connects AutomationOperations and Software.

In this paper, we refer to the operations-taxonomy as a rooted tree TO with
RPAOperation as its root rO. Let o be an element (node) in TO, then we define
type : TO → TO ∪ {⊥} as the function that returns for each element in the
taxonomy its parent element and undefined (⊥) for type(rO). For example,
type(ExcelReadCell) = ReadCell. Furthermore, we denote the set of all specific
operations (instances in the taxonomy) as O, which are the leafs in TO. Like-
wise, we introduce S as the set of all specific software programs in the ORPAO,
including, for example, MicrosoftExcel.

3.4 Abstraction Methods

While the different abstraction approaches address different goals and consider
different information for abstraction, they usually rely on the same two methods
on how to abstract elements in the model, i.e., how the model itself is pruned:
elimination and aggregation [3,5,14,15,18,19]. Likewise, the abstraction app-
roach presented in this paper makes use of these two methods, which is why
they and their effects on process models are introduced in more detail.

Dimensions of Abstraction. Smirnov et al. [18] characterize the effects of
elimination and aggregation operations on the model and highlight two dimen-
sions to consider: granularity and coverage. The degree of granularity describes
how detailed the model’s activities are. At a high level of granularity, the model
consists of many very detailed activities, whereas at lower levels, it consists of
only a few activities that outline the process. Coverage in turn considers the
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Fig. 4. Application of the abstraction methods elimination (top right) and aggregation
(bottom right) to B and C.

amount of information included in the model. A high degree of coverage means
that most of the available information is represented, while a lower level results
in a loss of information.
Elimination. Elimination removes elements from the model and thus decreases
its complexity. The level of coverage is reduced because the information car-
ried by the eliminated elements is no longer included and cannot be recovered
from the abstract model. Figure 4 illustrates the effect with a simple example.
Assuming activities B and C are supposed to be eliminated from the original
model at the left, the resulting abstracted model is depicted at the top right.
Any information about the eliminated activities is lost. The granularity remains
unchanged, as the level of detail (of the remaining activities) is unaffected.

Aggregation. The goal of aggregation is to combine a number of connected
elements of the original model and represent them as a new, single element in the
abstract model. The new element describes the subsumed parts in more general,
resulting in a lower degree of granularity. However, by reducing the granularity,
some detailed information may also be lost, slightly decreasing the coverage of
the model. Aggregating activities B and C in the example in Fig. 4 results in
the abstract model shown at the bottom right. Instead of two activities, a new
activity representing both is incorporated.

.

4 Generating Abstract RPA Bot Models

With the goal of creating an abstract bot model that conveys the bot’s key
functionality as motivated in Sect. 2, this section discusses the application of the
two abstraction methods, elimination and aggregation, in the context of RPA. By
leveraging ontological knowledge, the presented abstraction approach focuses on
the content of the model instead of syntactic features, with the aim of providing
a more meaningful abstraction.

Similar to business processes, RPA bots follow a well-defined sequence of
operations to achieve their automation goal [21]. This order is, as with busi-
ness processes, typically defined graphically using a notation based on workflow
graphs.

In previous work, we introduced the notion of a conceptual RPA bot as “a
vendor-independent representation of an RPA bot that is based on the concepts
of the ontology of RPA operations” [22]. Along this line, we introduce the concept
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of a conceptual RPA bot model in Definition 1 as a workflow graph whose nodes
are connected to instances in the ontology of RPA operations and thus yields
semantic information for each of its nodes.

Definition 1 (Conceptual RPA Bot Model). A conceptual RPA bot model
B is a tuple (N,F, concept), where
– N is a finite and nonempty set of nodes in the model;
– F ⊆ N ×N is the flow relation between operations, so that (N,F ) is a weakly

connected graph; and
– concept : N → O maps each node in the model to the corresponding individ-

ual in the operations-taxonomy TO, part of the ORPAO.

Existing, vendor-specific RPA bot models can be linked to the ontology using the
knowledge base of RPA operations which connects implementations of operations
by the various RPA vendors to their conceptual counterparts in the ontology,
thus enabling an automated transformation to conceptual RPA bot models that
can also be applied to text-based RPA bot models [21,22].

The central idea of the abstraction approach detailed in this section is built on
two pillars described in Sect. 4.1. First, it requires a mapping that assigns (classes
of) RPA operations in the ontology an abstraction method to apply. Second, the
bot model is analyzed to determine the execution context of each node in the
model, which is used to constrain and scope aggregation operations during the
abstraction. Both, the general mapping and the model-specific context analysis,
are prerequisites for performing the abstraction as described in Sect. 4.2.

4.1 Prerequisites and Preparation of the Abstraction

To be able to perform the abstraction, we introduce two new concepts: the
abstraction mapping and the operation context analysis. While the abstraction
mapping is independent of bot models, the automatic context analysis must be
performed on the model prior to abstraction.

Abstraction Mapping. The abstraction mapping determines how specific
operations should be treated during abstraction based on their importance
regarding the abstraction goal of creating a smaller model for communication
purposes (cf. Sect. 2). As defined in Definition 2, (classes of) operations in the
operations-taxonomy can be assigned one of the abstraction methods, elimina-
tion or aggregation.

Definition 2 (Abstraction Method Mapping). Let TO be the taxonomy
of operations in the ontology of RPA operations as introduced in Sect. 3.3. α is a
partial mapping that assigns elements in the taxonomy an abstraction method:

α : TO ⇀ {elimination, aggregation}
Based on the partial mapping, the abstraction method that should be applied

to any element o ∈ TO can be determined as follows:

abs(o) =

⎧
⎪⎨

⎪⎩

α(o) if α(o) is defined
abs(type(o)) elseif type(o) �= ⊥
⊥ else
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As each node n in a conceptual bot model is linked to the ontology via the model’s
concept function, the appropriate abstraction method to apply can be retrieved
using abs(concept(n)). According to the definition of abs(o), the function either
returns the abstraction method directly assigned to o (case 1) or the method
of the nearest ancestor of o in TO that has a method assigned by applying the
function recursively to the parent in TO (case 2). Otherwise, abs(o) will return ⊥
to indicate that o and none of its ancestors are assigned an abstraction method
and thus o is not to be abstracted (case 3). Inheriting the abstraction method
(case 2) allows assigning a method to classes of operations conveniently instead
of having to specify a method for each operation in O. At the same time, it is
still possible to overwrite the inherited method by assigning it directly (case 1).

For the mapping, we differentiate operations that (a) are essential for under-
standing the bot’s purpose and hence should not be affected by the abstraction,
(b) convey important information and whose semantics should therefore be pre-
served as well as possible (both relate to R2), and (c) operations that do not con-
tribute to understanding and thus can be concealed in the abstract model (R1).
Operations of type (a) are not assigned a method and consequently will not be
modified by the abstraction. This applies, for example, to ControlFlowOpera-
tions, which are essential to understand the execution logic.

Operations of type (b) are, in their sum, important for the understanding
and are therefore assigned aggregation, i.e., they can be merged and represented
at a higher level of abstraction, but should not be removed (R2). This applies
primarily to DataOperations, since data processing is the essence of RPA. In
addition, certain interactions with the UI may be relevant to understanding the
purpose of the bot. In the example, the operations performed in the OMS are
not that important individually, but taken together they convey that data is
being entered into this system.

Operations of type (c) are assigned elimination, reducing the size of the
model (R1) and focussing the attention to more important parts. Regarding the
example, this applies, among others, to the operations concerning the internal
data structure of the bot, such as matching a regular expression. While it is
essential for the bot to be functional, it is not necessary for grasping its purpose,
and is therefore also not included in the high-level process model presented in
the motivation (Fig. 1). Other examples include operations that resize windows,
wait for UI elements to appear, or navigating in the UI to a specific point.

In this paper, we establish the theoretical foundation for the abstraction
approach, but do not elaborate on a specific mapping. The development of such
a mapping is beyond the scope of this paper and should be done in collaboration
with domain experts (cf. Sect. 6.3).

Operation Context Analysis. Like in the motivating example, an RPA bot
will most likely automate different software and access various data during its
execution as defined in the bot model. Thus, each of its nodes is performed in
a specific context, defined in Definition 3. It comprises the specific application
on which the operation will be executed, and, if applicable, the data on which
the operation is being performed. For example, after opening the browser once
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(application context), the bot navigates to and operates on different websites
(data context) within this browser instance.

Definition 3 (Operation Context). Let B = (N,F, concept) be a conceptual
bot model. The contexts of B, CB , is a tuple (csoftware, cdata), where:

– csoftware : N ⇀ S where S are the specific software programs (instances) in
the ORPAO, and

– cdata : N ⇀ D where D is the set of strings describing all possible data
contexts, such as file names or URLs.

As some nodes and their respective operations are not executed in a specific
context, such as InternalOperations that have no effect outside the bot, the
context is defined as a partial mapping.

To be able to assign the correct context to nodes in the model, it needs to
be analyzed for context switches, i.e., points where the active software or data
changes during the bot’s execution. As there should be no external influence
on the context (only the bot operates the computer), context switches can be
determined by analyzing the operations linked in the bot model.

For this, we differentiate between two types of operations, application-specific
and generic operations. For application-specific operations, i.e., operations that
are tailored to a certain application, the software context can be directly derived
from their automates relation to a software in the ontology (cf. Sect. 3.3). In
contrast, generic operations can be applied to various applications, such as Get-
Text. Therefore, we also explicitly analyze the model for preceding operations
that change the active application to determine their software context, such as
SoftwareControlOperations. The software context can either be derived by
their automates relation as well, or, in the case of a generic SoftwareControl-
Operation, by analyzing the operation’s configuration. Generic operations are
then assigned to the context previously started by such an operation.

For the data context, we similarly analyze for operations that change the
data context, such as operations that open a file. As the data context is very
specific to each RPA bot, e.g., a URL or file path, the data context needs to
be derived from the specific configurations of the operations, i.e., the configured
inputs and outputs. If this is not possible, a unique string can be used to identify
a new data context and thus a context switch.

Open 
Browser GetText GetText GoTo GetText SetText SelectItem OpenExcel 

Workbook SetRange

URL A URL B Workbook 1

Excel ApplicationBrowser Application

Fig. 5. Exemplary bot model sequence with annotated context
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In Fig. 5, an excerpt of a bot model is shown, highlighting the different con-
texts in which operations are executed. The OpenBrowser operation causes a
context switch to the browser application and a specific configured URL, on
which the subsequent two operations are performed. GoTo is a browser-specific
operation and navigates to a new URL, i.e., the data context is changed. Finally,
OpenExcelWorkbook causes another context switch.

4.2 Performing the Abstraction

With the abstraction mapping and the results of the context analysis at hand, the
given (conceptual) bot model B can be abstracted by applying first elimination
operations and then aggregation operations as described below.

In the elimination step, all nodes ne ∈ N in the model B that reference
an operation that should be eliminated according to the abstraction method
mapping, i.e., abs(concept(ne)) = elimination, are removed from the set of
nodes N . At the same time, the flow relation F needs to be adjusted so that the
predecessor and successor of ne are now directly connected, thus omitting ne. As
ControlFlowOperations are neither considered for elimination nor aggregation,
ne cannot have multiple incoming or outgoing control flow arcs.

Compared to elimination, which only removes individual nodes, aggregation
requires determining suitable groups of nodes in the model.

Techniques for BPMA typically aggregate regions or fragments (cf. Sect. 3.1),
since the models’ complexity often stems from the involvement of multiple roles,
nested choices, and parallel execution, in addition to the overall intricacy of the
processes themselves. RPA processes, in turn, rarely exhibit parallel behavior,
do not have the concept of roles, and also do not feature too many choices, as
the behavior to automate would become too complex to handle and maintain.
Consequently, we focus only on the abstraction of sequences of nodes in this work
(cf. Sect. 6.3). This focus also ensures that ordering constraints are preserved, as
parallel or exclusive operations will not be aggregated.

An aggregation group A ⊆ N consists of the nodes that form a (maximal)
sequence of nodes in the model B according to its flow relation F , where for all
nodes na1, na2 ∈ A the following constraints hold.

Constraint 1 abs(concept(na1)) = abs(concept(na2)) = aggregation
Constraint 2 csoftware(na1) = csoftware(na2)
Constraint 3 cdata(na1) = cdata(na2)

Accordingly, each sequence of maximal length of nodes in the model that refer-
ence an operation intended for aggregation and that are performed in the same
software context and the same data context forms an aggregation group. Thus,
since only nodes in the same context are considered together, the aggregation is
context-preserving.

The nodes of an aggregation group A will then be replaced by a common
abstract node nA in the model. To maintain the connection to the ontology and
thus retain semantic information, nA is linked to the lowest common ancestor of
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Get Text 
in Browser 
at URL A

Handle Data 
in Browser 
at URL B

Set Range 
in Excel 

at Worbook 1

Fig. 6. Example sequence after applying elimination and aggregation

the operations referenced by the abstracted nodes in the operations-taxonomy
TO. By this, nA refers to the class of operations that describes the aggregated
operations as specific as possible.

Considering the example in Fig. 5 again, after performing the elimination on
the nodes marked gray and the aggregation step for each context present, three
abstract activities remain, as shown in Fig. 6.

4.3 Semantic Label Generation

Structural abstraction approaches often have problems providing meaningful
labels for aggregated activities [18]. Here, the semantic underpinning of the
abstract bot model can facilitate the automatic generation of labels.

To generate labels, the approach makes use of the ontology connection as
well as the context. It is composed of the brief natural language description
of the class in the ORPAO, the name of the software program of the context
(csoftware), and the string describing the data context (cdata).

In the example (Fig. 5), the two operations found in the first context are the
same (GetText). Thus, this operation name can be used to describe the abstracted
operations as well. The second context comprises three different operations, their
lowest common ancestor in the taxonomy being DataOperation, as we observe
both, reading and writing operations. Instead of the class name, its description in
the ontology, “Handle Data”, is used for the label. The third context consists of only
one operation that can be used directly again for the description. The labels are
then enriched with the respective context information, i.e., in which application
and on which data they are performed, as shown in Fig. 6.

In sum, this allows the reader of the abstract bot model to comprehend
which applications are being automated and what types of operations are being
performed on them.

5 Slider-Driven Abstraction

The ontology-based abstraction technique introduced in the previous section
already satisfies R1 and R2 by removing unimportant operations and group-
ing detailed work instructions to more high-level tasks. But it only provides a
single level of abstraction, which is potentially too fine or too coarse for certain
use cases. Therefore, we introduce an extension to this technique which allows
the user to adjust the degree of abstraction using a “slider approach” and that
addresses R3.

To match the two different employed abstraction methods, elimination and
aggregation, this dynamic approach utilizes two sliders. One for determining the
level of coverage, and a second for adjusting the granularity.
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5.1 Coverage Slider

The coverage slider gives the user control over how much information should be
removed from the model, i.e., how extensive operations should be eliminated,
based on weights. To enable an incremental elimination, an element o in the
operations-taxonomy TO can be assigned not only the abstraction method but,
if abs(o) = elimination, also a relevance weight w. Similar to abs, the weight
of an element o ∈ TO, welim(o), is either directly annotated at the element or
inherited from the closest ancestor in the operations-taxonomy that features
such a value.

Using the slider, the user can now set a minimum weight wmin. Nodes refer-
encing operations o with abs(o) = elimination and welim(o) < wmin are elimi-
nated in the abstract model.

This enables a step-wise reduction of the model and allows differentiating
the various concepts that are marked for elimination, but are not necessarily of
the same importance. For example, internal operations that are used to set up
and check the bot’s internal data structure could now be removed first, as they
might be considered less relevant than other types of operations.

5.2 Granularity Slider

The aggregation technique described in the previous section aggregates nodes
that occur in the same context. In Fig. 5, for example, the combination of input
and extraction operations results in a very abstract element, which might be too
coarse in some cases.

The granularity slider controls the extent of the aggregation by setting a
maximum depth d in the operations-taxonomy to which nodes will be aggre-
gated. Let conceptd(n) be the function that returns for a node n the ancestor
of concept(n) in TO at the depth d. With the granularity slider, an additional
constraint for determining the aggregation groups at a slider value d is added to
the constraints presented for aggregation in Sect. 4.2:

Constraint 4 conceptd(na1) = conceptd(na2), i.e., nodes refer to the same
operation (type) at currently set taxonomy depth d

That is, for each operation referenced in the model, its ancestor at the currently
set depth in the taxonomy is determined. Sequential nodes intended for aggrega-
tion that are performed in the same context and that have the same ancestor at that
depth are aggregated and replaced with that ancestor. The aggregation groups
grow larger with each step in the slider as the considered depth in TO decreases,
elements become more abstract and cover more descendants.

At the very first, the operations-taxonomy is considered to full extent, and
the aggregation is performed as prescribed by the constraints, i.e., only for the
nodes referring to the very same operations intended for abstraction. Applied to
the model in Fig. 5, this results in model 1 depicted in Fig. 7 where only the two
GetText operations in the first context are aggregated (elimination is applied as
well, concealing the operations marked in gray).
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Get Text
in Browser
at URL A

Get Text
in Browser
at URL B

Set Text
in Browser
at URL B

Select Item
in Browser
at URL B

Set Range
in Excel

at Worbook 1

Get Text
in Browser
at URL A

Get Text
in Browser
at URL B

Input Data
in Browser
at URL B

Set Range
in Excel

at Worbook 1

Get Text
in Browser
at URL A

Handle Data
in Browser
at URL B

Set Range
in Excel

at Worbook 1

Handle Data
in Browser

at URL A + B

Set Range
in Excel

at Worbook 1

1

2

3 4

Fig. 7. Different levels of aggregation applied to the example in Fig. 5

For each slider step hereinafter, the depth of the operations-taxonomy to
which the operations are abstracted is reduced stepwise and the aggregation
groups determined using the given constraints. To ensure that each slider step
entails a change, the slider range is set to the depth of the operations-taxonomy
pruned to the branches with operations that are actually referenced in the model.

In Fig. 7, this causes SetText and SelectItem to be combined next, as both are
of the type DataInputOperation (model 2). At the next level in the taxonomy,
all three operations in the original model are DataOperations and, consequently,
they are aggregated with the next slider step. The resulting model 3 corresponds
to the abstracted model of the static approach in Fig. 6.

As soon as no further aggregation is possible, as in model 3, the next slider
step will lift constraint 3, i.e., only the software context is considered and oper-
ations can be aggregated across different data contexts (see model 4). While
relaxing constraint 3 enables an even more compact abstract model, aggregating
data contexts may result in the loss of the corresponding information.

The label for the nodes is created similarly to the previous approach. As each
links to a concept, its brief description is used for label generation, along with
the respective context information, as described in Sect. 4.3.

Building on the abstraction approach presented in the previous section, the
slider extension provides a considerably more flexible solution that can generate
both less and more abstract models, depending on the current needs of the user
and thus satisfying R3.

6 Evaluation

To demonstrate the applicability and usefulness of the abstraction approach, we
provide a prototypical implementation of the slider approach presented in Sect. 5
and report on the application of the abstraction to the motivating example.
Additionally, we briefly discuss current limitations of the presented approach.
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Fig. 8. Application of abstraction method to motivating example

6.1 Prototype

The described abstraction technique has been implemented as an open-source
prototype2, extending the conceptual RPA bot modeler described in [22]. The
prototype features two interactive sliders, one for the elimination threshold and
one for the aggregation level, as introduced in Sect. 5, and displays the corre-
sponding abstracted bot model to the user. Internally, the conceptual bot model
is translated into a process tree [20] first, which then undergoes the context anal-
ysis (cf. Sect. 4.1). The result is an enriched version of the process tree, whose
leafs, i.e., the operations, are annotated with the respective application and data
context, if applicable. After the elimination candidates are determined, the pro-
cess tree is pruned and all sequences of operations are analyzed to determine the
aggregation groups. Based on the list of candidates for elimination and aggrega-
tion, specific model transformations are derived and applied to the bot model,
more specifically which operations to remove and which to rename, since aggre-
gation is performed by renaming the first operation of the aggregation group
using the abstract label and removing the other operations from the group.

6.2 Application to Motivating Example

Figure 8 shows the bot model of the motivating example introduced in Sect. 2,
abstracted using the slider approach. Here, the coverage slider was set high to
remove many not-so-relevant operations, and the granularity slider was config-
ured to match the level of abstraction of step 2 in Fig. 7, e.g., DataOperations
may be aggregated up to the main data classes that differentiate between input
and extraction of data, and the data context is preserved. Overall, it provides an
overview of what is happening in each application, while reducing the number
of elements from 20 to 6 (also counting if, as it is a control-flow operation [22]).

6.3 Current Limitations

This work provides a first step towards a more complex framework for abstraction
of RPA bot models. In the following, some current assumptions for simplification
made by the presented approach and points for improvement that should be
addressed in the future are discussed.

First, this work focuses on linear RPA workflows and does not consider par-
allel and exclusive behavior. While not too common, especially parallel behavior,

2 https://github.com/bptlab/onto-rpa-platform/tree/main/components/abstraction.

https://github.com/bptlab/onto-rpa-platform/tree/main/components/abstraction
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it poses interesting challenges and opportunities to further improve the abstrac-
tion. For one, abstracted models could contain empty branches in case every
node on them is eliminated, which should be removed from the model in a
post-processing step. In addition, the relation between the branches could be
analyzed. For example, adjacent branches could involve different types of oper-
ations in the same context (e.g., different ways to achieve the same based on
certain conditions) or the same operations in slightly different contexts (e.g.,
crawling different documents simultaneously), opening up new opportunities for
aggregation.

Another aspect is the detection of patterns that can be observed in RPA
bot models, such as alternating operations or contexts. For example, alternating
read and write operations in two contexts implementing a data transfer would
currently not be abstracted at all. They could be replaced by a node representing
the data transfer between the two contexts, or by a loop construct.

Regarding the context analysis, implicit context switches are currently not
considered. For example, the software context could also be changed by starting a
software using a sequence of UI commands, or the data context could be affected
by clicking a hyperlink or a button in a browser. Detecting such sequences could
be incorporated in the future to improve the context analysis.

Also, the paper does not provide a specific abstraction method mapping.
While it is intended as a flexible solution that can be adapted to specific needs,
expert interviews and user studies could yield a reasonable basis to start with.

7 Conclusion

Generating abstract views on process models is a crucial step to improve under-
standing and to get a quick overview of the process goal without having to work
through all the details. In this paper, we motivated and established the foun-
dations for the abstraction of RPA bot models that leverage contextual and
semantic information provided by the ontology of RPA operations. In addition,
we contributed a prototype that realizes the described abstraction approach.

Some RPA tools offer constructs similar to sub-processes in BPMN to struc-
ture the bot process. Our approach, however, is vendor-independent, can be
applied to existing bot models, and the level of abstraction can be dynamically
adjusted to the current needs thanks to the slider extension.

In the future, it is conceivable to extend the abstraction approach by more
facets, such as highlighting important areas or, making more use of the ontol-
ogy, focusing on specific applications or the flow of data. Other ideas for future
work include considering control-flow constructs besides sequences, such as deci-
sions or loops. In addition, certain RPA-specific patterns of operations could be
explored and addressed in the abstraction, such as interleaving read and write
operations. The generation of labels that are more model-specific than the solu-
tion in this paper should also be further investigated, as they convey the semantic
information to the reader. Finally, the abstraction approach and different map-
pings should be evaluated in a user study to analyze the perceived usefulness
and quality of the abstraction.
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Abstract. Recently the usage of narratives as a means of fusing infor-
mation from large knowledge graphs (KGs) into a coherent line of argu-
mentation has been proposed. Narratives are especially useful in event-
centric knowledge graphs in that they provide a means to categorize
real-world events by well-known narrations. However, specifically for con-
troversial events a problem in information fusion arises. Namely, the
existence of multiple viewpoints regarding the validity of certain event
aspects, e.g., regarding the role a participant takes in an event. Express-
ing those viewpoints into large KGs is challenging, because disputed
information provided by different viewpoints may introduce inconsisten-
cies. Hence, most KGs only feature a single view on the contained infor-
mation, hampering the effectiveness of narrative information access. In
this paper, we introduce attributions, i.e., parameterized predicates that
allow for the representation of facts that are only valid in a certain view-
point. For this, we develop a conceptual model that allows for the repre-
sentation of viewpoint-dependent information and further describes how
such information can be fused for querying and reasoning consistently.

Keywords: Attributions · Events · Knowledge Graphs · Viewpoints

1 Introduction

Narratives play a big role in understanding and interpreting information [17]. On
the one hand, narratives allow for an intuitive understanding of knowledge by
framing facts or events in a way that is close to human information processing [11].
On the other hand, a narrative constructs a coherent line of argumentation, often-
times by connecting a chain of events with participating entities. Especially in the
case of knowledge graphs, where information usually extracted from a variety of
sources is fused into one big structure, narratives can be used to make sense of
connected subgraphs [15]. Such narratives often take the form of substitutions
for prototypical narrative patterns, i.e., established patterns are isomorphically
matched against some bigger knowledge graph, and for each match nodes can be
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filled with concrete instances (entities or literal values), fleshing out the actual
narrative(s). This is especially useful in the area of event-centric KGs (e.g., Even-
tKG [4] or OEKG [5]). For instance, real-world conflicts might be categorized by
well-known narrations like the biblical David vs. Goliath story [20].

However, such an approach will quickly lead to the problem of inconsistency
with respect to the information needed in a KG. In particular, when working
with heterogeneous data sources and in controversial areas, multiple viewpoints
on a topic can exist. Viewpoints may concern a participant’s role in an event, the
cause of an event, or its actual type. Take for instance the Russo-Ukrainian War
in Wikidata [31].1 Regarding the predicate has_cause there are two conflicting
entries “Russian Colonialism” vs. “Eastward Expansion of NATO”, where the
latter is qualified by “supported by Vladimir Putin and by the Government of
Russia”. Therefore, two different viewpoints on the same fact (war cause) exist.
As an implication, the role of Russia in this conflict depends on the viewpoint.
If the cause of the war is declared to be “Russian Colonialism”, Russia’s role in
the war would be that of a “conqueror” while in the second case, Russia’s role
would rather be seen as a “defender” against ongoing aggression. Both cases are
examples of facts in a KG that are only valid in specific viewpoints.

Although the aforementioned causes are conflicting, one could argue that there
is actually some truth in both and thus, they might be utilized in the same argu-
mentation. However, we argue that they can not be used arbitrarily in this regard
but must be contained in their respective viewpoints. This observation leads to the
question: what do these different viewpoints and attributions mean with respect
to later information fusions for querying and reasoning? Matching narratives over
information provided from several viewpoints might lead to inconsistent argu-
ments and thus, in the worst case might completely invalidate the explanatory
power that should be provided by narrative argumentation patterns.

The problem of inconsistent information with respect to different viewpoints
is a general problem that does not only occur in the described scenario. Prior
approaches in this area, however, separate disputed information from the KG by
either explicitly casting it as an extraction problem [20] or as a downstream
enrichment of KG data [21]. Other works on models for event-centric KGs
(ECKGs) mention the idea of assigning different roles to participants [9], but
neither provide a conceptual model on this mechanism nor explain the implica-
tions of such roles for downstream tasks. None of them solves the problem of
representing viewpoint-related information in real-world KGs.

In this paper we develop a conceptual model that allows for the representation
of facts in a ECKG that may only be valid in certain viewpoints. We call those
facts attributions since they can be seen as properties of an event, that are
attributed from a certain point of view. The model is designed to incorporate
different viewpoints and also guide information fusion for downstream tasks.
Additionally, the model is grounded on stance detection [1]. Thus, it provides a
natural means of information extraction and is therefore tailored for practical
usage scenarios.

1 https://www.wikidata.org/wiki/Q15860072.

https://www.wikidata.org/wiki/Q15860072
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2 A Motivating Example

As a motivation, we revisit the ongoing war between Russia and Ukraine. We
refer to this event as RUvsUKR for the remainder of this paper. For now, we
focus on the Wikidata representation of the actual invasion of Ukraine in 2022.2
Wikidata is not only one of the largest freely available knowledge repositories
but also offers a convenient way of adding meta-data to facts, i.e., qualifiers.3 In
this example, we take a closer look at the usage of such qualifiers for RUvsUKR.

2.1 Views on Event Attributes

The invasion is an instance of five different classes. One of those is “military
operation” and it is qualified as being supported by Russia and disputed by
Ukraine. Additionally, the statement is qualified by a special item that explicitly
describes the euphemism “special military operation” as used by Vladimir Putin
to describe the invasion. This example shows on the one hand that it is disputed,
whether the event can be seen as a military operation or not. On the other
hand, by referencing the “special military operation” entity, one can infer that
the statement is not actually a military operation but framed as such.

The intention here might be to incorporate Vladimir Putin’s framing while at
the same time adhering to the notion that the event is in fact an invasion. That
is, at least Vladimir Putin (and possibly the government of Russia) attributes
the event in this way; other individuals or groups disagree with this notion. We
can observe this kind of annotation in the same event in multiple cases, e.g.,
regarding the cause and goal of the event. However, shoehorning in different
views like this leads to modeling and interpretation problems.

For the first problem, we refer again to the disputed event type “military
operation”, which is annotated with a “statement supported by” and “statement
disputed by” qualifier regarding the respective entities Russia and Ukraine. How-
ever, both entities represent the respective countries in terms of both states. It is
not clear what constitutes this viewpoint, or in other words, which view exactly
is the “Russian” and if it is the view of multiple groups, how is it composed.
Therefore, the first problem concerns the viewpoint constitution.

Taking this into account, the questions arise, which viewpoints are actually
important to model, and who are the representatives of the groups behind a
viewpoint? For instance, regarding the goals of the invasion, the view of the head
of the Chechen Republic is annotated in Wikidata, but it is not clear whether
this is his personal opinion or his opinion as head of state. In other words, who
are the viewpoint representatives that influence a viewpoint?

The last problem concerns practical implications regarding other event
attributes, especially the role of participants in the event. If we adopt the Rus-
sian view of framing the event as a military operation, Russia’s role significantly
differs from its role in an invasion. The next section is specifically focusing this
problem.
2 https://www.wikidata.org/wiki/Q110999040.
3 https://www.wikidata.org/wiki/Help:Qualifiers.

https://www.wikidata.org/wiki/Q110999040
https://www.wikidata.org/wiki/Help:Qualifiers
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2.2 Views on Roles of Event Participants

Wikidata supports an “object has role” qualifier. In our example this is used to
assign roles to the invasions’ participants, e.g., it is used to cast Russia as an
aggressor, Ukraine as a war victim, and Belarus as a staging area. However, as
discussed before, this assignment is not universally agreed on. If we assume that
this event is a military operation with the goal of denazification, Ukraine can not
be seen as a war victim in the same line of argumentation. The relation between
event participants and events is, however, of high interest and often debated.
Therefore, role assignments should also include the respective viewpoint of the
assigner. This is especially true if we introduce roles that bear moral dimensions
like Russia being a liberator in the event (cf. [21]). We call those assignments
attributions. Regarding attributions, again, some questions must be answered
for practical use.

Firstly, the set of available attributions must be determined. This relates to
the problem of the choice of event types. For instance, the role of an aggressor
is plausible in wars but not in football matches. Secondly, attributions may
include participant roles that are not typical in knowledge graphs, like the role
of an underdog or the aforementioned liberator.

Additionally, some attributions have a specific relationship with each other.
For instance, a nation that is attributed to be a conqueror in one view can not
be a liberator in the same event and according to the same view. This means,
that the attributions must not contradict themselves from a single point of view.

3 Modeling World Views

Before we can conceptualize attributions, we address one of the core problems in
the motivating example. That is, we provide a conceptual model for viewpoints
and their composition. Additionally, we connect viewpoints to stance detection
to ensure compatibility with current extraction methods.

3.1 Viewpoints and Stances

Generally, we argue that a viewpoint should always represent the view of either
an individual or a group of entities towards a given target. Hence, a group in
this sense is a finite set of entities constituted by a given criterion, e.g., political
parties, a set of newspapers sharing the same political ideology, or interest groups
like non-government organizations. Along these lines a target is a fact about an
event, like the role a participant played or the kind of happening itself. Therefore,
we can define viewpoints as follows:

Definition 1 (Viewpoints). A viewpoint v ∈ V is a consensual stance s ∈
{valid, invalid} towards a fact f ∈ KG expressed by a group G.

The constitution criterion of G is subject to the modeling domain or extrac-
tion method (cf., for example, [22]). We will, however, later in this paper provide
some intuition regarding the selection of viewpoints.
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It is possible that the group only consists of a single member to allow view-
points of individual entities. Finally, the target of the viewpoint is a fact f from
an ECKG, e.g., whether Russia can be seen as an aggressor in RUvsUKR.

In order to determine whether a group G does in fact accept f as valid, we
rely on the notions of stance detection. Stances are usually defined as attitudes,
standpoints, and judgments of a speaker regarding a given proposition [1]. In
our case, the proposition is the fact in question and the speaker is the group
where the stance, according to [1], expresses agreement, disagreement, or neu-
trality towards the facts’ validity. We define a function stance(g, f) �→ {0, 1}
with g ∈ G and f being the fact in question. The function returns a truth value
whether g sees f as valid or not. Note, that the second case includes both neu-
trality and disagreement regarding the validity of f . The latter case implies that
stance(g,¬f) must hold.

Please also note that setting a fact to be invalid in v if the underlying group
stance is neutral leads to several implications. On the one hand, it prevents
neutrality to be interpreted as acceptance. We argue that facts should only be
valid in a viewpoint if an actual majority agrees on it. Especially in groups with
a silent majority (i.e., absence of stances for a majority of group members), this
would otherwise lead to viewpoints where facts are valid although being agreed
upon by a minority only. On the other hand, this decision weakens negative
stances. This is because the reason for a negative stance is ignored and hence,
the notion of disagreement of the group proxied by the viewpoint is lost. In this
paper, we argue, that the benefit of combining the neutral and negative stances
is greater than having the ability to differentiate between them.

To construct a viewpoint for a group we need the individual stances of each
group member. This implies that every g ∈ G must be capable of expressing such
a stance. Additionally, we defined any v to be a consensual stance of the group
and hence, we need a measure for consensus. For this paper we define consensus
as:

Definition 2 (Consensus). A consensus in a group G is reached, if a weighted
consensus measure φW (G, f) with weights W , surpasses a given threshold θ.

The choice of consensus measure depends on the domain it is used in. A
typical choice would be a simple majority vote surpassing a threshold θ = 0.5.
However, rigorous measures like a necessary majority of two-thirds are also pos-
sible. Since φ is a weighted consensus measure it allows us to boost certain
individuals in G, e.g., in cases where a dedicated speaker or otherwise higher-
ranked individual exists. For instance, in the case of the US senate, it might be
suitable to assign a higher weight to the respective party speaker.

With those preliminaries we can define the stance of a group as:

stance(f,G,W ) =
{

valid φW (G, f) ≥ θ,
invalid otherwise.

If the stance regarding f is valid for G, we say that f is valid in v, where v
is the viewpoint representing G.
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3.2 Viewpoint Hierarchies

Until now, we have a notion of viewpoints and consensus to construct a viewpoint
for a given group. Different viewpoints are, however, not generally disjoint but
can be combined in various cases, i.e., a fact f might be valid in two viewpoints
v1, v2 ∈ V . Hence, those viewpoints are compatible with respect to f and can be
aggregated into a new viewpoint v∗. In other words, v∗ subsumes v1 and v2 with
respect to f , and only with respect to f . For other facts, aggregation might not
be possible.

Research in the area of viewpoint discovery has shown, that similar groups
show similar stances on the same topic, e.g., groups constituted by homophily
[22]. That means that we can define typical viewpoints in the sense of common
aggregations to prevent a combinatorial explosion of viewpoint aggregations. One
instance of such a viewpoint was already visible in our motivational example,
i.e., the Russian and Ukrainian viewpoints.

Additionally, those common aggregated viewpoints can further be refined
into different sub-viewpoints. We argue, that viewpoints form an aggregation
hierarchy. For instance, the viewpoint of Vladimir Putin as president of Russia
is subsumed by the general Russian viewpoint along with the viewpoint of the
Russian government.4 Analogously, the viewpoints of the US Congress, senate,
and President of the United States (POTUS) may be aggregated by a US view-
point. Figure 1 depicts an example of a tree-shaped like viewpoint hierarchy.
Formally, we define viewpoint hierarchies as follows:

Definition 3 (Viewpoint Hierarchy). A viewpoint hierarchy is a directed
acyclic graph H(N,A) with N = V ∪ {ALL} being a set of viewpoints and A a
set of arcs indicating aggregation relationships.

In this hierarchy, we illustrate typical aggregations, like common political
viewpoints. The shape of the hierarchy depends on the usage domain, e.g., view-
point hierarchies for political issues will include other viewpoints than those
tailored for sports events. Regardless of the shape, we set ALL to be the virtual
top of the hierarchy. If a fact is valid in ALL it is also valid in all other viewpoints
of the hierarchy. In other words, a fact valid in ALL is said to be universally
agreed upon. In all other cases, a fact is only valid in some viewpoints.

Arranging viewpoints in a hierarchy has practical advantages. On the one
hand, the hierarchy defines which viewpoints should actually be represented
and which are implicitly co-represented. On the other hand, such a hierarchy
exemplifies which information from a knowledge graph can be fused without
introducing inconsistencies.

However, besides defining the shape of the hierarchy, the main problem is
the definition of suitable aggregation functions and consensus measures between
the viewpoints. A weighted consensus measure, analogous to Definition 2, can be
used in this respect. For instance, the UN viewpoint in Fig. 1 is derived from the
US viewpoint, the Russian viewpoint, and various others. In reality, however,

4 Note, that the president of Russia is not a member of the Russian government.
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Fig. 1. An example for a viewpoint aggregation hierarchy.

the UN viewpoint might not be influenced by all of its constituting viewpoints
equally. Instead, the viewpoints of larger nations like the USA might impose
more weight than that of Germany or Ethiopia.

Using such a hierarchy also requires a choice on how to handle non-agreeing
viewpoints during aggregation. For instance assume, that the Democratic view-
point has a higher weight than the Republican view. In this case, a fact might be
valid according to the Democratic view and the Congress but not for the Repub-
lican viewpoint. Therefore, inconsistencies in the hierarchy may appear and the
viewpoint of the congress can not be seen as representative of all parts it is
aggregated from. We propose two hierarchy variants to approach this problem.

View-Preserving Hierarchies (VPH). We allow for dissenting viewpoints in the
(sub) hierarchy. In the example, this means that a fact f can be valid in the
Democratic viewpoint and the Congress viewpoint but invalid according to the
Republican viewpoint. The benefit of this approach is that minority viewpoints
can exist, especially in larger hierarchies. Typically, democratic systems work by
majority votes, and hence, it is inevitable that a minority exists. VPH allows us
to preserve those minorities. Note, however, that if f is valid in ALL it must also
be valid in all other viewpoints, i.e., for those facts, no minorities exist. A major
downside is the practicability with respect to downstream tasks like reasoning
and querying. In both cases, it is not possible to derive for instance the US view-
point on a fact without considering all subtrees of this viewpoint for minorities.
This is possible, for instance by using defeasible logic for reasoning, where a fact
is valid according to the US viewpoint with exception to the republican view.

Winner Takes all Hierarchies (WTAH). This variant assumes that after aggre-
gation the fact in question is valid in all viewpoints of the subtree. In our exam-
ple, this means that if a fact is valid in Congress viewpoint, it is also valid in
the Democratic and the Republican viewpoint, even though it was not valid
in the Republican viewpoint before the aggregation. This leads to benefits in
practicability of downstream tasks since it reduces the overall complexity of the
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model. For instance, it is possible to safely combine facts from different subtrees
if the fact is valid in the roots of those subtrees. However, this simplification can
also lead to a representation paradox in larger hierarchies. Assume, for example,
the fact “Russia is a war criminal in RUvsUKR” and the example hierarchy as
depicted in Fig. 1. Obviously, this fact would not be valid in the Russian view-
point. If, however, it is valid in enough viewpoints on the same hierarchy level,
due to the aggregation it would be valid in the UN viewpoint and hence, in the
whole subtree including Russia. Of course, this effect is by design but would
lead to a situation where Russia was a war criminal according to the Russian
view. One can easily observe that this would hamper information fusion from a
Russian point of view. A solution approach to mitigate this problem could be
boosting the weights according to a fact or increasing the consensus threshold
in higher levels of the hierarchy. The first option could, for example, be imple-
mented in a way, where viewpoints of groups represented in the fact in question
are boosted.

In the end, a trade-off between a plurality of viewpoints and the complexity
of using the hierarchy in downstream tasks prevails. It is up to the domain,
which configuration should be used. We argue that both variants provide a solid
ground for the representation of viewpoints. In the next section, we discuss how
a viewpoint hierarchy can be used in the context of attributions.

4 Attributions in Event-Centric Knowledge Graphs

In this section, we provide our notion of attributions and their entanglement
with viewpoints. Before that, we formally introduce events and ECKGs.

4.1 Event-Centric KGs

ECKGs have gained traction over the last years, either by means of constructing
specialized KGs [4,5] or by using portions of general knowledge graphs [24].
Events themselves have been studied extensively from an ontological perspective
[2,6,25] and from a semantic web perspective [9]. Mostly agreed upon here is the
notion that an event has a temporal as well as a spatial component and connects
participants in a certain situation. Also, a notion of hierarchy is often described,
i.e., the aggregation of single events to form complex events. For our purposes,
we rely on the following, simple definition:

Definition 4 (Events). Events are interactions between participants p ∈ P
that take place at a given location l ∈ L at a specific time t ∈ T . We denote E to
be the set of events.

The definition includes the aforementioned typical components of events.
Each event must at least provide attributes for specifying the time and location
it takes place in. We do not specify the granularity of time and space since for
our purposes, the existence is enough. Further properties might exist but are not
mandatory.
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Fig. 2. Example ECKG for an excerpt of the motivational example.

At the core, each event describes an interaction between participants, the
latter being entities. Typically, the event label describes this interaction, as it
is the case for practical ECKGs. Additionally, we assign an event type to each
event, denoted by event_type(ev) with ev ∈ E . With that, we can formally
define ECKGs.

Definition 5 (Event-Centric Knowledge Graphs). An event-centric know-
ledge graph is a knowledge graph, represented by RDF triples (subject-predicate-
object), where each subject is an event.

In other words, ECKGs are star-shaped knowledge graphs with events at their
centers. A knowledge graph here is nothing more than a graph following the RDF
standard recommendations [13]. Events may also be present in a triple’s object,
e.g., for sub-event relationships. Subjects, however, must be events. Predicates
in ECKG either denote attributes of an event (e.g., the time and location) or
connect entities as participants to the event. In the most general case, this is
done with a has_participant predicate. Objects can either be entities, events,
time, locations, or literal values (with L denoting the set of literals). Figure 2
depicts an example ECKG based on an excerpt of the motivational example. We
rely on this graph for the remainder of this section for illustration purposes.

4.2 Predicate Parameterization and Refinements

Refering back to our motivational example, we can observe that the relationships
between events and participants are a key part of ECKGs. In this regard, we
can derive multiple information from the respective event type, including:

1. Role predicates for the participants. For instance, invasions must have a par-
ticipant that is in role invader.

2. The information, whether the time attribute of an event is a point in time or
a time span. Events like wars are typically characterized by time spans while
sports events like football matches are characterized by the start time.

3. Additional domain restrictions like the type of permissible participants.

For our example graph in Fig. 2 we can derive that Russia and Ukraine should
in fact be war parties and hence, the predicates connecting them to RUvsUKR
should be has_war_party. We call the concept of specializing predicates accord-
ing to the event type a refinement. To indicate that a predicate in a triple can
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Fig. 3. Example for a predicate hierarchy featuring a specialization operation and
mutual exclusiveness constraint (XOR).

be refined, we denote et as a parameter to it, i.e., the triple becomes 〈s, pet, o〉.
Given the predicate vocabulary P of a ECKG, the parameterized predicates,
with respect to the event type, are a proper subset PET ⊂ P. For the “regular”
predicates PREG ⊂ P, i.e., predicates that can be applied to all event types,
we set PET ∩ PREG = ∅. Hence, any regular predicate can not be used as a
parameterized predicate.

We additionally allow for multiple refinements. For instance, a war party may
also have the role of an invader for one participant. In this case we may refine
has_war_party to has_invader. Therefore, the predicates can be arranged in a
hierarchy. Figure 3 illustrates an example predicate hierarchy in its upper, black
colored portion.

In accordance to the refinement, the event type may also impose constraints
on the former. For instance, an event with type “invasion” should have at least
two participants. One of them should be an invader and the other one the invaded
country. Additionally, invader and invaded country can not be the same partic-
ipant.

4.3 Attributions

In the last section, we introduced parameterized predicates to indicate possible
refinements based on the event type. Those refinements are helpful to add pre-
cisifications to event-related facts, i.e., they specialize the relationships between
the events and their attributes and participants. However, in the motivational
example, we have seen a second class of those precisifications that can not be
expressed by refinements. For instance, the notion that Russia is the aggressor
in RUvsUKR and Ukraine is a war victim. As discussed before, such roles are
not necessarily agreed upon by all viewpoints. This is especially true for roles
incorporating moral dimensions like being a “liberator” in an invasion instead of
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a “conqueror”. Also, disputed information like RUvsUKR being a military oper-
ation belongs to this class that is characterized to include facts only valid in a
specific viewpoint. We call those facts attributions and define them as follows:

Definition 6 (Attributions). An attribution is a parameterized predicate
with a parameter v ∈ V , i.e., 〈s, pv, o〉.

While parameterized predicates, as introduced in Sect. 4.2, are solely depen-
dent on the event type, attributions depend on a viewpoint. Attributions allow
us to introduce a set of predicates PATT ⊂ P with PET ∩ PREG ∩ PATT = ∅

that describes such disputed information. This features both, disputes regarding
event attributes (like the goal of RUvsUKR) and regarding roles assigned to par-
ticipants (like Ukraine being a war victim). Again, we can utilize the structure of
ECKGs and define a set of permissible viewpoints V ET ⊆ V based on the event
type. The intuition is that in general only a subset of viewpoints is sensible for
certain event types. For example, the viewpoint hierarchy depicted in Fig. 1 is
sensible for events concerning international relations but rather not for a local
sports event.

Attributions regarding participant roles can be described as further refine-
ments, i.e., as a specialization of a parameterized predicate. This case is illus-
trated in blue color in Fig. 3. After two refinements, has_invader can be fur-
ther specialized in the attributions has_liberatorv and has_conquerorv. Both
attributions add a moral judgment to the role of an invader. The first attribution
bears a justification for the invasion, the second one condemns the event. Note
that those attributions are mutually exclusive with respect to a viewpoint. That
is, it is not possible to describe an invader both as liberator and conqueror from
the same viewpoint. Therefore, a set of constraints can apply to PATT . We sug-
gest two kinds of constraints, mutual exclusiveness and inverse role enforcement.

The first constraint applies to two attributions that can not be applied to the
same participant in the same viewpoint. For instance, one can not be “liberator”
and “conqueror” at the same time from a certain point of view. Inverse role
enforcement introduces pairs of attributions that are mutually exclusive but
always co-occur. Hence, if a participant is assigned to an attribution with inverse
role enforcement, another participant is attributed to the counterpart. This is,
for example, the case for “underdog” and “topdog” attributions. If a participant
is attributed as “underdog” in a conflict, the other participant is automatically
attributed as “topdog”.

Attributions regarding attributes of an event are described as transforma-
tions of regular predicates. Take, for instance, the notion of different causes for
RUvsUKR from our motivational example. One viewpoint claims the eastward
expansion of NATO as a reason while another one claims Russian colonialism
as the root cause. In such cases we transform the has_cause predicate into
has_attrib_cause. That is, we apply a transformation function that maps a
regular predicate p ∈ PREG to an attribution p′ ∈ PATT while preserving the
semantics of p.

One special case, however, is a transformation of the has_event_type pred-
icate. Such a transformation could be suitable if the event type itself is subject
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to debate like in our motivational example. Those transformations would have
an impact on all other attributions and also on parameterized predicates. Given
that RUvsUKR is a military operation and not an invasion, attributions like an
has_aggressor may not be defined for this event type. In those cases, according
to the viewpoint assuming RUvsUKR to be a military operation, all attributions
that are not defined in the attribution vocabulary for it are invalid. The opposite
direction is also true. According to all remaining viewpoints, attributions only
defined for military operations are invalid since according to those viewpoints,
the event was an invasion after all.

5 Implementation and Limitations

In this section we discuss, how attributions can be implemented in KGs. We
focus on how reification can be utilized and exemplify the effect of the model
on information fusion for downstream tasks. Finally, we discuss the benefits and
limitations of our model.

5.1 Implementation and Materialization in ECKGs

Parameterizing predicates to represent attributions allows for direct integration
in knowledge graphs. That means that both generally agreed-upon facts and
disputed information, can co-exist in the same graph. We rely on RDF reifi-
cation [26] to represent attributions in RDF. Specifically, we utilize Singleton
Properties [18] as a reification technique in this example. At the core, singleton
properties model reification with the idea of representing one specific relationship
between two entities. This can be seen analogously to the idea of an attribution
that is specific to one viewpoint. Additionally, singleton properties generate fewer
triples than standard RDF reification and have been shown to represent reified
knowledge as well as other techniques like named graphs in a large-scale study
on Wikidata [12].

As an example, consider ECKG depicted in the left portion of Fig. 4. It
contains two attributions, one regarding the role of Russia in RUvsUKR (1) and
one regarding the cause of the latter (2). The attributions can be written as
parameterized predicates, i.e.:

〈RUvsUKR, has_conquerorNATO,Russia〉 (1)
〈RUvsUKR, has_attrib_causeRU,NATO East. Exp〉 (2)

Both attributions can be expressed directly in Singleton Properties. The
translation for (1) is:

〈RUvsUKR, has_conqueror#1,Russia〉
〈has_conqueror#1, singleton_property_of,has_conqueror〉

〈has_conqueror#1, acc_to_vp,NATO〉



Modeling Attributions for Event-Centric KGs 271

Fig. 4. Example ECKG with attributions and a corresponding viewpoint hierarchy.

Attribution (2) can be translated analogously. Note that in this case the con-
straint that an ECKG only contains triples with an event as the subject is
slightly relaxed to allow also reified attributes. Additionally, this example shows
that both attributions and transformed regular predicates, are reified in the
same way. Hence, dividing those concepts does not increase the implementation
complexity.

A downside of reification is that, even by using a reification technique that
generates only two triples per fact instead of the regular four, the size of the
knowledge graph increases significantly. However, the necessary amount of mate-
rialized reified triples depends on the viewpoint hierarchy and its variant (winner
takes all vs. view-preserving hierarchies). For instance, WTAHs only require the
materialization of the highest common viewpoints since the triple is also valid
for all subtrees of those viewpoints. Considering the viewpoint hierarchy in the
left portion of Fig. 4, both attributions only require one respective reification.
If attribution (1) is materialized as shown above, it is clear from the viewpoint
hierarchy that the triple is also valid in the whole subtree, i.e., including the
viewpoints GB, US, GER, and transitively Congress and POTUS. Additionally,
if an attribution is valid in all viewpoints on the highest hierarchy level, i.e., in
ALL, no materialization is necessary.

Reifying attributions for the same hierarchy in VPHs, however, requires a
different approach. We reduced the viewpoints to binary stances and thus, as an
implication, we have to materialize the attributions for all viewpoints in which
they are valid. The absence of an attribution for a specific viewpoint is then
interpreted as invalidity for this attribution with respect to the viewpoint.

5.2 Information Fusion

Attributions also impact information fusion, in the sense of information com-
bination or aggregation, as a precursor for downstream tasks like querying and
reasoning in viewpoint-enabled ECKGs. One can not merely fuse them arbitrar-
ily since their validity is bound to the viewpoint if not agreed upon in general.
In order to prevent inconsistencies, any information fusion, i.e., the aggregation
of facts and attributions for usage in downstream tasks, must be viewpoint-
compatible. That means, since each attribution adds introduces a viewpoint to
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the task, it must be ensured that all attributions are valid in all viewpoints intro-
duced (again, this is controlled by the hierarchy variant chosen). To exemplify
this in our model, assume the hierarchy given in the right portion of Fig. 4 and
a set of attributions in a ECKG:

EKG = {f1|ALL, f2|US, f3|POTUS, f4|RU, f5|RU}
Assume an arbitrary reasoning task on EKG. If we want to fuse facts in this KG,
e.g. to check whether two facts satisfy a given rule, we have to ensure viewpoint-
compatibility between them. To do that, we again differentiate the two hierarchy
variants introduced in Sect. 3.2.

WTAH. In a winner-takes-all hierarchy, a fact is valid in all viewpoints of a
subtree with root v, if it is valid in v. Given EKG this means we can fuse facts
f1, f2, and f3 arbitrary, and f4 can be fused with f1 and f5. All facts can be
fused with general facts, i.e., facts valid in ALL. Hence, every fact in EKG can
be fused with f1. Additionally, facts can always be fused with facts along the
same viewpoint and hence, the fusion of f4 and f5 is valid. Due to the winner
takes all principle, all facts in the subtree spanned by US can be combined with
facts valid in US. Hence, f3 can be fused with f2 since f2 is guaranteed to also
be valid in POTUS. As an implication, f3 may also be fused with facts valid in
Congress, if the respective facts are valid in US. This is, however, not guaranteed
reciprocally. Facts valid in US can only be combined with facts valid in POTUS
and Congress, if they are also valid in US. Otherwise, it is not guaranteed that
the consensus between POTUS and Congress is high enough for an aggregation
on those specific facts. In consequence, all facts in EKG can be fused with f1
but f1 can only be fused with other general facts.

VPH. In a viewpoint-preserving hierarchy, facts can be invalid in a viewpoint
v even if they are valid in an aggregated viewpoint containing v. Contrasting
WTAH, this means that facts can only be fused with facts valid in ALL and
facts valid in the same viewpoint. For our example knowledge base this means
that every fact can be fused with f1 (since it is a general fact), f4 and f5 can be
fused but f3 can only be fused with f2, if f2 is also valid in POTUS. Since we
do not assume “winner takes all”, this is not guaranteed. For practical reasoning,
this requires either to only use facts valid in the same viewpoint (or in ALL)
or to rely on a variant of defeasible logic. The latter case in our example would
assume that f2 is valid for all viewpoints in the subtree spanned by US except
for some viewpoints.

5.3 Discussion and Model Limitations

Attributions can be used to include disputed information in ECKGs. We argue
that they solve portions of the inconsistency problem arising especially for con-
troversial events, as shown in the motivational example. The proposed model of
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attributions along with a viewpoint hierarchy allows for such disputed informa-
tion to co-exist in the same KG while combining information is guided by the
hierarchy without enforcing global consistency. Additionally, the model can be
implemented by only using established semantic web technologies, e.g., Singleton
Property for reification and SHACL [16] to ensure the attribution constraints
like mutual exclusiveness. The choice of hierarchy variant, i.e., WTAH or VPH,
has a direct impact on the degree of materialization and complexity of reasoning.
Of course, the model has limitations that are discussed in the following.

Choice of Hierarchy Variant. The viewpoint hierarchy and respective variant
must be known in advance. Like with all explicit models, this requirement can
be hard to fulfill. More research in the area of (semi-)automatic construction of
such hierarchies is necessary to either assist modelers with this task or automate
it completely.

Requirement of Same Conceptual Views. As discussed before, this model is
designed to allow for representing viewpoint-dependent validity of facts. This
requires, however, the same conceptual understanding of the attributions in
all viewpoints. In other words, inserting an attribution like has_liberatorv
requires a shared conceptualization of a “liberator” for all v ∈ V . While this
might be the case for most parts, this might be a problem for extraction algo-
rithms, since primary sources sometimes utilize framing techniques to present
the facts in a specific context. Thus, it must be ensured during fact extraction
that the attribution semantics is indeed guaranteed.

Rarity of Positive Stances. One design decision concerned the fusion of neutral
and negative stances to imply the invalidity of a fact. We already argued, why
this is beneficial for this model. However, this again constrains the extraction
process, since in reality, a lot of viewpoints may stay neutral. In this case, the
model can be slightly tuned in three ways. Firstly, it is possible to define finer-
grained hierarchies to adapt for extraction sparsity. Secondly, the weights of the
consensus measures might be adapted in a way that allows for faster consensus.
Finally, the neutral stance regarding a fact from a viewpoint can be interpreted
as agreement and hence, the fact be treated as valid in this viewpoint. The latter
option comes with all benefits and flaws we already discussed.

6 Related Work

Viewpoint Discovery. Research in the area of discovery and description of view-
points is mostly done concerning document collections or social media (e.g., [8]).
Discovering viewpoints on controversial topics in social media, for example, has
been done by clustering users based on interaction graphs [22] or by applying
variants topic modeling [30]. Additionally, advances in stance detection [1] and
a growing understanding of the difference between stance and sentiment [3] may
soon allow for more fine-grained methods of collecting viewpoints from text cor-
pora. Our work contributes to this area by providing a means to represent those
different viewpoints by using established formats for downstream applications.
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Viewpoints in ECKGs. Current ECKGs, either constructed from general-pur-
pose knowledge graphs [4,5] or from news [23], do not support different views
on facts. Their underlying RDF schema, the simple event model (SEM) [9],
however, intend the use of different views but does not describe in detail how
those views work in terms of their composition or implications for downstream
tasks. Other works have suggested fusing factual knowledge from KGs with
viewpoint-dependent knowledge from other sources in downstream tasks either
at query time by using a hybrid query-processor [20] or by designing transfor-
mation pipelines on top of a graph query [21].

Multiple Viewpoints in Ontologies and Conceptual Modeling. Related areas of
conceptual modeling, like requirements engineering and enterprise modeling,
have adopted notions of multiple viewpoints in the past [14,27,29]. In contrast
to our work, those views limit the model to certain aspects that are relevant in it
but do not modify the underlying facts or assumptions based on the view taken.
More similar to our work are approaches of ontology integration [19] and special-
ized description logics allowing for reasoning with different ontology vocabularies
(e.g., [7,10,28]). The difference of those works to our approach is that informa-
tion fusion in our model seeks sufficient agreement between different viewpoints,
in order to aggregate knowledge graphs representing the different viewpoints.
The graph structure representing all the facts from a specific viewpoint can
be viewed as an input ontology, but instead of matching equivalences between
entities from different input ontologies in order to create an ontology alignment
which then guides the ontology integration, the viewpoint hierarchy is used to
guide the aggregation of viewpoint-compatible facts.

7 Conclusion

Overall, attributions based on viewpoint hierarchies can improve the utility of
ECKGs. On the one hand, they allow for the representation of disputed and
morally charged information. Both kinds of knowledge would otherwise either
not be available in an ECKG or reasoning tasks in this regard would suffer since
fusing information in a meaningful way is only possible with a clear conceptual
understanding. On the other hand, all conceptualizations shown in this paper
can be implemented by using already available techniques orchestrated by the
models developed here. However, future work is necessary to put this model into
practice, e.g., to actually enrich available ECKGs with attributions and test the
practicability at scale. Finally, the development of efficient information fusion
algorithms is subject to future work on this topic.
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Abstract. Business Process Management is concerned with process-
related artefacts such as informal specifications, formal models, and
event logs. Often, these process-related artefacts may be affected by
ambiguity, which may lead to misunderstandings, modelling errors, non-
conformance, and incorrect interpretations. To date, a comprehensive
and systematic analysis of ambiguity in process-related artefacts is still
missing. Here, following a systematic development process with strict
adherence to established guidelines, we propose a taxonomy of ambigu-
ity, identifying a set of concrete ambiguity types related to these process-
related artefacts. The proposed taxonomy and ambiguity types help to
detect the presence of ambiguity in process-related artefacts, paving the
road for improved processes. We validate the taxonomy with external
process experts.

Keywords: Ambiguity · Business Process Management · Taxonomy

1 Introduction

The Business Process Management (BPM) lifecycle iterates through a number of
phases, each operating on different representations of a process. These represen-
tations include informal process specifications, formal process models, and event
logs [15]; hereinafter, we refer to them as process-related artefacts. The presence
of ambiguity in these process-related artefacts, however, might undermine the
success of the BPM initiative these artefacts are part of [1].

According to the Cambridge dictionary1, ambiguity is “a situation or state-
ment that is unclear because it can be understood in more than one way”. In the
context of software, authors in [13] relate ambiguity to the existence of multiple
possible interpretations (e.g., of a software requirements specification). In the
context of BPM, ambiguity is a quality issue (cf. [27]) that can be found in vari-
ous process-related artefacts, namely informal specifications, formal models, and
1 https://dictionary.cambridge.org/dictionary/english/ambiguity.
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event logs, yielding multiple artefact interpretations. Nevertheless, sometimes
ambiguity may be the result of a deliberate choice to allow multiple interpreta-
tions, for instance, to avoid overly complicated models, or to guarantee flexibility
in the application of rules and principles in legal systems, or to facilitate explo-
rative BPM initiatives [20,24,39]. Here, we regard a process-related artefact as
ambiguous if it admits multiple interpretations, and regard ambiguity as an arte-
fact characteristic making it ambiguous. Ambiguity has high relevance in BPM;
surprisingly enough, it has received only marginal attention to date.

Prior works studied ambiguity in the aforementioned process-related artefacts
to some extent: [4] analysed it in user stories used to elicit process requirements,
while [1,43] studied it in textual process descriptions. Ambiguity emerging when
comparing a process model against its specification was studied in [5]. Authors
analysed the manifestation of ambiguity in event logs in the form of uncertainty
in [35] and of imperfection patterns in [44]. These previous works acknowledged
the presence of ambiguity in process-related artefacts; however, they focused
on some particular manifestation of ambiguity, such as linguistic ambiguity in
textual process descriptions in [1], and lack a comprehensive and systematic
analysis of ambiguity in relation to the different process-related artefacts.

The goal of this work is to reach a first characterisation of ambiguity. From
a conceptual standpoint, this characterisation helps to better understand the
notion of ambiguity in process-related artefacts and expose its relation with these
artefacts. From an operational standpoint, the characterisation indicates process
designers and analysts where to look for the presence of which forms of ambiguity
in relation to the specific artefact. The main advantage is that it becomes easier to
detect the presence of ambiguity in the artefacts, pinpointing potential misunder-
standings, modelling errors, non-conformance, incorrect interpretations, as well as
the risk of cascading ambiguities across the BPM lifecycle. It also becomes possible
to systematically define general remedies rather than remedies specific to partic-
ular manifestations of ambiguity, which prior works do (cf. [4]).

Here, we address two research questions: RQ1: Where and in what form might
ambiguity emerge in process-related artefacts? RQ2: What are potential causal
relations between ambiguities observed in different process-related artefacts?

To answer RQ1, we propose a characterisation of ambiguity in the form of a tax-
onomy, whose purpose is to identify where specific ambiguity types may emerge
in process-related artefacts. The taxonomy was built with a rigorous adherence
to the taxonomy development guidelines for Information Systems research follow-
ing the Design Science Research paradigm proposed in [29] and was evaluated by
BPM experts. To answer RQ2, we present a relational characterisation of ambi-
guity across various process-related artefacts in the BPM lifecycle, highlighting
potential causal relations. Our results enable further studies more focused on spe-
cific ambiguity types and on developing disambiguation strategies.

In Sect. 2, we establish the scope of our study revising process-related artefacts;
in Sect. 3, we present the methodology and the resulting ambiguity characterisa-
tion; in Sect. 4, we report on the evaluation; in Sect. 5, we discuss implications; in
Sect. 6, we discuss related work; Sect. 7 concludes the paper.
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2 Process-Related Artefacts

We contextualise our study of ambiguity in the process-related artefacts describ-
ing processes managed in the BPM lifecycle. The BPM lifecycle is composed of
the phases of process identification, process discovery, process analysis, process
redesign, process implementation, and process monitoring and controlling [15].
We recall the artefacts describing a process usually associated with these phases
on which we focus: informal specifications, formal models, and event logs [15].

Typically, a number of artefacts describing (fragments of) a process, data,
requirements, key performance indicators, and goals are involved in the identi-
fication, discovery, and analysis phases [15]. Some of these artefacts might be
preexisting; others might be produced in these phases, e.g., as the outcome of
a workshop. Due to heterogeneity in sources, viewpoints, concerns, and formats
and despite reconciliation efforts, these artefacts might exhibit ambiguity [25];
however, they are out of the scope of this study, since they are not a process
description. Nevertheless, from these artefacts, analysts may distil an informal
process specification in natural language (cf. [15]), which, as we study here, is
an artefact potentially exhibiting ambiguity, too [1,7]. Extending the definition
in [13], we call an informal process specification ambiguous if it admits multiple
alternative interpretations in the form of process models, each model being con-
sistent with the specification but mutually incompatible with any other model.

To facilitate communication or as a result of automated discovery techniques,
an outcome of the aforementioned phases may also be a formal process model,
represented in a formal language (e.g., Business Process Model and Notation,
BPMN [2]). A formal process model is also the outcome of the phases of the
process (re-)design and implementation [15]. These phases are concerned with
enabling the enactment of the process, hence the resulting executable formal
model may include additional information to support deployment to and execu-
tion by a BPM system (BPMS) [45]. As prior work indicates, ambiguity might
emerge also in formal process models [36]. We say that a formal process model
is ambiguous if elements in one or more of its perspectives can be interpreted in
more than one way, also regarding the operational semantics [12]. For an exam-
ple found in a publicly available process dataset, a gateway with a non-exclusive
condition followed by activities whose labels indicate mutual exclusion can be
interpreted in several ways, as confirmed by the evaluation reported in Sect. 4.

The lifecycle phase of process monitoring and controlling is related to the enact-
ment of process model instances; it refers to tasks of analysis of data describing
these enactments such as conformance checking [11]. The phase of process dis-
covery may also analyse these data with automated approaches for process min-
ing [15]. Typically, these tasks are performed on event logs, i.e., collections of times-
tamped events that occurred in the process enactments. In Sect. 3, we will show
that also event logs might exhibit ambiguity. We say that an event log is ambigu-
ous if it admits multiple interpretations of how the process enactment unfolded.
For an example used in the evaluation, an event log may lead to different interpre-
tations if the event timestamps have a too-coarse granularity, admitting multiple
possible orderings of events, assuming an unordered log.
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3 Characterisation of Ambiguity

3.1 Methodology

In order to reach a characterisation of ambiguity fostering an understanding of
its relation with process-related artefacts, we developed a taxonomy of ambigu-
ity following the principles of Design Science Research (DSR). Such an endeav-
our requires a sound and rigorous methodological approach, hence we selected
the taxonomy development guidelines in Information Systems research recently
proposed in [29], which revise and extend the well-known and widely adopted
ones originally proposed in [34], as the methodological framework for our work.
Accordingly, we followed an iterative development process, which started by
establishing the following definitions as prescribed by the guidelines:

Observed Phenomenon: Ambiguities in BPM have been investigated by pre-
vious research works, however, each focuses on some specific ambiguity mani-
festation without a systematic analysis. Thus, a structured characterisation of
ambiguity is missing. This characterisation has the potential of building a com-
mon understanding of ambiguity and supporting the further development of
strategies for managing ambiguities in BPM.

Taxonomy Purposes: Here, we propose a characterisation of ambiguity in the
form of a taxonomy whose purposes are: (i) to shed light on various possible types
of ambiguity that might affect informal process specifications, formal models,
and event logs; (ii) to support the detection and identification of these types of
ambiguity in process-related artefacts in BPM.

Target User Groups: We expect that process designers and process analysts
will benefit from the proposed taxonomy by gaining a clearer understanding
of which types of ambiguity emerge in various process-related artefacts, which
inter-dependencies exist between these ambiguity types, and which particular
elements they affect. In turn, this might help to define type-specific strategies
for managing ambiguities during BPM tasks such as modelling, conformance
checking, and process discovery.

Meta-characteristic: Defining the meta-characteristic is crucial for taxonomy
development since it is the most comprehensive characteristic supporting the
identification of characteristics and dimensions, which reflect the taxonomy pur-
pose [29]. With our study, we aim at identifying potential sources of ambiguity
in process-related artefacts, i.e., where ambiguity might be observed. Thus, we
defined the source of ambiguity as the meta-characteristic of the proposed tax-
onomy. Our choice is motivated by the stance that for properly dealing with
ambiguity it is essential to know where it might emerge.

Building Approach: Following [29], two non-mutually exclusive taxonomy
building approaches exist: empirical-to-conceptual and conceptual-to-empirical.
The former is more suitable when the taxonomy designers have limited domain
knowledge, but have a large number of concrete cases to analyse and abstract
from. The latter is more suitable when the taxonomy designers are knowledge-
able in the taxonomy domain and do not require a large number of concrete cases
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to analyse; concrete cases can be used to validate the taxonomy. Based on the six
authors’ expertise in the BPM domain, the proposed taxonomy was constructed
following a conceptual-to-empirical approach for most iterations, with interme-
diate empirical-to-conceptual iterations to validate newly introduced concepts.
Publicly available collections of process-related artefacts were used for these
empirical-to-conceptual iterations, as well as for the evaluation (cf. Sect. 4).

Ending Conditions: The guidelines in [29] define both objective and subjective
ending conditions, which collectively establish the completion of the taxonomy
development process. According to the guidelines, objective ending conditions
state that the taxonomy encodes a mutually exclusive and collectively exhaus-
tive classification and that stability (a fixpoint) is reached within the develop-
ment iterations. Subjective ending conditions state that the taxonomy is concise,
robust, comprehensive, extendable, and explanatory.

Evaluation Goals: After meeting the ending conditions (end of the develop-
ment phase), an evaluation should be performed with the goal of determining
the usefulness of the taxonomy. The taxonomy should clearly describe ambiguity
for the target users, and it should facilitate the identification of ambiguity types
in concrete use cases. We will report on the evaluation in Sect. 4.

The proposed taxonomy was reached after 8 iterations (cf. [18]), each of which
incrementally refined the taxonomy. Each iteration involved and was evaluated
by different, disjoint subsets of the authors. The iterative process ended when it
was ultimately agreed by all authors that no structural or terminological changes
were required anymore and that the subjective ending conditions were met.

3.2 Ambiguity Taxonomy

The taxonomy development process resulted in the taxonomy shown in Fig. 1.
In line with the discussion in Sect. 2, we identify three main classes of artefacts
in which ambiguity might emerge and which correspond to the first level of the
taxonomy. The first class of artefacts is that of unstructured representations of
a process, such as requirements documents, laws, guidelines, and informal spec-
ifications in natural language. Here, ambiguity leads to multiple possible inter-
pretations of the process, hence multiple possible process models: we refer to
this ambiguity as descriptive ambiguity. The second class of artefacts comprises
representations of the process model in (possibly executable) formal languages.
Here, ambiguity leads to multiple possible interpretations of the model seman-
tics: in this case, we have representational ambiguity. The third class of artefacts
comprises event logs, in which ambiguity leads to multiple possible interpreta-
tions of the executed process: in this case, we have observational ambiguity.
We now discuss ambiguity in detail and provide brief yet focused examples for
ambiguity types we identified; larger examples are available in [19].

Descriptive ambiguity relates to characteristics of the specification of a
process in natural language, which lead to multiple interpretations of the pro-
cess by a reader. More specifically, descriptive ambiguity may be determined by
linguistic ambiguity or epistemic ambiguity.
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Fig. 1. Ambiguity taxonomy with possible ambiguity types as leaves of the tree

Linguistic ambiguity emerges from lexical, syntactic, semantic, pragmatic
ambiguity, or vagueness in the language constructs forming the process specifi-
cation [23], as well as polysemy. Generalising the findings in [1], which studies
linguistic ambiguity with respect to the specification of the control flow only, we
identify unclear relations and unclear references as possible linguistic ambiguity
types occurring in a specification and affecting various process perspectives, e.g.,
functional or organisational.

– T1: Unclear Relations: A process specification may fail to express in a
sufficiently clear manner the relations between some process elements. The
process model resulting from such a specification may include or exclude
constructs or concepts, in contrast to the intended model. For instance, the
guidelines for the process of hypokalaemia treatment in [41] state: “Treat any
underlying cause (. . . ) and/or review medication.” With this specification, it
is unclear whether between the tasks of treatment and medication reviewing
there exists a precedence, mutually exclusive or parallel execution relation.

– T2: Unclear References: In an informal process specification, it might be
unclear what relevant process element is being described by a given statement.
The resulting process model may contain erroneous elements or concepts,
lack relevant elements, or include elements not matching the specification.
For instance, the hotel service process specification in [21] states: “Eighty per
cent of room-service orders include wine or some other alcoholic beverage.”
Also considering the whole specification, the relation between this statement
and any process element that might relate to the mentioned orders is unclear
and might result in a model excluding such element, like in [37].
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Epistemic ambiguity reflects an insufficient knowledge of the process or its
domain when developing a process specification, which results in knowledge gaps
or inconsistencies in various perspectives of the specification. These gaps and
inconsistencies may lead to a number of possible interpretations when reading
the specification. We identify underspecifications and inconsistent specifications
as epistemic ambiguity types.

– T3: Underspecifications: The term underspecification refers to the omis-
sion of certain features from a representation [22]. In a process specification,
it refers to the deliberate or unintentional exclusion of some characteristics
or the partial specification of one or more process perspectives. Underspec-
ifications may exist due to the need to cope with flexible process specifica-
tions without cluttering, limited domain or process knowledge, or to negli-
gence. The resulting process model might exhibit some “conceptual gaps”. For
instance, the “MCT finalise SCT warrant possession” process studied in [21]
states: “After that, some other MC internal staff receives the physical SCT
file (out of scope).” Here, there is a deliberate omission of details around a
resource, which makes it unclear who should receive the file and how this
should be modelled.

– T4: Inconsistent Specifications: A process specification might present
conflicting requirements, which cannot be satisfied altogether. In this case,
either the modelling language allows including all such requirements into an
inconsistent process model, or the process designer has to decide which of
these requirements to retain, resp. to discard. Consider the excerpt from the
specification of exercise 4 in [47], stating: “If the combined design fails the
test, then they are both sent back (. . . ). If the designs pass the test, then they
are deemed complete and are then sent to the manufacturing Process (. . . )”.
Here, it is not clear whether the condition is based on a single compound
data object or on two separate data objects, which requires deciding how to
model both the data and the condition.

Representational ambiguity is associated with a formal process model
expressed in some modelling language such as BPMN or Petri nets. It refers
to the possibility that the process model is formalised in a way that leads to
multiple different interpretations of its semantics. Note that here we do not con-
sider erroneous formal models with invalid syntax or that could not be executed
by a process engine. We consider syntactically valid formal models that can
be executed, but whose execution or interpretation have uncertain semantics.
Representational ambiguity may be intrinsic or extrinsic.

Intrinsic ambiguity refers to inherent characteristics of the modelling lan-
guage that may enforce or prevent certain modelling constructs, patterns, and
styles, which are in contrast to the specific modelling objectives. A possible type
of intrinsic ambiguity is representational bias:

– T5: Representational Bias: Process modelling languages have intrinsic
characteristics that may limit the expression of certain process elements, alter-
ing or curbing the process semantics. For instance, with classical Petri nets,
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it is impossible to model the organisational aspect of a process: the result-
ing model would lead to uncertainty in interpreting the assignment of tasks
to roles if these were relevant to the process. Additional examples based on
BPMN 2.0 can be found in [2].

Extrinsic ambiguity does not stem from characteristics of a specific mod-
elling language but derives from the modelling task. This can be due to lim-
itations of the modelling tool used, e.g., lack of support for certain modelling
constructs – for which case inadequate tools is a possible ambiguity type. Alter-
natively, a lousy use of the modelling language may be attributed to the human
process designers – here, modelling fuzziness is a possible ambiguity type.

– T6: Inadequate tools: Process modelling tools may have limitations in the
support to modelling languages, excluding certain constructs allowed by a
given language from a process model, or allowing the inclusion of constructs
or relations forbidden by the language. For an example, consider Camunda
Platform 8: it allows modelling BPMN 2.0 process models, but (currently)
does not allow defining signal events. Using other events as a workaround
might result in confusion in interpreting such events.

– T7: Modelling fuzziness: A process designer might deviate from estab-
lished modelling best practices, producing process models that are syntacti-
cally valid, but that still exhibit uncertain semantics. For an example based
on BPMN, consider that a designer may associate several activities with the
same name. If these activities are not identical, their interpretation would be
unclear and might induce one to consider them to be the same.

Observational ambiguity might affect the representation of a process exe-
cution, which is usually in the form of an event log describing activities, roles,
and so on. In line with the criteria at the basis of the event log maturity levels
indicated in [3], observational ambiguity may relate to both the completeness
of data describing a process execution and the trustworthiness of the informa-
tion such data conveys about the process execution. Therefore, we distinguish
between coverage ambiguity and reliability ambiguity.

Coverage ambiguity refers to the presence, resp. absence, and the amount
of data describing an execution, and may result from ambiguity types such as
missing data, repeated data, and irrelevant data. Missing data and irrelevant
data reflect general data quality issues affecting event logs identified in [10].
Repeated data does not refer to redundancy, i.e., multiple identical occurrences,
but repetitions of the same data with variations in the values, which make it
unclear which data values should be considered correct.

– T8: Missing Data: Process logs may be incomplete due to the absence
of certain data in log entities, such as missing case id or timestamp. Miss-
ing data can be attributed to a number of reasons, such as nonconforming
behaviour, faults in sensors generating process data, resource unavailability,
or negligence. Additional examples of missing data are presented in [10].

– T9: Multiplied Data: An event log may contain multiple occurrences of
the same event, i.e., of the same happening, with variations in the values of
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some attributes. Possible causes might be non-conformance of the execution
with the process model, or faults in the logging. For instance, in the log of
a storage process instance used for the evaluation (see Sect. 4), an event for
the single occurrence of an activity “Read colour” reading the colour of a
workpiece occurs twice, first reporting that the workpiece is blue, then red.

– T10: Irrelevant Data: If no adequate filtering methods are adopted, more
data than required is retained about the execution of a process, which may
be erroneously considered relevant and lead to erroneous interpretations of
the executed process [10]. For instance, the log for a smart factory process
may include large amounts of environmental data continuously generated by
sensors and stored as events: process discovery based on such an unfiltered
log may result in a very large model cluttered with irrelevant activities.

Reliability ambiguity refers to the trust that can be put in the logged
information describing a process execution. An event log might lead to multiple
interpretations of how an execution unfolded if a trace does not conform to a
known process model. It is also possible that the analysis of the traces alone,
without any knowledge of the underlying process model, might lead to multi-
ple interpretations. Here, possible ambiguity types are incorrect information,
imprecise information, and unexpected information.
– T11: Incorrect Information: Information representing the execution of a

process instance might be misaligned with the known process model, repre-
senting facts that do not hold true as per the model. Wrong interpretations of
how the process unfolded are thus possible. For instance, in the log of a storage
process used for the evaluation (see Sect. 4), an activity “Store Workpiece” is
performed by resource “VGR”, while according to the corresponding BPMN
process model used for the enactment, the activity is assigned to resource
“HBW”. Thus, it is not clear whether a different resource took over, or there
was a logging error.

– T12: Imprecise Information: Information may be recorded at a coarse
granularity (e.g., due to data anonymisation), losing relevant information
about a process execution. For instance, if events in an event log are recorded
with minute precision, there might be uncertainty regarding the exact order
of execution of consecutive activities, and one could infer several different
traces. Additional examples of imprecise information are discussed in [10].

– T13: Unexpected Information: Logged execution information might devi-
ate from the values expected as per the analysis of the process log, making it
unclear how to interpret the execution against a discovered model. For exam-
ple, consider the case of a monitored push-down hand sanitiser dispenser: the
log usually reports an amount of 5–10 ml of sanitiser per dispensing event;
however, if an event with 20 ml is recorded, it might be unclear whether mul-
tiple nurses used the dispenser together, or just one with double the amount.

3.3 Relational Characterisation

Ambiguity may propagate across the process-related artefacts, i.e., ambiguity
affecting one artefact might induce cascading ambiguity in the same or other
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Table 1. Relational characterisation of ambiguity assuming a transition from a spec-
ification to a model and from the model to an event log. → denotes potential direct
causal relation, � indirect, � reflexive.

Descriptive Representational Observational

Descriptive � → �
Representational � →
Observational �

artefacts. For a systematic analysis of these relations between ambiguities across
artefacts, the artefacts need to be anchored to the respective BPM lifecycle
phases and the transitions between the phases need to be established. Here, we
give an example for this analysis assuming the case in which a given informal
specification is used to design and implement an executable formal model, whose
enactment in a BPMS generates an event log. Other cases (for instance, starting
from an event log, deriving a formal model with process mining, and from this
model generating a textual description) will be analysed in future work. Table 1
summarises the potential causal relations between descriptive, representational
and observational ambiguities in this case.

We observe that each ambiguity might cause additional ambiguities of the
same kind, which we indicate as potential reflexive causal relationship and denote
with �. Descriptive ambiguity might cause representational ambiguity, and
representational ambiguity might induce observational ambiguity: we refer to
these as potential direct causal relationships (denoted with →). For transitivity,
descriptive ambiguity might cause observational ambiguity, which we refer to as
potential indirect causal relationship and denote with �.

Descriptive �: This is the case, for instance, when a linguistic ambiguity
causes epistemic ambiguity. Consider, for example, the excerpt from the descrip-
tion of the phylogenetic analysis process in [31]: “Similarly, alignments were
examined and investigated by an MP approach with heuristic search in MEGA”.
The relation between the data object alignments and its origin is not introduced
in the specification: a T1: Unclear Relations ambiguity type. In turn, this causes
the process fragment responsible for producing the data object as output to be
underspecified: a T3: Underspecifications ambiguity type.

Descriptive → Representational: This is the case, for instance, when an
inconsistent specification is translated into a formal process model affected by
modelling fuzziness. Consider the following fragment of a process specification
from [15]: “(...) once the license is granted, this is sent by EPA directly to the
applicant. (...) Once the required permit and/or license have been obtained, the
assessment manager notifies the applicant of the final approval”. Here, the ambi-
guity type in the informal specification is T4: Inconsistent Specifications, since
the first sentence states that the applicant receives the license (not the manager);
however, the second sentence states that the manager informs the applicant of
the reception and subsequent approval. The second sentence implies that it is the
manager who receives the permit and license, in contrast with the first sentence.
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Fig. 2. BPMN fragment for a land development applications process from [15]

One may formalise this specification fragment as the BPMN fragment in Fig. 2,
with the same receive tasks for both manager and applicant, which generates
confusion in the interpretation of these tasks and the subsequent notification.

Representational �: This is easily observed, for instance, when ambiguity
type T6: Inadequate Tools leads to T7: Modelling Fuzziness. For example, some
BPMN modelling tools allow defining message flows connecting elements in dif-
ferent lanes of the same pool, making it unclear whether the lanes are meant to
refer to different organisations, or whether it is the message flow to be incorrect.

Representational → Observational: This is the case when the execution
of an ambiguous process model generates a log trace that can be interpreted
in multiple possible ways. As an example, consider the case in which the same
name is assigned to multiple different activities in a BPMN model (T7: Modelling
Fuzziness ambiguity). The log describing the execution of an instance of this
process model would include multiple events associated with the same name,
one for each executed activity (T9: Multiplied Data ambiguity). Here, due to
modelling fuzziness, it is unclear whether the same activity was executed several
times, or the logged events refer to different activities with the same name.

Observational �: An example for this case is a coverage ambiguity causing a
cascading coverage ambiguity. For instance, consider the case of a smart factory
in which all case id attributes are missing from the log (T8: Missing Data) due
to a malfunctioning of the communication bus during a given time period when
parallel process instances were executed. This results in the impossibility of estab-
lishing the right activity-instance associations for all tasks carried out during the
malfunctioning of the communication bus (T12: Imprecise Information).

4 Evaluation

The guidelines in [29] remark that it is not sufficient to evaluate a taxonomy ex-
ante by assessing the ending conditions, but also an ex-post evaluation should be
performed after the design process is completed. This evaluation checks “based on
the feedback of (potential) users whether the completed version of a taxonomy ful-
fils the sufficient condition and evaluation criteria to be a useful taxonomy” [29].
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4.1 Method, Participants, and Dataset

Several evaluation methods for taxonomies exist: for the proposed taxonomy, we
deem the illustrative scenario with real-world objects the most suitable one. The
method aims at demonstrating the usefulness of the taxonomy by applying it to
synthetic or real-world situations (here: informal specifications, formal models,
and event logs), and is the most frequently adopted evaluation method [29].

We involved four participants with several years of expertise in BPM; none
of the authors acted as participants. Each participant had a training session,
in which (s)he was educated on the taxonomy. Afterwards, the participant was
asked to individually analyse 13 process-related artefacts–for each of which the
authors had detected the presence of one ambiguity type–and to identify the
specific ambiguity type with the help of the taxonomy, motivating the answer.

For a comprehensive evaluation, we needed a set of realistic examples from
various domains, covering all artefacts and ambiguity types from Sect. 3; we
considered only artefacts in English to accommodate the diverse nationalities
of the participants. For informal specifications, we analysed the set of 47 pairs
process specification–model studied in [21], which comes from academic and
industrial sources and has been used in several other studies; we also analysed the
process specifications from the exercises in [15], which is a well-known textbook in
the BPM community. For formal models, we analysed the models from the BPM
Academic Initiative in [46], which also comes from academia and industry and
is well-known in the community. For event logs, we analysed the BPI Challenge
2012 log in [14], the Road Traffic Fine Management Process log in [30], and logs
from a smart factory simulation environment [42]. In the end, we selected 13
artefacts, in each of which we identified a distinct ambiguity type from Sect. 3.

4.2 Results

The dataset, results, and demographics of participants are publicly available [19].
Out of 52 total identifications of ambiguity types by the participants, 43 matched
those by the authors. The 43 matching identifications support the usefulness of
the taxonomy. In the case of a mismatch, at most two participants disagreed
with the authors’ identified ambiguity type. Only in one case one participant
firmly argued that there was no ambiguity, while another identified a different
type. These mismatches demonstrate the possibility of different interpretations
among the participants, indeed underpinning the presence of ambiguity.

What emerged from the discussions with the participants is that different
interpretations may stem from the different mental models and frames. For exam-
ple, a case of T1: Unclear relations between activities due to multiple possible
interpretations of the term “and” (also identified in [1] as such), was identified
by one participant as T3: Underspecifications, since in the participant’s view
the meaning of the term “and” was not further specified; on the other hand,
another participant could not detect any ambiguity, with the motivation that the
term “and” in that context necessarily denotes a sequential relation. For another
example, when analysing a formal model specified in Event-driven Process Chain



A Characterisation of Ambiguity in BPM 289

(EPC) notation, one participant, for historic reasons, held an interpretation of
EPC as an informal language, hence identified a descriptive (T3: Underspecifi-
cations) instead of a representational ambiguity (T5: Representational bias).

Overall, while the evaluation proved the usefulness of the taxonomy for iden-
tifying ambiguity in process-related artefacts, it also asserted the need to investi-
gate, in future work, the role played by the mental model of the consumers (i.e.,
those supposed to use) of these artefacts in detecting and identifying ambiguity.

5 Discussion

The taxonomy proposed in Sect. 3 gave an answer to RQ1 on where ambiguity
might emerge in process-related artefacts. The discussion on the relational char-
acterisation addressed RQ2 on possible causal relations. Here, we outline some
applications and further research directions, and discuss threats to validity.

5.1 Ambiguity Detection

In the spirit of open science, datasets composed of process-related artefacts are
being increasingly shared and reused among the BPM community. However,
there is the risk that they are used unaware of the potential presence of ambi-
guity. Reusing ambiguous processes in experiments without acknowledging and
managing ambiguity poses a threat to the validity of these experiments. For
example, the PET dataset from [7] is built by annotating the specifications
from [21], which we have found to exhibit various ambiguity types. Indeed, in [7]
the authors report on the need to discard some processes from the dataset due
to the impossibility of reaching a consensus on the interpretation.

We propose our ambiguity taxonomy as a tool for analysing process-related
artefacts and detecting ambiguity types in these datasets. Such a systematic
analysis is beyond the scope of this paper; however, we expect this paper to
trigger further analysis of existing datasets to improve the quality of future
experimental evaluations based on these datasets. In general, we envision the
proposed taxonomy to raise awareness of the presence of ambiguity in BPM,
and to support new research directions such as prompt engineering for BPM.

5.2 Analysis of the Affected Elements

Analysing ambiguity in process-related artefacts in-depth requires examining
which specific elements of these artefacts may be affected by ambiguity.

Descriptive ambiguity emerges in informal process specifications whose inter-
pretation results in multiple possible process models. Thus, in order to measure
the effect of descriptive ambiguity, it makes sense to determine which process
model perspectives are affected by it. The BPM literature identifies several pro-
cess perspectives, four of which are most agreed upon: control flow, data, organ-
isational, and operational [38]. A systematic analysis should consider at least
these perspectives; when relevant, also other perspectives might be considered.
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In our experience and preliminary observations, we found all descriptive ambigu-
ity types identified in Sect. 3 to potentially affect each of these four perspectives.

Representational ambiguity affects formal process models, and results in dif-
ferent possible model interpretations. These interpretations are relative to the
aforementioned process perspectives; hence we argue that these process perspec-
tives should be the object of analysis of formal process models, too.

Observational ambiguity affects event logs, hence analysing its effects requires
examining the affected event log entities. Prior work (cf. [44]) identified and stud-
ied the following event log entities: Case, Event, Belongs_to (event–case asso-
ciation), Case attribute, Position, Activity name, Timestamp, Resource, Event
attributes. These entities constitute a good starting point for analysis.

An in-depth analysis of ambiguity should inspect the above-indicated ele-
ments in relation to the artefact at hand. In light of the relational characterisa-
tion discussed in Sect. 3, the analysis should also study the potential cascading
effects of ambiguity across the elements of the process-related artefacts.

5.3 Ambiguity Reduction Strategies

A reduction of descriptive ambiguity in informal process specifications could be
achieved combining different strategies. One possible strategy might be to adopt
a controlled language (e.g., the Attempto controlled language [40]), as controlled
languages impose restrictions on the available linguistic constructs, reducing the
risk of linguistic ambiguity. Ontology annotations and glossaries have also been
proposed to tackle descriptive ambiguity (e.g., in [4]). Additionally, involving
domain experts could help to alleviate epistemic ambiguity.

To reduce representational ambiguity in formal models, it is critical to put
great care into the modelling task, starting from the choice of the prospective
modelling language [9]. This choice should consider criteria such as expressive
power, tool support, and familiarity of the process designer. Additionally, assisted
modelling (e.g., [17,33]) and checking (cf. [48]) approaches, as well as ontology-
based modelling (cf. [16]) might help to reduce representational ambiguity.

Possible strategies to reduce observational ambiguity require employing a
priori adequate methods and tools to record process executions comprehensively
and faithfully. To this end, the recent idea of integrating Internet of Things (IoT)
technologies with BPM to collect rich datasets (cf. [26]) shows great potential
for disambiguation and is worth investigating.

The approaches outlined above are examples of possible unstructured strate-
gies to reduce ambiguity. However, if dependencies between ambiguities across
artefacts can be identified (cf. Sect. 3), more structured strategies may be
achieved by exploiting these dependencies to achieve cascading reductions. For
example, reducing descriptive ambiguity in an informal specification may lead to
a cascading reduction of representational ambiguity in the formal model derived
from the specification. A detailed study of type-specific reduction strategies
and of more structured approaches exploiting dependencies will be addressed
in future work.
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5.4 Threats to Validity

The evaluation confirmed that all ambiguity types identified in the taxonomy are
indeed ambiguities. Regarding the taxonomy structural completeness, it can be
seen that it is met at the first level, since the taxonomy covers all the artefacts
describing processes typically identified in the literature in relation to BPM
lifecycle phases and process mining tasks [3,15] (cf. Sect. 2). New ambiguity types
for these artefacts, which may be discovered in the future, could find a position in
lower levels of the taxonomy in relation to the pertaining artefact, in line with the
extensibility principle [29]. Regarding external validity and the generalisability of
our findings, strictly adhering to the development guidelines in [29] ensures that
the scope of applicability is clearly defined within BPM. The evaluation results
indicate applicability and usefulness of the taxonomy in a broad set of domains,
suggesting general applicability across domains where BPM is applied. As part of
a first step towards a comprehensive understanding of ambiguity, the evaluation
involved academics only: in follow-up work, we will involve practitioners for
further evaluation, and also investigate the generalisability beyond BPM.

6 Related Work

Prior work recognised ambiguity as a quality issue [13,27]; here, we identified
several ambiguity types as its manifestations in process-related artefacts. As
not every quality issue is an ambiguity, these ambiguity types can be seen as
a proxy for a subset of quality issues of process-related artefacts, i.e., analysts
can investigate certain quality issues by detecting ambiguity types. For instance,
completeness quality issues (cf. [6]) take the form of coverage ambiguity; issues
in semantic validity (cf. the SEQUAL framework [27]) take the form of T7:
Modelling fuzziness; incorrect data issues (cf. [10]) take the form of T11: Incorrect
information. A systematic analysis of the relations between quality issues and
ambiguity types is beyond the scope of this paper and invites further research.

Prior work studied ambiguity in informal documents to elicit requirements
or to describe business processes. In [4], authors conduct a systematic literature
review focusing on user stories to elicit requirements. They identify four ambi-
guity problems (vagueness, inconsistency, insufficiency, and duplicates), which
can be related to the descriptive ambiguity types identified here. They also
summarise proposed solutions to these problems, such as algorithmic solutions,
ontologies, and controlled languages: while these are proposed to resolve par-
ticular manifestations of ambiguity, our taxonomy identifies ambiguity types as
abstractions of particular manifestations, enabling designing type-specific reso-
lution strategies.

The work in [1] studies what we identified here as linguistic ambiguity in
textual process descriptions. Based on the concept of behavioural space, the
authors design a technique to deal with ambiguity in the context of conformance
checking; however, the scope is limited to the control flow. As Sect. 5 indicates,
ambiguity might affect all major process perspectives: we foresee that by extend-
ing the concept of behavioural space, one might be able to deal with ambiguity
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in these perspectives. Ambiguity in textual descriptions is studied also in [43],
where it is identified based on sentence templates, resulting in six ambiguity
issues, which can all be related to the descriptive ambiguity types we identified.

The work in [8] presents a qualitative analysis of the state of the art in the
task of process extraction from texts. Related to this, the work in [32] discusses
challenges in the discovery of legal processes arising from the analysis of the
natural language. Complementing these works with our study on ambiguity could
result in further insights to guide the process of process extraction from text.

In line with our indications from Sect. 5, the work in [36] proposes an auto-
mated technique to assist the modelling task and resolve representational ambi-
guity due to activity labels. Representational ambiguity might result in inconsis-
tencies between a process model and the corresponding specification: the work
in [5] studies how to detect such inconsistencies with respect to role associations.

The work in [44] studies imperfection patterns in event logs with the goal of
cleaning event logs for process mining. Imperfection patterns are quality issues,
in line with the results of [10], which result in the observational ambiguity types
presented here. By detecting these ambiguity types, analysts can discover the
presence of imperfection patterns and quality issues. Potential ambiguity in
object-centric event logs is highlighted in [28]: we expect this recent log for-
mat to benefit from our taxonomy for the identification of ambiguity, and to
potentially extend the taxonomy with new ambiguity types. A related problem
is uncertainty in process logs, i.e., the lack of precise knowledge about certain
process aspects [35], e.g., in relation to task durations and event data. Here,
we interpret uncertainty as a consequence of ambiguity, aligning with the work
in [1,35].

7 Conclusion

Ambiguity in BPM can be found in various process-related artefacts, namely
informal specifications, formal models, and event logs. In order to shed first light
on ambiguity in these artefacts, we proposed a taxonomy of ambiguity, identify-
ing 13 concrete ambiguity types in it; for each ambiguity type, we provided real
examples. Additionally, we studied potential causal relations between ambigui-
ties in relation to the affected artefacts and proposed a relational characterisation
of ambiguity. An evaluation with process experts confirmed the usefulness of the
proposed taxonomy. We regard these contributions as a tool for helping to detect
the presence of ambiguity in process-related artefacts. Detecting ambiguity is the
first step towards achieving increased quality of process-related artefacts.

In future work, we will perform further evaluations involving academics and
practitioners. We further plan to study the effect of ambiguity on process-related
artefact elements. Moreover, we plan to define ambiguity reduction strategies.
We expect this work to foster further reflection on how to deal with unresolvable
ambiguity, as well as on how to generalise the presented concepts beyond BPM.
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Abstract. Organisations usually use Business Processes (BPs) to describe their
goals. However, the decentralisation found nowadays inmany organisations forces
them to coordinate fragmentedBPs to achieve their goals. In this context,microser-
vices architectures are an excellent choice to coordinate such fragments. To main-
tain a lower coupling among microservices, they are usually composed through
event-based choreographies. This makes it hard to analyse business requirements
since the composition flow is split among microservices. Our previous work
improves this issue with an approach to implement microservice compositions
based on the global definition in a BPMN collaboration model and its further exe-
cution through an event-based choreography of BPMN fragments. In this work,
we extend this approach by facing the challenge of evolving these choreogra-
phies from the local perspective of one microservice. Each microservice oversees
the execution of its BPMN fragment. If one microservice changes its fragment
locally, the rest of the microservices should adapt theirs to maintain the functional
integrity of the composition. We have formally defined a catalogue of adapta-
tion rules that must be applied when a local change is performed to adapt the
affected microservices. We have proposed a new microservice architecture that
integrates a MAPE-K control loop to automate the application of the adaptation
rules. Finally, we have evaluated both the architecture and the adaptation rules
through the implementation of a proof-of-concept prototype.

Keywords: Microservices · composition · BPMN ·MAPE-K · evolution

1 Introduction

Business processes (BPs) are the key instrument to organize and understand the interrela-
tionships of the different activities in an organization in order to describe their goals [1].
When these activities are performed in a decentralizedway, e.g., by different departments
within the same organization, microservice architectures turn into a very interesting and
convenient way to implement such processes due mainly to their decoupling nature.
Microservice architectures [2] propose the decomposition of applications into small
independent building blocks (the microservices) that focus on single business capabili-
ties. When we want to support the goals defined in the business processes of organisa-
tions that use such architecture, microservices need to be composed.Within this context,
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to keep a lower coupling and independence among microservices for deployment and
evolution, these compositions are usually implemented by means of event-based chore-
ographies. However, choreographies split the control flow of compositions among the
different participant microservices, which makes them hard to analyse and understand
when requirements change. Our previous work [3] improves this problem by proposing
a microservices composition approach based on the choreography of BPMN fragments.
In this approach, business process engineers create a global view of the microservice
composition through a BPMN collaboration diagram. Then, this diagram is split into
BPMN fragments which are executed through an event-based choreography. This com-
position approach is supported by a microservice architecture developed to achieve that
both descriptions of a composition, the global composition view and the one split into
BPMN fragments, coexist simultaneously in the same system.

This solution introduces two main benefits regarding the microservice composition.
First, it facilitates business engineers to analyse the control flow if the composition’s
requirements need to be modified since they have available the global composition
view of the composition. Second, it provides a high level of decoupling among the
microservices that participate in a composition, since it is implemented as an event-
based choreography of independent BPMN fragments. However, this solution introduces
a new challenge to be faced: how to evolve a microservice composition that is globally
defined in a BPMN collaboration diagram but executed through a choreography of
BPMN fragments.

In this work, we face the evolution of a microservice composition from a bottom-up
perspective, i.e., when a participant introduces a local change in an individual BPMN
fragment. To achieve this, we present a formal specification of adaptation rules that
describe how the BPMN fragments of microservices must evolve to maintain the func-
tional integrity of the composition when another microservice introduces a local change.
In particular,we focus on those changes that can affect the collaboration amongmicroser-
vices as we discuss further. Additionally, we propose an extension of the architecture
presented in [3] to integrate the presented adaptation rules through a new microservice
component that implements a MAPE-K control loop. This new microservice oversees
automating the characterisation of local changes done by a microservice and selecting
the adaptation rule that must be applied to keep, as much as possible, the participation
of all partners. We evaluate the extended architecture with a proof-of-concept validation
through the implementation of a prototype. Considering the major problems identified
by the BPM community [4], the contribution of this paper focuses on improving the
problem of automating the redesign of processes, which currently remains as a man-
ual and cognitively demanding task, making it time-consuming, labour-intensive and
error-prone.

The rest of this paper is organised as follows: Sect. 2 presents the previous work
required to understand the current proposal and states the problem being addressed.
Section 3 formally defines an event-based choreography of BPMN fragments and pro-
poses, based on this definition, a set of adaptation rules to face the evolution of the chore-
ography when a local change occurs. Section 5 presents the microservice architecture
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solution designed to support our proposal and Sect. 7 evaluates a prototype implement-
ing it. Section 8 analyses the related work. Finally, conclusions are commented on in
Sect. 8.

2 Previous Work and Problem Statement

To properly understand our current work, this section presents an overview of the app-
roach presented in [3] to create a microservice composition based on the event-based
choreography of BPMN fragments. This approach proposes to create a microservice
composition in two main steps: (1) by creating the global composition view of the
composition in a BPMN collaboration diagram following an orchestration approach
and (2) by splitting this model into BPMN fragments that are deployed into separated
microservices and executed through an event-based choreography.

We use BPMN collaboration diagrams since they allow us to separate the functional
responsibilities of the differentmicroservices and to represent the interaction between the
microservices. In addition, we can describe the internal behaviour of each microservice
together with the behaviour of the composition from a global perspective [21].

As a representative example, we define a scenario based on the e-commerce domain,
which describes the process of placing an order in an online shop. We use this simple
example since we aim to explain the basic concepts of our approach, and because this
paper focuses on characterising all the changes that can occur in the different BPMN
elements that compose a microservice process. The different tasks and events that make
up this process are distributed by responsibilities in four different lanes: Customers,
Inventory, Payment, and Shipment (see Fig. 1).

Fig. 1. Global composition view of a microservice composition based on BPMN fragments.
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After creating the global composition view of the composition, the second step con-
sists in splitting it by responsibilities into independent BPMN fragments that will be
managed by different microservices. This split is performed automatically by a tool we
developed in [3] where each BPMN fragment is created as a pool with the tasks that
are defined in the corresponding lane and a list of catch/throw events that are auto-
matically added to support the event-based choreography. The microservices managing
each fragment are endowed with a process engine that oversees the execution of their
respective BPMN fragment to execute (1) the tasks defined in the pool (what we call
functional requirements), and (2) the catch/throwing events to either receive or publish
asynchronous events in a communication bus to support the collaboration with the rest
of participants (what we call coordination requirements). Thus, the microservice com-
position is executed by means of an event-based choreography of BPMN fragments in
which microservices wait for specific events to execute their corresponding piece of
work (see Fig. 2).

Fig. 2. Example of an event-based choreography of BPMN fragments.

Problem Statement. Our approach allows evolving the composition following either a
top-down or a bottom-up approach. On the one hand, a top-down approach proposes to
address the changes from a global perspective bymodifying the global composition view
of the composition and splitting it again into BPMN fragments. This evolution is natively
supported in our previous work [3]. On the other hand, a bottom-up approach implies
modifying a BPMN fragment from the local perspective of a microservice. This requires
synchronising changes with both the BPMN fragments of the rest of the microservices
that are affected by the change and the global composition view of the composition.
Allowing local changes in a microservice reinforces the independence among develop-
ment teams that is demanded by this type of architecture. Note that a change may affect
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a functional requirement (e.g., modifying a BPMN task) or a coordination requirement
(e.g., modifying a throwing/catch event).While local changes in functional requirements
only affect the internal behaviour of a microservice and do not require the adaptation of
the rest of the participants [3], local changes in coordination requirements can have an
impact on the composition (eventually causing its failure), affecting the participation of
the rest of microservices. For instance (see Fig. 2), if theCustomersmicroservice deletes
the throwing event that sends the message Customer Checked, the Inventory microser-
vice, which is waiting for it, will never start, and the microservice composition will
never continue. Therefore, changes in these types of requirements imply coordinated
actions in two or more microservices in such a way a correct communication between
microservices is ensured. In this work, we focus on supporting the bottom-up evolution
of coordination requirements found in such distributed compositions.

3 Formalisation of the Evolution of Microservice Compositions

As explained above, the main goal of this work is to support the evolution of event-based
choreographies of BPMN fragments when a local change is introduced in the coordina-
tion requirements of a fragment. To achieve this, we precisely describe independently
from any implementation technology, the adaptations to be done when local changes
are produced. First, Sect. 3.1 presents a formal specification of concepts related to the
choreography of BPMN fragments; and then, based on these formalisations, Sect. 3.2
introduces the adaptation rules required to face local changes.

3.1 Formal Definitions for the Choreography of BPMN Fragments

Definition 1. Local Fragment (Lf). As we can see in Fig. 2, the local fragment of
a microservice is defined as a BPMN process that is made up of a set of tasks and
interaction activities, which are coordinated by control nodes that define a sequence
of nodes (SEQ), a choice (based on a condition) between two or more nodes (CHC), a
parallel execution of nodes (PAR), and an iteration over several nodes (RPT). In addition,
the start of a BPMN process must be associated with at least one start ReceiveEvent (can
be one or more) and the end with at least one end SendEvent (can be one or more). Thus,
the Lf of a microservice m is formalised as follows:

Lfm ::= {ReceiveEvent(Message)}, [{PNode}], {SendEvent(Message)}
PNode ::= Activity | ControlNode
Activity ::= Task | Interaction
Interaction ::= SendEvent(Message) | ReceiveEvent(Message)
ControlNode ::= SEQ({PNode}) | PAR({PNode}) | CHC({PNode}) | RPT({PNode})

For example, the local BPMN fragment of the Shipment microservice can be
represented as follow:

Lf Shipment =ReceiveEvent(StockUpdated), SEQ(Task(CreateOrder), Task(Assign
Driver)), SendEvent(Shipment Managed)
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Associated to the definition of Lfm, we define two functions: (1) getMes-
sage(i, Lfm) which returns the Message of the interaction element i that is being
sent/received by the fragment Lfm; and (2), putMessage(i, newMessage, Lfm) which
sets the message newMessage in the interaction element i in the fragment Lfm,
changing the message that i sends/receives. For instance, the function getMes-
sage(ReceiveEvent(Stock Updated), Lf Shipment) returns the message Stock Updated;
and the function setMessage(ReceiveEvent(Payment Ok), Success Payment, Lf Inventory)
changes the ReceiveEvent of the Inventory’s Local Fragment to start listening to the
message Success Payment instead of Payment Ok.

Definition 2. Choreography. As we can see in Fig. 2, an event-based choreography of
BPMN fragments is defined by the participant microservices, their local fragments, and
the coordination among them, which is defined by the messages they publish and/or
expect to receive.

Thus, a choreography C is defined as a tuple (M, L, InputI, OuptutI, Coord) where:

For example, a partial formalisation of the choreography presented in Fig. 2 is the
following:

Definition 3. Change in a Local Fragment Lfm. We consider three different types of
changes: (1) Delete, which consists of removing a PNode in a local fragment Lfm; (2)
Insert, which consists of adding a new PNode in a local fragment Lfm; and (3) Update,
which consists of replacing one PNode (Old PNode) with a new one (New PNode) in a
local fragment Lfm.
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Besides the above definitions,we also propose the following three auxiliary functions
to support the adaptation of the BPMN fragments when a local change is done in a
coordination requirement.

Definition 4. Complement Function. Assume that ia1 corresponds to an interaction
activity (SendEvent or ReceiveEvent) in a local fragment Lf n. Then, the complement
of iai corresponds to the list of counterparts defined in the partial mapping Coord of a
specific choreography (c.f. Definition 2).

For instance in Fig. 2, this function over the interaction activity SendE-
vent(Customer Checked) of the local fragmentCustomers returns the interaction activity
ReceiveEvent(Customer Checked) of the local fragment Inventory. Note that this func-
tion can return a set of interaction activities since, for instance, a message sent by a local
fragment can be received by several ones.

Definition 5. PresetReceive Function. The PresetReceive of a SendEvent(Message) se
in a fragment Lfm corresponds to the set of ReceiveEvent(Message) in Lfm that are
executed before se in a sequence flow.

For instance in Fig. 2, this function over the SendEvent(Stock Updated) of the local
fragment Inventory returns ReceiveEvent(Payment OK) and ReceiveEvent(Customer
Checked) of the same fragment.

Definition 6. PrecedingReceive Function. The preceding of a SendEvent(Message) se
in a fragmentLfm correspondswith theReceiveEvent(Message) re inLfm that is executed
immediately before se in a sequence flow.

For instance in see Fig. 2 this function over the SendEvent(Stock Updated) of the
local fragment Inventory returns ReceiveEvent(Payment OK) of the same fragment.

3.2 Adaptation Rules

Based on the formal definitions presented above, we have defined a catalogue of adap-
tation rules that describe how a local change must be managed to maintain, when pos-
sible, the functional integrity and the compatibility of the choreography. By functional
integrity, we mean that all the tasks defined in each microservice must be completed.
Consequently, there must be at least one potential SendEvent that sends a message to be
received by a corresponding ReceiveEvent. By compatibility, we mean that all BPMN
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fragments of the choreography must end safe and terminate in an acceptable state. How-
ever, these rules do not ensure properties such as deadlock-free and fault-tolerance in
composition. These problems have been extensively researched by the BPM community
[23, 24] and to face them we propose to apply the change patterns identified in [22] to
ensure the correctness of the composition after the change and the adaptation rules are
applied.

A total amount of 14 rules have been defined. However, due to space issues, this
paper only presents two representative examples. The complete description of the cata-
logue of rules can be found in [6]. In this paper, we extend our previous contributions
by formalizing the adaptation rules through the description of algorithms that can be
executed independently of the implementation technology used to compose the chore-
ography. Based on our previous work [5] we have identified every add, delete, and update
modification that can be applied in an interaction activity (SendEvent or ReceiveEvent).
We only focus on these types of modifications as they are challenging by themselves,
and any further change can be written as a combination of them. We have applied all the
modifications identified in three different case studies, and we have analysed the actions
required to maintain the functional integrity and compatibility of the composition. This
was done following an iterative and incremental process [7] in such a way the adapta-
tion rules were progressively developed and tested in the case studies, refining previous
definitions when some errors or objections were detected.

6 out of 14 rules are defined to support delete changes (3 affect SendEvents, and
3 ReceiveEvents). 6 out of 14 rules are defined to support update changes (3 affect
SendEvents, and 3 ReceiveEvents). Finally, the 2 remaining rules are defined to sup-
port insert changes. In this case just for changes that affect ReceiveEvents since add
changes that affect SendEvents do not introduce inconsistencies between microservices
but extend instead the possibilities of the composition by adding new throw. In the
following paragraphs we explain two representative rules and characterize them.

The first rule presented in this paper faces the removal of a SendEvent(msg1) in
the local fragment Lf of the microservice m. This change modifies the output interface
(OutputI, see Definition 2) of Lfm. Thus, it affects all the microservices that include a
ReceiveEvent(msg1) in its input interface (InputI), which will never start or continue
since their execution depends on the triggering of such message (msg1).

To support this change, we propose the Adaptation Rule #1 (see below) that adapts
the affected microservices to start listening to the message triggered just before the
deleted one. This rule receives as input aDelete local change (see Definition 3) and uses
the precedingReceive() function to search for the ReceiveEvent preRec that is executed
immediately before the deleted SendEvent se. Then, the Complement() function is used
to obtain a list reList with all the ReceiveEvents affected by the change. Finally, for each
ReceiveEvent, the Update() function is executed to replace them with preRec.
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Figure 3 shows a graphical example of the application of this rule. If the SendE-
vent(Customer Checked) is removed from the local fragment ofCustomers, the Inventory
microservice, which is waiting for it, will never start. To allow the Inventory microser-
vice to complete its tasks, it is modified to wait for the message previously caught by
the modified fragment, i.e., to wait for the Process Purchase Order message instead.
This adaptation of the affected local fragment maintains the functional integrity of the
choreography (i.e., all the tasks executed before the local change are executed after-
wards). However, two microservices that initially worked sequentially (e.g., first, Cus-
tomers checks the customer information, and then Inventory checks the availability of
the purchased products) are now executed in parallel (e.g., after the adaptation, the start
of the Customers microservice and the Inventory microservice are executed when the
client sends the message Process Purchase Order). As we explain in Sect. 7 (execution
phase), applying this rule requires human supervision since the order of execution of the
microservices has changed. However, as described in [5], depending on the magnitude
of the change, we find adaptation rules that may or may not require human supervision.
For instance, the second rule presented next can be automatically applied without human
supervision.

Fig. 3. Example of Adaptation Rule #1.

This second rule faces the update of a SendEvent(msg1) in the local fragment Lfm
of the microservice m to send a new message (msg2) that does not exist in the context
of the composition. This change modifies the output interface (OutputI, see Definition
2) of Lfm. Thus, it affects all the microservices that include a ReceiveEvent(msg1) in
its input interface (InputI), which will never start since their execution depends on the
triggering of msg1.

To support this change,we propose theAdaptationRule #7 (see below) that adapts the
affectedmicroservices to start listening to the newmessage triggered (newMsg). This rule
receives as input an Update local change (see Definition 3) that contains the SendEvent
se that is being updated and the new SendEvent se’ that will replace it. The algorithm
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obtains the new message that is being sent with the getMessage() function. Then, the
Complement() function obtains a list (reList) with all the ReceiveEvents affected by the
change. For each of them, the putMessage() function is executed to receive the new
message.

Figure 4 shows a graphical example of the application of this rule. If the SendE-
vent(Payment OK) is replaced with a new SendEvent called SendEvent(Success Pay-
ment), the Inventory microservice will not continue its tasks since it is waiting for a
message that is no longer sent. Therefore, the Inventory microservice can be modified
to wait for the new message sent, i.e., to wait for the message Success Payment. Even
though in this case there is only one affected microservice, note that this adaptation
rule will be executed for every microservice that is waiting for receiving the updated
message. This adaptation rule maintains the functional integrity and compatibility of the
choreography and the coordination between microservices without altering the order of
execution of the microservices. Consequently, as we explain in Sect. 7, this type of rule
can be applied automatically without human supervision.

Fig. 4. Example of Adaptation Rule #7.

4 Supporting Microservice Architecture

In this section, we describe an extension of the microservice architecture presented in
[3] to integrate the adaptation rules presented above. The objective of this architecture is
to automate the application of the adaptation rules presented above as much as possible
when a change in coordination requirements is done from a local perspective.

We have extended ourmicroservice architecture by implementing aMAPE-K control
loop, which is typically used to manage the adaptation of autonomic systems [10]. A
MAPE-K control loop consists of four phases: the 1)Monitoring phase; the 2) Analysis
phase; the 3) Planning phase; and the 4) Execution phase. In addition, the MAPE-K
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control loop includes a Knowledge base that stores properties to describe the past and
present state of the system and its environment [11].

The extended version of the architecture is shown in Fig. 5. Initially, the archi-
tecture was designed with the following components: (1) the business microservices
that participate in the composition (i.e., Customers, Inventory, Payment, and Shipment
microservices); (2) the Global Manager microservice that oversees the BPMN collabo-
ration diagram that represents the global composition; and (3) an event bus that supports
the exchange of messages among microservices at execution time. In this work we have
revised the architecture by: (1) introducing the MAPE-K Controller a new microser-
vice introduced to control the three first phases of the MAKE-K loop; (2) endowing
the Global Manager microservice with the adaptation rules and a new component that
oversees the execution phase of the MAKE-K loop; and (3) introducing the Knowledge
Base component to register the local changes that occur in the system.

Fig. 5. Representation of the extended architecture.

To properly understand the MAPE-K loop implemented in our architecture, let us
give additional details first about the Knowledge Base and then about the MAPE-K.

Knowledge Base: In this work, wewant to evolve amicroservice composition that is
implemented as an event-based choreography of BPMN fragments when a local change
is done. Thus, we need a Knowledge Base that represents and stores the local changes
that occur in the system to be able to react to them. Thus, each time a microservice
performs a local change in its BPMN fragment, the change is published in the event bus
(Step 1 in Fig. 5). The change is described according to Definition 3 (cf. Sect. 3.1). Thus,
the log of local changes registered in the Knowledge Base would look like:

Delete(Task (CheckCustomer), Customers), Insert(Task(VIPCusomter), Customers),
Delete(SendEvent(Stock Updated), Inventory), Update(Task (CheckAvailability), Task
(CheckStock), Inventory), etc.

Monitoring phase: This phase identifies when a published local change can intro-
duce inconsistencies in the coordination requirements (Step 2 in Fig. 5). If we analyse
the log of local changes shown above, we can see that only one registered change, the
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Delete(SendEvent(StockUpdated), Inventory), produces inconsistencies in the coordina-
tion requirements. The others affect only the internal functionality of each microservice
without affecting the rest of the partners, i.e., they do not modify the output interface
(OutputI, see Definition 2), which do not require the application of any adaptation rule.
In a previous work [5], we analysed in detail the changes that can produce inconsis-
tencies in coordination requirements. In general terms, inconsistencies appear when a
ReceiveEvent or SendEvent of a BPMN fragment is altered. Thus, each time one of
these changes is detected, the next phase of the MAPE-K loop, the Analysis phase, is
performed.

Analysis phase: This phase collects and analyses all the necessary information to
characterise a local change in detail. The information required to perform such charac-
terisation is collected from the local change registered in the Knowledge Base (Step 3
in Fig. 5). Specifically, part of the information collected includes the following features:
(F1) the type of the modified element (SendEvent or ReceiveEvent); (F2) the type of
change that has been done (delete, update, or insert); (F3) whether or not the change
results in the publication of a new message in the choreography; (F4) whether or not
a BPMN throwing event is affected; or (F5) whether or not a BPMN catch event is
affected. Besides this information, as shown in [8], more data is collected to charac-
terise the change. For simplification purposes, we only present the above-introduced
five ones. Note that this characterisation of the local change is done to be interpreted by
a machine learning algorithm used in the Planning phase. Thus, derived data is explicitly
included to improve the performance of the machine learning algorithm (e.g., a BPMN
catch event is affected (F5) when the modified element (F2) is a SendEvent and the
type of change (F1) is delete or update; thus, F5 is derived from F1 and F2). When all
this information is collected, it is encoded as a feature vector [12]. As a representative
example, Table 1 represents a partial characterisation of the local change presented in
Fig. 3 (Delete(SendEvent(Stock Updated), Inventory)): the modified element (F1) is a
SendEvent (represented by the value 1), the action done (F2) is a deletion (represented
by the value 0); the change (F3) does not result in the publication of a newmessage since
is a deletion (represented by the value 0); a BPMN throwing event (F4) is not affected
(represented by the value 0), and a BPMN catch event (F5) is affected (represented by
the value 1).

Table 1. A partial feature vector characterising the delete change is illustrated in Fig. 3

F1 F2 F3 F4 F5 …

1 0 0 0 1 …

Planning phase: Once a local change has been characterised in a feature vector,
the planning phase must select one of the rules contained in the catalogue of adaptation
rules to solve the inconsistencies created by the change (Step 4 in Fig. 5). Thus, in
this phase, a machine learning algorithm processes the feature vector, and depending
on how the change has been characterized, selects one of the rules from the catalogue.
We propose using an algorithm based on machine learning techniques since it provides
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us with several benefits: note that by manually implementing an algorithm to predict
an adaptation rule, we need to code a vast amount of complex conditions, which is a
time-consuming and error-prone task. In addition, this turns its further redesign difficult.
Using a machine learning algorithm, this process is automatically done by a prediction
model that just needs to be trained with data. Also, we can re-train the prediction model
or change the technique used to predict either to improve the predictor’s performance or
to add more adaptation rules in the future.

Execution phase: Once the machine learning algorithm has selected an adaptation
rule to be applied, the Global Manager microservice is informed (Step 5 in Fig. 5)
to apply it in the BPMN collaboration diagram that represents the global composition
view (Step 6). To do so, we proposed in [5] an application protocol that classifies the
adaptation rules into automatic adaptation or adaptation with acceptance. Depending
on this classification, the way of applying the adaptation rules changes.

An adaptation rule classified as automatic adaptation can be applied automatically
without human supervision. An example of this adaptation is the one proposed by Adap-
tationRule #7 (see Fig. 4). In these cases, theGlobalManager can automatically apply an
adaptation rule to theglobal composition view and synchronise the performedadaptations
with the affected microservices (Step 7 in Fig. 5).

An adaptation rule classified as adaptation with acceptance implies some alter-
ations in the order of execution of the affected microservices. Thus, it must be manually
accepted by business engineers.An example of this type of adaptation is the one proposed
by Adaptation Rule #1 (see Fig. 3). This adaptation implies that some microservices that
were initially defined in a sequential way are executed now in parallel. Consequently,
business engineers need to accept the proposed adaptation.

5 Prototype Evaluation

According to [13], a way of preliminary evaluating the proposal of a new architecture
is through developing a prototype. Next, we introduce a realisation of the proposed
architecture and the adaptation rules formalised in Sect. 3 as a prototype involving
mapping technology choices onto the solution concepts1.

Adaptation rules implementation. Each rule is implemented as a transformation
between two models (the original BPMN fragment and the adapted one) expressed in
the same language. For instance, considering Adaptation Rule #1 (see Fig. 3), it can
be implemented as a model transformation that, when applied to the original BPMN
fragment of amicroservice (Inventory in the presented example), transforms it into a new
version that adapts the Start ReceiveEvent to wait for another message (in the example,
the Customer Checked message should be replaced by the Process Purchase Order
message). Currently, there are several solutions to implement model transformations
[14]. In this work, we have used a direct manipulation approach based on the Java
BPMN parser provided by the Camunda platform. We have selected this option since it
is supported by other Java tools that facilitate the integration of the adaptation rules with
our proposed microservice architecture [3].

1 Source code available at: https://github.com/MicroservicesResearch/MAPE-K-Loop.git.

https://github.com/MicroservicesResearch/MAPE-K-Loop.git
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Microservice architecture. All microservices are implemented by using the Spring
Boot Java framework; business microservices are endowed with a Camunda BPMN
engine to execute their BPMN fragment; the event bus is supported by a RabbitMQ
message broker; and communication among the Global Manager and the MAPE-K
Controller is done through REST APIs.

MAPE-K implementation. Regarding the technology used to implement the
different phases of the MAPE-K loop, we took the following decision:

• The Knowledge Base is implemented as a persistent queue in a RabbitMQ message
broker. Consequently, the monitoring phase is achieved by subscribing theMAPE-K
Controller microservice to this queue.

• In the planning phase, we want to predict a nominal value, i.e., the adaptation rule
to be applied. Thus, we used a supervised machine-learning technique focused on
classification tasks [9]. In order to train algorithms of this type, we need a dataset.
We used a synthetic dataset with a total of 2722 input cases. We have simulated 272
local changes in coordination requirements in four differentmicroservice composition
based on our approach, selecting manually the adaptation rule required to solve the
inconsistencies generated. We trained different classifiers with different techniques,
and in the end, the k-NN technique was the classifier that obtained better results for
our purpose in terms of precision (the obtained rule is correct) and recall (the rule is
correctly retrieved). Further details about the training and testing of these techniques
and the justification of their selection can be found in [8]. The algorithm can only
return one rule, and as a consequence, there are no scenarios where two different
rules can be applied.

• In the execution phase, the adaptation rules implemented with the BPMN Camunda
parser are applied to the global composition view. To achieve this, we faced two main
technological decisions:

– How to interact with business engineers when an adaptation needs amanual accep-
tance (e.g., Rule #1, see Fig. 3). To support this, we have developed a web tool3

that graphically shows the performed local change and the result of applying the
proposed adaptation [5].

– How to manage running instances of BPMN fragments when an adaptation rule
must be applied. To solve this, we used the versioning strategy implemented by the
Camunda engine deployed into the microservices to synchronise the adaptation
with the instances executed after the adaptation. The running instances of the
BPMN fragments that are being executed when the adaptation is applied are not
affected.

5.1 Testing the Prototype

Once the proposed architecture was implemented, we did a preliminary test to evaluate
the feasibility of evolving a microservice composition with the technology choices we
did. To do so, we implemented the running example of this paper and perform different

2 Available at https://github.com/microserviceresearch/ml-microservice-composition-evolution.
3 A video demo of this tool can be found at: https://microserviceresearch.github.io/

https://github.com/microserviceresearch/ml-microservice-composition-evolution
https://microserviceresearch.github.io/
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local changes that affect coordination requirements4. In particular, the changes we did
were the ones described in Table 2. These changes considered the three type of changes
defined in Definition 3 (cf. Sect. 3.1) and the two types of interaction activities (Receive
Event andSendEvent) defined inDefinition1 (cf. Sect. 3.1). Each scenariowas performed
three times. In the Table 2, in the outcome column, the result of each execution is
presented. C represents correct, and in these cases the MAPE-K selected the correct
rule to integrate the local change. F represents failed, and in these cases the MAPE-
K chose an incorrect rule and consequently, the change was not correctly integrated.
According to the obtained results, the MAPE-K successfully integrate the introduced
change in approximately 80% of the executions. In [8], we present a preliminary test that
reinforces the results obtained in this evaluation. Some minor adjustments were made
so that the MAPE-K avoids making the errors made in this evaluation in the future.
In terms of the correctness, in the executions where the local changes were correctly
integrated in the composition, the BPMN collaboration diagram generated as a result
was functional, i.e., the application of the rule did not introduce errors on the BPMN
processes. In the executions where the selected rule was not correct, the resulting BPMN
collaboration diagram was not functional since the change was not correctly integrated.
Finally, the adaptation process times were minimal. They lasted for milliseconds and
were no relevant differences between different types of changes.

Table 2. Local changes in coordination requirements used to test the architecture.

Mod. Element Micro Out

Delete SendEvent(Customer Checked) Customers C/C/C

SendEvent(Payment OK) Payment C/F/C

ReceiveEvent(Stock Updated) Shipment C/C/F

ReceiveEvent(Enough Stock) Payment C/F/C

Update SendEvent(Customer Checked) to throw VIP Customer Customers F/C/C

SendEvent(Payment OK) to throw Success Payment Payment C/C/C

ReceiveEvent(Customer Checked) to catch VIP Customer Inventory C/C/F

ReceiveEvent(Enough Stock) to catch Available Items Payment C/F/C

Insert SendEvent(VIP Customer) Customers C/C/C

SendEvent(Available Products) Inventory C/C/C

ReceiveEvent(Success Payment) Customers C/C/C

ReceiveEvent(VIP Customer) Inventory C/C/F

4 The change of deleting the Send Event Customer Checked in the BPMN fragment of the
Customers microservice was included in the video demo of the web tool (from 1’40”)
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6 Related Work

In service compositions, [15] provides a formal method for representing syntactic prop-
erties of orchestrations and a set of axioms/invariants to align the orchestration model
syntactically and semantically. In their work, the orchestration and the choreography
are considered two different elements with different representations and consequently,
to propagate the changes it is required to apply transformations between the two mod-
els. Our proposal implements an architecture to automate the evolution process when a
change is introduced from the perspective of onemicroservice, andwe alsomake it easier
to understand the impact that the change and the adaptations have on the composition,
since we have a visual representation of the global composition and the fragments.

In flexible business processes, [16] proposes an approach tomodel business scenarios
as a set of small fragments and use data object states to combine them at runtime. Their
work differs from ours in that they cover major changes in fragments such as adding
new one, while we consider changes that affect specific elements inside the process of
a BPMN fragment, such as tasks or interaction elements (throw/catch).

In object-centred process coordination, [26] presents a concept where multiple coor-
dination processes are used to coordinate a relational process structure. In our work,
the coordination is distributed between the microservices and thus, we offer a high
degree of decoupling between them for its development and evolution. In addition, their
work does not consider the evolution of the different objects. [27] presents an artefact
that encapsulates process logic and data into objects that, at run-time, are represented as
microservices. Theirwork focuses on scalability and considers the propagation of smaller
changes, such as attribute value changes, which do not require coordinated adaptations.

Finally, in change management, [17] proposes change propagation algorithms to
ensure the behavioural and structural soundness of choreography partners in cross-
organizational processes. We go a step further and propagate and adapt the changes
to guarantee the participation of every partner in a composition based on a microser-
vice architecture. Unlike their work, we use a MAPE-K component to automate the
evolution process, characterise the produced changes in detail and be able to select an
adaptation rule from a catalogue. [18] explains a negotiation phase to apply a change, but
no mechanism is proposed to ensure all partners have applied the change. [19] presents
an approach to apply incremental changes (modify, add, and delete) to the choreogra-
phy participants, but it does not consider mechanisms to ensure the propagation of the
changes. Our approach follows a protocol that ensures that local changes and adaptations
are propagated and implemented in the global composition and to each affected partic-
ipant. [20] defines a set of rules to ensure the correctness of change operations. Their
work is a formalisation of an event-based process and its refinement, but it is unclear how
this refinement can be done from a participant’s perspective. Furthermore, their proposal
has not been put in practice, while ours has been implemented. [25] presents a method to
compute different variants of ecosystems if a module rejects an adaptation, maintaining
two versions of the ecosystem simultaneously. We follow a protocol to ensure that the
change and the adaptation must be agreed with all affected participants in order to be
implemented.
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7 Conclusions and Further Work

In this paper, we have proposed a strategy to support a bottom-up evolution of microser-
vice compositions that are implemented as event-based choreographies of BPMN frag-
ments.Wehave formally defined a set of adaptation rules that describe howmicroservices
must adapt their BPMN fragments when one of them introduces a local change. This
formalisation allows us to present an evolution strategy that is precisely specified inde-
pendently of any technology. This facilitates its integration with different infrastructures
that can support the choreography of BPMN fragments.

In addition, we propose a new version of an event-based microservice architecture
that includes aMAPE-K loop to integrate the adaptation rules. As a proof-of-concept, we
have developed a prototype to evaluate the implementation. This allowed us to demon-
strate that the proposed evolution strategy can be successfully implemented from a
pragmatic point of view. In addition, the presented proof-of-concept implementation
constitutes a promising result that reinforces the idea of integrating IA techniques with
microservice architectures to support their evolution.

As ongoing work, we are extending this work by considering local changes that
affect the data exchanged by the microservice. We are working on its formalisation [6]
and integration in the architecture. As further work, we want to study the application
of online machine learning techniques so the classifier used in the planning phase of
the MAPE-K loop can be automatically re-trained from the different results obtained
progressively.
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Abstract. Currently, we see a rapid digitization of manufacturing pro-
cesses using robotic systems. However, not all work can be automatized
at reasonable cost in the foreseeable future. As a consequence, human-
robot collaborations are defined for complex work tasks. In human-robot
collaborations, humans and robots share the same working space and
work in parallel in close vicinity. In addition, humans and robots work
at the same time on the same task. Per definition, human-robot col-
laborations must be considered safety-critical and be treated as such.
Therefore, not only must the adaptive behavior of the robot be specified
to perfectly align with the expected human behavior, but safety analy-
ses are mandated to specify potential hazards harming the human, the
robot, or the work product. To support meaningful safety analyses and
thereby the identification of needed monitoring and safety mechanism to
be implemented as early as possible, we investigate the use of GRL goal
models to specify safety threats in human robot collaboration and foster
the definition of safety tasks.

Keywords: Safety Analysis · Goal Modeling · GRL · Human Robot
Interaction · Human Robot Collaboration

1 Introduction

A robot is programmed to automatically execute complex sequences of actions.
However, robotic systems are undergoing rapid development and with increas-
ing complexity, rendering them one of the most intricate types of cyber-physical
systems (CPS). This is due to an increasing demand for service robots in res-
idential and industrial settings, which has catalyzed the creation of advanced
robots that are equipped with proprioception sensing and precise actuation con-
trol [1]. In addition, robots in future manufacturing scenarios are expected to
adapt their behavior due to real time sensed human behavior in their vicinity
and, furthermore, to collaborate with humans on complex work tasks [35].

As a point of distinction, it is important to note that human-robot interaction
(HRI) and human-robot collaboration (HRC) are related yet distinct concepts.
HRI pertains to the communication and interaction between humans and robots,
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which may involve one-way or two-way communication. On the other hand, HRC
pertains to situations where humans and robots work together towards a shared
objective, with both parties sharing tasks and responsibilities. In HRI, it is also
important to design safe and socially acceptable robot interactions with humans
[5].

However, in various domains we rely on collaborations not only as collabo-
rative robots between robots [5] but in particular between robots and humans.
Such human-robot collaborative systems are designed to combine the poten-
tial of human work and automated machines, some examples are observable in
manufacturing, healthcare, and service industries [13].

As HRC becomes more widespread, ensuring the safety of human operators
in such collaborations has become a pressing concern [36]. Therefore, for defining
proper human robot collaborative systems, it is important to adequately consider
the safety of the human already in the early development phases [17].

In software and systems engineering, model-based engineering approaches
have established to cope with complex system development [8] as is the case for
collaborative embedded systems [4]. In recent years, model-based engineering
has also proven useful and beneficial for industry automation systems [6,27].
Goal models provide an easy language to specify complex specifications already
in requirements engineering [20]. Particularly, goal models cannot only be used
for specification in early phases but provide a profound foundation for early anal-
yses [7,21]. This has already been shown useful for collaborative cyber-physical
systems [12].

In this paper, we investigate the application of goal models for specifying and
conducting early safety analyses of human-robot collaborative systems. In doing
so, we define a goal modeling extension for specifying and analyzing the safety
of the human-robot collaborative system. Therefore, we combine and adapt two
unrelated extensions for the goal modeling languages, iStar [10] and GRL (goal
oriented requirement language, [2]). We build upon previous work proposing
an extension to model collaborative cyber-physical systems [11] and work by
Ribeiro et al. for modeling safety hazards [33]. We evaluated the approach using a
human-robot collaborative systems’ case examples from the industry automation
domain. In summary, this paper contributes:

– a GRL modeling approach for human robot collaborations
– a GRL modeling approach for safety analysis in human robot collaborations
– a case study evaluation showing applicability and usability

The paper is outlined as follows. Section 2 discusses the related work and
introduces the relevant foundations of goal modeling, human-robot collaboration,
and Safety analysis with goal models. Further on, we introduce our approach
for goal modeling of human robot collaborations and safety threats in Sect. 3.
Section 4 illustrates the applicability of the approach using an industrial case
study. Finally, Sect. 5 concludes the paper.



Safety Analysis of Human Robot Collaborations with GRL Goal Models 319

2 Foundations and Related Work

2.1 Goal Modeling

Goal modeling techniques play a critical role in the requirements engineering
process, facilitating the elicitation of requirements while also helping to identify
potential problems and constraints within a system [24]. Initially, goal model-
ing approaches focused on modeling the requirements of different stakeholders
and highlighting dependencies and conflicts [18]. In recent years, goal modeling
approaches have been used for modeling and analyzing various problem situa-
tions in different domains (see [20] for a recent review of the field of goal modeling
in requirements engineering).

Among recent approaches, the idea to not only model stakeholders but to
model systems as actors and reason about dependencies in the goal fulfillment
of systems became popular. This way, realizability of a requirements specifica-
tion can already be determined early in the development. Furthermore, collab-
orative CPSs can be investigated [11,30] or safety analyses can be supported
[33]. Approaches in this area commonly build upon and extend the iStar goal
modeling language [10] or the goal oriented requirement language (GRL, [22]),
which is a simplified and standardized version of iStar.

2.2 Modeling Human-Robot Collaborations

Human behavior is intricate and challenging to distill, necessitating the inte-
gration of different modeling approaches such as mathematical, structural, and
conceptual [23]. HRC is typically modeled using behavioral models [34]. In doing
so, the collaboration can be described rather abstractly, for instance, using state-
charts [3] or sequence diagrams [16], or in very detailed fashion using mathemat-
ical models [31] or simulation models [26] such as Gazebo or OpenRAVE [19].

As HRC is a widespread term, as the interactions and the level of robot auton-
omy varies greatly. At one extreme are fully autonomous robots like RUMBA,
while at the other extreme are robots that rely solely on operator inputs, such
as the line-of-sight search and rescue UAVs [36]. As a result, modeling human
behavior can be either overly complex or overly simplistic, depending on the
extent to which behavior needs to be modeled. Hence, modeling human behav-
ior is still a challenge [25].

In model-based software engineering, often models of different perspectives
are combined and related to a coherent view on the system [4]. Thus, combin-
ing modeling approaches such as structural with behavioral modeling, one can
integrate the complexities of human behavior into the system design [36]. This
can, also, be applied for goal modeling and relating behavioral models to goal
models. However, goal reasoning and other analyzes can no longer be executed
on the goal model alone. In addition, the overall size and complexity of models
easily get too complex to adequately support stakeholder discussions.
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2.3 Collaboration Goal Modeling

CPSs are characterized by the integration of physical and computational pro-
cesses, where embedded computers and networks monitor and control physical
processes through feedback loops [14]. In addition, collaborative CPSs have the
ability to create networks in real-time to achieve goals that cannot be achieved by
individual systems alone. This is accomplished through the exchange of informa-
tion that facilitates the coordination of their behaviors to achieve shared goals
[11]. To ensure that CPSs meet their intended requirements, it is essential to
systematically elicit, specify, and analyze the goals and objectives of the sys-
tem, along with their relationships. This process, known as goal modeling [28],
provides a basis for verifying and validating the system’s behavior.

In previous work, we proposed a GRL extension to model collaborative
CPS [11]. The meta-model shown in Fig. 1 highlights the changes of the exten-
sion. Actors are categorized into collaborative CPS, collaborative CPS network,
and roles. Collaborative actors are integral to the dynamics of collaborative
CPSs. Representing distinct entities collaborating to achieving shared objec-
tives. Therefore, real-time coordination and adaptation mechanism are needed.
This also plays a pivotal role when defining HRC relationships, since they are
collaborative and both entities work towards achieving the same goal. Moreover,
relationships between actors are defined as Is-a, Collaborates-in, and Is-assigned
relationships. In addition, three types of dependencies, namely AND, XOR, and
IOR, have been incorporated into the model. This extension enables the mod-
eling of bidirectional and self-dependencies. These dependencies are crucial for
capturing the complex interactions between different collaborative CPSs, and
for ensuring that the system is designed and developed to meet the intended
requirements.

Figure 2 shows a modeling example using the extension for collaborative CPS.
It is shown the collaboration of a transport robot fleet. By condensing a complex
goal modeling diagram into an easily digestible format, the extension simplifies
the task of understanding these relationships, requiring only a basic level of
knowledge.

2.4 Safety Goal Modeling

When humans are involved in any system, ensuring safety is a major concern
that requires immediate attention. In the context of HRC, where humans and
robots work collaboratively in a controlled environment, it is still necessary to
model the safety and analyze potential hazards or unexpected situations that
could arise. This is especially important since human-robot collaborative systems
involve dynamic and uncertain interactions between humans and robots, making
it difficult to ensure complete safety and predictability [15].

Ribeiro et al. present the iStar4Safety extension to foster safety analyses with
goal models already in early development phases. The meta-model is shown in
Fig. 3. The iStar4Safety extension allows for modelling hazard and safety threats
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Fig. 1. GRL/iStar extension for collaborative CPS from [11]

in iStar. Therefore, introduces new elements to model safety hazards, safety goals,
safety tasks, and safety resources.

To model the impact of hazards on safety goals, iStar4Safety introduces
obstruct links that represent the relationship between hazards and safety goals.
Additionally, safety goals have five levels of accident impact levels, which can be
assigned to them when they are obstructed by safety hazards. This feature allows
designers and developers to evaluate the severity of a safety hazard’s impact on
the safety goals of the system and prioritize their mitigation efforts accordingly.

3 Modeling Human Robot Collaborations and Safety
Threats with GRL

In this paper, we apply the GRL to model human robot collaborations and
document the results of safety analyses within the goal model. Therefore, some
extensions to the GRL are needed to match the goal of adequately capturing
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Fig. 2. Goal model for a fleet of collaborating transport robots [11]

human robot collaborations and to foster safety analyses of human robot col-
laborations. In this section, we define our modeling approach, whose application
and usefulness we illustrate later in Sect. 4.

Our approach extends the GRL with two general ideas:

1. Explicitly model the human robot collaboration. To do so, we build upon the
work by we [11] that proposed a GRL-compliant iStar extension to model
collaborative CPS. In this paper, we show that this approach can in principle
also be used to model human robot collaborations but is missing specific
aspects. Therefore, we extend this approach with collaboration relations, that
explicitly differentiate human robot collaboration related dependencies from
common dependencies.

2. Explicitly model safety threats and safety goals related to human robot col-
laboration. To do so, we build upon the work by Ribeiro et al. [33] that
proposed a iStar extension to model safety hazards.
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3.1 Modeling Human Robot Collaborations

As a simple but very common example for human robot collaborations in man-
ufacturing, we use a pick and place scenario, as is often emphasized for future
manufacturing use cases [29]. Collaborative robots (cobots) are specifically engi-
neered to work alongside humans in a coordinated manner [9,32]. These cobots
excel at executing pick and place operations within controlled setups. Unlike
their larger industrial counterparts, cobots are compact, facilitating easy maneu-
verability and allowing for swift emergency response without disrupting the
entire production line.

The pick and place scenarios are typically placed in a controlled environment
where a human and a cobot assemble a product. In our example, the product is
assembled by the human. The human is supported by the cobot that identifies the
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needed parts in a storage box, picks the needed part and places it in a sequence
on a work counter, after which the human assembles them at a secondary work
counter.

The cobot follows a specific process pattern to assemble the product collab-
oratively with the human.

1. The cobot begins by scanning and identifying the required parts for the prod-
uct assembly process.

2. It then navigates to the storage area to pick up the first required part.
3. The cobot moves to the work counter and places the part on the empty slot

for that specific part.
4. The cobot repeats steps 2–3 for all the required parts until the work counter

is fully equipped.
5. The human proceeds with assembling each part on the work counter.
6. Once the human completes assembly of one product, the robot starts step

1–4.

Figure 4 shows the derived goal model for the cobot. The goal model is
designed such that all tasks are explicitly stated at the bottom of the model,
which will better support safety analysis – as the safety is imminent to the tasks
– and, thus, allows later on easier documentation of the safety goals, hazards,
and tasks in relation to the causing tasks of the goal model.

Fig. 4. Goal model of HRC in an assembly station

The task of the human pick different parts and the task of the cobot place
parts is a special case of bidirectional dependency that occur adjacently within
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the same controlled environment. To effectively highlight the collaborative nature
between the human and the cobot, the use of bidirectional or unidirectional
dependencies alone was not sufficient. Therefore, we introduce a new type of
dependency called Collaboration dependency. This collaboration dependency,
specifically emphasizes and represents the collaborative relationship and inter-
action between the human and the cobot, which aids in providing an accurate
and comprehensive sketch of their collaborative tasks in the model.

3.2 Modeling Safety Threats in Human Robot Collaboration

Modeling the collaboration dependency, is a first step towards safety analysis, as
the majority of safety threats is due to the collaboration between human and the
cobot. Based on the goal model from Fig. 4, we conduct a safety analysis. This,
leads us to the identification of potential safety hazards, which we exemplarily
show in Table 1.

Table 1. Excerpt of Safety Analysis Results

Safety Hazard General Resolution Approach

Human operator in the vicinity
of the cobot

Check if the human operator is within the safe
distance of cobot operation. If yes, continue
and keep monitoring. If no, stop any operation

Execution of pick-and-place
leads to a collision?

Predict any possible collision and stop any
operation if necessary

Human operator gets tired Monitor the efficiency of human operation. For
reduced efficiency, advise change of operators
or inform the operator to take a break

As can be seen from Table 1, safety hazards either relate to the tasks of
the cobot, or to the collaboration dependency between human and cobot. We
extended, the goal model from Fig. 5 to include the various safety hazards. Fur-
thermore, we defined in accordance with the approach from Ribeiro et al. [33]
safety goals and safety tasks to mitigate these hazards.

In our exploration of HRC safety threats, we identified different threat cat-
egories based on their origin. System-specific threats arise directly from mal-
functions within the system, such as a cobot. Human-system interaction threats
emerge from the dynamics between humans and robots, like in pick-and-place
scenarios. Inter-system collaboration threats stem from interactions between
multiple robotic systems.

For the safety threats related to the tasks of the robot, we documented,
for instance, that the safety task Gripper closed correctly? is an elementary safety
task. If the gripper is not completely closed, this can lead to potential falling
objects. This should be monitored through the gripper sensors that constantly
monitor the position of the actuator that moves the gripper jaws. The same
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applies to when the cobot places the part on the work station for the human to
pick. The part should be placed in its respective position on the work station. If
the cobot fails to do so, the part could again be a potential fall hazard that can
be avoided through constant monitoring via optical sensors and gripper sensors.

In addition, major safety hazards related to the collaboration depen-
dency exist. These relate to potential safety hazards to humans and can gener-
ally be placed into three main categories:

1. Physical Injuries. The interaction between human and the cobot can lead
to physical injuries such as collisions, crushing, trapping, or impact-related
accidents. To address this, it is crucial to continuously monitor both actors
in the environment, namely the human and the cobot, for instance, using a
3D camera. By monitoring human and cobot positions and movements, any
violations of safety rules, such as maintaining a safe distance, can be detected.
If such violations occur, the safety manager activates a response where the
cobot immediately stops all movements to prevent any potential hazards from
occurring.

2. Strain. Humans may experience discomfort or pain due to prolonged or
repetitive motions, awkward postures, or excessive force exertion. This leads
to reduced efficiency. To address this hazard, the solution proposed involves
monitoring the efficiency of the human’s work performance. This includes
tracking the speed at which tasks are being carried out and the frequency of
errors made. For instance, if the human operator is consistently working at a
significantly slower pace than expected and is making a substantial number
of mistakes, it indicates a potential risk of physical strain. In such cases, the
safety manager should intervene and determine that the human to be unfit to
continue working at that moment. The recommended course of action would
be to advise the operator to take a rest period or to have another human
operator take over the task to prevent further strain and potential injuries.

3. Unsynchronized Communication and Coordination. Ineffective com-
munication and/or coordination between the human and the cobot can result
in misunderstandings, misinterpretation of signals, or lack of synchronization.
One specific scenario is when the cobot’s sensor, responsible for detecting
humans in its vicinity, is blocked or damaged. In such cases, it is imperative
that the safety manager is immediately notified to take appropriate action.
This ensures that the cobot’s movements and operations are adjusted to pre-
vent any accidental collisions or unsafe interactions with the human operator.
Furthermore, variations in workflow speed between the human operator and
the cobot can also pose a safety hazard. If the human operator is working at
a substantially slower pace compared to the cobot or vice versa, it can create
potential risks. In these situations, the safety manager should intervene and
adjust the cobot’s pace to align with the workflow of the human operator,
ensuring proper synchronization and minimizing the chances of accidents or
errors.
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Fig. 5. Extended goal model of HRC in an assembly station
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3.3 Meta-model of the Extension

The meta-model of our extension is given by Fig. 6. It combines the already
existing iStar extensions by we and Ribeiro et al., which build upon the original
iStar meta-model by Dalpiaz et al. [10]. To ensure compatibility with GRL, we
integrated the iStar4Safety extension into the extension for collaborative CPS,
which was already tailored to GRL. Aside from this consolidation, we introduce
a new dependency type collaboration dependency to explicitly document tasks
of two actors that are executed in collaboration. Thus, they not only depend
on the result as is the case for common dependencies, but we see some kind of
physical collaboration that is potentially prone to safety hazards. Furthermore,
the obstruction link is invariably associated with a collaboration link, as it sig-
nifies the joint efforts of two entities striving towards a mutual objective. This
inherent association strongly suggests the presence of safety hazards.

The imperative need for safety analysis in this context led us to seamlessly
integrate iStar4Safety with our extension from previous work (see Fig. 1 and
[11]). As a result, we incorporated the element of hazard and its corresponding
safety task, which, when executed, mitigates potential complications. To bol-
ster this framework, we introduced specific resources and objectives, termed as
safety resource and safety goal respectively. These elements play a pivotal role in
“obstructing” or actively preventing the actualization of the identified hazard,
ensuring a robust safety mechanism throughout the system’s operation. Addi-
tionally, we introduced the concept of collaboration dependency.

4 Evaluation

We evaluated the approach using common human robot collaboration scenarios
from manufacturing. We applied the extension to a human-robot collaborative
system for an industrial case study involving two cobots, collaborating with
one another and with a human. One cobot is responsible for pick and place
tasks, utilizing its autonomous capabilities to handle part movement within the
assembly station. This cobot operates based on predefined instruction sets. The
second cobot serves as a collaborative assistant, providing support in the assem-
bly process with minimal human intervention. Thus, the first cobot conducts
typical pick and place tasks as pre-processing support for the human and the
other cobot. The human and the other cobot then take the placed work pieces
to assemble them independently, but on the same product, thus, in close vicinity
with the risk of collisions.

With this case study highlighting a more complex HRC, we could show that
the approach is applicable. Figure 7 shows the results. As can be seen, the figure
defines the multiple collaboration actions between human and cobot as well as
between cobot and cobot. This helps in identifying potential safety hazards.
These are also shown in Fig. 7, as the approach was able to adequately model
safety hazards, relate them to safety goals and derive safety tasks to be imple-
mented.
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As described in Fig. 7, there are three collaboration dependencies, namely
between the human and two cobots as well as between cobot and cobot. The
safety threats posed due to human cobot collaboration remain similar with
respect to both cobots involved, but with minor changes. The human opera-
tor will not be necessarily strained when working with Cobot 2, as they are
called for assistance only when the cobot is unable to assemble the part on its
own. Whereas when we observe the relation between Cobot 1 and the human
operator, the human operator is bound to have some strain due to constant
attention and precision needed when assembling. There are a number of safety
hazards when it comes to the cobot collaboration. A major hazard is collision of
the two cobots, which further leads to human physical injury caused due to fly-
ing parts or broken parts or due to loud collision noise or short-circuiting due to
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Fig. 7. Goal model of 2 cobots in a controlled environment
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broken wires. Furthermore, due to the unsynchronized working pattern of both
cobots, this could lead to further hazards that need to be carefully monitored.

Thus, the model successfully captured the safety requirements and depen-
dencies between the cobots and the human operator, allowing for comprehensive
safety analysis. Hence, the goal model can already serve in early development
phases to support systematic safety analysis of HRC. However, it is important to
acknowledge that further evaluation is needed to assess the generalizability and
validity of the proposed extension. Future investigations should explore various
scenarios, such as multiple human and one cobot collaboration, multiple cobots
and one human collaboration, or even multiple robots and multiple human col-
laboration. These evaluations will provide a comprehensive understanding of the
extended GRL model’s applicability, robustness, and effectiveness across diverse
collaborative setups, ultimately ensuring the reliability and safety of human-
robot collaborative systems in different industrial contexts.

5 Conclusion

The objective of this research paper is to enable safety analysis, particularly for
human robot collaborations, during the conceptual planning phase using GRL.

Goal modeling plays a vital role in representing requirements in a concise
and comprehensible manner, making it well-suited for conducting safety analysis
of HRC systems. The primary challenge in modeling HRC systems lies in the
unpredictable behavior of the human operator involved. To address this issue, an
iStar extension was introduced by we [11] specifically for cyber-physical systems.
Moreover, the iStar4Safety extension proposed by Ribeiro et al. [33] was another
crucial component for safety analysis.

Building upon these extensions, we have shown that the extension for collab-
orative CPS is in principle also able to sketch human robot collaboration. Also,
the iStar4Safety extension has shown applicable to analyze and model safety
threats in HRC systems. Furthermore, both extensions could seamlessly be inte-
grated to adequately consider safety threats in human robot collaborations. In
addition, we extended the resulting combined meta-model with a collaboration
dependency to make tasks of two actors that collaborate closely and pose con-
siderable safety threats explicit.

By applying the combined extension to the modelling and analysis of an
industrial case example showing a common collaboration scenario for future
manufacturing in the context of Industry 4.0, we could show applicability and
usefulness of the approach to document safety hazards and relate safety tasks
to them. Thus, future work will need to consider more complex case examples
involving different types of robots. In addition, future work should deal with
linking the early safety results documented in the goal model to safety analyses
of the later phases and combining them to make up the final safety case of HRC
systems.
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Abstract. Augmented reality (AR) is a technology that overlays digi-
tal information onto real-world objects using devices like smartphones,
tablets, or head-mounted displays to enrich human comprehension and
interaction with the physical environment. The creation of AR software
applications requires today advanced coding skills, particularly when aim-
ing to realize complex, multifaceted scenarios. As an alternative, we pro-
pose a domain-specific visual modeling language for designing AR scenar-
ios, enabling users to define augmentations and AR workflows graphically.
The language has been implemented on the ADOxx metamodeling plat-
form, together with a software engine for running the AR applications
using the W3C WebXR Device API for web-based augmented reality. The
language and the AR application are demonstrated through a furniture
assembly use case. In an initial evaluation, we show, via a comprehensive
feature comparison, that the proposed language exhibits a more extensive
coverage of AR concepts compared to preceding model-based approaches.

Keywords: Augmented Reality · Domain-specific modeling language ·
Metamodeling

1 Introduction

Augmented reality (AR) plays an important role in the ongoing convergence of
the physical and the digital world [28]. At its core, augmented reality enhances
the user’s perception by superimposing visual information such as images, videos,
or three-dimensional (3D) visualizations onto real-world environments in real
time [2,39]. It uses computer vision techniques to align objects in the virtual
and physical worlds and displays the virtual information using see-through dis-
plays or screens, e.g., on smartphones or head-mounted displays [32]. AR reverts
to markers or detectors of real-world objects to determine their location and ori-
entation in three-dimensional space to accurately map visual information onto
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them. For realizing complex AR workflows in practical work scenarios, additional
concepts such as the integration of external data sources in combination with
triggers, conditions, and actions to process this data become necessary.

Recent technological advances have made augmented reality affordable via
its availability on standard smartphones and tablets [38]. In addition, the future
open W3C standard WebXR Device API is being developed for accessing AR
devices on the web across a wide variety of hardware form factors [18]. In terms
of industrial applications, market research by Gartner [27] and PwC [7] indicates
that AR is a highly promising technology allowing for broad usage in industrial
scenarios such as maintenance tasks or training [15].

Creating augmented reality applications requires today advanced program-
ming skills, e.g., for platforms and APIs such as Vuforia1, ARKit2, Google
ARCore3, or MRTK4. For easing the creation of AR applications, several propos-
als have been made in model-driven engineering (MDE) and conceptual mod-
eling. This includes, for example XML and JSON schemas for describing AR
scenes in generic, platform-independent formats [21,30] or with a focus on learn-
ing experiences [37]; domain-specific languages for creating AR model editors
using Vuforia, ARKit, or MRTK [6,29,33]; or a BPMN extension for repre-
senting process information in AR using the Unity platform [15]. In addition,
commercial low-code and no-code tools are offered that aim to empower non-
technical users to create AR applications. This includes tools such as UniteAR5,
or Adobe Aero6. However, these tools are mostly designed for creating a single
AR scene or very simple workflows.

What is missing so far is a visual modeling approach that can represent com-
plex AR workflows for diverse application scenarios, that can be easily adapted
to new requirements, and that is based on open standards. To facilitate the
creation of AR applications that take advantage of the accessibility, portability,
interoperability, and openness of the web, we propose a domain-specific model-
ing language (DSML) based on models conforming to the W3C WebXR Device
API recommendation, thereby enabling the definition of different scenarios such
as assembly processes, maintenance tasks, or learning experiences. The devel-
opment of the language follows guidelines for DSML development proposed by
Frank [13]. The DSML has been implemented on the ADOxx metamodeling plat-
form and applied to a furniture assembly use case [11]. For a first evaluation, we
conduct a feature comparison with similar languages in the area of augmented
reality [34].

The remainder of the paper is organized as follows. Section 2 describes fun-
damental concepts in AR and the most important development platforms for
achieving a common understanding. In Sect. 3, we analyze previous related work

1 https://library.vuforia.com/.
2 https://developer.apple.com/augmented-reality/arkit/.
3 https://developers.google.com/ar.
4 https://github.com/Microsoft/MixedRealityToolkit-Unity.
5 https://www.unitear.com/.
6 https://adobe.com/products/aero.html.

https://library.vuforia.com/
https://developer.apple.com/augmented-reality/arkit/
https://developers.google.com/ar
https://github.com/Microsoft/MixedRealityToolkit-Unity
https://www.unitear.com/
https://adobe.com/products/aero.html
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in MDE and conceptual modeling in the context of AR. From these insights, we
derive generic and specific requirements for a domain-specific visual modeling
language for AR applications and present its specification and implementation
in Sect. 4. This is followed by a use case in Sect. 5. In Sect. 6, we evaluate the
language through a feature comparison. Finally, in Sect. 7, we conclude the paper
and point to future work.

2 Foundations

As augmented reality relies on a range of specific techniques from computer
vision to achieve the intended user experience, we will briefly explain the most
important concepts in the following for ensuring a common understanding.

2.1 Augmented Reality

Augmented reality is a technology that allows computer-generated virtual
images to be embedded in the real environment [39], thereby creating a three-
dimensional alignment between virtual and real objects that allows for interac-
tion in real-time [2].

Augmented reality relies on three core concepts from the field of computer
vision [32]: (1) Detectables/Trackables, (2) Coordinate Mappings, and (3) Aug-
mentations. First, for determining the location and orientation of the real-world
environment, computer vision algorithms are used to estimate the position and
orientation based on two-dimensional (2D) or 3D sensor information, e.g., from
a camera stream or a LiDAR scanner [9,31]. This detection can either revert
to detectables in the form of natural features or markers such as QR codes as
surrogates for simplifying the detection and tracking [32]. Coordinate mappings
are then needed to align objects in the real and the virtual world to each other.
Thereby, a real world origin reference position, e.g., stemming from global posi-
tioning system (GPS) coordinates, must be mapped to the global coordinate sys-
tem of the virtual environment. Further, local coordinate systems are used for any
real-world or virtual object. These permit to define reference points for placing
virtual objects relative to other objects, independent of the current global coor-
dinates. Finally, virtual information is superimposed on the real world through
so-called augmentations. These can be animations, 2D images, videos, audio,
text labels, 3D objects, hyperlinks, checklists, or forms. By defining anchors,
augmentations can be fixed at a particular position in real space.

For more complex AR scenarios, further concepts are necessary. This includes
in particular the integration and processing of additional data that is acquired
throughout the life-cycle of an AR scenario via sensors or user interactions. To
enable dynamic changes in the AR environment, at least basic workflow concepts
such as triggers, conditions, and actions need to be foreseen [37]. Thereby, trig-
gers include: click, detection, sensor, or timer events; voice commands; entry/exit
of defined spatial areas; or, gestures. Conditions specify the branchings into dif-
ferent process flows and actions refer to any change applied to the virtual objects
such as the appearance and disappearance of objects or transformations, i.e.,
rotation, scaling, and positioning.
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2.2 Implementation Platforms

For creating AR applications, several development platforms and software devel-
opment kits (SDK) are provided. Most of them require significant program-
ming skills and are either commercial or closed-source. Examples include the
Unity runtime and development environment, Apples ARKit, Wikitude, Vuforia,
Kudan, Unreal Engine, or Adobe Aero. In addition, open source platforms and
SDKs are available, such as Google ARCore, ARToolKit+, OpenXR, or Holokit.

An alternative to the above platforms and SDKs is the WebXR Device
API [18]. It specifies a web Application Programming Interface (API) that pro-
vides browser-based access to handheld or head-mounted augmented reality and
virtual reality devices, including sensors. This allows AR content to be ren-
dered by any compatible WebXR-enabled browser without the need to install
additional software or use SDKs. As of today, WebXR is supported, for exam-
ple, by Chromium-based browsers on the Android operating system7, includ-
ing handheld smartphones and tablets, as well as head-mounted displays, e.g.,
the Microsoft HoloLens 28. Further, WebXR is already included in the WebKit
engine used by iOS Safari9 and will be supported by the Apple Vision Pro10.
WebXR does not facilitate the development of technical applications, but appli-
cations developed with it are more accessible.

3 Related Work

Several approaches have explored the application of conceptual modeling and
model-driven engineering for augmented reality applications. In a comprehensive
literature analysis, we previously identified 201 relevant papers at the intersec-
tion of conceptual modeling and virtual reality/augmented reality and derived
the major research streams in these areas [26]. From the results of this study, we
selected the most important contributions in the area of model-driven engineer-
ing and conceptual modeling for AR which are related to our approach. These
will be briefly characterized in the following.

Ruminski and Walczak [30] describe a text-based declarative language for
modeling dynamic, contextual augmented reality environments called CARL.
They claim that CARL can simplify the creation of AR experiences by allowing
developers to create reusable, modular components. Their development approach
is based on textual modeling and does not include a visual representation.

Wild et al. [37] focused on data exchange formats for AR experiences in manu-
facturing workplaces. They propose two textual modeling languages that include
the definition of learning activities (activityML) and the definition of workplaces
(workplaceML). Based on this work, a new IEEE standard for Augmented Reality
Learning Experience Models has been developed [36], which includes a reference

7 https://caniuse.com/webxr.
8 https://microsoft.com/en-us/hololens.
9 https://github.com/WebKit/WebKit/tree/main/Source/WebCore/Modules/webxr.

10 https://www.apple.com/apple-vision-pro/.

https://docs.unity.com/
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https://github.com/KhronosGroup/OpenXR-SDK
https://holokit.io/
https://caniuse.com/webxr
https://microsoft.com/en-us/hololens
https://github.com/WebKit/WebKit/tree/main/Source/WebCore/Modules/webxr
https://www.apple.com/apple-vision-pro/


338 F. Muff and H.-G. Fill

implementation11. It enables the direct definition of learning workflows within
an AR context. However, the textual models for these workflows are stored only
at runtime, precluding a definition outside the tool.

A similar approach has been developed by Lechner [21]. He proposes the
XML-based Augmented Reality Markup Language (ARML 2.0) for describing
virtual objects, their appearance, and anchors in an AR scene in relation to
the real world. ARML 2.0 has been included in a standard issued by the Open
Geospatial Consortium12 in the form of an XML grammar.

Ruiz-Rube et al. [29] proposed a model-driven development approach for
creating AR-based model editors, aiming at more efficient means of creating
and editing conceptual models in AR. Thus, the generated applications target
modeling itself. They demonstrate their approach by a tool called ARE4DSL13.
It only allows for the definition of AR-based modeling applications and not for
the definition of other types of AR applications.

Seiger et al. [33] presented Holoflows, a modeling approach for creating Inter-
net of Things (IoT) processes in augmented reality environments. The approach
includes an interface allowing non-experts to design IoT processes without pro-
cess or modeling knowledge. The approach is specific to the IoT domain and
modeling is only possible within the provided AR application.

Grambow et al. [15] introduced an approach called BPMN-CARX. It stands
for a solution integrating context-awareness, visual AR support, and process
modeling in BPMN of Industrial Internet of Things (IIoT) processes. The app-
roach allows to extend business process management software with AR and IIoT
capabilities. Further, it supports the modeling of context-aware and AR-enabled
business processes. BPMN-CARX extends BPMN with new elements including
a graphical notation. The approach is specific to business process modeling and
does not seem applicable to other scenarios.

Campos-Lopez et al. [6] and Brunschwig et al. [5] proposed an automated
approach for constructing AR-based interfaces for information systems using
model-driven and software language engineering principles without the need for
coding knowledge. They introduced a model-driven approach for AR interface
construction, where the interface is automatically generated from a high-level
domain metamodel of the system and includes AR features like augmentations,
a mechanism for anchors based on real-world position, or the recognition of
barcodes and quick response (QR) codes. Additionally, it is possible to define
API calls to be performed upon certain user interactions, e.g., the creation of
objects. The approach is mainly designed for modeling systems that use AR,
however, there is no possibility to define states or executable workflows. They
demonstrate the feasibility of their approach through a prototypical iOS app
called AlteR that is based on Apple’s ARKit14.

In summary, approaches exist for (1) generating specific AR applications
based on models and schemata, (2) generating AR-based modeling tools based

11 https://github.com/WEKIT-ECS/MIRAGE-XR.
12 http://docs.opengeospatial.org/is/12-132r4/12-132r4.html.
13 https://github.com/spi-fm/ARE4DSL.
14 https://alter-ar.github.io/.

https://github.com/WEKIT-ECS/MIRAGE-XR
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https://github.com/spi-fm/ARE4DSL
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on MDE, and (3) AR modeling applications based on conceptual modeling lan-
guages. However, to the best of our knowledge, there is no visual modeling
approach available so far for representing executable AR workflows for diverse
application scenarios and that is based on open AR standards. Therefore, we
advance in the next section to the definition of the requirements of such a mod-
eling language and its implementation, as well as an exemplary use case.

4 Derivation of the Visual Modeling Language

Domain-specific languages in general provide constructs that are tailored to a
specific field of application with the goal of gaining expressiveness and ease of use
to increase productivity [22]. In the area of model-driven software development,
typically languages with a visual notation are proposed, which we will denote in
the following as domain-specific visual modeling languages, cf. [13,19]. Related to
this is a trend found today in industrial software development with the rise of low-
code and no-code approaches which aim at empowering users to develop software
with less or no programming expertise [3,8]. We will thus derive a domain-specific
visual modeling language for creating augmented reality applications.

4.1 Methodology

Several guidelines and methodologies have been proposed for the development
of domain-specific languages, cf. [13,17,20,35]. We will mainly follow the macro
process proposed by Frank [13], who describes seven phases including details for
each phase - see Fig. 1. For the language specification and the creation of the
modeling tool we further considered the methodology by Visic et al. [35], which
focuses on the interplay between a modeling language and algorithms and the
deployment of the modeling tool.

Clarification of 
Scope and 
Purpose

Analysis of 
Generic 

Requirements

Analysis of 
Specific 

Requirements

Language
Specification

Design of 
Graphical 
Notation

Development 
of Modelling 

Tool

Evaluation 
and

Refinement

Fig. 1. Seven Phases for Domain-Specific Language Development [13] [p. 8]

In terms of scope and purpose, we aim for a language that permits users with
no programming expertise to create augmented reality applications that include
complex workflows and run in a web browser without further plugins or software
components on a broad range of devices.

4.2 Requirements

Frank distinguishes between generic and specific requirements that need to be
analyzed prior to the language specification [13]. As Gulden and Yu pointed
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out, these requirements have to be carefully balanced for considering trade-
offs between different design alternatives [16], especially in terms of simplicity,
comprehensibility, and convenience of use of the language [13].

Thus, we defined the following seven generic requirements (GR1−7) for
our language as proposed by Frank [13] and in similar fashion by Karsai et al. [20],
as well as Jannaber et al. [17]: GR1: The language should allow the specifica-
tion of AR applications of various types without programming skills, making
AR application development more intuitive and user-friendly than traditional
approaches. GR2: The modeling language shall use concepts that a potential
user is familiar with, i.e., concepts that are either common in everyday life or
related to AR environments. GR3: The modeling language shall contain special
constructs that are tailored to the domain of augmented reality. These terms need
to be understood in the same way in all situations and by all users. GR4: The
constructs of the language should allow modeling at a level of detail sufficient for
all foreseeable AR applications. GR5: The language shall provide different levels
of abstraction to avoid overloading and thus compromising the proper interpre-
tation of a model. GR6: There shall be a clear association between the language
constructs and the constructs of the relevant target representations in the AR
application. GR7: In addition, Frank describes the requirement of choosing an
appropriate metamodeling language that is consistent with the generic require-
ments described, which we will consider later for the language specification.

Further, we added twelve specific requirements SR1−12 that originate from:
(a) our analysis of the domain of augmented reality in the form of fundamen-
tal concepts and existing software platforms and approaches – see Sect. 2, (b)
previously identified academic approaches in the area of model-driven engineer-
ing for AR [26], and (c) requirements concerning the implementation of the
language in terms of satisfying the purpose of platform-independent execution
using WebXR [18]. The specific requirements have been further grouped into
three categories: Domain, Abstraction, and Implementation.

The category Domain refers to specific requirements that emerge from the
domain of augmented reality applications. SR1: Superimposing virtual objects
on the real world (Augmentation) is the main functionality of augmented real-
ity applications [6,15,21,29,30,33,37]. The domain-specific modeling language
must allow the user to represent virtual augmentations in various forms such as
images, text labels, animations, or 3D objects. SR2: To create a realistic AR
experience, the digital augmentations superimposed on the physical world must
align with the real world [6,29,37]. A virtual augmentation placed on a real
object should remain in its original position relative to the real object, even as
the user moves around. Therefore, the modeling language must provide a concept
for creating a local real-world origin to provide a reference point at application
runtime (World Origin Reference). SR3: It must be possible to specify the loca-
tion of virtual augmentations in relation to other objects or the world origin
in real or virtual space during model specification (Reference Point) [6,21,37].
SR4: It must be possible to specify real-world objects that can be tracked dur-
ing application runtime (Detectable/Trackable) [6,15,21,29,30,37]. Therefore, a
concept is required to create such detectable objects during modeling. These
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detectables should not only specify the existence of a real-world object, but also
provide data to recognize these objects at runtime, for example using images or
3D object data. SR5: Specifying the modification of different objects based on
different actions is a critical functionality of AR applications [21,29,30,33,37].
Thus, the modeling language should permit to define transitions to subsequent
actions and to directly manipulate and transform augmentations. SR6: For real-
izing complex AR workflows [15,33,37], triggers and conditions are required to
enable dynamic branchings in AR applications [6,15,29,30,33,37].

The category Abstraction refers to a general aspect for creating an AR mod-
eling language and contains only one specific requirement, which details the
generic requirement of different abstraction levels (GR5). SR7: To reduce com-
plexity and to separate the different roles required during the specification of
AR scenarios, the modeling language shall include concepts for abstraction, e.g.,
model decomposition, and separation of concerns to allow task sharing among
stakeholders with different responsibilities [21,29,30,37]. For example, a designer
could work on visualizing augmentations, while a domain expert could specify
the application workflow.

The final category, Implementation, considers the requirements that must be
supported in terms of language specification and implementation.SR8: Due to the
nature of modeling languages, an abstract and a concrete syntax in textual nota-
tion needs to be provided [13,20], also for easing future interoperability with pre-
vious approaches [6,15,21,29,30,33,37]. In addition, as visual notations are more
intuitive and user-friendly than text-based notations, a two-dimensional graphical
notation needs to be specified [15]. Finally, since the AR domain reverts largely to
3D content, specifying models directly in a 3D environment is useful to facilitate
spatial imagination [6,33,37]. Thus, a domain-specific modeling language should
consider concepts for text-based, 2D visual, and 3D spatial modeling. SR9: To
allow for an easy and rapid adaptation of the language as requirements change,
the modeling language shall be based on metamodeling [6,13,29]. SR10: It should
be possible to directly feed the model into an AR application for the execution
of the modeled AR scenario [15,29,30,37]. Thus, a domain-specific modeling lan-
guage for AR applications shall provide a data format that can be processed by an
AR engine during runtime [10] or generate code for creating the AR application
itself from the models [15]. SR11: AR applications are often built using commer-
cial SDKs such as Apple ARKit, Wikitude, or Vuforia, most of which depend on
the closed-source Unity development platform. To make the modeling language
widely applicable on a large range of devices and enable non-commercial long-term
research, the modeling language (specification) and code generated from it (execu-
tion) shall be based on open standards, such as the WebXR Device API [18].SR12:
To ensure reproducibility and accessibility, the implementation of the domain-
specific modeling language shall be made openly available [29,33,37].

4.3 Language Specification

According to Frank the phase of language specification contains several parts [13].
The first step is to create a glossary containing all the concepts that are con-
sidered relevant to the domain of discourse. These terms were derived from the
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Fig. 2. Metamodel of the DSML for augmented reality applications with the three
modeltypes ObjectSpace, Statechange, and FlowScene, as well as a legend.

requirements shown above, e.g., augmentation, detectable, or condition. Next, for
each concept in the glossary, it has to be decided whether it shall be part of the
modeling language and how it will be expressed with the language during instan-
tiation. Further, it needs to be decided which metamodeling language or meta2

model shall be used. Subsequent to the language specification, Frank foresees a
separate phase for the design of the graphical notation. First, an overview of the
language concepts and the abstract syntax is presented in the form of a meta-
model. Thereafter, we show the graphical notation and details on the semantics
of the constructs.

For the definition of the modeling language, we used the metamodeling lan-
guage of ADOxx [11]. ADOxx was chosen due to its wide usage within projects
of the OMiLAB network [14] and the availability of an open platform for the
implementation of model editors. The main metamodeling concepts in ADOxx
are [11,12]: ModelType , Class , Relationclass , and Attribute .
Modeltypes contain one or more classes, which may be connected by relation-
classes. Modeltypes, classes, and relationclasses may have attributes. Instances
of classes and relationclasses can only be contained in one particular instance of
a modeltype. Special attributes of type <Interref> act as pointers to other class
instances or model instances. In the metamodel introduced in the following, each
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concept will be marked with the icons introduced above ( , , , ) to
indicate the corresponding meta2-concept.

Figure 2 shows the metamodel of the new domain-specific modeling lan-
guage. The modeling language is divided into three separate ModelTypes :
ObjectSpace, Statechange, and FlowScene. This results from requirements GR2,
GR5 and SR7. An ObjectSpace defines the real world of an AR environment.
It contains the two classes Augmentation and Detectable as defined by
requirements SR1 and SR4. Further, augmentations can include other augmen-
tations, indicated by the child relationclass and they may be connected to
Detectables via anchored relations (SR3). A Detectable has an attribute
is origin , specifying if a Detectable references the world origin (SR2).

Statechanges are described in the separate ModelType Statechange - SR5

and SR7. Within such models, Augmentations from the ObjectSpace model are
referenced (Reference ) and changes on their attributes - e.g., a rotation
transformation - are expressed via the attribute statechange list .

The FlowScene ModelType defines the workflow of the AR application
and how it reacts to different environmental conditions (GR4, SR6). Every
FlowScene contains exactly one Start and one End instance (SR6). Each
FlowScene contains an ObjectSpace instance, which references an instance of
theObjectSpace ModelType. Inside thisObjectSpace class instance, theFlowScene
model defines an Origin , one or multiple Statechanges , Conditions ,
and Resolves (SR2, SR6). They are linked to the ObjectSpace with the
is inside relationclass, specifying that these concepts are linked to one spe-
cific ObjectSpace. The Origin is used to define the world origin of the AR environ-
ment. Thus, it references a Detectable in the ObjectSpace model. Conditions
define requirements which are necessary to trigger the subsequent Statechanges, or
to trigger Resolves, if there are no consecutive Statechanges (SR6). Thus, State-
changes and Resolves are connected to Conditions by the triggers relation-
class. Conditions, on the other hand, follow an Origin or Statechange via the
has condition relationclass. Furthermore, Conditions can be associated with
an Observer using the has observer relationclass. Observers can be used
to monitor sensor data or APIs (SR6).

For each of the classes and relationclasses, we added a graphical notation
and details about the meaning of each construct in the form of a semantic
definition, as shown in Table 1. Thereby, we considered principles from graph-
ical notation design by Moody as far as possible [23]. In particular we aimed
for Semiotic Clarity, Perceptual Discriminability, Semantic Transparency, Com-
plexity Management, Cognitive Integration, Visual Expressiveness, Dual Coding,
Graphic Economy, and Cognitive Fit. The further development of the graphical
notation including more advanced methods such as recently described by Bork
and Roelens is planned for the future [4].

4.4 Implementation and Execution

Subsequently, the modeling language has been implemented using the freely
available and open ADOxx metamodeling platform and will be made available
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Table 1. Semantics and notation of the modeling language. For each ModelType, the
semantic definition of the contained constructs is explained and the visual notation is
shown.

Concept Semantic Definition Notation
Detectable Supplying configuration information to sensory processing and computer vision systems,

guiding them to identify physical objects. Detectables are an integral component of the AR
environment and may be affixed to real-world objects.

Augmentation Virtual, visual, or acoustic content that is fueled into the AR environment with a given position 
and orientation relative to its parent Augmentation , a Detectable , or the world origin of the
AR environment. Can be of the type image, animation, 3D object, video, audio, label, or link.

Anchored Relationship type that allows connecting Augmentations with a Detectable . This is used to
specify the position of Augmentations based on the position of real-world objects, independent
of Statechanges . A Detectable can have multiple anchored Augmentations , but an
Augmentation  can be anchored to a maximum of one detectable.

Child Relationship type used for the hierarchical structuring of Augmentations . An Augmentation 
can have multiple children, which in turn can have children. Useful for specifying the
transformation of multiple Augmentations,  based on a common point.
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e Reference Reference is the only class of the Statechange ModelType . It is used to define a

transformation of an Augmentation at a given state. It references an Augmentation in the
ObjectSpace model and specifies the Augmentation's position, rotation, and visibility at the
time of this particular Statechange .

ObjectSpace ObjectSpace is a part of the FlowScene model. It points to an instance of an ObjectSpace 
model. Each ObjectSpace instance can contain Condition , Statechange , and Resolve 
instances. All contained instances are dependent on the referenced ObjectSpace model.

Start Indicates the start of a FlowScene model. There can be only one Start  object in a model.

End Indicates the end of a FlowScene model. There can be only one End  object in a model.

Statechange Defines a Statechange in the AR environment at a given point in time. Statechanges are
triggered by Conditions . A Statechange instance references a Statechange model that
specifies transformations of Augmentations at that given Statechange . A Statechange is
followed again by a Condition . The icon (S) represents a reference to a Statechange .

Origin Defines the world origin of the AR environment. An Origin depends on an instance of an
ObjectSpace model. It must be placed on the border of an ObjectSpace instance and
references a Detectable in the ObjectSpace model on which it depends. The Origin always 
follows a Start instance and is followed by one or more Conditions that are triggered when
the referenced Detectable is detected in the AR environment. The icon (+) represents a
reference to an ObjectSpace model instance.

Condition Defines what Condition must be met to move to the next instance, which can be a
Statechange , a Resolve , or an Exit instance. There are four types of Conditions , including
user-driven actions (click and voice condition), visibility of Detectables (detect condition),
conditions driven by Observers (observer condition), e.g., based on sensor data, and time
conditions (timer condition). A Condition can follow multiple preceding instances of Origin 
and Statechange, and can have multiple subsequent instances of Statechange , Resolve, or 
Exit . To show the reference between a Detectable or an Augmentation (object) and its
corresponding instance, icons (D) and (O) are used next to the triangle.

Resolve Resolves an open sequence of Statechanges . Since it is possible to have multiple parallel
sequences of Statechanges , it is possible to resolve a sequence without using an Exit instance,
thus exiting the entire model. A Resolve instance can follow multiple Conditions and has no
succeeding instances.

Observer Additional conditional information, always being attached to a condition instance. Observers 
specify an observer call that can return a result at runtime. For example, an observer can
monitor a temperature sensor and trigger a condition  at a certain threshold.

Exit Exit depends on an ObjectSpace and must be placed on the border of an ObjectSpace 
instance. It indicates that the sequences specified in the ObjectSpace have ended. An Exit 
instance can follow several Condition instances. It is always followed by exactly one End 
instance.

Starts Relationship type for the entry of an ObjectSpace instance by an Origin instance. There is
always exactly one Starts  relation.

Has Condition Relationship type to enter a Condition instance. A Has Condition relation can connect an
Origin  or a Statechange  instance to a Condition  instance.

Triggers Relationship type used to trigger an action after a Condition is satisfied. A Triggers 
relationship can connect a Condition instance to a Statechange instance, a Resolve instance,
an Exit  instance, or another Condition .

Has Observer Relationship type to connect a Condition  instance to an Observer  instance. 
Ends Relationship type for the exit of an ObjectSpace instance by an Exit instance. There is always

exactly one Ends  relation.

O
bj

ec
tS

pa
ce

Fl
ow

Sc
en

e



Domain-Specific Visual Modeling Language for AR Applications 345

via Zenodo [25]. The platform allows the easy definition and adaptation of meta-
models based on the ADOxx meta2 model and the creation of model instances
in automatically generated model editors (SR9). ADOxx provides several text-
based formats for defining metamodels and models, as well as a DSL for graphical
notation (SR8). In this way, the models can be exported manually or program-
matically in XML format for processing them in other applications.

The ADOxx XML interface has been chosen as a basis for enabling the exe-
cution of the modeling language (SR10). For this purpose, a software compo-
nent has been designed in the form of an AR engine to interpret the models.
The engine is implemented as a platform-independent web application using
the 3D JavaScript library three.js15 and the VR/AR immersive web standard
WebXR [18]. The application can be accessed through a WebXR-compatible
web browser on any mobile device, such as smartphones or head-mounted dis-
plays in line with requirement SR11. For starting an AR experience, the engine
processes the models selected by the user and monitors the user’s environment
for potentially relevant changes. Based on these environmental changes and user
interactions, the application adapts the environment according to the specified
workflows specified through triggers, conditions, and actions (SR6).

5 Use Case

To demonstrate the use of the modeling language and showcase a practical appli-
cation, we have developed a use case involving augmented reality-assisted assem-
bly of a bedside table. The goal of this use case is to guide a user through the
assembly of a bedside table using an augmented reality application instead of
traditional 2D instructions on paper. Figure 3 shows a screenshot of the imple-
mentation in ADOxx. It includes an excerpt of a FlowScene model (1), the
referenced ObjectSpace model (2), and two Statechange models (3, 4).

In the upper part of Fig. 3, the excerpt of the FlowScene model shows how
to define the process for assembling the piece of furniture step by step. This
includes steps such as turning the pieces into the correct position and attaching
them piece by piece. It is important to note that no static flows are defined here
but rather trigger-condition-action sequences. The FlowScene model references
one ObjectSpace model (2) and several Statechange models (3 & 4).

In the lower left part of Fig. 3, the ObjectSpace model is shown (2). It includes
ten Detectables that contain images of markers that are well-suited for computer
vision detection algorithms. These act as surrogates for more advanced 3D object
recognition algorithms that would permit the direct detection of physical objects.
Further, the model includes Augmentation instances for each part of the furniture
piece, e.g., “TopPlate 1”. These Augmentations are provided as GLTF files16,
which is a common format for 3D objects and their textures. The Augmentations
are connected by is child relations to facilitate positioning and can be assigned

15 https://github.com/mrdoob/three.js/.
16 https://registry.khronos.org/glTF/specs/2.0/glTF-2.0.html.

https://github.com/mrdoob/three.js/
https://registry.khronos.org/glTF/specs/2.0/glTF-2.0.html
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1) Reduced FlowScene -
Assembly Process

3) Statechange -
Init MiddlePlate

4) Statechange -
Leg 1 Positioned2) ObjectSpace - Assembly Process

Fig. 3. Screenshot of the ADOxx implementation showing model excerpts for support-
ing an assembly process in augmented reality: 1) FlowScene model of the assembly
process. 2) ObjectSpace model of the necessary augmentations and detectables using
markers. 3) and 4) showing two exemplary Statechange models.

Detectables to use them as reference points by anchored relations. The Augmen-
tations and Detectables defined in the ObjectSpace model are then referenced in
the FlowScene model.

Furthermore, the FlowScene model (1) includes Statechange instances - e.g.,
“Init MiddlePlate” - which reference Statechange models. In the lower right of
Fig. 3, two examples of Statechange models “Init MiddlePlate” (3) and “Leg 1
Positioned” (4) are shown. They reference one or more Augmentations from the
ObjectSpace model and define the state of the position, rotation, and visibility
parameters during the execution of the FlowScene model. These parameters are
also displayed as a table. A detailed description of the semantics and notation
of each language concept is available in Table 1.
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Illustration of the assembly process of a bedside table – cf. IKEA [1] (a–c), and
the support through AR based on the visual models (d–f).

The execution of the models of the use case is shown in Fig. 4 by using
parts from an IKEA table [1]. Subfigures (a)–(c) illustrate the traditional 2D
assembly instructions for (a) “attaching Leg 1”, (b) “turning MiddlePlate 90◦

counterclockwise”, and (c) “attaching Leg 2”. Subfigures (d)–(f) illustrate the
same steps of the instructions in augmented reality using the aforementioned
models [25] and the WebXR AR engine. The screenshots were taken while using
the WebXR AR engine in the Chrome browser on a Samsung Galaxy Tab S7
tablet. Subfigure (d) shows the Statechange “Leg 1 Positioned”. It superimposes
an image of Leg 1 on top of the real MiddlePlate, whose existence, position, and
orientation are detected via a marker – Detectable 10. The Statechange “Rotate
MiddlePlate”, where the virtual object is rotated according to the desired posi-
tion for further assembly of the table is shown in Subfigure (e). Subfigure (f)
shows the Statechange “Leg 2 Positioned”. The augmentation shows where the
next leg shall be attached. As can be seen in subfigures (d), (e) and (f), several
colored markers are placed on the real object at strategic points and according
to the ObjectSpace model. Once a marker is detected, it is decided based on the
current state of the workflow defined by the FlowScene model if it triggers an
action or not. If an action is triggered, the workflow moves on and waits until the
next detectable (marker) in line is detected. The flexible structure of the DSML
allows multiple workflow paths to be active at the same time by checking for
multiple detectables simultaneously. Detectables are also tracked when they are
not part of the FlowScene. To avoid making the use case unnecessarily complex,
the concepts of Resolves and Observer were not used.
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Table 2. Feature comparison of the new domain-specific visual modeling language
ARWFML based on twelve specific requirements SR1−12. (Y): Requirement met. (N):
Requirement not met. (-): Not specified.

Ruminski & 
Walczak 2014

Grambow
et al. 2021

Seiger et 
al. 2021

Lechner 
2013

Campos-Lopez
 et al. 2021

Ruiz-Rube
et al.  2020

Wild et 
al. 2014 ARWFML

SR1: Augmentation
NYNNYNNNsnoitaminA
YYYYYNYNsegamI
YYNYYNYNsoediV

Audio N N N Y N N Y Y
Labels Y Y Y Y Y Y Y Y
3D Object Y Y Y Y Y Y Y Y
Link N N Y Y Y Y N N
Checklist N Y N N N N N N
Form N Y N N N N N N

SR2: World Origin Reference N N N N Y Y Y Y

SR3: Reference Point N N N Y Y N Y Y

SR4: Detectables / Trackables
Anchor N N - N Y N Y Y
Marker / Image Y Y - Y Y Y Y Y
3D Object N N - Y N N N Y

SR5: Action Y N Y Y N Y Y Y

SR6: Triggers and Conditions
Click Y - Y - Y Y Y Y
Detect N - N - Y Y Y Y
Sensor N - Y - N Y Y Y
Voice N - N - N Y Y Y
Timer N - N - Y N N Y
Area Y - N - N N N N
Gesture N - Y - Y Y N Y
Workflow N Y Y N N N Y Y

SR7: Levels of Abstraction

Decomposition N N N N N Y Y Y

Separation of Concerns Y N N Y N Y N Y

SR8: User Interaction
Text-based Modeling Y Y Y Y Y Y Y Y
2D Visual Modeling N Y N N N N N Y
3D Spatial Modeling N N Y N Y N Y N

SR9: Metamodeling N N N N Y Y N Y

SR10: Model Execution Y Y N - N Y Y Y

SR11: Open 3D Standard Support
Specification N N N N N N N N
Execution N N N N N N N Y

SR12: Openly Available N N Y N N Y Y Y

∑ of supported requirements 9 11 11 13 16 18 21 26
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6 Evaluation

Several techniques can be chosen to evaluate the new modeling language, includ-
ing feature comparisons, theoretical and conceptual investigations, and empir-
ical evaluations [34]. Thereby we opted for a feature comparison to previous
approaches along the specific requirements that we had formulated. The previ-
ous approaches we considered were the ones from Ruminski and Walczak [30],
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Grambow et al. [15], Seiger et al. [33], Lechner [21], Campos-Lopez et al. [6],
Ruiz-Rube et al. [29], and Wild et al. [37].

For each specific requirement that we had formulated, we conducted a
detailed comparison using multiple dimensions, as shown in Table 2. This pro-
vides a detailed overview of the features supported by previous approaches and
our new modeling language in terms of augmented reality concepts, levels of
abstraction, user interaction, metamodeling capabilities, model execution, sup-
port for open standards, and availability of according implementations. Thereby,
we can show that our new modeling language denoted as ARWFML (AR Work-
flow Modeling Language) currently supports 26 out of 33 dimensions of require-
ments, whereas the next runner-up only supports 21 dimensions.

In regard to Augmentations (SR1), features such as animations, links, check-
lists, and forms are not yet supported by our language. However, this is more of
a technical than a conceptual issue and will be addressed in future versions. The
same holds true for area triggers (SR6). Concerning User Interaction (SR8), the
current implementation of our language only supports text-based and 2D visual
modeling, which is due to limitations of the ADOxx platform, which is not yet
available as open source. 3D spatial modeling, such as in a 3D-capable modeling
tool or directly in AR, is not yet supported. For enabling 3D spatial modeling,
the adaptation of current metamodeling platforms would be necessary, e.g., for
directly supporting open 3D standards such as WebXR [18] (SR11). This would
certainly facilitate the specification of models, as 3D modeling greatly facilitates
spatial imagination.

7 Conclusion and Outlook

In this paper, we presented a domain-specific visual modeling language that is
capable of representing complex augmented reality workflows for diverse appli-
cation scenarios and that can be executed using the open WebXR standard. The
modeling language allows designers to specify three different types of visual mod-
els: (1) for defining the AR environment, (2) the AR workflow, and (3) different
statechanges within this workflow. Thus, the language emphasizes a high level
of abstraction and separation of concerns. This abstraction bridges potentially
missing knowledge about the technical implementation for AR environments and
allows the user to focus on the content and functionality of AR applications. The
technical feasibility was demonstrated by implementing the modeling language
using the ADOxx platform and a prototypical web application for executing the
models. A first evaluation has been conducted through a feature comparison to
previous approaches and indicated the high coverage of the defined requirements.

In future research, we plan a further evaluation of the DSML and the AR
application by means of a user study, which allows to identify bottlenecks or blind
spots of the DSML. Furthermore, the 2D modeling approach presented here has
some limitations due to modeling 3D environments in 2D modeling tools. For
example, specifying the position of the legs in the application use case described
above requires a good understanding of three-dimensional space. It is almost
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impossible to define position and rotation vectors in 3D space without visual-
izing them in 3D. Therefore, a new metamodeling platform is currently being
developed to incorporate the third dimension during visual modeling, enabling
3D modeling in three-dimensional space [24]. Once the approach has gained fur-
ther maturity, it will be possible to evaluate it empirically.
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Abstract. Smart environments are one of the hot topics in the recent
scientific literature in computer science. An essential aspect of these
applications is how to obtain data about their users and understand
them. Context-aware approaches proved to be successful in understand-
ing these data. Therefore, user context representation is one of the prob-
lems to address in this domain. Context information can contain multidi-
mensional information. This paper presents an ontology for representing
context in smart environments called SpaceCOn. This ontology contains
a definition of several context-related concepts. This ontology can be a
strategic tool to integrate context data from different sources in large
smart environments, such as smart universities and cities. Tests carried
out in a case study demonstrated the developed ontology’s potential.

Keywords: Ontology · Context modeling · Smart spaces · IoT

1 Introduction

Ubiquitous computing defines that computing must be present in environments
to assist the user in performing their daily tasks efficiently. For this to happen,
systems considered ubiquitous must be context-aware. They must adapt their
behavior to the contexts obtained from the environment. One of the recent top-
ics in ubiquitous computing deals with the definition and construction of smart
environments using technologies, methodologies, and models adapted to ubiqui-
tous computing.

In smart environments, systems may acquire and apply contextual data
to improve users’ experience [16]. Context-Awareness (CA) is a research area
directly related to ubiquitous computing. The information exchange between
systems is an important issue when dealing with context-aware systems. Is con-
textual information shared between systems in a representation pattern under-
standable to all concerned agents? For instance, a middleware present in a smart-
phone can provide information about its user’s activities to the recommendation
and monitoring applications. Therefore, it is necessary to have some standard
for exchanging context information between such applications.
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In this context, the concept of ontology stands out. An ontology defines
a common vocabulary within a specific domain. It includes a set of semantic
definitions that are interpretable by computer programs where the concepts of
a domain and the relationships among them are defined [19].

This paper aims to present an ontology called SpaceCOn that allows seman-
tically representing context information in smart environments. This research
is part of a project to develop an architecture for context integration in smart
cities. The ontology evaluation used a case study based on a scenario previously
described in the literature.

The remainder of this article is organized as follows. Section 2 presents some
essential concepts related to context and used in constructing the ontology.
Section 3 presents the formal definition of context used in this work. Section 4
presents the analysis of some related works found in the literature. Section 5
contains the presentation of the proposed ontology. A case study is presented in
Sect. 6 to evaluate the ontology and demonstrate its potential. Section 7 presents
an overview of the architecture that uses SpaceCOn to integrate context sources
in smart cities. Finally, Sect. 8 concludes the article.

2 Background

Context is an object of study for researchers in different areas of computer sci-
ence. Each of these areas presents a different view on the definition of context.
The term conceptualization varies when considering its application in differ-
ent domains [6]. The most used definition in the scientific literature is the one
presented by [1], where context is “any information useful to characterize the
situation of an entity (a person, object or place) that can affect the interaction
between users and systems.”

Thus, context exists only when related to another entity and contains a set of
items (concepts, rules, propositions) associated with such entity. Such items can
be part of the context of an entity only if they help solve the addressed problem.
Such items are called contextual elements. A contextual element is “any piece
of data or information that allows characterizing an entity in a given domain”
[24].

A system is context-aware when it uses context to provide relevant infor-
mation or services to its users [1]. An example of a context-aware system is
a smartphone application that recommends restaurants to its user based on
location and locomotion mode (walking, driving, on a bus). The location and
locomotion mode information characterize the entity “user”, and the application
uses them to provide recommendations. Thus, the location and locomotion mode
are contextual elements that compose the user context.

2.1 Context Categorization

It is common to classify context information according to specific categories or
types. Categorizing context allows computer application designers to more easily
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identify which contextual elements will be useful in their applications. The work
of [27] presents an interesting classification for such schemes into two types:

– Operational Categorization, whose objective is to categorize context informa-
tion based on how it was acquired, modeled, and treated.

– Conceptual Categorization, where context information is categorized based on
meaning and conceptual relationships.

An example of an operational categorization scheme can be found in [20].
This scheme uses two categories to classify context:

– Primary Context : any information obtained without using other existing
context information or applying data merging operations. Examples: lati-
tude obtained from a GPS receptor, an acceleration value obtained from an
accelerometer.

– Secondary Context : any context information computed from primary context
information. Information of this type includes that obtained through data
fusion operations, inference, or database query operations.

The work in [7] presents another operational categorization scheme classified
into three levels:

– Low Level : data collected directly from environmental sensors.
– Intermediate Level : context information with a higher level of abstraction

obtained from inference and aggregation of another context. Examples of
intermediate context include activities (such as running or walking), derived
from low-level acceleration data, and places like “at home” or restaurants,
derived from geographic coordinates.

– High Level : context information is aggregated with semantic relations to relate
it to other information, such as time and location.

Several works propose different conceptual categorization schemes [1,25,28].
The work in [18] describes a new conceptual categorization scheme combining ele-
ments already presented in previous proposals. The scheme defines six categories:
individual (that includes anything observed about an entity, including user pref-
erences and user identification), location, time (information that specifies when
some action takes place), activity (refers to tasks performed by entities), rela-
tional (corresponds to social relationships that arise from the circumstances that
they are involved), the context of interest (that describes the information about
things around an entity, such as objects, sounds, weather, and temperature, that
may interest it at a specific moment).

It is challenging to devise an ideal context categorization scheme. Combining
different categorization schemes can complement their strengths and mitigate
their weaknesses [20]. For example, a geographic position by latitude and longi-
tude coordinates obtained from a GPS reader can be classified as a low-level pri-
mary context corresponding to the location of an entity. Another example is the
action performed by a person (walking, standing, lying down, running) obtained
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from an inference engine that uses data from different sensors as input. In this
case, the information obtained can be categorized as activity and intermediate-
level secondary context. Thus, in this work, categories specified in complemen-
tary schemes are expected to categorize each contextual element instance.

2.2 Quality of Context

Approaches to context management must deal with situations where the data
obtained must be more accurate. Sensor data are subject to imperfection, given
their technical limitations, availability, and possible malfunctions [3]. Further-
more, intermediate or high-level context inference mechanisms may present a
greater or lesser degree of precision and accuracy. Furthermore, these mecha-
nisms are trained using a subset of possible contexts and are not adapted to
deal with all types of situations that may occur.

Inaccurate context information can lead an application to fail to meet its
functional and non-functional requirements. Serious problems can occur due to
wrong decisions made according to incorrect context information provided by a
system.

Considering this scenario, mechanisms of quality assurance in context infor-
mation must be used by applications in order to minimize the impact of inaccu-
racy in the data. As a result, the concept of Quality of Context (QoC - Quality
of Context) was proposed in order to measure the quality of any contextual
information. A more comprehensive and precise definition of the term is given
in [14], where QoC indicates the degree of compliance of the collected/inferred
context with the prevailing situation in the environment and the requirements of
a particular context consumer.

Some QoC metrics have already been proposed in the literature [3,14]. There
are two basic types of metrics: objective parameters (which are independent of the
requirements of the context-consuming application) and subjective parameters
(dependent on non-functional requirements of the application). Some examples
of QoC parameters are Reliability, Timeliness, and Accuracy.

2.3 Context History

Some applications need not only the current context of an entity but also past
context information. Historical context data are interesting in identifying trends
and predicting future context-related values. Examples of applications that use
context history include [5,23], and [15].

Some issues arise when manipulating [11] context histories:

– Storage. A fundamental point for handling a context history is the possibility
of storing such information.

– Reading. Should data be obtained from contextual sources even when no con-
sumers are interested? Future applications may be interested in this informa-
tion that is currently not needed. How to reconcile these accesses with issues
such as saving energy and resources? Thus, defining when context information
will be read and stored is important for historical context data management.
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– Granularity. Ideally, the context storage should consider storing this informa-
tion at the finest possible degree of granularity to fulfill any future requests
for context information. However, other issues arise related to this, such as
the depletion of storage spaces. Therefore, defining the level of granularity of
the stored context information is also extremely relevant.

3 Formal Context Definition Used in This Work

Based on the concepts presented in the previous section, each contextual element
instantiated is considered a tuple γ, defined as:

γ = (e, v,Q, t, C) (1)

where e is the contextual element associated with the instance, v is the value of
this contextual element, Q is a set of QoC values associated with the instance,
t is its creation time, and C is a set of context categories associated with the
instance.

Each contextual element e is a tuple:

e = (β, α) (2)

where β is the entity characterized by the contextual element and α corre-
sponds to the aspect of the entity related to the contextual element. Exam-
ples of aspects would be acceleration, the latitude of a geographic location, and
the ambient temperature. As examples, one could define a contextual element
(PersonA,Latitude), corresponding to the latitude of the geographical position
of PersonA. Another contextual element could be (HappyCity, Temperature),
representing the temperature in the city of HappyCity.

Each element in the set of Q quality values, in turn, can be defined as a q
tuple:

q = (p, v) (3)

where p is any QoC parameter and v is the associated value.
In this way, defining examples of contextual element instances is possible.

For example, an instance that defines the value Walking for the Activity aspect
of the person PersonA obtained at the instant of time t1, could be defined as:

((PersonA,Activity),Walking, {(Accuracy, 0.89)}, t1, {Secondary}) (4)

where it is possible to see the definition of a QoC value (0.89 for accuracy) and
the Secondary context category(the context is of the secondary type, obtained
from other contexts, as defined in Sect. 2.1).
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Entities, aspects, contextual elements, categories, and QoC parameters rep-
resent terms whose semantics need to be clearly defined so that agents in a
smart space can exchange information based on a common vocabulary. For that,
a high-level ontology is necessary to define more generic terms of the model any
application domain shares. Applications can extend such an ontology to define
specific terms and individuals of a domain. For instance, a domain can define
specific context categories, entities, and aspects.

Thus, the ontology should:

– be able to represent the concepts defined in this section;
– be generic enough to allow its extension to different domains within smart

spaces;
– enable the modeling of different types of possible entities and aspects in smart

spaces;
– make it possible to associate different categories with contextual information.

4 Related Works

The first step in this work was the analysis of existing high-level ontologies for
context representation. A review of the existing scientific literature identified
some of these ontologies. See below a brief presentation of each one.

The ontology CONtext ONtology (CONON) models contextual information
from four basic concepts related to computational entities, location, people, and
activities [29]. Therefore, despite defining high-level concepts related to context,
the CONON ontology limits the representation of such information to the cate-
gories of location, activity, individual, and representation of the context of com-
putational interest. In addition, it is not possible to relate temporal information
with modeled context.

The ontology CoBrA-ONT (Context Broker Architecture Ontology) was
developed to define terms used in agent communication, where a multi-agent
architecture manages context information [9]. However, the high-level concepts
are limited to location, individual, and activity categories. Several terms defined
in this ontology are related to meeting room applications that limit the possi-
bilities of environments and context models.

The ontology CoOL (Context Ontology Language) models context at three
levels: look, scale, and context information [26]. The ontology’s main domain is
a distributed system for discovering and executing services on the Web, but it
is possible to adapt its concepts in other domains.

SOUPA (Standard Ontology for Ubiquitous and Pervasive Applications) was
designed to support pervasive applications [10]. It consists of two ontologies:
SOUPA Core (generic vocabulary common to different applications) and SOUPA
Extension (support for different application domains). The Core ontology defines
groups of concepts that describe people, agents, actions, security and privacy
policies, time, space, and events. Although SOUPA has a set of several concepts
for context modeling in multi-agent applications, it cannot represent entities



360 L. V. do Nascimento and J. P. M. de Oliveira

that are not people, places, or agents (such as physical or virtual objects, for
example) and the context of interest.

The ontology used in the CoDAMoS project (Context-Driven Adaptation
of Mobile Services presents four main high-level concepts: user, environment,
platform, and service [21]. It allows its extension to several subdomains, even in
smart spaces. However, the representation of activities that go beyond the use
of applications on mobile devices is quite limited.

The CACOnt ontology (Context-Aware Computing Ontology) allows repre-
senting concepts related to users, devices, services, location, and environment
[30]. It is possible to represent several different context categories without asso-
ciating temporal information, making implementing context history difficult.

A three-level approach is used by 3LConOnt (Three-Level Context Ontol-
ogy): a higher level ontology (more generic concepts), an intermediate level
ontology, and a lower level ontology (domain ontologies). The top-level ontology
defines two concepts: context and entity information. Context information con-
cept has seven subclasses: Activity, Location, States, Role, Environment, Profile,
and Time [8]. Thus, this ontology can represent several categories of conceptual
context.

Finally, the ontology CAMeOnto (Context Awareness Meta Ontology) was
defined in two levels: a first level where high-level concepts were defined, and
a second level for domain-specific ontologies [2]. The first level presents six key
concepts: User, Activity, Time, Device, Services, and Location.

As shown above, several high-level ontologies claim to model context-related
concepts. These ontologies generally bring solutions to represent many context-
related concepts, but they must be richer to represent essential aspects in per-
vasive environments such as smart spaces:

1. Some of these ontologies, even if they claim to be high-level, were modeled
with specific environments in mind (such as smart rooms), which limits their
applicability.

2. They need concepts for modeling important information in smart spaces, such
as contexts of interest and entities.

3. Applications can classify contextual information by combining operational
and contextual categories. The analyzed ontologies do not support this fea-
ture.

5 SpaceCOn - Smart Spaces Context Ontology

Considering the specified requirements for the needed ontology, and the limita-
tions of the existing ontologies, the authors decided to elaborate a new ontology
for context modeling called SpaceCOn: Smart Spaces Context Ontology. For the
development of this model, the methodology proposed by [19] called Ontology
Development 101 was used. The methodology contains seven main steps.

The first step is the definition of the scope and domain of the ontology. This
ontology describes concepts agents use to represent contextual elements and
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their instances. Therefore, this ontology should provide a high-level representa-
tion of context, leaving the representation of more specific concepts and their
relationships to derived domain ontologies. Therefore, this ontology aims to be
extensible to any subdomain within smart spaces. The scope of the ontology
encompasses the concepts and terms to be used and shared between agents con-
cerning contextual elements and their instances. The ontology must also support
the representation of historical contexts.

The second step of the methodology considers the reuse of other ontologies.
As already analyzed in Sect. 4, no specific pre-existing high-level ontology was
used in this work. However, some of these ontologies can represent domain-
specific concepts in subdomains. In addition, this work considered other ontolo-
gies for reuse, such as the ontology DOLCE+DnS Ultralite (DUL)1 for represent-
ing entities in general, the ontology Time2 for representing temporal concepts,
and the ontology QUDT 3 for specifying quantities and units of measure.

The third step concerns the enumeration of terms related to the ontol-
ogy’s application domain. By the definitions already mentioned in this work,
it was possible to identify the following terms: contextual element, contextual
element instance, entity, context value, instant of time, aspect, context quality,
QoC parameter, QoC value, context category.

Steps four, five, and six are related, respectively, to defining the hierarchy and
relationships between classes, defining properties, and constraints. After apply-
ing these steps, the set of classes shown in Fig. 1 was obtained. The presented
diagram uses OntoUML language to model the ontology [12].

The main class in this ontology is ContextualElementInstance, which repre-
sents a contextual element instance. Each of these instances is associated with a
specific instant of time (represented by an individual of the Instant class defined
in the Time ontology), which indicates the instance instant of creation. Further-
more, every instance has a contextual element associated with it, an optional
set of corresponding QoC values, and an optional set of associated context
categories. The latter allows relating operational and conceptual categories to
instances of contextual elements. For example, it is possible to define that a
contextual element instance related to the latitude aspect of a person, obtained
from a GPS receiver, is related to the categories location (conceptual category)
and context primary (operational category). Latitude information obtained from
processing a GSM signal from a cell phone tower could receive the categories
location and secondary context.

QoC information related to contextual element instances has a parameter (an
instance of the QoCParameter class) and a value (an instance of the Quantity
class, defined in the QUDT ontology). An instance of the Quantity class has a
value and a unit associated with it, supporting the conversion of values between
different units.

1 http://ontologydesignpatterns.org/wiki/Ontology:DOLCE+DnS Ultralite.
2 https://www.w3.org/TR/owl-time/.
3 https://qudt.org/.

http://ontologydesignpatterns.org/wiki/Ontology:DOLCE+DnS_Ultralite
https://www.w3.org/TR/owl-time/
https://qudt.org/
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Fig. 1. SpaceCOn context concepts

The ContextValue class allows representing any value associated with a
contextual element instance. These values can be defined more precisely in
derived domain ontologies. Possibilities include, for example, values obtained
from observing sensors (for example, instances of the class Observation defined
in the ontology SOSA - Sensor, Observation, Sample, and Actuator4) or higher-
level values represented in the form of other domain-specific context ontologies.

ContextualElement class represents contextual elements. Each contextual ele-
ment is related to an entity (represented as an instance of the Entity class defined
in the DUL ontology) and to an aspect (instance of the Aspect class). Each aspect
can be directly related to context categories. For example, latitude and longi-
tude coordinates will always receive a location category. Categories related to an
aspect will automatically be associated with all instances of contextual elements
related to that aspect.

4 https://www.w3.org/TR/vocab-ssn/.

https://www.w3.org/TR/vocab-ssn/
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Input contextual elements can provide additional information that charac-
terizes some derived contextual elements. An example of such a situation would
be the average of the X-axis component of the acceleration of a given smart-
phone. Such a contextual element is associated with an entity (smartphone) and
an aspect (average), but another input contextual element (X component of
smartphone acceleration) is necessary to characterize it completely. The class
ParametrizedContextualElement can represent such contextual elements in the
ontology. Instances of this class must be associated with at least one input repre-
sented by an instance of the ContextualElementInput class. A given input may be
a set of values from an observation window. The ContextualElementWindowed-
Input class can represent input sets of values by specifying a sampling frequency,
size (in time units), and percentage of overlap.

6 Evaluation

The ontology was implemented in OWL language using Protégé software [17],
version 5.5.0. The implementation used the gUFO [4] as base ontology. The
implementation of each class is summarized below.

1. ContextualElement
– Subclass of: gufo:Kind
– Restrictions:

• spacecon:characterizes exactly 1 dul:Entity
• spacecon:hasAspect exactly 1 spacecon:Aspect

2. ContextualElementInstance
– Subclass of: gufo:Kind
– Restrictions:

• spacecon:hasContextElement exactly 1 spacecon:ContextualElement
• spacecon:hasContextValue exactly 1 spacecon:ContextValue
• time:hasTime exactly 1 time:Instant

3. ContextualElementInput
– Subclass of: gufo:Kind
– Restrictions:

• spacecon:hasCtxElement exactly 1 spacecon:ContextualElement
4. ContextValue

– Subclass of: gufo:Kind
– Restrictions: -

5. SimpleQoCValue
– Subclass of: gufo:Kind
– Restrictions:

• qudt:hasQuantity exactly 1 qudt:Quantity
• spacecon:hasQoCParameter exactly 1 spacecon:QoCParameter

6. ContextualElementWindowedInput
– Subclass of: gufo:SubKind, spacecon:ContextualElementInput
– Restrictions:

• spacecon:samplingRate exactly 1 qudt:Quantity
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• spacecon:windowOverlapPercentage exactly 1 xsd:double
• spacecon:windowSize exactly 1 qudt:Quantity

7. ParametrizedContextualElement
– Subclass of: gufo:SubKind, spacecon:ContextualElement
– Restrictions:

• spacecon:hasInput some spacecon:ContextualElementInput
8. Aspect

– Subclass of: gufo:Role
– Restrictions: -

9. ContextCategory
– Subclass of: gufo:Role
– Restrictions: -

10. ConceptualCategory
– Subclass of: gufo:Role, spacecon:ContextCategory
– Restrictions: -

11. OperationalCategory
– Subclass of: gufo:Role, spacecon:ContextCategory
– Restrictions: -

12. QoCParameter
– Subclass of: gufo:Role
– Restrictions: -

The classes ContextualElement, ContextualElementInstance, ContextValue,
SimpleQoCValue, ContextualElementInput are disjoint. Similarly, the classes
OperationalCategory, ConceptualCategory are also disjoint.

To evaluate the capacity of the ontology to represent real-world situations,
we used a case study based on the scenario presented in [22]. The described
scenario involves recognizing people’s activity by capturing data from motion
sensors while performing routine day-to-day tasks. A dataset called Opportunity
was generated from the data collected through the execution of sequences of
activities by volunteers in a room simulating a small apartment. Four activities
related to modes of locomotion were performed by the volunteers: standing,
walking, lying, and sitting.

The wearable sensors each volunteer used generated the data to obtain the
activities. Figure 2 shows the sensors’ location. The sensors include twelve 3D
accelerometers (shown in yellow in the figure) and seven IMU (Inertial Measure-
ment Unit) inertial systems identified in red in the figure. The five IMUs on
the volunteers’ upper body (RLA, RUA, LUA, LLA, and BACK) can generate
nine movement-related parameters (3D acceleration, 3D rotation, and 3D mag-
netic field). The IMUs on each volunteer’s feet (R-SHOE and L-SHOE) provide
another 32 parameters. In total, 113 parameters were generated by these sensors
and recorded in the dataset.

The described scenario still contained sensors in objects scattered throughout
the environment. However, the inference process to obtain the considered activ-
ities do not use data from these sensors. Thus, the evaluation process described
here does not present models for these data.
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Fig. 2. Location of sensors to capture data for the Opportunity dataset [22]

Each volunteer in the scenario was modeled using the dul:Entity class. Each
sensor obtains data from different body parts, and they were also modeled as
entities that are constituents of each volunteer. An example of entity modeling
using the proposed ontology in the described scenario is shown in Fig. 3. The
volunteer S1 is a dul:Entity instance, and its constituents are other entities that
model parts of the body with sensors.

Fig. 3. Example of entity modeling a volunteer
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Each sensor can provide some aspects. For instance, 3D accelerometers can
provide three aspects: the acceleration’s x, y, and z components. IMU sensors can
provide the x, y, and z values of rotation, magnetic field, and acceleration com-
ponents. Sixteen instances from the class Aspect of SpaceCOn ontology modeled
aspects in the scenario: AccelerationX, AccelerationY, AccelerationZ, AngularVe-
locityX, AngularVelocityY, AngularVelocityZ, CompassAngle, MagneticFieldX,
MagneticFieldY, MagneticFieldZ, OrientationX, OrientationY, OrientationZ,
RotationX, RotationY, RotationZ.

An inference module obtains the locomotion mode of each volunteer. The
input received by this module is the mean of each aspect value the sensors pro-
vide. Therefore, the scenario ontology contains two additional aspects: Activity
(for locomotion mode) and Mean.

The scenario has 227 contextual elements for each volunteer: 113 aspects pro-
vided by sensors, 113 mean values of each aspect, and one activity. An instance
of the ContextualElement class modeled each contextual element provided in the
considered scenario. Figure 4 shows an example of a contextual element defined
to model the activity of the S1 volunteer.

Fig. 4. Example of a contextual element that models the activity of the S1 volunteer

Figure 5 shows another example of a contextual element. In this example,
an individual of the ParametrizedContextualElement models the mean value of
the acceleration x component from the back sensor of the S1 volunteer. The top
part of the figure shows the contextual element that models the mean value. The
bottom part of the figure shows the model of the input value that points to the
contextual element that models the acceleration x component of the back of S1.
The input models a window of acceleration value with the specified sampling
rate, window size, and overlap percentage.

Eight individuals model context categories: two operational categories (Pri-
maryContext and SecondaryContext) and six conceptual categories (ActivityCat-
egory, ContextOfInterestCategory, IndividualCategory, LocationCategory, Rela-
tionalcCategory, and TimeCategory. Each aspect receives one or more related
categories. For instance, aspects related to sensors receive the category Pri-
maryContext, while the Activity aspect receives the ActivityCategory and Sec-
ondaryContext categories. The scenario ontology contains a QoC parameter,
Accuracy, as an instance of the QoCParameter class.

In this scenario, the ContextValue class has been extended in four new con-
cepts (see Fig. 6): Observation, WindowedValue, AggregatedValue, and Activity-
Value. The Observation class models a value obtained from a sensor. An instance
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Fig. 5. Example of a contextual element that models the mean value of acceleration
x-axis from the S1 volunteer back.

of the QUDT Quantity class models the observation value. A WindowedValue is
a value in a set of observations representing a window of values with a sampling
rate, size (in a time unit), and an overlapping percentage. The AggregatedValue
class models a value obtained after calculating the mean of a window of obser-
vations. Finally, the ActivityValue class models an inferred locomotion mode.

Fig. 6. Extension of ContextValue concept created in the case study.

Figure 7 shows an example of a contextual element instance. The instance
EXAMPLE CTX ELEM INSTANCE 1 TIME is an individual of the class
Instant of W3C Time ontology. The ACTIVITY WALKING VALUE instance
is an individual of ActivityValue class.
Finally EXAMPLE CTX ELEM INSTANCE 1 QOC VALUE is an instance of
the SimpleQoCValue class.

Situation modeling is a limitation of SpaceCOn. Situations, as defined in
[13], are a set of contexts that hold in a time interval. For example, John is
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Fig. 7. Example of contextual element instance modeled with the ontology.

traveling to Portugal to attend ER conference is an example of a situation with
a specific duration. It is possible to model relations between context instances in
SpaceCOn through the specialization of ContextValue concept. For instance, a
situation instance value can be a set of other instances that compose it. However,
SpaceCOn relates a specific time instant to each contextual element instance
and does not support the association of time intervals, and situation modeling
is a limitation of the ontology. Even so, a situation modeling ontology can use
SpaceCOn to model contextual instances that compose a specific situation.

7 Context Integration Architecture

The SpaceCOn ontology has been used in an architecture for context integration
described in Fig. 8. Each agent encapsulates a context source (such as a sensor,
an inference engine, a database, or a web service). The whole model is a large
society where agents can come and go. Agents can enter society by providing
access to new sources of context. These agents can leave if their capabilities are
no longer needed.

Logical sets called nodes aggregate agents. An agent can be part of only one
node. Each node works as a federation, where an agent called broker acts as
a facilitator and manages all the information that enters and leaves the node.
Intermediary agents are responsible for carrying out the exchange of information
between nodes. These agents are organized in a peer-to-peer network to connect
nodes without needing a centralizing entity. Teams of agents can be formed, even
between agents from different nodes, to cooperate in providing the contextual
elements requested by an application.

Each application is a context consumer managed by the model. An applica-
tion must insert itself inside a node and access its context information. Appli-
cations can send query requests or subscribe to brokers to receive instances of
contextual elements. These requests contain a set of contextual elements that the
architecture must provide. To answer these requests, the brokers consult other
agents in the node or in other nodes to obtain all the requested information.

Agents communicate using messages. The messages use terms defined by the
SpaceCOn ontology. For example, query requests contain a set of instances of the
ContextualElement class, and responses to applications contain a set of instances
of contextual elements modeled through the ContextualElementInstance class.
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Fig. 8. The context integration architecture that uses SpaceCOn.

8 Conclusion

This paper describes an ontology called SpaceCOn for representing context in
smart environments. Classes for context-related concepts were analyzed in the
context recognition literature and included in the ontology. An analysis of the
existing high-level ontologies for context representation showed that SpaceCOn
covers aspects other models do not support.

A case study based on the literature showed that ontology had reached the
intended purpose of consistently representing context information. SpaceCOn
can be used with success to represent contextual elements and their instances.
Furthermore, domain ontologies can extend SpaceCOn to represent domain-
specific concepts.

We intend to model context in other scenarios and domains in future work.
We intend to use the ontology in a context-aware application based on the inte-
gration architecture shown in this work.
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Abstract. Determining the role of a DNA variant in patients’ health
status – a process known as variant interpretation – is highly critical for
precision medicine applications. Variant interpretation involves a com-
plex process where, regrettably, there is still debate on how to combine
and weigh diverse available evidence to achieve proper and consistent
answers. Indeed, at the time of writing, 22 different variant interpreta-
tion guidelines are available to the scientific community, each of them
attempting to establish a framework for standardizing the interpretation
process. However, these guidelines are qualitative and vague by nature,
which hinders their streamlined application and potential automation.
Consequently, more precise definitions are needed. Conceptual modeling
provides the means to bring clarification within this domain. This paper
presents our efforts to define and use a UML meta-model that describes
the main concepts involved in the definition of variant interpretation
guidelines and the constructs they evaluate. The precise conceptual def-
inition of the guidelines allowed us to identify four common misinter-
pretation patterns that hamper the correct interpretation process and
that can consequently affect classification results. In several proposed
examples, the use of the meta-model provides support in identifying the
inconsistencies in the observed process; this result paves the way for fur-
ther proposing reconciliation strategies for the existing guidelines.

Keywords: Conceptual Modeling · Genomics · Variant Interpretation
Guidelines · Standards

1 Introduction

Precision medicine has emerged as a disruptive medical approach aiming to
transform historically reactive medicine into a proactive one. To do so, this
new perspective prioritizes individualized clinical actions based on each patient’s
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unique characteristics [53]. The most distinguishing characteristic of an individ-
ual is its DNA sequence, which slightly differs among individuals.

Individual DNA sequences are compared to a DNA reference sequence that
reflects an “ideal” individual, leading to the identification of differences. These
differences among individuals are known as DNA variants1, and they determine
our physical characteristics, predisposition to disorders, or a different response
to treatments.

Identifying variants in an individual’s DNA sequence has become easier and
faster thanks to Next-Generation Sequencing (NGS) [41]. This technique uses
massive parallelization to obtain the entire DNA sequence of an individual; the
connected technological advancement has significantly improved our ability to
identify and analyze DNA variants [41]. However, the scientific community must
overcome numerous challenges (costs, ethics, security of the shared data, and
data integration and interpretation, among others) [34] before achieving the
paradigm shift that precision medicine proposes. In the data integration and
interpretation context, one of the most difficult challenges is determining a DNA
variant’s role in our health status (i.e., whether it will cause a particular disorder
or affect treatment response), a process known as variant interpretation.

Variant interpretation is a complex process that involves weighing various
factors, such as the variant’s frequency among the population, whether it has
previously been linked to a disorder, etc. Geneticists and clinical experts are
still debating on how to correctly weigh this evidence in order to achieve proper
variant interpretation. To address this issue, several authors have developed
variant interpretation guidelines. A variant interpretation guideline is a set of
instructions designed to guide the interpretation process by assessing whether or
not a variant meets specific criteria. These guidelines have quickly been embraced
by geneticists [37] and they have been adapted to the peculiarities of several
disorder-causing genes [30].

However, several issues have arisen due to the vague definition of these guide-
lines and their application, which depends on the subjective interpretations of
domain experts [50]. In this context, clinical experts argue that more concrete
definitions are needed to standardize the variant interpretation process and
reduce inconsistencies [2]. A suitable approach to clarify this complex domain
is Conceptual Modeling. Conceptual Modeling techniques have proven to be
effective to achieve high levels of concreteness and standardization in genomics
[7,15,38,42,45].

In this work, we report on our use of Conceptual Modeling to achieve a
systematized definition of the main concepts involved in the definition of variant
interpretation guidelines and the constructs they evaluate. For this purpose,
we created a meta-model using the Unified Modeling Language [10]. Twenty-
two well-known variant interpretation guidelines were carefully analyzed. Based
on these analyses, we were able to characterize the differences and similarities
between these guidelines. This allowed us to identify the common conceptual

1
https://www.cancer.gov/publications/dictionaries/genetics-dictionary/def/variant.

https://www.cancer.gov/publications/dictionaries/genetics-dictionary/def/variant
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structure that underpins all of these guidelines and to consolidate our findings
via the meta-model.

The contribution of our work is to show how using a conceptual meta-model
to represent the concepts and constructs behind variant interpretation guide-
lines can provide the following benefits: (a) Definition of the underlying struc-
ture that different interpretation guidelines share, resulting in the development
of a common framework for representing various types of guidelines; (b) Iden-
tification of patterns of misinterpretation of variants due to inconsistencies or
conflicts within or between existing guidelines; (c) Disentanglement of the intri-
cate details of existing clinical guidelines by resolving aspects whose definitions
are left implicit or ambiguous, requiring clarification.

Prospectively, our contribution can support a shared effort to define clini-
cal guidelines more consistently and objectively, reducing variant interpretation
inconsistencies. In parallel, it offers the possibility to improve variant interpreta-
tion automation because tools will be based on a precise and concrete definition
to guide their implementation rather than relying on personal interpretations.

The remainder of the paper is organized as follows. Section 2 provides the
background that has motivated our work. Section 3 overviews related work.
Section 4 describes the proposed conceptual meta-model, instantiating it on a
simple example of use (contributing to benefit (a)). Section 5 proposes to use
the above-mentioned conceptual meta-model to define a set of misinterpreta-
tion patterns (contributing to benefit (b)). Section 6 discusses lessons learned
(regarding benefit (c)) and, finally, Sect. 7 concludes the paper with a future
outlook.

2 Background

At the time of writing, 22 DNA variant interpretation guidelines have been pro-
posed. Some examples are the ACMG/AMP 2015 guidelines [43], the Ambry
Genetics 2015 guidelines [17], or the ACGS for Rare Disease 2020 guidelines
[23]. The current guidelines support Mendelian disorders (disorders caused by
variants in a single gene), Rare disorders (disorders affecting a small percentage
of the population), X-linked disorders (disorders caused by variants in the X
chromosome), and Recessive or Autosomal dominant disorders (disorders with
a specific inheritance pattern). Some guidelines are only applicable to somatic
variants (variants that occur after conception in specific body tissues), mito-
chondrial variants (variants affecting the mitochondrial DNA), or copy number
variants (variants that affect the number of copies of a specific gene). Finally,
some guidelines present generic applicability, i.e., they are theoretically applica-
ble to any kind of variant or disorder.

Even though these guidelines attempted to improve and standardize the vari-
ant interpretation process, they are far from being a shared and widely-adopted
solution. Indeed, distinct works [13,21] have highlighted a number of issues that
arise when using variant interpretation guidelines. The most frequently expressed
concern is that the guidelines are qualitative in nature without providing the
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needed specificity [24,28]; as a consequence, their practical application is left
open to expert interpretation [22]. In this context, inconsistent interpretations
among experts become common, leading to serious consequences in healthcare
applications.

Consider for instance a case where an initial assessment in prenatal care
reveals that an unborn child is at high risk of developing Muscular Dystrophy
disorder. The assessment was later revised by a different team of experts, finally
determining that it was incorrect [40]. Because often these families have to make
decisions on pregnancy management within a limited timeframe, the improperly
classified variant could have had irreversible consequences. Furthermore, the
more complex the disorder (e.g., cancer), the more inconsistencies in variant
classification usually emerge [14].

In an effort to provide more exact definitions and streamline the process
by lowering the complexity and time needed to complete the interpretation,
several tools have been created to automate the variant interpretation process
[26,29,35,46,49,52]. Among these, VarSome [26], InterVar [29], and CharGer [46]
aim to operate within a broad scope, i.e., with variations associated with any kind
of disorder. Instead, CardioVAI [35] and CardioClassifier [52] focuse on inherited
cardiac conditions. All of them assign a label representing the disorder-causing
potential of the variants based on a set of applied criteria from the ACMG/AMP
2015 guidelines. Following a different approach, Tavtigian et al. [49] modeled
the ACMG/AMP 2015 guidelines as a Bayesian framework, which allowed the
authors to provide a probabilistic score of pathogenicity associated with each
variation.

These tools are meant to provide automated support for the variant inter-
pretation process; this is supposed to be more effective than human application
and reduce reproducibility issues. However, the qualitative nature and insuffi-
cient specificity of variant interpretation guidelines cause different tools to make
assumptions and interpret the data in discordant ways. Furthermore, some guide-
line criteria are frequently omitted by these tools because of the heterogeneous
information required for their application [36]. Overall, the inconsistencies that
naturally rise in a “manual” variant interpretation process are inevitably reiter-
ated. Automation of the interpretation process does not provide additional value
when it is not based on precise and concrete definitions. This further motivates
the effort described next.

3 Related Works

In the last years, several works have targeted specific domains all united by the
lack of a solid and well-founded conceptual characterization of their characteris-
tics. This was accomplished by proposing conceptual meta-models that provide
general clarification and guidance on the understanding of the said domain. For
instance, we report recent work in the context of fake news [6,51], Virtual Net-
work Function Marketplaces [20], FAIR scientific datasets [8], or FAIR Digital
Objects [47].
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In the field of genomics, the use of conceptual models for specifying genomics-
related processes has been explored. More specifically, conceptual modeling tech-
niques have proven to be an effective tool to achieve high levels of concreteness
and standardization. A recent work [7], has considered general genomic data
types represented in datasets for analysis and connected them to an abstract
conceptual representation, with the purpose to resolve their heterogeneity. Other
modeling efforts have targeted the inherent temporal dimension associated with
genomics data by mapping their evolution over time [15]; such an approach is
particularly sensitive in cases of changes in variant interpretation due to gene-
related data being updated [48]. Conceptual models have also been proposed to
target other specific aspects in the use of multi-omics data for precision medicine
[45] and for the identification of relevant and high-quality data records [38].

Aside from simple conceptual models, also ontological approaches have been
attempted. Ferrandis et al. [32] promoted the use of foundational ontologies to
avoid errors while creating and curating genomic domain models for personalized
medicine. The approach of ontological clarification has been employed to support
the explanation of complex domains such as human metabolic pathways [16] and
the viral genome with the related events of infection, sampling, sequencing, and
annotation for SARS-CoV-2 sequences [9]. Similarly, OntoRepliCov [27] showed
an initial conceptual framework targeting the translation event during SARS-
CoV-2 replication.

Despite the growing interest interest in conceptual models in the area of
genomics and some technological efforts to gather and integrate different human
variation data [12,31,54], to the best of our knowledge, the proposal presented
here is the first explicit, reusable reference meta-model that targets the Variant
Interpretation process.

4 A Meta-model for Variant Interpretation Guidelines

Let us begin by recalling that, as previously stated, variants can be classified
according to a variety of interpretation guidelines. In the model proposed here
(see Fig. 1), each Guideline is defined by its title, authors, and its applicability,
i.e., the specific context in which the guideline is applicable, such as for instance
“Mendelian disorders” –a specific type of disorder–, or “copy number variants”
–a specific type of variant. In addition, guidelines have a URL that points to the
publication or file where they can be examined.

For the purpose of this model, we consider that the Variant only character-
istic is an unique identifier (e.g., “rs556540177” for a single nucleotide variant, or
“nsv3875336” for a copy number variant). This particular domain oversimplifica-
tion enabled us to reduce the complexity of the model. However, an extended ver-
sion of this model that includes additional information such as the position of the
Variant on the distinct genomic sequences, as well as the reference and alterna-
tive alleles exists. A ClassificationResult (e.g., “benign”, “pathogenic”, or
“protective”) is the classification obtained for a certain Variant using a specific
Guideline.
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-title : string
-author(s) : string
-applicability : string
-url : string
-classificationRules : string[]

Guideline

-name : string
-description : string
-passRule : string
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-name : string
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-identifier : string
Variant

-pass : boolean
MetricResult
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Fig. 1. Meta-model for variant interpretation guidelines. Concepts associated with the
definition of clinical guidelines are depicted in green, the DNA-associated concepts (i.e.,
the variant that is interpreted by the clinical guideline) are depicted in red, and the
concepts used to describe the results of interpreting a variant via a clinical guideline
are depicted in lilac. (Color figure online)

Each Guideline defines a number of criteria (i.e., a set of Criterion) to be
evaluated in order to obtain the most adequate ClassificationResult for a Vari-
ant. This classification is calculated based on the classificationRules defined
in a Guideline, which state the combination of criteria that must be met
to achieve a specific ClassificationResult. An example of a classification rule
is “pathogenic: PS1, benign: BP1”, which specifies that a variant would be clas-
sified as “pathogenic” if the PS1 criterion was met, and as “benign” if the BP1
criterion was met.

A Criterion is decomposed into more specific aspects, called metrics. Each
Metric evaluates to either a true or a false value for a particular Variant
(i.e., representing a MetricResult). Similarly to Guidelines, each Crite-
rion defines a specific rule, named passRule, which performs logical operations
over the set of MetricResults to determine whether the Criterion is met.
It is worth noting here that the same Metric can be used to calculate mul-
tiple criteria (as represented by the cardinalities between the Metric and the
Criterion classes).

We recognize two different kinds of Criterion: the BooleanCriterion
and the ScoreCriterion. The BooleanCriterion returns a true or false
value (i.e., BooleanCriterionResult) and is defined by a strength that rep-
resents the extent to which the criterion supports a specific classification. For
instance, a “strong” value indicates that the fulfillment of the criteria provides
strong support for a certain classification, whereas a “moderate” value indicates



Meta-model for DNA Variant Interpretation Guidelines 381

that the criteria only offers moderate support. The ScoreCriterion returns a
numeric value (i.e., ScoreCriterionResult) and has a float suggested score
(e.g., “0.25”) within a score range (e.g., “[0, 0.45]”).

Lastly, the Dimension groups distinct criteria that share given aspects. For
instance, some criteria focus on evaluating specific characteristics of a Variant
position in our DNA sequence, in which case we have a Dimension with the
name “Variant position”, and the description “Criteria that evaluate aspects
of the variant location in the DNA”. Making this common background explicit
among various criteria improves interoperability among different Guidelines.

4.1 Example: PM1 Criterion of the ACMG-AMP 2015 Guidelines

Here, we provide an illustration of the use of the meta-model by instantiating
the PM1 criterion of the ACMG-AMP 2015 variant interpretation guidelines
(see Fig. 2 for a textual description). This is one of 16 criteria that support
the analysis of a variant’s pathogenicity according to these guidelines. More
specifically, it evaluates whether a variant is found in a region of our DNA
known as a “mutational hotspot” (i.e., a DNA region that has a high frequency
of pathogenic variants) and/or in a “protein domain” (i.e., a stable, independent
part of a protein that can perform vital protein functions) that is critical for its
correct functioning with no previously reported benign variations.

Fig. 2. The two criteria identified in the textual description of PM1 are highlighted in
blue and brown frames. The four metrics identified in the textual description of PM1
are highlighted in green, pink, purple, and yellow frames. The blue-framed criterion
comprises three metrics, whereas the brown-framed criterion only comprises one. (Color
figure online)

During the instantiation process of the PM1 criterion, two major issues
emerged. The first one arises from the actual definition of the criterion, which
appears to describe two distinct criteria rather than just one. Indeed, a variant
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PM1.2: BooleanCriterion
name: PM1.2
description: Variant located
in a mutational hotspot
passRule: M1

ACMG-AMP: Guideline
tittle: ACMG-AMP
Guidelines 2015
 authors(s) = Richards et. al.
applicability: Mendelian
disorders
 url: 10.1038/gim.2015.30

PM1.2-M1: Metric
name: PM1.2-M1
description: Variant
located in a mutational
hotspot

PM1.1: BooleanCriterion
name: PM1.1
description: Variant located
in a critical well-established
domain without benign
variations
passRule: PM1.1-M1 AND
PM1.1-M2 AND PM1.1-M3

PM1.1-M1: Metric
name: PM1.1-M1
description: Domain
without benign variants

PM1.1-M2: Metric
name: PM1.1-M2
description: Variant
located in a well esta-
blished protein domain

PM1.1-M3: Metric
name: PM1.1-M3
description: Missense
variant

location: Dimension
name: Variant location
description: Analysis of variant location in genome, transcriptome, and proteome

Fig. 3. The classes are depicted in the same colors used to highlight criteria and metrics
in the textual description of PM1 in Fig. 2.

meets the PM1 criterion if it is discovered in a mutational hotspot, a functional
domain without any known benign variations, or both of them. These scenar-
ios provide different characteristics to be met and different requirements to be
evaluated. Regardless of the fact that both hotspots and functional domains are
genomic regions, they are of different types: hotspots are found in our DNA
sequence, whereas domains are found in proteins. Furthermore, the absence of
benign variation is only important for assessing the condition associated with
protein domains. Therefore, the PM1 criterion descriptions collapse two different
criteria. When they are considered separately, as promoted by our model, the
evaluation of the criterion becomes clearer and simpler.

The second issue concerns the imprecise definition provided in PM1. Accord-
ing to this criterion, the variant must be “located in a mutational hot spot and/or
critical and well-established functional domain without benign variations”. How-
ever, a careful reading of the complete description of the criterion reveals that
the part of PM1 regarding protein domains is only valid for missense variants
(i.e., a variant that leads to an amino acid change in the protein sequence).

Figure 3 shows the resulting instantiation of the PM1 criterion. The criterion
has been instantiated as two different Boolean criteria (PM1.1 and PM1.2) that
evaluate to either true or false. On the one hand, if a missense variant (PM1.1-
M3 metric) is located in a well-established functional domain (PM1.1-M2 metric)
with no benign variants (PM1.1-M1 metric), the PM1.1 criterion evaluates to
true –the passRule of the criterion is composed by the conjunction of these
three metrics. On the other hand, if a variant is found in a DNA region known
to be a mutational hotspot (PM1.2-M1 metric), the PM1.2 evaluates to true.
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Here, the BooleanCriterion has a much simpler passRule, only including the
measurement of M1.

The meta-model has allowed us to unpack and make explicit the constructs
underlying the ACMG-AMP PM1 criterion, which were previously hidden in
the convoluted nature of its textual description. This unpacking process was
supported by the part-hood relationships defined between the Guideline and
Criterion classes, and between the Criterion and Metric classes. These
part-hood relationships are made explicit via the formulas defined in the passRule
and ClassificationRules attributes. A Criterion’s classification result is based
on the evaluation of its metrics. Similarly, a Guideline’s classification result is
based on the evaluation of its criteria. Our metamodel enables the decomposition
of variant interpretation guidelines into more precise constructs, which can serve
as a solid foundation for clinical guidelines operationalization.

5 Variant Misinterpretation Patterns

The meta-model characterizes the constructs and underlying structure of inter-
pretation guidelines. This characterization has led us to the identification of
four patterns that hinder the variant (mis)interpretation process. These pat-
terns highlight the main inconsistencies in the interpretation processes when
used by different experts; they also elucidate the disparities in the variant classi-
fication results. We have identified four different patterns: 1) the use of a single
Metric leading to different MetricResults; 2) the use of a single Crite-
rion measured according to different Metrics; 3) the use of a Guideline
with diverse Criteria; and 4) the use of one Criteria with different purposes
within diverse Guidelines. All such patterns are allowed in the meta-model and
represented by several real-world examples; however, they are at the basis of sit-
uations unclear/incoherent interpretations of variants. Details and examples are
provided in the next sections.

5.1 Same Metric – Different Metric Results

The lack of data sharing is a significant issue in genomics [39]. Indeed, differential
access to privately stored data is one of the most common causes of discrepancies
in variant interpretation [13,21]. Because of this, different experts may evaluate
the same criterion’s metric differently depending on the data they have access
to.

Let us consider the following example. Determining whether a variant co-
occurs with a pathogenic variant is frequently regarded as proof of the benignity
of the variant under investigation [43]. It is common for laboratories that per-
form genetic testing to have their own variant repository that they do not share
publicly [33]. As a result, one laboratory may have identified cases in which
the variant co-occurs with a pathogenic variant while another laboratory may
not hold this information [13]. Consequently, when the metric “The variant co-
occurs with a pathogenic variant(s)” is evaluated, different metric results may
be obtained, depending on the data that the laboratory uses.
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BP2: BooleanCriterion
name: BP2
passRule: M1
description: Variant
co-occurence

M1: Metric
name: M1
description: Variant
cooccurs with patho-
genic variant(s)

variant: Variant
identifier: rs1234A>T

bcr: BooleanCriterionResult
pass: True

mr1: MetricResult

pass: True

BP2: BooleanCriterion
name: BP2
passRule: M1
description: Variant
co-occurence

M1: Metric
name: M1
description: Variant
cooccurs with patho-
genic variant(s)

variant: Variant
identifier: rs1234A>T

bcr: BooleanCriterionResult
pass: False

mr1: MetricResult

pass: False

Fig. 4. Example model of pattern “Same metric – different metric result”

Different metric results will influence whether or not a particular criterion
is met. A practical example of this situation is depicted in Fig. 4. The vari-
ant rs1234A>T has met the criterion that evaluates variant co-occurrence (BP2
criterion) in the first scenario because the metric “The variant co-occurs with
pathogenic variant(s)” (metric M1) has been met. However, in the second sce-
nario, the variant fails the BP2 criterion because the metric M1 is not met,
thereby impacting also the BooleanCriterionResult pass value. Our meta-
model has allowed us to identify that the misinterpretation of the BP2 criterion
is due to different metric evaluation results.

5.2 Same Criterion – Different Metrics

Interpretation guidelines have contributed to the standardization of the variant
interpretation process. However, due to the lack of specificity in these guidelines,
different experts may apply the same criterion differently [22]. This indicates,
according to our meta-model, that different metrics have been employed to eval-
uate the same guideline’s criterion.

This is especially common when determining a variant’s allele frequency
[13]. Variant interpretation guidelines frequently recommend using the allele
frequency of the variant as a benignity criterion if it is greater than expected
for that specific disorder. Such a definition makes the frequency’s cutoff entirely
dependent on the knowledge and experience of the expert performing the inter-
pretation [25]. As a result, given the criterion for evaluating allele frequency, one
expert could define a metric that states, for instance, that “the variant should
have an allele frequency greater than 0.5%”, whereas an alternative expert –
with a stricter approach – could define a different metric stating that “the vari-
ant should have an allele frequency greater than 1%”. This difference in metrics
may obviously result in different assessments of whether or not the same criterion
is met.
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BS1: BooleanCriterion
name: BS1
passRule: M1
description: Alelle
frequency greater than
expected

M1: Metric
name: M1

description: Allele
frequency > 0.5%

variant: Variant
identifier: rs1234A>T

bcr: BooleanCriterionResult
pass: True

mr1: MetricResult
pass: True

BS1: BooleanCriterion
name: BS1
passRule: M1
description: Alelle
frequency greater than
expected

M1: Metric
name: M1

description: Allele
frequency > 1%

variant: Variant
identifier: rs1234A>T

bcr: BooleanCriterionResult
pass: False

mr1: MetricResult
pass: False

NOTE: Reported Allele Frequency for this variant is 0.82%

Fig. 5. Example model of pattern “Same criterion – different metrics”

Figure 5 depicts an actual instance model of this situation. When the crite-
rion BS1 (evaluating whether “the allele frequency of the variant is greater than
expected for the disorder”) is applied to the rs1234A>T variation, it produces
different results, depending on the different definitions of the (only) metric which
this criterion depends on. Again, our meta-model is able to pinpoint clearly the
origin of criterion assessment differences.

5.3 Same Guideline – Different Criteria

Most common misinterpretations occur when merging results from different
sources that follow different guidelines. One would expect that this could not
happen within the context of a specific guideline, as these intend to create a
well-defined framework for selecting the most appropriate interpretation for a
variation. Surprisingly, differences in interpretation results are common even
when using the same interpretation guideline [3,4]. This is related to the fact
that laboratories that perform the “interpretation” activity may be unable (for
diverse reasons–economic, time-related, or motivational) to apply all of the cri-
teria specified in the guidelines.

This is frequently the case in functional studies. Many variant interpreta-
tion guidelines recommend using well-conducted functional studies to assess the
potential impact of a variation in a gene or gene product [11,43]. This type of
research, however, is extremely difficult to pursue due to the significant mon-
etary and time investment required. As a result, only 36% of clinical experts
apply this criterion during the variant interpretation process [55].

Because functional studies provide strong evidence of the pathogenicity of the
variant, the choice of the expert to use this type of evidence will have a significant
impact on the interpretation of the variation. This is especially important for
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ACMG-AMP: Guideline
tittle: ACMG-AMP Guidelines 2015

classificationRules = {pathogenic: "PS1 AND PS3",
VUS: "PS1"}
applicability: Mendelian disorders

PS1: BooleanCriterion
name: PS1
description: Same amino
acid change as a previ-
ously established patho-
genic variant

variant: Variant
identifier: rs1234A>T

cr: ClassificationResult

classification: VUS

bcr: BooleanCriterionResult
pass: True

ACMG-AMP: Guideline
tittle: ACMG-AMP Guidelines 2015

classificationRules = {pathogenic: "PS1 AND PS3",
VUS: "PS1"}
applicability: Mendelian disorders

PS1: BooleanCriterion
name: PS1
description: Same amino
acid change as a previ-
ously established patho-
genic variant

variant: Variant
identifier: rs1234A>T

cr: ClassificationResult

classification: Pathogenic

bcr: BooleanCriterionResult
pass: True

PS3: BooleanCriterion
name: PS3
description: In vitro/in vivo
functional studies sup-
porting damaging effects

bcr: BooleanCriterionResult
pass: True

Fig. 6. Example model of pattern “Same guideline – different criteria”

variants whose significance is unclear, and a functional study can determine
whether the variant should be discarded as benign or further investigated for its
potential to cause disorder [5,18].

The impact that the used criteria can have on the interpretation of a vari-
ation is demonstrated practically in Fig. 6. The expert in the top scenario only
considered criterion PS1, thus concluding that the variant has an Uncertain Sig-
nificance (VUS) based on that information. However, the expert in the bottom
scenario considered both PS1 and PS3; according to the classification rule that
assigns the “pathogenic” value when both PS1 and PS3 hold, or the “VUS”
value when only PS1 holds, this expert concluded that the variant should be
classified as pathogenic. The additional evidence provided by functional studies
(criterion PS3) was fundamental in this case. The meta-model provides a clear
representation of each expert’s interpretation process and pinpoints the source
of inconsistencies in the interpretation of variant rs1234A>T.
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5.4 Same Criterion – Different Guidelines

Different variant interpretation guidelines establish different criteria and metrics
depending on their applicability. Nevertheless, there are well-established criteria
that usually appear in multiple guidelines.

In clinical guidelines, each criterion is defined using two alternative
approaches: Boolean-based or score-based. When a Boolean criterion is used,
the criterion is either met or not. When a score criterion is used, instead, a
criterion is accepted if its associated value falls within a predefined range. Con-
sequently, even when guidelines include the same criterion, its assessment may
be different depending on the approach adopted by the guideline.

PS4: BooleanCriterion
name: PS4
description: Prevalence in cases is significantly
increased compared to controls
 strength: Strong
passRule: M1

4L: ScoreCriterion
name: 4L
description: Prevalence in cases is significantly
increased compared to controls
 score_range = [0, 0.45]
 suggested_score = 0.45
passRule: M1

ACMG-AMP: Guideline
tittle: ACMG-AMP
Guidelines 2015
applicability: Mendelian
disorders

variant: Variant
identifier: rs1234A>T mr: MetricResult

pass: True

bcr: BooleanCriterionResult

pass: True

M1: Metric
name: M1
description: Increased
frequency

ACMG-ClinGen: Guideline
tittle: ACMG-ClinGen
applicability: CNV

variant: Variant
identifier: rs1234A>T mr: MetricResult

pass: True

scr: ScoreCriterionResult

given_score = 0.45

M1: Metric
name: M1
description: Increased
frequency

Fig. 7. Example model of pattern “Same criterion – different guidelines”

A typical case when this difference emerges involves the criterion that evalu-
ates whether a variant is more frequent in cases than in controls. The criterion is
evaluated by the ACMG-AMP 2015 guidelines as a Boolean criterion [43], and in
the ACMG-ClinGen as a score criterion [44]. Figure 7 illustrates the example. In
the ACMG-AMP Guideline, the criterion PS4 analyzes whether the frequency
of the variant rs1234A>T is increased in affected individuals – by means of the
metric M1. The M1 result evaluates as true and, consequently, the PS4 criterion
results are also evaluated as true. In the ACMG-ClinGen Guideline, the equiv-
alent criterion 4L evaluates the same metric for the same variant. In this case,
the criterion result is a particular score (0.45), whose value is obtained based on
the score range and the suggested score stated in the criterion definition.
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Our meta-model clearly illustrates the differences between both guidelines
and - in general - allows experts to identify variant interpretation differences
that arise from the use of different approaches for variant interpretation.

6 Discussion

Variant interpretation is a critical step in achieving better diagnoses and treat-
ments based on each individual’s genomic information. However, the imprecise
and vague nature of the variant interpretation guidelines poses difficulties in
its application in a real clinical setting. We have used a conceptual modeling
approach to define a meta-model that allows us to identify the structure and
constructs behind interpretation guidelines.

With the proposed meta-model, we have defined and explained the com-
mon framework for representing various types of guidelines (Sect. 4); we then
identified patterns of misinterpretation of variants (Sect. 5); finally, the previous
results enabled us to disentangle intricate details of existing clinical guidelines,
as we analyzed in the examples of the previous section. Below, we summarize
the lessons learned during this process.

Unpacking variant classification results : Differences in variant interpretation
can have important consequences on a patient’s health. The reason behind these
differences sometimes is not the use of a different guideline or criterion but
a conflicting evaluation of the same criterion. Thanks to the description of a
criterion as an aggregation of metrics, we are not only able to identify a different
evaluation of a criterion but the specific metric that has caused such a difference.
Section 5.1 illustrates this case. This allows for a precise unpacking of the variant
classification results.

Disambiguating criterion definitions : Because the interpretation guidelines are
often not clear enough for their unambiguous application, various experts will
use different measurements to determine whether a criterion is met. As seen in
Sect. 5.2, the metric definition has allowed us to identify the collection of con-
structs an expert uses to assess a certain criterion. This enables us to provide a
standard framework for comparing various interpretations of the same criterion.

Clarifying interpretation guidelines application : A precise set of criteria are
specified in the interpretation guidelines to direct the classification outcome. As
Section 5.3 shows, not all experts employ all criteria, which makes it difficult to
derive the precise procedure that was used. The meta-model enables a precise
characterization of the particular criteria applied for variant interpretation as
well as the components assessed in each criterion, enabling full traceability of
the outcomes.

Making connections explicit : The 22 interpretation guidelines currently avail-
able have important differences in their applicability, the criteria considered most
important to assess the role of a variant in the disorder process, or even in their
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approach for evaluating such criteria (boolean or score). Precisely identifying the
differences and commonalities among the guidelines is key to comparing the inter-
pretation approach followed by different experts and the possible implications for
the classification results. Section 5.4 reflects how the meta-model has allowed us
to make explicit connections among different interpretation guidelines.

Operationalization of guidelines : Clinical guidelines were originally defined in an
abstract manner thus hampering their direct operationalization. The generated
conceptual schema poses the basis for building workflows that systematically:
1) explain the complex interpretation domain (on the lines of [19]) and the
related process in place (a sort of process explainability [1]); 2) highlight cur-
rent differences, inconsistencies, and misinterpretations; 3) propose refinements
to current criteria and metrics; and 4) derive a complete operationalization of
the guidelines’ application process. A conceptual model can serve as the foun-
dation for operationalizing clinical guidelines by making them more accessible,
guiding decision-making, facilitating interdisciplinary collaboration, and encour-
aging continuous improvement. As a result, inconsistencies in their application
will be reduced.

Current limitations of the meta-model : During the development and use of the
meta-model, we identified four limitations. First, there are external elements that
may have an impact on classification results, but they are not represented. These
elements include, for example, the fact that some variants are pathogenic only
when appear in combination with other variants, or that other variants may over-
come a variant’s pathogenic effect. Second, variant interpretation has not been
examined in the context of complex disorders in this work. In these disorders, the
existence of many variants are required to cause the manifested disorder. Extra
factors such as penetrance and population specificities must be considered also,
but they are not included in this first version of the model. Third, the actors
participating in the interpreting process are not modeled. Knowing who per-
formed the interpretation, what annotation tool was used, or what information
they relied on to evaluate each criterion helps increasing the interoperability and
reproducibility of the interpretation results. Fourth, we represent the classifica-
tionRules as an array of strings. Although this approach works correctly, we are
aware that more appropriate appropriate approaches exist. For instance, specific
classes that better capture the nature of these rules.

7 Conclusion and Future Outlook

In this paper, we proposed a novel meta-model for the representation of the
DNA Variant Interpretation Guidelines. Variant interpretation is a very common
process in the working routine of clinicians and geneticists and it is of critical
importance that it is managed in a correct way to ensure patients well-being.
Unfortunately, current practice still presents many shortcomings; the presence of
several guidelines with diverse criteria and metrics – possibly based on different
approaches or with apparent discrepancies – is hampering the reliability of the
interpretation results.
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Paving the way to a complete standardization and systematization of this
process, here we proposed a meta-model that aims to explain and clarify the
morphology of interpretation guidelines and their internal elements. Addition-
ally, we proposed a set of patterns in which these guidelines led to the potential
misinterpretation of variants. These patterns reveal common challenges encoun-
tered when interpreting variants and each of them is associated with a practical
use case where the pattern arose. Finally, we discussed lessons learned during
the modeling effort and how these reflect on the presented problematic use cases.

In the future, we plan to address the meta-model’s limitations identified
above. First, we intend to represent the variant’s genomics context to show how
the existence of other variants may influence the variant’s classification. Second,
our model will incorporate a classification of variant groups that operate together
to produce a disorder. This will facilitate the interpretation of complex disorders.
Third, we will incorporate a detailed description of all the steps that precede
variant interpretation as well as the actors that conducted the interpretation
process. Finally, a new entity capturing the complexity and interconnections of
the classification rules will be defined.

In addition, we plan to thoroughly expand the patterns catalog, propos-
ing operational rules to avoid such incorrect situations to occur. As previously
discussed, this preliminary meta-model effort will be applied to practical frame-
works for two main purposes. First, we aim to explain the complex variant
interpretation process, reporting differences, inconsistencies, and misinterpreta-
tions. Second, we aim to propose refinements to current criteria and metrics and
completely operationalize the guidelines’ application process.

Acknowledgements. This work was supported by the Valencian Innovation Agency
and Innovation through the OGMIOS project (INNEST/2021/57), the Generalitat
Valenciana through the CoMoDiD project (CIPROM/2021/023) and ACIF/2021/117,
and the Spanish State Research Agency through the DELFOS (PDC2021-1212
43-I00,MICIN/AEI/10.13039/501 100011033) and SREC (PID 2021-123824OB-I00)
projects, and co-financed with ERDF and the European Union Next Generation
EU/PRTR.

References

1. Adadi, A., et al.: Peeking inside the black-box: a survey on explainable artificial
intelligence (XAI). IEEE Access 6, 52138–52160 (2018)

2. Agaoglu, N., et al.: Consistency of variant interpretations among bioinformaticians
and clinical geneticists in hereditary cancer panels. Eur. J. Hum. Genet. 30, 378–
383 (2022)

3. Amendola, L.M., et al.: Performance of ACMG-AMP variant-interpretation guide-
lines among nine laboratories in the clinical sequencing exploratory research con-
sortium. Am. J. Hum. Genet. 98, 1067–1076 (2016)

4. Amendola, L.M., et al.: Variant classification concordance using the ACMG-AMP
variant interpretation guidelines across nine genomic implementation research
studies. Am. J. Hum. Genet. 107(5), 932–941 (2020)



Meta-model for DNA Variant Interpretation Guidelines 391

5. Anderson, C., et al.: How functional genomics can keep pace with VUS identifica-
tion. Front. Cardiovasc. Med. 9 (2022)

6. Belloir, N., et al.: Characterizing fake news: a conceptual modeling-based approach.
In: Ralyté, J., Chakravarthy, S., Mohania, M., Jeusfeld, M.A., Karlapalem, K.
(eds.) Conceptual Modeling, ER 2022. Lecture Notes in Computer Science, vol.
13607, pp. 115–129. Springer, Cham (2022). https://doi.org/10.1007/978-3-031-
17995-2 9

7. Bernasconi, A., et al.: A comprehensive approach for the conceptual modeling of
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Abstract. The domain of beyond-the-visual-line-of-sight (BVLOS)
flights of unmanned aerial vehicles (UAVs) has unique navigational chal-
lenges such as the reliable estimation, evaluation and mitigation of the
risk of the associated flight paths. To tackle these challenges domain
data from heterogeneous sources is needed. Failing to integrate this data
carefully could result in inaccurate navigation decisions, poor situational
awareness, and in general unsafe flight operations. In this paper we
present a conceptual model that can be used to design conceptual graph
databases that integrate the information of several domains to BVLOS.
Furthermore, we show that our proposed conceptual graph database
schema scales well for increasing sizes of stored domain and application
data and permits constant query execution times for important recurring
queries.
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Avoidance · Multi-Criteria Optimal Flight Path · Risk Assessment ·
Risk Mitigation

1 Introduction

In recent years, the deployment of unmanned aerial vehicles (UAVs), also known
as drones or unmanned aircraft systems (UAS), has had a remarkable surge in
the public airspace [20]. This trend is likely to continue as the value of commercial
drone manufacturing and related service activity in the United States is projected
to rise from $8 billion in 2017 to $20 billion by 2026 [7]. UAVs have a wide range
of applications in many emerging fields [17]. While most of these applications
have been restricted to visual-line-of-sight (VLOS) operations in the past due to
technological limitations and strict regulations, current advancements in the field
make the expansion of beyond-visual-line-of-sight (BVLOS) operations appear
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increasingly feasible [12,17,21]. There is a large range of operations that could
benefit from autonomous BVLOS UAV operations [12]. With respect to this,
autonomous path planning is an essential part of UAV operations [20,21], which
has gained a lot of attention in the literature recently. In the context of BVLOS
operations the mitigation of risk is generally seen as a main priority [17]. This
gives rise of the risk-based UAV path planning problem.

Path planning can generally be interpreted as a search and optimization
problem [21]. Many approaches to path planning have been proposed thus far,
some of which employ graph theory-based routing algorithms (e.g., the approach
given in [18]). Graph databases have shown promise with applications related
to vehicle routing problems, such as taxi ridesharing [24], which would suggest
that they may also be applicable to graph theory-based UAV path planning
problems. Despite this, most approaches to UAV path planning do not attempt
to capture domain-relevant information so that they can be used to effectively
search for quality paths. To effectively use graph databases to solve UAV path
planning, we need to elaborate a proper database model to capture a majority of
domain-relevant information, which can be used to find good paths and mitigate
risks. The needed information to setup such a system includes not only static
data sets for path planning and storing relevant information, but also dynamic
data to integrate rapidly changing parameters like wind speeds and pressure as
well as the positions of other UAVs or other moving objects.

The aim of this paper is to propose a conceptual modeling approach for risk
assessment and mitigation in UAV routing. While graph databases do not need
to have a database schema we found it useful to start with designing a schema
first in order to cover all the concepts that are relevant for our application and to
understand their semantics. Our schema will be able to capture both static and
dynamic data of UAVs and their environment. In particular we will argue that
it is semantically rich and can store domain-relevant information with respect
to typical risk hazards in UAV flights. Based on the schema we develop a graph
database to capture domain-relevant information and use it for risk-based UAV
path planning in a grid-space. A prototype of our graph database is implemented
using Neo4j, a popular graph database management system, which has built-in
spatial functions [1].

We will present an approach to estimate the risk of traversing any given direct
leg between neighboring locations. Using this approach a risk-based UAV path
planning graph is constructed and a risk-optimal flight path can be found. For
that, some recurring queries are identified to retrieve the information from our
proposed graph database. Lastly, an evaluation using an artificially created flight
space is conducted to validate the functionality of the proposed graph database.

The major contributions of this paper are the following:

– We propose a common conceptualization for various collaborators in the field
of risk mitigation for UAVs.

– We propose a conceptual graph database schema for UAV risk-based path
planning for a flight space that is shared by multiple UAVs.

– We propose graph database constraints to ensure the creation of collision-free
flight paths for UAV.
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– We demonstrate how our proposed graph database can be supportive in
assessing and mitigating important types of hazards such as ground risk under
dynamic weather conditions.

– We evaluate our approach using some initial experiments to show the practi-
cability of our approach.

Organization. This paper is organized as follows: In Sect. 2 the current liter-
ature on the domain and on graph data modeling is reviewed. Section 3 covers
basic concepts and preliminaries. In Sect. 4 we present our proposed conceptual
design of our graph database. In Sect. 5 an approach to estimating risk and find-
ing points-of-impact is presented. Section 6 gives an approach for generating a
path planning graph and finding efficient paths. In Sect. 7 we conduct experi-
ments to investigate the scalability of our approach. Lastly, in Sect. 8 potential
future work is discussed and concluding thoughts are given.

2 Literature Review

In this section we review the literature for UAV path planning and risk assess-
ment and present existing work on graph database modeling.

UAV Risk Assessment and Path Planning. In recent years a great attention
has been paid to risk assessment of unmanned BVLOS flights [17]. Most risk
assessment models are based on data from manned flights [17]. Three common
types of hazards appear throughout the literature, ground risk, mid-air collisions
of aircrafts, and obstacle hazards.

Approaches to defining ground risk are concerned with the risk to the pop-
ulation on the ground in case of an unplanned descent of the UAV as a result
of system failure. To compute the ground risk, typically a descent is modeled,
often probabilistically, to estimate the point-of-impact in case of an unplanned
descent. In [9] a probabilistic model for estimating the location of impact in case
of a ballistic descent of a small unmanned aircraft is presented. A second-order
drag model is used to calculate the point-of-impact based on travel direction,
speed, mass, and a drag coefficient of the aircraft based on which a probability
density function is presented to account for uncertainties in travel speed and
drag, as well as wind. In [8] this work is built upon by introducing additional
descent types and calculating risk of fatal impact as a result of population density
and a sheltering factor at any given point-of-impact as well. In [17] this approach
is used to generate a probabilistic ground risk map for a given unmanned aircraft
system (UAS) by assuming uniformly distributed speed.

A model for calculating mid-air collision risk of UAVs is given in [13]. Here
collision risk is calculated by considering their vertical, horizontal, and tempo-
ral overlap probability. [6] proposes a framework for classifying risk controls for
managing the risk of mid-air collision accidents for UAVs. In [14] an air risk
map is generated based on the risk of mid-air collisions and the resulting risk
of fatalities in case of a collision. In [18] a UAV routing algorithm with colli-
sion avoidance is given. To detect obstacle hazards, a data-driven approach for
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stochastic risk assessment of UAV operations is proposed and illustrated on an
artificially generated hazard map in [20].

With regard to UAV path planning, multiple factors are usually considered.
Besides risk, distance/air-time is a relevant factor for path planning as fuel is
limited [19]. Risk-based UAV path planning can be regarded as a multi-objective
optimization problem. For example, [20] uses a multi-objective evolutionary algo-
rithm to find a Pareto-optimal path with respect to risk and distance in the
hazard map. The survey paper [10] focuses on two key aspects of the path plan-
ning domain for UAVs. Techniques and methods from the literature to generate
a feasible path for autonomous UAVs are compared and their limitations high-
lighted. Also, the representation of environmental factors are analyzed. The aim
was to identify those factors, which are essential for developing a practical path
planner in future research.

Graph Database Modeling. To the best of our knowledge, there is no existing
graph database model for risk-based UAV path planning in the literature. In [26]
a secure flight data recording service is proposed. It uses a small graph database
scheme to store and analyze flight data recordings with the aim of identifying
parties at fault in the event of accidents. That paper, however, is not on path
planning, but on documenting and does not address risk analysis for future
planning purposes.

A a risk database is used in [16] to integrate geo-spatial data sets from het-
erogeneous data sources into risk layers with the goal of providing comprehensive
risk models and to enable highly informed decision-making processes for UAV
flights. The focus is on the integration process and uses expert knowledge to
adjust their layers. Finally a 3D-risk map can be derived from the heteroge-
neous data sets to enable mission specific risk assessment and UAV path plan-
ning. Graph models are not investigated in that work.

A risk-based path planning framework for UAVs is presented in [21], which
uses a geo-spatial SQLite/SpatiaLite database to manage terrain and risk data.
In contrast to ours, [21] does not use a grid map nor calculate ground impact
points, but uses a sampling-based algorithm to generate a search graph and find
risk-aware paths without considering descent models for UAVs. The problem
studied is different from ours and the focus is not on conceptual modeling. For
one example the sampling took more than a day of preprocessing. By restricting
the search space for a UAV path into corridors their approach was not able
to produce solutions for certain scenarios. As only a single UAV is considered,
collision avoidance for multiple UAVs is not addressed. For their problem, also
query answering did not scale well due to the known limitations of relational
databases for performing joins. This was an important lesson for us.

Unlike in the case the relational databases, the conceptual modeling of graph
databases has not yet been extensively studied. In particular, there do not yet
exist broadly accepted modeling rules for improving the efficiency of using graph
databases [24]. [23] uses an conceptual modeling approach to handle an advanced
routing problem in which vehicles need to be organized to platoon together and
therefore safe fuel or energy. They proposed unifying structures and common
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conceptualization for routing, scheduling and platoon life-cycles in context of the
Vehicle Platooning Problem. Furthermore, working applications are presented to
identify common paths for the vehicles in the network and store all information
about platoons and especially the path each vehicle takes in a solution. The con-
ceptual design of the model showed promising features in handling the complex
data of a routing problem. In [11] a conceptual framework for dynamic alterna-
tive route planning is presented. It is able to react to changes in the underlying
street network and demonstrates the usefulness of conceptual modeling tech-
niques in the logistics domain.

3 Preliminaries

Concepts relating to the Risk of UAV Flights. There are various ways
of defining risks and hazards in BVLOS UAV flights. There are, however, com-
monalities. In general, risk is the potential for harm or loss to people, property,
or critical infrastructure. Three common types of hazards appear throughout
the literature: ground risk hazards, mid-air collision risk, and obstacle hazards.
Ground risk is typically calculated as a function of multiple factors, including
flight-independent environmental factors such as the population density in a
given area, and the factor of wind, as well as flight dependent factors such as
the UAV’s flight speed, direction, and mass. Thus these factors should be con-
sidered for the graph database. Mid-air collision risk mainly arises as a result
of tempo-spatial overlaps of multiple UAV’s flight paths, which suggests that
tempo-spatial overlaps should be addressed in the graph database. Since this
paper is mainly motivated by navigating a UAV via a routing network, obstacle
hazards should be taken into consideration as they often indicate regions where
no safe flight operations are possible and affected legs should not be used.

Problem Description. A flight-space through which a UAV u is to navigate
can be seen as a graph FS = (L,C), where L is a set of nodes such that each
node represents a location � in the flight-space which can be reached by the UAV.
The set of edges C ⊆ L × L represents the direct connections (also called legs)
between the aforementioned locations. In an edge (�0, �1) the nodes �0 and �1
are called the head and the tail of the edge. A path from location �0 to �m in
the flight-space is a sequence of edges (�0, �1), (�1, �2), . . . , (�m−1, �m).

A flight f by a UAV u has a start location �s, an end location �e, a flight
speed v, and a time interval d representing the period of time in which the flight
is to occur. Within the flight-space, a flight just corresponds to a path starting
at location �s and ending at location �e.

Given a start location, an end location, a time interval, a UAV and a flight
speed there can be many different paths in the flight-space. In practice one often
faces the situation that one needs to consider multiple options and has to choose
among multiple candidate paths. Very often one wants to select a flight path
that is optimal with respect to risk. For that, however, it is crucial to assess the
risk associated with different paths. If there are multiple UAVs that share the
same flight-space then the flight paths of the different UAVs must be selected
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such that they do not interfere in order to prevent mid-air collisions. This task
is often referred to as risk-based UAV path planning.

To capture the information needed for searching for optimal solutions of the
risk-based UAV path planning problem, in this paper we propose a conceptual
modeling approach to design a graph database, which can then be used to effec-
tively solve the problem.

Use of Property Graphs. Property graphs are often used to represent graph
databases, cf. [2,5]. A property graph is a tuple (N,E, α, β, λ, ν) where N and
E are two disjoint finite sets of objects called nodes and edges, α and β are two
functions that maps each edge to its tail and head, respectively, λ is a function
that maps nodes and edges to finite sets of labels, and ν is a partial function
that maps properties of nodes and edges to domain values.

We use property graphs to include those entities and relationships that are
relevant in the domain of interest, i.e., risk-based UAV path planning. As com-
mon in the context of graph databases we will often refer to edges in property
graphs as relationships. Labels that are assigned to nodes and edges can be
interpreted as types of entities and relationships, respectively. While nodes and
edges can have multiple labels, in the present paper each node as well as each
edge has a single label which we refer to as its type. Types may be regarded as
abstract concepts that give rise to a schema for the graph database.

In the present paper, our proposed conceptual schema of our graph database
is illustrated as a diagram, see Fig. 1, but can easily be presented using a more
formal approach using a PG-Schema, i.e., a collection of node types, edge types
and graph types that describe the nodes and edges that occur in a property
graph, cf. [3].

4 A Graph Database for Risk-Based UAV Routing

The conceptual schema in Fig. 1 constitutes a complete tempo-spatial concep-
tual model of the physical environment of the flight space including multiple
simultaneous interacting unmanned aerial vehicles (UAVs). This schema serves
as the basis for conducting ground risk assessment during flight planning, con-
sidering factors such as population density and sheltering effect. The ground risk
assessment takes into account the spatial-temporal dynamics, e.g., wind speed
and wind directions in the flight space, enabling a comprehensive evaluation of
potential risks associated with UAV operations.

To ensure collision-free operation of the simultaneously planned flights involv-
ing multiple UAVs, a constraint is enforced, guaranteeing the safety and avoid-
ance of any potential collisions between multiple UAVs. Consequently, optimal
flight plans are generated, striking a balance between risk, and additional factors
like distance or energy consumption.

Locations and Legs. Locations and the legs between them are core concepts
for navigating a UAV which will be represented in the graph database. Locations
� are nodes of type Location. Each location has properties longitude, latitude
and altitude to capture its geographic coordinates.
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Fig. 1. The conceptual schema of our proposed graph database

Legs g are nodes of type Leg. Note that for the present paper, we have chosen
a bipartite modeling approach where both locations and legs are represented by
nodes in the graph database. The reason for modeling legs as nodes (rather
than relationships) in the graph database is to allow for the modeling of further
relationships between other nodes and legs which will be introduced later. For a
leg g connecting a location �t with another location �h in the flight-space there
will be a relationship tail from g to �t and a relationship head from g to �h in
the graph database. �t and �h will also be referred to as the tail location and
head location, respectively, of g. Each leg has a property distance to capture
the distance from �t and �h. Tails tail and heads head are relationships of type
TAIL and type HEAD, respectively.

Areas. To assess ground risk, ground data such as population density and the
presence of shelter is an important factor [8]. Often ground data is represented
as a grid map of the ground assuming the ground is a plane where each box
within the grid is assigned some risk value [17].

Motivated by this idea, we have chosen the following approach. Every area
a in the ground grid is represented by a node in the graph database. Areas a
are of type Area. Each area has four properties minlon, minlat, maxlon, maxlat
representing geographic coordinates that define four geographic points sw =
(minlon, minlat), se = (minlon, maxlat), nw = (maxlon, minlat), and ne =
(maxlon, minlat). These four points are taken as the corners of the rectangle
(sw, se, nw, ne), which functions as a geographic bounding box defining a spe-
cific area on the ground. This is similar to the common approach for defining
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geographic bounding boxes [15]. The coordinates can be well chosen for each
area a, so that the set A defines a seamless ground grid.

In addition, each area a has properties to capture ground data for the area
which is relevant to the calculation of ground risk. For that the properties
Density and Sheltering to store the area’s population density and the shelter-
ing factor, i.e., the percentage of the area which is unsheltered [8], respectively.

Query 2. An important query that should be supported by the graph database
in the case of an unplanned descent of a UAV is to find the area a within whose
bounding box the UAV would impact the ground. A naive approach is to, given a
set of coordinates representing the point-of-impact, search all areas and test for
each area a whether the impact coordinates lie within the bounding box defined
by a. We will refer to this query as Query 2 as it plays an important role for risk
assessment and mitigation.

An optimized approach is to first limit the perimeter in which the search
is performed. If each area a can be represented by a single set of coordinates
such as the longitude and latitude values in a location �, one could first search
all sets of coordinates representing areas a which lie within a given perimeter
around the point-of-impact, and then test for each area a within the perimeter
whether or not the impact coordinates lie within its bounding box (Query 2 with
perimeter). This motivates our interest in the topological relationship between
locations and areas. There is a relationship within from location � to area a in
the property graph, provided the point given by the longitudinal and latitudinal
coordinates of � lies within the bounding box defined by area a. The relationship
within is of type WITHIN and has no properties.

This previous observation may suggest that areas are merely viewed as exten-
sions of locations and thus areas and locations may be modeled as a single node
in the graph. However, in order to make the graph database versatile and adapt-
able, it was chosen to keep these concepts distinct in the graph as they are
semantically distinct.

Weather Data and Time Intervals. In order to assess flight risk, wind data is
an important factor [8,9,17]. As wind is not static across time, weather forecasts
are an important tool used for future flight planning [20,27]. Moreover, [13]
emphasizes that tempo-spatial overlap of UAV flights are a major predictor
of collision risk. This motivates the addition of a temporal dimension to the
graph database, too. A time interval d can be defined as a tuple (t1, t2) where t1
denotes the starting time and t2 denotes the ending time, thus t1 < t2 must hold.
Alternatively a time interval d may be represented by a single value, assuming a
standardized length such as an hour. For the sake of simplicity this approach was
chosen. Thus, a time interval d is represented as a node of type TimeInterval
and with a property DateTime.

To represent the wind conditions in a given location � and given time interval
d a relationship weatherData from � to d is used. The relationship is of type
WEATHER_DATA and has properties Wind-direction and Wind-speed.
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Query 1. In order to assess the risk of each leg with respect to a given flight
speed and time interval, the legs along with their tail and head locations, and
the weather data of their head locations for this time interval need to be queried
from the graph database (Query 1).

Depending on the size of the region captured in the graph database, and
depending on the distance between the start and end location of the flight with
respect to which the risk is to be assessed, there may be reason to not query the
entirety of legs in the graph but only those within a certain perimeter. Depending
on the size of the perimeter there may then be a slim chance that an efficient
path may not be found but this may be deemed acceptable in certain cases. One
way to define such a perimeter is to find the mid point pc between the start and
end location and draw a circle in the geographic coordinate system with pc as its
center and a radius r where r is at least half the distance between the start and
end location of the flight, and then to only query the legs within this perimeter
(Query 1 with perimeter).

UAVs and Planned Flights. It is to be expected that a flight space is not only
occupied by a single UAV at any given time. Thus, a graph database which only
represents the physical environment of a flight, without storing any information
with respect to other UAVs and their flights in the flight space would be insuf-
ficient for representing the real circumstances of a flight and thus for enabling
interoperability between multiple actors. Hence information about UAVs and
flights need to be represented in the graph database, too.

A planned flight f is represented as a node of type PlannedFlight in the
graph database. According to the problem description, a planned flight can be
identified by the time interval, the start and end locations, the UAV performing
the flight and the flight speed used by the UAV. As locations and time intervals
are already represented in the graph database, we now discuss how to represent
the remaining factors.

UAVs are real-world entities the physical properties of which are relevant to
ground risk [8]. Thus, they will be represented in the graph database. A UAV
u is represented as a node of type UAV. A physical property that is relevant to
ground risk is the UAV’s mass, cf. [8]. This can be represented as a property
Mass assigned to UAVs. A UAV typically has a range of possible flight speeds, so
that the speed of any particular flight cannot simply be derived from the physical
properties of the UAV, and thus needs to be represented separately. Assuming
constant speed for a given flight f , flight speed can be represented in the graph
database as a property Speed of flights.

A flight f can now be unambiguously represented in the graph database
by adding the following relationships: hasF light from the UAV performing the
flight to f , start from f to its start location �s, end from f to its end location �e,
flightT ime from f to the time interval TimeInterval during which the flight is
to occur. The relationship start is of type START, end is of type END, hasF light
is of type HAS_FLIGHT and flightT ime is of type FLIGHT_TIME.

Query 3. If the risk value of a leg is assessed with respect to a given flight
f , it may be useful to store it in the graph database, to avoid redundant risk
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calculations in the future if a optimal path is to be found for a flight the risk
values already found may simply be queried from the graph database (Query 3),
as well as to be able to reconstruct why a particular path was chosen.

Note that the risk value cannot be stored at the leg nodes themselves, as the
risk is dependent on each particular flight. Therefore a relationship re from a
given flight f to a leg g is added to the graph database to represent the risk
assessment of g with respect to f . This risk value can be stored as a property
risk of re. The relationship re is of type RISK_EVALUATION.

Flight Paths. When a flight path is chosen for a planned flight f , it is also useful
to store this path in the graph database in order to keep track of all the flight
paths in a certain time interval, and thereby to be able to assess collision risk.
A flight path p can be represented as a path graph where each node corresponds
to a leg g linked by an edge to the next node in the path.

However, the nodes should not be the legs themselves, as this would create
confusion once a leg is part of multiple flight paths, since its successor nodes as
well as its predecessor nodes could not be identified unambiguously. Therefore
we represent a flight path by a sequence of waypoints wp of type WayPoint along
with relationships of type NEXT where each waypoint corresponds to a leg node.

A relationship represents from a waypoint wp to a leg g is used to express
that wp represents g. This relationship is of type REPRESENTS. To denote the
start node of a path, a node p of type Path is added to the graph database
together with a relationship pathStart of type PATH_START from p to the first
waypoint belonging to the path. In Fig. 2 the general principle of constructing a
path through the given flight-space is shown.

Flight Space

UAV Risk-based path planing

Flight Path

Fig. 2. Sketch of the gradual construction of an instance of our proposed conceptual
graph database schema. Herein, locations are displayed as green nodes, legs as red
nodes (together forming the flight space), and waypoints as blue nodes (forming a
flight path). (Color figure online)
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5 Risk Assessment Using Our Proposed Graph Database

In this section we describe how our graph database can be used for estimating
the ground risk of each relevant leg with respect to a given flight.

Initial Assumptions. To assess the ground risk of a UAV in a given point
in space, it is common to consider the risk of fatally impacting a person on
the ground in case of an unplanned descent [8]. In practice, multiple descent
models are used to estimate risk, usually with a probability density function to
account for unknowns. While the graph database proposed above contains all the
necessary entities and data to enable such a calculation, this is clearly beyond
the scope of the present paper. Here we just want to illustrate how our graph
database can be supportive during ground risk assessment. Thus, we make the
following assumptions:

1. All required data for the risk calculation are known and static for the exam-
ined time interval.

2. For a given leg g with tail location �t and head location �h, the ground risk
at the leg’s head location when flying along the leg is a suitable estimate for
the risk associated with the leg.

3. Given a ballistic descent model, ground risk can be approximated sufficiently
well as the probability of fatality (Table 1).

Table 1. Notions related to ground risk assessment for a UAV.

Symbol Meaning

v UAV’s flight speed
w wind speed
v′ UAV’s speed affected by wind
KE UAV’s kinetic energy at ground impact
θ flight direction (in radians)
ψ wind direction (in radians)
θ′ UAV’s direction affected by wind
λ1, ϕ1 longitude, latitude at tail location (in radians)
λ2, ϕ2 longitude, latitude at head location (in radians)
λ3, ϕ3 longitude, latitude at ground impact (in radians)
Δλ difference between longitudes at tail and head location
g gravitational acceleration
Re earth radius

Ballistic Descent. A ballistic descent happens when a UAV experiences a flight-
terminating failure which causes it to lose most of its lift [8]. This may happen,
for example, if a wing breaks off or a motor physically separates from the body.
Then the UAV’s descent is solely governed by its aerodynamics, cf. [8].
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Following [8], we use a simple horizontal projectile model to describe the
UAV’s ballistic descent, where the primary force acting on it is gravity and the
acceleration of the UAV itself within the wind frame. For a horizontal projectile
with a known horizontal speed v0 and starting height h0 the horizontal range
d of the projectile, being the distance traveled until point-of-impact, is then
calculated as: d = v0

√
2h0
g , where g represents the gravitational acceleration

acting upon the projectile. The impact speed vR of the projectile is calculated
as: vR =

√
v2
0 + 2gh0. With this the kinetic energy of the projectile can be

calculated as: KE = 1
2mv2

R, where m is the mass of the projectile.

Direction and Speed and Wind. To be able to find the descending UAV’s
point-of-impact, first it’s flight direction and speed at the moment of failure t0
needs to be found. The UAV’s flight direction θ at l2 is calculated as the final
bearing of the leg assuming a spherical earth [25] as:

θ = atan2(sinΔλ · cosϕ2, cosϕ1 · sinϕ2 − sinϕ1 · cosϕ2 · cosΔλ) (1)

The effect of wind on the UAV’s speed v′ and direction θ′ at l2 is calculated by
adding the polar vectors of the UAV, given by v and θ, and of wind, given by w
and ψ.

Point-of-Impact. Given the UAV’s longitude λ2 and latitude ϕ2 (in radians)
at the time of failure t0, the longitude λ3 and latitude ϕ3 in radians at the
point-of-impact assuming a spherical earth [25] can be approximated as:

ϕ3 = asin(sinϕ2 · cos d

Re
+ cosϕ2 · sin d

Re
· cos θ′) (2)

λ3 = (λ2 + atan2(sin θ · sin d

Re
· cosϕ2, cos

d

Re
− sinϕ2 · sinϕ3)), (3)

where Re is the radius of the earth.

Probability of Fatality. Following [8], the probability of fatality is calculated
as follows:

pfatality = pevent · pimpact person · pfatal impact, (4)

where pevent is the probability of a descent occurring, pimpact person the prob-
ability of a person being impacted in the case of a descent, and pfatal impact

the probability that an impact is fatal. Assuming the probability of a ballis-
tic descent occurring is uniformly distributed across all legs, this factor can be
neglected in assessing risk, as no other descent model is considered.

The population density PDimpact (as person per m2) and shelter factor
Simpact at the UAV’s point-of-impact can be used to approximate pimpact person

by using the following formula (adapted from [8]):

pimpact person = Simpact · PDimpact (5)

The area weight kinetic energy method for assessing pfatal impact converts the
kinetic energy of an impacting object to the probability of fatality as a result of
the point-of-impact [8].
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Table 2. Probability of fatality and impact on a person (from [8])

Probability of fatality Kinetic energy (J)

0.01 43
0.10 66
0.30 92
0.50 114
0.90 194

Table 2 was adapted from [4] and converts the probability of fatality of a
person standing in an open area impacted by a UAV to the UAV’s kinetic
energy. The probability seems to grow nearly linearly with the kinetic energy. [4]
describes a more elaborate model for ground collision severity which, however, is
beyond the scope of the present paper. Thus a linear approximation function was
derived from the data by way of the least squares method in order to approximate
pfatal impact. The function takes the form f(x) = mx · b where m = 0.00607884
and b = 0.256826. This yields the following estimation for pfatal impact in Eq. (6):

pfatal impact =

⎧⎪⎨
⎪⎩

0 if f(KE) < 0
f(KE) if 0 ≤ f(KE) ≤ 1
1 if 1 < f(KE)

(6)

6 Risk Mitigation Using Our Proposed Graph Database

In the previous section we have explained how the risk of the legs in the flight-
space can be evaluated for a given time interval, starting position, end location,
UAV and flight speed with the support of our proposed graph database. In this
section will now describe how we can further use our graph database to perform
tasks related to risk-based UAV path planning.

Outline of Risk-based UAV Path Planning. To find a suitable flight path
for a flight f using our graph database we can proceed as follows:

1. Retrieve the relevant information (UAV data, weather data, location data,
time intervals) to compute the ground impact point for a node g of type Leg
(Query 1)

2. Compute the ground impact point for the node g of type Leg
3. Determine the node of type Area for the ground impact point and return

population density and sheltering data (Query 2)
4. Compute the risk value for the node g of type Leg based on results from

Query 1 and 2
5. Store the risk value in a newly created relationship of type

RISK_EVALUATION, connecting the node f of type PlannedFlight and the
node g of type Leg
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6. Repeat steps 1–5 for each node of type Leg
7. Retrieve a relationship of type RISK_EVALUATION to a node g of type Leg,

and create a relationship of type LINK between the nodes of type Location
adjacent to node g

8. Store the risk value and the energy consumption as properties of the rela-
tionship of type LINK

9. Repeat steps 7–8 for each relationship of type RISK_EVALUATION (Query 3)
10. Compute a risk-optimal flight path in the graph induced by the relationships

of type LINK

Recall the definition of a flight-space FS = (L,C) in Sect. 3. Assume we are
given a start location �s, an end location �e, a time interval d, a UAV u, and
a flight speed v. Let CLink be the subset of C for which the risk assessment
as described in Sect. 5 was possible and resulted in a finite risk value. Further
let LLink be the subset of L that is induced by CLink and that contains �s and
�e. Note that CLink might be much smaller than C as many edges might be
eliminated due to their associated ground risk or observed obstacle hazards. In
particular, edges with obstacles that would affect the UAV will be removed here.
Similarly, LLink might be much smaller than L. In particular, locations that are
already used by other UAVs during the given time interval, have been eliminated
to to avoid collisions. The subgraph PPG = (LLink, CLink) is also called the path
planning graph of the UAV.

In Sect. 5 we described how to compute the risk values for the edges in CLink.
Let crisk denote the resulting function which may be regarded as a cost function.
The risk of a path is defined as the sum of the risk values of all the edges in the
path. A path from the start location �s to the end location �e that has minimal
risk is called risk-optimal.

Sometimes risk is not the only criterion that is of interest, but other criteria
must be taken into consideration as well. For UAVs, energy consumption is often
used as a further criteria when looking for suitable flight paths for a UAV. The
energy consumption for the edges in PPG can be estimated using the UAV’s
energy consumption function, which takes into account the distance, the wind
speed and direction at the location, and parameters based on the UAV’s technical
specifications for flying. Let cenergy denote the resulting function which may be
regarded as a cost function, too. Then a multi-criteria optimization approach
can be used to find flights paths for the UAV that offer a good balance between
risk and energy consumption.

Handling Ground Risk. The construction of the path planning graph allows
to search for an optimal path in regards to ground risk. The expected risk is
displayed directly as a cost on the edges in PPG. By adding the energy con-
sumption as a cost to the edges we are able to identify multi-criteria optimal
paths in respect to the balance between energy consumption and expected risk.

Handling Collision Risk. As collision risk is mainly a factor of tempo-spatial
overlap of two UAVs [13], a simple approach to mitigate collision risk would
be to use a deconfliction protocol which disallows multiple UAVs from flying
through the same location in the same time interval. A naive way to achieve this
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in our proposed graph database is, when performing Query 1, to remove all legs
with a head location which is already a head location of a leg within a chosen
path relating to a flight in the same time interval from the result set of Query 1
(Query 1 with deconfliction).

Handling Obstacle Risk. Obstacle hazards may not affect the path of a UAV.
Therefore the information on obstacles is stored as a property in the nodes of
type Leg. When the obstacles associated to some leg prevent safe operation of the
UAV then this will be dealt with during risk assessment and the corresponding
links will not occur in the PPG. This ensures that the UAV safely flies around
the obstacles in the selected flight path.

7 Experimental Evaluation

For the evaluation of our approach we implemented the proposed graph database
using Neo4j. Based on the outline of risk-based UAV path planning given in
Sect. 6, we conducted tests for different sizes of instances to compare the exe-
cution times of queries and show that they do not increase for larger instances.
Further, we implemented an enhanced version of the model, which only considers
nodes and edges from a geographically selected area based on the starting and
ending positions of the respectively flight. This restriction enables faster query
execution times and therefore a faster overall time to generate optimal paths.

An artificially generated grid network of the size 50 × 50 was the basis for
the graph database. Other attributes were deducted from average values found
in the literature, such as mass and speed of a UAV [8] or population density
and sheltering factors [22]. In addition, we complemented missing data like wind
direction and speed with randomly produced values. These haphazardly appear-
ing attributes are not arbitrary, but are related to each other when describing
geographically close points in the respectively instance. In the example, wind
direction and speed are similar in neighboring locations to better simulate real-
world scenarios. Note, that the scalability of the approach can be assumed to be
similar when using real-world data; only the stored risk values would be different.

Fig. 3. Time to conduct steps 1–5 (Query 1 and Query 2) for our proposed risk miti-
gating for a 50× 50 grid network with artificially generated nodes and relationships of
type PlannedFlight, TimeInterval, RISK_EVALUATION, WEATHER_DATA
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We generated larger instances by inserting artificial nodes of type
PlannedFlight and their respectively relationships RISK_EVALUATION, as well as
nodes of type TimeInterval and the many relationships of type WEATHER_DATA
to each location node to be able to store a huge amount of nodes and edges into
our model instance. In each test, we increased the number of nodes respectively
by 50 to analyze the scaling of our approach. Please note, that this leads to
a very huge number of connection, as each newly created node of the former
mentioned types has a large number of edges.

All experiments were conducted on a computer with an Intel(R) Core(TM)
i5-7600 CPU (3.5GHz) with 32 GB RAM. Results of our experiments can be
seen in Fig. 3. Here, the processing time for performing steps 1 to 5 is shown.
The time to carry out the first 5 steps, including the time for computing risk
values and generating risk-evaluation relationships for risk assessment, shows a
stable behavior. Thus, query times can be assumed to be stable over different
and especially larger instances of the data model.

Fig. 4. Time to conduct steps 7 and 8 (Query 3) for our proposed risk mitigating
for a 50× 50 grid network with artificially generated nodes and relationships of type
PlannedFlight, TimeInterval, RISK_EVALUATION, WEATHER_DATA

In Fig. 4 the time to retrieve all information to calculate the final risk-optimal
flight path (steps 7 and 8) is investigated. In both evaluations the optimized
query with perimeter (which reduces the number of locations considered) was
significantly faster than the query, in which all locations are considered.

8 Conclusion and Outlook

In this paper we proposed a conceptual modeling approach for risk assess-
ment and mitigation in UAV routing. In particular, our proposed approach can
describe the entities and relationships that are relevant for risk-based UAV path
planning, and compose them in a conceptual graph database schema that serves
as the conceptual basis of a graph database. Furthermore, we presented a new
approach for estimating risk in form of ground risk based on the proposed con-
ceptual model. By considering calculated points-of-impact for faulty UAVs we
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enhanced our approach for risk assessment with more details and accuracy. Due
to the thorough design the creation of collision-free flight paths was ensured.

With the prototypical implementation of the proposed conceptual graph
database schema we were able to demonstrate that fundamental tasks can be
carried out in a fast manner and scale well for increased sizes of stored data
and a complex structure of connections within the model. The execution times
of those tasks were independent of the considered amount of data in the graph
database.

In the future we plan to extend our experiments to include real-world data
sets, larger instances and a wider range of parameters. It would also be interesting
to integrate more data sets from the domain and to consider additional decent
models for UAVs. Lastly, the integration of data streams to enable the real-time
processing of dynamic data, such as weather, would be worthwhile in practice.
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Abstract. As quantum computing matures, organizations must engage
early with the technology and eventually adopt it in their business opera-
tions to achieve a competitive edge. At the same time, quantum comput-
ing experts (e.g., researchers and technology providers) expect extensive
input and collaboration with potential adopters to explore new applica-
tion areas. However, the inherently counter-intuitive and complex theo-
retical principles of quantum theory discourage non-expert adopters of
the technology from engaging in research and development. As a result,
an increasing knowledge gap emerges. This paper proposes the Quan-
tumShare ontology to capture and share quantum computing knowl-
edge to support the collaboration between quantum experts and non-
expert adopters, thereby bridging the present knowledge gap. We used
the NeOn methodology to create QuantumShare systematically. We eval-
uated QuantumShare by applying it to the usage scenarios extracted
from the literature and end-users.

Keywords: Ontology · Quantum divide · Quantum computing ·
Knowledge sharing

1 Introduction

Quantum computing is still maturing but holds the potential to overcome the
computational limitations of classical computing to enable the development of
better and faster solutions for problems in domains such as optimization, simu-
lation, and machine learning [3]. The global interest in quantum computing has
shown an upward trend over the past ten years. As a result, it is now fueling the
development of new technologies for science, industries, and governments [4,21].

Organizations must test and experiment with quantum technology early
to gain a competitive advantage and eventually adopt it in their business
operations [4]. However, many organizations still lack the workforce with the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. P. A. Almeida et al. (Eds.): ER 2023, LNCS 14320, pp. 412–429, 2023.
https://doi.org/10.1007/978-3-031-47262-6_22
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appropriate skills and knowledge in the technology for its testing and evalua-
tion [1]. Moreover, the inherent counter-intuitive and complex theoretical prin-
ciples of quantum theory (e.g., superposition, entanglement, and interference),
used throughout scientific publications, make quantum theory unintelligible and
enigmatic for non-experts [21]. Consequently, it might be difficult for novices to
explore the risks and opportunities of quantum computing, as reading into pub-
lications on quantum theory requires a considerable understanding of theory and
practice [14,21]. Hence, organizations potentially interested in adopting quan-
tum computing technologies might be discouraged from engaging. Nevertheless,
as applying quantum algorithms to new problem areas must be explored, quan-
tum theorists/experts increasingly need extensive input and collaboration with
practitioners in other fields [3,17]. In general, the barriers to effective collabo-
ration between all relevant stakeholders of quantum technologies can create a
quantum divide, an increasing knowledge gap between those who develop quan-
tum technologies and those who are not [21]. The quantum divide is impeding
responsible research and innovation in the technology and exploiting its full
potential, while also catalyzing the monopolization of the technology [10,21].

Capturing, mapping, and sharing information about business problems and
quantum solutions understandably and unambiguously can help alleviate the
quantum divide [5,21]. Several studies have attempted to collect and synthesize
various types of quantum computing knowledge, for example, quantum algorithm
catalogs [11], use cases [3], and tools for developing and executing quantum appli-
cations [22]. However, the information represented in natural languages may not
be precise and unambiguous, making searching for and integrating such infor-
mation problematic. We envision a semantic-enabled framework for quantum
computing knowledge sharing and problem-solving to address these limitations
and provide a better solution to bridging the quantum divide. Such a framework
can enable various stakeholders (e.g., quantum researchers, algorithm develop-
ers, non-expert solution seekers, and educators) to publish and discover informa-
tion about problems and solutions, including problem/solution classes, candidate
algorithms, implementation and execution details, and relevant publications.

Towards realizing our vision for a collaborative knowledge-sharing platform
for quantum computing, this paper presents the QuantumShare ontology that
represents and integrates relevant domain knowledge around quantum comput-
ing, from the business problems of organizations to the execution of quantum-
based solutions. We systematically developed QuantumShare by applying the
NeOn ontology engineering methodology [20]. QuantumShare was fully repre-
sented using OWL2 Web Ontology Language. Furthermore, we developed a
knowledge-based system using QuantumShare on Amazon cloud services, and
used it to realize different knowledge-sharing and exploration scenarios for eval-
uating QuantumShare’s capabilities to help alleviate the quantum divide.

This paper is organized as follows. Section 2 describes the QuantumShare
ontology and its development process. Section 3 presents the implementation
of the knowledge-based system and the scenario-based evaluation of Quan-
tumShare. Section 4 reviews the related work, and Sect. 5 concludes the paper.



414 J. Martens et al.

2 QuantumShare Ontology

2.1 Development of QuantumShare

To systematically develop QuantumShare we followed the NeOn ontology engi-
neering methodology [20]. NeOn features nine scenarios for building ontologies.
Each scenario consists of a set of ontology development activities. To develop
QuantumShare, we applied scenario 1 (from specification to implementation),
scenario 2 (reusing and re-engineering non-ontological resources), scenario 6
(reusing, merging, and re-engineering ontological resources), and scenario 7
(reusing ontology design patterns). We selected NeOn as it is a highly flexi-
ble and comprehensive methodology [19]. For example, nine scenarios cover the
various ways to develop an ontology, and the detailed description of ontology-
building activities (per each scenario) helps systematically carry out those activ-
ities. Figure 1 shows the workflow of our methodology. In the rest of this section,
we briefly discuss each phase in the workflow.

Requirements Analysis and Specification. We derived use cases (UC) and com-
petency questions (CQs) by studying the related literature and interviewing
eight potential users of QuantumShare. The participants included two non-expert
potential adopters, three academic quantum researchers, and three practitioners
from the Dutch national quantum ecosystem1. Due to limited space, we put the
coded transcripts of the interviews in the QuantumShare GitHub repository (see
Sect. 3.1). The detailed description of the CQs and requirements, along with their
justification (i.e., the references to the relevant literature and interview data), is
also in the repository. We identified three use cases for QuantumShare.

Fig. 1. Overview of the Ontology Engineering Process

1 https://quantumdelta.nl/.

https://quantumdelta.nl/
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Table 1. Competency Questions of QuantumShare

Category Competency Questions (CQs)

Business
Problems

CQ1 What problem is solved with an algorithm execution?

CQ2 How can the problem be described?

CQ3 To what problem type belongs the problem?

CQ4 To what complexity class belongs the problem?

CQ5 To what application area belongs a problem?

Quantum
Algorithms

CQ6 To what algorithm type belongs the algorithm?

CQ7 How can the algorithm be described?

CQ8 To what speedup class belongs the algorithm?

CQ9 What is the computational model that expresses the algorithm?

CQ10 How is the algorithm implemented?

CQ11 What is the execution of the algorithm?

Software in
Implementation

CQ12 What software is used in the implementation?

CQ13 What software is contained in a software development kit?

CQ14 What properties characterize the software?

CQ15 What software is compatible with the computational resource?

CQ16 What organization provides the software?

CQ17 What organization developed the implementation?

Hardware in
Implementation

CQ18 What is the computational resource used in the implementation?

CQ19 What is the technology required by the computational resource?

CQ20 What properties characterize the computational resource?

CQ21 What organization provides the computational resource?

CQ22 What resource platform offers the computational resource?

CQ23 What computational model is compatible with the computational resource?

Execution of
an Implementation

CQ24 What implementation was used in the execution?

CQ25 What organization was involved in the execution?

CQ26 What is the input of the execution?

CQ27 What output resulted from an execution?

CQ28 What is the classification/application area of the organization?

CQ29 Where is an organization situated?

Publications CQ30 What are the publications about quantum algorithms?

CQ31 What are the publications about implementations?

CQ32 What are the publications about executions?

CQ33 What metadata describes a publication?

– UC1: QuantumShare will be used for representing the business problems and
their mappings to the computational problems that can be resolved using
quantum algorithms.

– UC2: QuantumShare will be used for describing quantum algorithms, their
software implementations, and their deployment and execution contexts.

– UC3: QuantumShare will be used for representing the knowledge about pub-
lications related to algorithms, implementations, or particular executions.

Table 1 shows the CQs of QuantumShare. We grouped CQs to enable a mod-
ular development of the ontology.



416 J. Martens et al.

Table 2. A Summary of OWL2 Representation of QuantumShare and its Modules

Module Classes Object

Properties

Data
Properties

Axioms CQs

Parameter 3 4 2 42 –

Organization 12 6 1 132 28, 29

Problem-Execution 30 25 2 355 1, 2, 3, 4, 5, 25, 26, 27

Publication 14 8 2 77 33

Quantum Algorithm 21 7 1 80 6, 7, 8, 9

Quantum Implementation 41 22 2 357 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23

Integrated Ontology 69 40 2 647 10, 11, 24, 30, 31, 32

Modeling. QuantumShare consists of ontology modules per a group of related
CQs. We used the DOLCE+DnS Ultra Lite (DUL) ontology [6] as the foun-
dational ontology. To develop ontology modules, we reused the ontology design
patterns (ODPs) from the ODP catalog2. We chose DUL as the upper ontology
since it is lightweight and the source of our ODPs. Moreover, we can add domain-
specific concepts as sub-classes of the core base concepts of DUL instead of using
ontology properties. This can reduce the complexity of building a domain-specific
ontology by extending a general-purpose ontology in practice [2]. We used CQs
as the criteria for finding suitable ODPs. To adopt the selected patterns, as
necessary, we applied the operations (Import, Clone, Specialization, Generaliza-
tion, Composition, and Expansion) recommended by the literature [7,20]. Once
the ontology modules were created and validated, they were integrated while
performing alignment tasks as appropriate.

Evaluation. We implemented QuantumShare using OWL2 Web Ontology Lan-
guage. To validate QuantumShare, we instantiated it with sample data and
answered all CQs using SPARQL queries. In addition, we also reviewed Quan-
tumShare with the domain experts to assess its syntax, domain cohesion, struc-
ture, functionality, and usability. Throughout the QuantumShare development
process, we used the ontology evaluation tool OOPS (i.e., Ontology Pitfall Scan-
ner) [18] to assess and improve the ontology continuously.

2.2 Representation of QuantumShare

QuantumShare comprises six modules: parameter, organization, quantum algo-
rithm, implementation, problem-execution, and publication. Table 2 summarizes
the OWL2 representation of the ontology modules in terms of the number of
classes, axioms, object properties, data properties, and the CQs addressed. In
the remainder of this section, we discuss each module in detail. Please consider
that, due to limited space, we do not include all object/data properties and
specializations of classes in the diagrams of the semantic models.

Parameter Module. Figure 2 shows the parameter module. The parame-
ters are mainly used to describe a concept’s properties and metadata, with

2 http://ontologydesignpatterns.org/wiki/Main Page.

http://ontologydesignpatterns.org/wiki/Main_Page
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Fig. 2. Parameter Module: Key Concepts and their Relations. The shaded rectangles
are concepts introduced by QuantumShare.

Fig. 3. Organization Module: Key Concepts and their Relations

a corresponding dimension and unit of measurement. To explicitly model the
physical properties and quantities, we constructed this module by integrating
parameter-related axioms of the DUL ontology with an ontology of units of
measure (namely, MUO3). Every parameter (i.e., dul:Parameter) parametrizes
a certain quality (i.e., muo:QualityValue), which is a logical dimension of the
parameter (e.g., duration and amount). Furthermore, a dimension usually has
units (i.e., muo: UnitOfMeasurement) in which it is measured (e.g., seconds).
By representing a parameter’s quality and the unit of measurement, multiple
observations of a particular parameter can be accurately compared [2].

The other ontology modules in QuantumShare use the parameter module
as necessary by specializing the class dul:Parameter. For example, as shown in
Fig. 2, the sub-classes Job Execution Time, Qubits, and Shots specify the limit
for the execution time of a quantum program and the maximum number of
qubits (quantum bits) and shots that a quantum hardware resource supports. A
qubit is a basic unit of quantum information, and a shot is a single execution of
a quantum algorithm on a QPU (quantum processing unit). These sub-classes
are part of the implementation ontology module.

Application Scenario. IBM Eagle quantum computer has a 127-qubit quantum
processor and supports 8192 shots (i.e., the instances of Qubits and Shots).

Organization Module. This module describes an organization or part of an
organization, and the classification and site that identify the organization. We
created it by cloning the relevant axioms from the organization ontology of the
W3C Consortium4, which describes organizational structures and can support
sharing of organizational information across various domains.
3 https://databus.dbpedia.org/ontologies/elite.polito.it/ontologies--muo-vocab--owl.
4 https://www.w3.org/TR/vocab-org/.

https://databus.dbpedia.org/ontologies/elite.polito.it/ontologies--muo-vocab--owl
https://www.w3.org/TR/vocab-org/
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As shown in Fig. 3, an organization is a collection of people (foaf:Agent
and foaf:Person) organized together in a specific structure to achieve a par-
ticular goal. However, some organizations are not legally identified. For exam-
ple, social networks are considered informal organizations, while corporations
and universities are formal (i.e., org:FormalOrganization). Consequently, formal
organizations are considered a subclass of organizations. Moreover, an organi-
zation may consist of a set of units. For example, a research department (i.e.,
org:OrganizationalUnit) is part of a university (i.e., org:Organization).

We specialized the organization ontology for use in the use cases of Quan-
tumShare by introducing concepts for representing different stakeholders in a
quantum knowledge-sharing environment: research, education, software develop-
ment (e.g., algorithms and tools), compute resource provider, technology adop-
tion (i.e., the organizations that apply quantum technology to solve their busi-
ness problems), and consultancy. Since we intended to group organizations with-
out changing their structures, we used the property org:classification and a con-
cept scheme (instead of sub-classes of org:Organization).

Application Scenario. The research unit (i.e., organizational unit) of Matthias
Troyer (i.e., person) is part of ETH Zürich (i.e., formal organization). The ETH
Zürich can be classified as an institute for quantum research and education (i.e.,
classification as quantum research and quantum education). The research unit is
located at the “Building HIT, Wolfgang-Pauli-Str. 27, 8093 Zürich” (i.e., site).

Quantum Algorithm Module. This module represents quantum algorithms
(see Fig. 4). We created it by partially cloning and specializing the DUL ontol-
ogy. Quantum algorithms can be distinguished into Collections of algorithms
with shared properties: speedup class (e.g., polynomial, super-polynomial, and
exponential) and algorithm class (e.g., factoring, optimization, machine learn-
ing) [11]. While speedup seems instantaneous, the degrees of speedup are con-
sidered ranges and, consequently, Collections. We used the comment property
of the RDF Schema to represent human-readable descriptions of algorithms.
An algorithm is considered an expression of a computational model, as com-
putational models contain mathematical rules that define how computation is
performed [22]. We imported an axiom of the DUL ontology to enable informa-
tion objects (i.e., quantum algorithms) to express other information objects (i.e.,
computational models). There are two main computation models: adiabatic (or
quantum annealing) and gate-based [22]. The former model primarily focuses
on solving optimization problems. The latter model represents a computation as
a quantum circuit, which applies a sequence of logic gates (transformations) to
a set of qubits and classical bits.

Application Scenario. Consider algorithms from the quantum algorithm zoo [11].
Shor’s algorithm (i.e., quantum algorithm) solves the factorization problem (i.e.,
algorithm class) in polynomial time (i.e., speedup class). It can factor 15 into 3
and 5, using a gate-based (i.e., computational model) quantum computer with 7
qubits (i.e., circuit property).
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Fig. 4. Quantum Algorithm Module: Key Concepts and their Relations

Fig. 5. Algorithm Implementation Module: Key Concepts and their Relations

Algorithm Implementation Module. This module represents the knowledge
about an orchestration of software and hardware that implements a quantum
algorithm (see Fig. 5). We created it by complementing the DUL ontology with
the CS-CP (Computer System Content Pattern)5, which can model computer
systems by defining relationships between software and hardware used by them.

A quantum implementation uses software and hardware resources. Cloud
platforms typically offer these resources. The primary hardware resource is a
quantum device that can execute quantum algorithms using either quantum
processing units (QPU) or quantum circuit simulators [16]. The developers can
use the simulators hosted and managed by the resource providers or run the
simulators locally on-premise. They can use various ways to access a cloud plat-
form’s quantum resources: command-line interfaces, graphical user interfaces,
web services/APIs, or software development kits (SDKs). The programming lan-
guages for implementing quantum algorithms can be classified into four main

5 http://ontologydesignpatterns.org/wiki/Submissions:Computer System.

http://ontologydesignpatterns.org/wiki/Submissions:Computer_System
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categories [22]: assembly languages, quantum domain-specific languages (DSLs),
visual circuit design languages, and workflow languages. Typically, a quantum
program is compiled and transpiled before executing it. A compiler translates
a quantum algorithm written in a high-level language to a lower-level language
(e.g., assembly language) that can be executed on a particular quantum resource.
A transpiler can optimize a quantum circuit to match the constraints and char-
acteristics of a given quantum resource.

The platforms and their resources can be modeled as hardware
(cs:Hardware). Access methods, libraries, local simulators, programming lan-
guages, and compilers are considered sub-classes of software (cs:Software). Soft-
ware is often hardware-dependent, and we use the cs:isCompatibleWith prop-
erty to capture this dependency. Similarly, a quantum program execution model
should be compatible with a quantum hardware resource. We used the parameter
module to capture the properties of quantum software and hardware resources.
Accordingly, software and hardware properties are sub-classes of a parameter.
Compilers, libraries, local simulators, and access methods are often contained
in a software development kit (SDK). Therefore, an SDK is modeled as a DUL
collection. Three types of organizations are involved in the implementation of a
quantum algorithm. A resource provider offers hardware resources, a software
provider provides software, and a quantum algorithm implementation involves
an organization that uses software and hardware resources to solve a business
problem.

Application Scenario. We consider the scenarios from Larose [13]. A quantum
algorithm can be implemented using ProjectQ (i.e., quantum implementation),
a framework developed by the research group of Matthias Troyer (i.e., imple-
menting organization). ProjectQ software properties are version 0.3.6, license
Apache-2.0, and it operates on Mac, Windows, or Linux systems. It can be imple-
mented using its ProjectQ quantum programming language, hosted on Python
(i.e., embedded quantum DSL). Furthermore, ProjectQ can connect to the IBM
cloud (i.e., resource platform) for the universal quantum computer IBMQX5,
which consists of a QPU that supports 16 qubits (i.e., hardware properties). If
so, OpenQASM (i.e., assembly language) will also be used. One can also use Pro-
jectQ’s C++ simulator (i.e., local simulator), which has 28 qubits and a gate set
of 20 (i.e., software properties).

Problem-Execution Module. This module represents the execution of an
algorithm’s implementation through which an organization’s problem is solved.
We developed it by specializing in the TE-CP(Task-Execution Content Pat-
tern)6. The TE-CP can represent the actions performed by an agent to execute
tasks.

Figure 6 shows the problem-execution module. A problem is solved by execut-
ing an algorithm implementation. Thus, we model the execution as a sub-class of
the action class and the problem as a sub-class of the task class (from TE-CP). In
6 http://ontologydesignpatterns.org/wiki/Submissions:TaskExecution.

http://ontologydesignpatterns.org/wiki/Submissions:TaskExecution
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Fig. 6. Problem-Execution Module: Key Concepts and their Relations

addition, we represent the agent participating in the action as an organization.
We use the comment property of the RDF Schema to capture problem descrip-
tions. The problems can also be classified into groups with shared properties,
such as the complexity class, problem type, and application area. We partially
adopted the Algorithm-Implementation-Execution CP7 to model the details of
an execution. This CP enables us to define inputs, outputs, and configuration
settings of an execution. In our model, an input defines data and configuration
parameters, and an output defines results and performance metrics. We use the
parameters to specify their properties, e.g., data and performance proprieties.

Application Scenario. We consider the scenarios from Harwood et al. [9]. Exxon-
Mobil and IBM (i.e., organizations) collaboratively explored quantum solutions
to routing problems (i.e., problem type). They aimed to solve a vehicle rout-
ing problem with time windows (i.e., problem) in the context of maritime ship-
ping (i.e., application area). Vehicle routing problems require combinatorial opti-
mization and thus are considered NP-hard (i.e., complexity class). ExxonMobil
and IBM approached the problem as QUBO (Quadratic Unconstrained Binary
Optimization) with an ADMM (Alternating Direction Method of Multipliers)
solver (i.e., execution). Mathematical formulations (i.e., input) were composed
of parameters for the routes traveled and feasible movements between customers
and ports (i.e., input parameter). The execution uses a small dataset that con-
tains initial inventory, storage capacity, production rate, and port fee for two
supply ports and three demand ports (i.e., data properties). In addition, the
numerical experiments in the execution provide metrics such as success proba-
bilities, feasible solutions, the number of iterations, and the number of qubits
required (i.e., performance and result properties).

7 http://ontologydesignpatterns.org/wiki/Submissions:AlgorithmImplementationExe
cution.

http://ontologydesignpatterns.org/wiki/Submissions:AlgorithmImplementationExecution
http://ontologydesignpatterns.org/wiki/Submissions:AlgorithmImplementationExecution
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Fig. 7. Publication Module: Key Concepts and their Relations

Fig. 8. Integration of Ontology Modules in QuantumShare

Publication Module. As shown in Fig. 7, the publication module represents
the information about the research articles related to quantum computing. We
model a publication as a specialization of a DUL information realization (i.e., dul:
InformationRealizaion), as it is a written document containing the text or visual
information of problems, algorithms, implementations, or executions (modeled
as dul:InformationObject). Furthermore, publications consist of metadata, which
is a specialization of a parameter. Examples of metadata are authors, titles, and
links (sub-classes of metadata).

Application Scenario. Dorit Aharonov, Itai Arad, Elad Eban, and Zeph Landau
(i.e., author) wrote a publication titled “Polynomial quantum algorithms for
additive approximations of the Potts model and other points of the Tutte plane”
(i.e., title). The publication can be found by its link “https://arxiv.org/abs/qua-
ntph/0702008”(i.e., URL). It contains the text describing additive approxima-
tion algorithms (i.e., quantum algorithm information).

Integration of Ontology Modules. As shown in Fig. 8, QuantumShare inte-
grates its ontology modules to support describing quantum computing use cases
by modeling the information about the algorithm, implementation, and problem-
solving execution of the implementation. The publications can provide informa-
tion about quantum algorithms, implementations, and executions. We use the
object property dul:isAbout to represent these relationships. Quantum imple-
mentation (i.e., dul:InformationRealization) and execution (i.e., dul:Action)
enable the realization of a quantum algorithm. Thus, we use the object property

https://arxiv.org/abs/qua-ntph/0702008
https://arxiv.org/abs/qua-ntph/0702008
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dul:realizes to represent the relevant relationships. Finally, we model an execu-
tion as a context-dependent part of a quantum implementation, providing the
problem, organization, and performance measures of a quantum implementation.

Application Scenario. The publication of Harwood et al. [9] titled “Formulat-
ing and Solving Routing Problems on Quantum Computers” (captured in the
publication module) describes an application of variational algorithms, such as
the variational quantum eigensolver and the quantum approximate optimization
algorithm (captured in the quantum algorithm module). These algorithms were
implemented by accessing IBM’s quantum simulators, accessed with SDK Qiskit
(captured in the quantum implementation module). Part of this implementation
aimed to optimize specific mathematical formulations in the maritime shipping
area (captured in the problem-execution module).

3 Implementation and Evaluation

3.1 GitHub Repository

We have fully implemented the QuantumShare ontology using OWL2. In
Sect. 2.2, we provided a summary of the OWL-based representation of Quan-
tumShare. We used SPARQL queries to implement the CQs. We also developed a
knowledge-based system using QuantumShare on Amazon cloud services (AWS)
as a proof-of-concept. The QuantumShare GitHub repository8 includes the arti-
facts used by the implementation, including OWL files and Python scripts.

3.2 QuantumShare Knowledge-Based System

Figure 9 shows a high-level workflow of the QuantumShare system, which fol-
lows the hydration-orchestration-consumption solution architecture from AWS9.
First, the hydration process extracts the data from their sources, preprocesses,
and transforms the extracted data to match the data format the knowledgebase
expects. Next, the orchestration process organizes and merges the ingested data
with the existing knowledge in the system. Finally, in the consumption phase,
the clients retrieve the relevant information from the knowledgebase.

We developed the ontologies using the Protégé tool, stored them in an
AWS S3 bucket, and deployed them on the Amazon Neptune graph database
service. We used two data sources to populate the ontology with sub-classes
and instances: PlanQK GitHub repository10 and Quantum Algorithm Zoo [11].
PlanQK repository included the data of application areas, software tools, and
problem types (as JSON files). Quantum Algorithm Zoo consisted of informa-
tion about 64 quantum algorithms. Furthermore, we also extracted the metadata
from 541 references to these algorithms. We used Python scripts to extract the

8 https://github.com/IndikaKuma/QuantumShare.
9 https://tinyurl.com/5n6s7u6n.

10 Platform and Ecosystem for Quantum Applications: https://github.com/PlanQK.

https://github.com/IndikaKuma/QuantumShare
https://tinyurl.com/5n6s7u6n
https://github.com/PlanQK
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data and generate the triples that can be ingested into the knowledgebase. As
necessary, we manually analyzed additional publications to find sample data for
the quantum algorithm implementation and problem-execution-related entities.
Finally, we used SPARQL queries to retrieve the knowledge stored in the Nep-
tune server to answer CQs. Our GitHub repository includes all SPARQL queries.
Figure 10 shows a SPARQL query related to CQ33. We used the Jupyter note-
books (hosted in AWS SageMaker) to execute the scripts for extracting and
transforming data, loading triples into the database, and answering CQs.

Figure 11 illustrates the workflow of the QuantumShare system. Firstly, the
hydration process classifies the content of a publication into defined entities (e.g.,
title and authors, problem complexity, and organizations involved). For example,
it classifies “Formulation and Solving Routing Problems on Quantum Comput-
ers” as the title present in the metadata of the publication. Next, the identified
knowledge is represented by leveraging the semantic relationships defined in the
ontological model. For instance, the graph represents the “Vehicle Routing Prob-
lem” as part of the application area “Maritime Shipping” and complexity class
“NP-Hard”. Finally, the knowledge is presented to an end-user by assembling
the facts resulting from a user information request.

3.3 Scenario-Based Evaluation

We implemented three knowledge-sharing and exploration scenarios using the
QuantumShare system to evaluate its capabilities to help bridge the quantum
divide. Based on the literature and interview participants’ feedback, we created
these hypothetical scenarios. This section only provides a summary of each sce-
nario due to limited space. Our GitHub repository includes a detailed description
of the scenarios, including SPARQL queries and the results returned.

Fig. 9. An Overview of the QuantumShare Knowledge-based System



QuantumShare Ontology 425

Fig. 10. An SPARQL query example

Fig. 11. Conceptual view of information flow in the QuantumShare System

Exploration of Quantum Algorithms by Experts. A software developer (with a
good knowledge of quantum computing) connects to the QuantumShare system
and retrieves the information about the quantum algorithms, including their
speedup classes and algorithm classes (CQs 6 and 8). Alternatively, the developer
may search only for a specific algorithm class, e.g., approximation and simulation
algorithms (CQs 7 and 8). For example, assume that the developer found a
quantum approximate optimization algorithm. Next, the developer requests all
scientific publications related to this algorithm (CQs 30 and 33) to find more
information about the algorithm.

Exploration of Quantum Applications by Experts and Non-expert Adopters. The
developer of the approximate optimization algorithm needs an industrial use case
to test it and approaches a local energy and petrochemical company. The local
company is entirely unaware of quantum computing and thus requires informa-
tion about another company’s application of a similar algorithm. Firstly, the
developer and an employee from the local company use the QuantumShare sys-
tem to query the information about the organizations in the energy sector where
a department was involved in using the quantum approximate optimization algo-
rithms (CQs 11, 25, 28, and 29). They discover that ExxonMobil has been exper-
imenting with this algorithm. Next, they try to find what problem ExxonMobil
is solving (CQs 1, 3, 4, 5, and 11). The search results show that ExxonMobil
used an optimization algorithm to solve a vehicle routing problem in the mar-
itime shipping domain. After understanding the problem, the developer requests
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additional information, such as inputs and outputs of the execution of the opti-
mization algorithm by ExxonMobi (CQs 26 and 27). The developer discovers
that the input consists of constraints, e.g., the routes traveled and the order of
visited locations. The output is a set of evaluation metrics defined by numeri-
cal experiments, e.g., the number of qubits and iterations. Next, the developer
searches for publications that may refer to this execution (CQs 32 and 33) and
locates two publications.

Exploration of Quantum Implementations by Experts and Non-expert Adopters.
While reading the publications, the developer and the local company discover
they lack the relevant skills and knowledge to implement the optimization algo-
rithm. Thus, they approach a consultancy firm to create an overview of a poten-
tial implementation method. First, the dedicated consultants use the Quan-
tumShare to retrieve the implementation framework used by ExxonMobil (CQ
24). They find out that ExxonMobil’s execution used Qiskit. Afterward, they try
identifying the quantum resources compatible with Qiskit (CQs 18, 20, and 21).
The search results indicate that Qiskit uses IBMQX5, a QPU (Quantum Pro-
cessing Unit). This QPU has multiple properties, such as 16 qubits, a minimum
coherence time of 31 microseconds, and a single-qubit gate fidelity of 99.5%.
Next, the consultant firm also searches for information on the software involved
in the Qiskit implementation (CQs 12 and 14). They find information such as the
Qiskit version (0.5.4), its license (Apache-2.0), supported OS (Mac, Windows,
and Linux), and programming languages used.

4 Related Work

Several recent studies attempted to understand the barriers to quantum com-
puting adoption [1,5]. Two identified barriers were the challenges of commu-
nicating quantum computing knowledge to non-experts and lacking technical
expertise in most organizations. Furthermore, they emphasized including busi-
ness and strategic context to knowledge on quantum technologies, supporting
the adoption of this knowledge by non-experts. To this end, we developed the
QuantumShare ontology as a set of modules to facilitate different uses of the
ontology. Moreover, QuantumShare relates organizations to problems, quantum
algorithm implementations, and executions.

Several studies have analyzed and categorized quantum computing domain
knowledge. For example, Quantum Algorithm Zoo [11] maintains a catalog of
quantum algorithms. The algorithm type, speedup class, and description for
each algorithm are recorded. Vietz et al. [22] provided a taxonomy of quantum
application development technologies along with examples, which include SDKs,
programming languages, quantum cloud services, quantum circuit modelers, and
quantum computing resources. In [3], 24 industrial use cases from four problem
domains (i.e., optimization, simulation, machine learning, and cryptography)
and four application domains (i.e., material science, engineering and design, pro-
duction and logistics, post-quantum security) were presented. Compared with
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these and similar other works, we aimed to represent the quantum computing
knowledge using semantic models to enable the reuse, semi-automated mainte-
nance, and interoperability of the knowledge.

Regarding the semantic modeling of the quantum computing knowledge,
in [12], we presented our vision for an ontology-enabled framework to support the
collaborative development of service-oriented quantum applications. Martyniuk
et al. [15] developed an ontology for representing the information about quantum
computing algorithms and their implementations. However, they did not repre-
sent problems and organizations, and only partially considered publications and
executions. Furthermore, the competency questions and the engineering method-
ology were also not presented. The alignment of their ontology with foundational
ontologies was also not discussed. In comparison, we attempted to develop the
QuantumShare ontology systemically following a well-accepted ontology devel-
opment methodology. QuantumShare supports 33 competency questions, reuses
the relevant ontology design patterns, and aligns with the foundational ontol-
ogy DUL. Further, QuantumShare can represent and integrate knowledge about
algorithms, implementations, executions, publications (from algorithms to exe-
cutions), organizations, and problems. Such an end-to-end ontology is crucial for
bridging the knowledge gap between quantum experts and non-expert adopters.

5 Conclusion and Future Work

In this paper, we presented QuantumShare, an ontology, which aims to represent
and relate the knowledge necessary for effective collaboration between expert
and non-expert stakeholders in the quantum computing domain. We discussed
the ontology development process and ontology modules in QuantumShare. The
ontology and its competency questions were realized using OWL2 and SPARQL.
Furthermore, we developed a knowledge-based system using the QuantumShare
ontology and employed it to implement three knowledge-sharing and exploration
scenarios extracted from the literature and end-users (interview participants).
In the future, we plan to apply our ontology and knowledge-based system in an
industrial context to render the evaluation more externally valid.

We envision that there will be repositories adhering to the QuantumShare
ontology that can be populated by experts and searched by non-experts. Our
interviews of the eight potential users of the QuantumShare system revealed
that such an environment could benefit both experts and non-experts. Hence,
our future work will also focus on realizing our vision. In particular, we plan
to automate the population of the QuantumShare knowledgebase by extracting
the information from the multi-vocal literature sources using natural language
processing techniques. Moreover, we plan to extend the QuantumShare ontology
to consider hybrid (classical-quantum) computing and to support the assessment
and selection of various quantum technologies (as in [8]). Finally, we aim to
develop intuitive user interfaces tailored to different classes of the stakeholders
of the QuantumShare system to make their engagement with the system effective.
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