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Bluff Bodies and Separated Flows



Dynamics of Turbulent Kinetic Energy
Advection in a Turbulent Boundary Layer

Under Unsteady Pressure Gradients

F. Ambrogi(B), U. Piomelli, and D. E. Rival

Department of Mechanical and Materials Engineering, Queen’s University,
Kingston, ON K7L 3N6, Canada

{f.ambrogi,ugo,d.e.rival}@queensu.ca

1 Introduction

Pressure-induced flow separation, which occurs in the presence of a strong
adverse pressure gradient, is very common in many physical systems, ranging
from the medical field, to engineering applications, to the natural sciences. In
most of the practical applications the pressure gradient varies both spatially
and temporally giving rise to a transient separation process often associated
with a drop in performance of many systems (e.g. wings, turbomachinery). For
instance, dynamic stall on an airfoil at large angles of attack, blood flow through
valves and stenosis, and the dynamics of fish maneuvering, are all examples of
cases in which unsteady flow separation plays a crucial role. Although a large
effort has been invested to shed light onto the physics of separated flows, many
questions still remain unanswered [1]. In a recent investigation we performed
wall-resolved large eddy simulations (LES) of a spatially developing turbulent
boundary layer (TBL) over a flat plate with unsteady flow separation [2]. The
unsteadiness was generated by an oscillating free-stream wall-normal velocity
profile following the approach by [3]. Results were analyzed in terms of mean
and phase-averaged flow quantities and we found that the oscillation frequency
greatly affects the transient separation cycle. Separation was observed at every
considered frequency though the size of the separation bubble greatly changed as
the frequency was decreased. The lowest frequency showed a clear trend towards
a quasi-steady state in which the dimensions of the separation bubble (height
and length) match very well a steady calculation. Even more interesting was
the finding of a frequency at which the separation region is advected down-
stream and periodically washed-out of the domain. This behaviour is consistent
with that of dynamic stall on an airfoil, pulsating flow over a backward fac-
ing step, and a stalled diffuser [1,4,5]. The purpose of the present paper is to
shed light on questions that arose during our previous analysis: (i) what is the
effect of the oscillation frequency on higher order statistics, (ii) what is the
effect of the “washing-out” behaviour on the flow physics, and (iii) what are the
causes behind the “washing-out” behaviour. In the following sections the prob-
lem formulation will be explained in more details, followed by some results and
concluding remarks.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 3–8, 2024.
https://doi.org/10.1007/978-3-031-47028-8_1
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2 Problem Definition

Simulations are performed using the LES technique and the incompressible
Navier-Stokes equations, mass and momentum, are solved for filtered quanti-
ties (here indicated with an overline):

∂ui

∂xi
= 0 (1)

∂ui

∂t
+

∂

∂xj
(uiuj) = − ∂p

∂xi
+ ν∇2ui − ∂τij

∂xj
(2)

where i = 1, 2, and 3 (or x, y, and z) are the streamwise, wall-normal and span-
wise directions, respectively, ui are the velocity components, P is the density-
normalized hydrodynamic pressure, ν is the kinematic viscosity, and τij is the
subfilter-scale stress tensor. In this work, τij is modelled using the Vreman eddy-
viscosity model [6]. We use a well-validated finite-difference code that has pre-
viously been applied to similar cases [7–9]. The dimensions of the computa-
tional domain are Lx = 600δ∗

o , Ly = 64δ∗
o , and Lz = 55δ∗

o . δ∗
o is the boundary

layer displacement thickness at the inflow plane. The Reynolds number based
on δ∗

o and the freestream velocity Uo at the inflow (which is constant in time)
is Reδ∗

o
= 1, 000. For more information about computational domain, grid size,

and grid convergence study, the interested reader is referred to [2]. A periodic
boundary condition is used in the spanwise direction, a convective boundary
condition at the outflow plane, and a velocity obtained from a parallel auxiliary
simulation is used at the inflow.

Following the approach in [3], flow separation is achieved by prescribing
a suction-blowing wall-normal velocity profile V∞ at the freestream. In our
case, however, V∞ is both space and time dependent, and follows the relation
V∞(x, t) = Vo(x) sin(2πt/T ), where T is the oscillation period, and Vo a stream-
wise distribution of wall-normal velocity, chosen to match the case studied by [3].
The streamwise freestream velocity U∞ is obtained by imposing a zero vorticity
condition [3,9,10].

The main parameter that characterizes the unsteadiness is the reduced fre-
quency k = πfLPG/Uo, where f = 1/T is the imposed frequency, LPG is a
characteristic length (we use the length over which the pressure gradient varies),
and Uo is the freestream velocity at the inflow plane. The oscillation period has
been divided in 20 equally-spaced phases, and phase averaging (here indicated
with a 〈·〉) has been carried out for every quantity. Starting at phase Φ = 0◦ in
which the boundary layer experiences a zero pressure gradient (ZPG), Φ increases
and the flow moves into a region in which a favorable pressure gradient (FPG) is
followed by an adverse one (APG), then it goes back to a ZPG again at Φ = 180◦,
then into a region in which an APG is followed by a FPG, until the cycle repeats
itself. Finally, simulations were performed for a wide range of reduced frequen-
cies k (0.2, 1, and 10); for the sake of conciseness only results for k = 0.2 and
k = 1 will be presented in the following section.
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Fig. 1. Contours of phase-averaged turbulent kinetic energy for the k = 0.2 case (top)
and k = 1 case (bottom). Red line denotes the center of the computational domain
(Color figure online).

3 Results

In our recent characterization of unsteady flow separation in a turbulent bound-
ary layer [2], we described how the transient separation process is affected by
the reduced frequency k using mean and phase-averaged first-order quantities.
As mentioned above, many aspects of the flow dynamic remain to be addressed.
In the present work we use the phase-averaged turbulent kinetic energy TKE as
a metric to investigate the dynamics of unsteady flow separation with the final
goal to answer the aforementioned questions and shed light into the complexity
of separated flows.

Figure 1 (top) shows contours of phase-averaged turbulent kinetic energy
(TKE) from the extreme phase Φ = 270◦ (maximum APG-FPG) for 9 consecu-
tive phases at the lowest frequency (k = 0.2). First, we notice that an advection-
like phenomenon of TKE plays a significant role even at low frequency, however
its dynamic behaviour is completely different from the k = 1 case. At phase
Φ = 270◦, the high TKE region on the front of the separation bubble is gener-
ated due to the separated shear layer. This high TKE region grows and shrinks
in the wall-normal direction but does not move in space. At phase Φ = 288◦,
the high TKE region after the separation is due to flow impingement on the
wall, and we notice a clear transfer of TKE from the front to the back of the
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Fig. 2. Contours of phase-averaged turbulent kinetic energy overlapped with averaged
particle pathlines for the k = 0.2 case (top) and k = 1 case (bottom). Red lines denoting
particles that move upwards in the k = 1 case (Color figure online).

bubble and its advection out of the domain. This dynamic process takes place in
5 phases, before the freestream forcing changes sign. At this frequency, the time-
evolution of TKE is in-phase with the freestream forcing. As the reduced fre-
quency increases, however, the convective timescale of the flow and the unsteady
imposed one are comparable, and a lag in response to the free stream forcing is
generated and is present throughout the entire cycle [2]. In Fig. 1 (bottom), we
first notice that the high TKE region due to the separated shear layer grows in
the wall-normal direction in the first 5 phases (Φ = 270◦ to Φ = 342◦) but it
does not start moving downstream until the freestream condition changes sign
around Φ = 0◦. At this point, the high TKE region is advected downstream at
a constant velocity of 0.6U∞, and the most interesting aspect is that it does not
deform while moving out of the domain.

To understand the causes of such behaviours we analyzed averaged particles
pathlines defined as:

d 〈xp (t)〉
dt

= 〈u (xp (t) , t)〉 (3)

xp

∣
∣
t=0

= xp,o (4)

where xp is the particle position as a function of time and xp,o is the particle
initial position. We chose a set of particles positions along the wall-normal direc-
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tion and seeded them inside the separation region at phase Φ = 270◦ for both
the low and intermediate frequency cases. The goal was to observe the averaged
path of a particle during the advection process. Figure 2 (top) shows contours
of the phase-averaged TKE for the low frequency case overlapped with particle
pathlines. We notice that at this frequency, pathlines follow what the freestream
does; suction corresponds to upward motion and blowing to downward motion.
Therefore, pathlines closely resemble streamlines for the k = 0.2 case which
reinforce the conclusion that this frequency is approaching a quasi-steady state
[2]. Moreover, all particles are out of the domain in the first 5 phases, before
the freestream changes sign. When performing the same analysis for the k = 1
case, we observe a different behaviour (Fig. 2 - bottom). After being seeded at
Φ = 270◦ particles start behaving according to the freestream forcing and suction
corresponds to upwards motion. At this frequency the period is much shorter
than the k = 0.2 case, and when the freestream forcing changes sign, around
Φ = 0◦, the particles are still in the domain and the flow response to the per-
turbation can be divided in 3 parts: (1) the green particles, very close to the
wall, do not feel the change in the freestream, they slow down due to the separa-
tion region and accelerate again as in an oscillating boundary layer, (2) the blue
particles are fast enough that when the freestream changes sign they already
reached a position very close to the wall and are not affected by the suction,
(3) the red particles are in a region of the flow that is fast enough to escape
the wall-effect, but is slow enough that as soon as the freestream changes, these
particles are picked up and start moving downstream exactly corresponding at
the center of the high TKE region.

4 Conclusions

An LES of a spatially developing turbulent boundary layer with unsteady sepa-
ration was performed to answer some questions arose during our previous mean
and phase-averaged flow analysis in [2]: (i) what is the effect of the oscillation
frequency on turbulent kinetic energy (TKE) and higher order statistics, (ii)
what is the effect of the “washing-out” behaviour (observed for k = 1) on the
flow physics, and (iii) what are the causes behind the “washing-out” behaviour.
We showed that the time evolution of TKE highlight peculiar differences between
the k = 0.2 and k = 1 cases. An advection-like phenomenon plays a significant
role also at very low frequency but its dynamic is completely different compared
to the k = 1 case, in which the high TKE region is advected downstream while
keeping its shape. The reason for this behavior was found analyzing averaged
particles pathlines and observing that while at low frequency they closely resem-
ble streamlines, for the k = 1 case they cross each other and the flow response
to the freestream is divided in three separate region based on particle position
along the wall-normal direction.

Acknowledgements. Research supported by the Natural Sciences and Engineering
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provided by Digital Research Alliance of Canada.
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1 Introduction

The turbulent flow about blunt, rectangular bodies is often encountered in civil
and wind engineering applications as well as in land transport vehicles. Relevant
examples include deck slabs of long-span bridges and high-rise buildings of rect-
angular section and the problem of the aerodynamics of vehicles of simple shape
like trucks and trains. The flow about an elongated rectangular cylinder with
sharp corners involves several critical aerodynamics features like fixed-position
separation in laminar conditions, reattachment and vortex shedding in the wake.
In the applications, this gives place to vortex-induced vibration effects, affects
convective heat transfer between the atmospheric air and the body as well as
pollutant dispersion in the urban environment.

A considerable research effort has been expended since the past 20 years in
the investigation of the aerodynamics of a two-dimensional rectangular cylinder
with aspect ratio 5:1, especially by research groups based in Europe [1,2,4,11,13]
and this in turn has made this a canonical case in aerodynamics, of acronym
BARC, which stands for “Benchmark on the Aerodynamics of a two-dimensional
Rectangular Cylinder”.

Despite the context of abundance of research and publications, both numeri-
cal predictions and experimental data are characterized by a strong dependency
upon the details of the setup and the quest for the “correct solution” at different
Reynolds numbers is still underway. This is true also for Direct Numerical Sim-
ulations [6], where the difficulty in the numerical representation of the physical
phenomenon does not include the modeling of turbulence.

In this work we present results from two Direct Numerical Simulation around
the BARC body. The Reynolds numbers of the simulations are 3000 and 14000
respectively. Simulations are carried out using NEK5000 [7], which combines
the geometric flexibility of finite element method with the high-order typical of
spectral methods.

The result section includes a description of the flow configuration, the mean
velocity and pressure field as well as pressure fluctuations on the wall. The
Reynolds number effect on the above characteristics is investigated. Also passive
scalar transport is shortly presented.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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2 Numerical Methodology

The numerical code used for this study is NEK5000 . It implements the spec-
tral element method. In each hexahedral element, velocity and passive scalar
interpolants are polynomials of order N , pressure is treated with order N − 2.
Simulations are run at N = 7. Time integration is performed treating implicitly
the viscous terms by a third-order backward differentiation scheme while for the
advective term, a third-order extrapolation scheme is used. Dirichlet boundary
conditions are set for the uniform velocity field at the inlet. The open boundary
condition is imposed at outflow and along the crossflow directions. The rectan-
gular cylinder of aspect ratio 5:1 and height D is represented in a computational
domain of extension Lx×Ly×Lz = 80D×31D×5D, where x, y and z directions
are the streamwise, cross-flow and spanwise directions.

A two-dimensional structured grid consisting of quadrilateral conforming ele-
ments is generated and then extruded along the plane normal direction, corre-
sponding to the spanwise direction. The grid is designed in order to fully resolve
turbulence, details of the mesh employed at the two Reynolds numbers is given
in Table 1.

Table 1. Details of the spatial discretization employed at the two Reynolds numbers
considered. The minimum spacings are located at the leading-edge corner. The overbar
indicates a streamwise average over the rectangle length.

Re 3000 14000

Δx+
max, Δx+ 4.3, 1.7 4.1, 2.3

Δy+
wmax, Δy+

w 0.47, 0.23 0.66, 0.41

Δz+
max, Δz+ 3.9, 1.9 5.1, 3.1

(Δx/η)max 3.9 4.2

(Δy/η)max 3.3 4.6

(Δz/η)max 3.4 6.3

3 The Question of Spatial Discretization

The flow about the rectangular cylinder BARC is characterized by the mean
flow topology displayed in Fig. 1. The laminar flow separates at the upstream
angle of the body and reattaches on the side. Reattachment is turbulent, the
time-averaged reattachment length depends upon Re. After reattachment, the
fluid moving in the upstream direction gives place to a second, counter rotating
mean vortex (secondary vortex). The fluid which is not included in the main
separation bubble finally detaches at the downstream corners of the rectangular
cylinder giving place to a mean vortex at the end of the body (wake vortex).
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Fig. 1. Sketch of the large time-averaged structures

Table 2. Comparison between spatial discretization on the present DNS against Ref. [5]
and Ref. [3]

Present Ref. [5] Ref. [3]

Lx × Ly × Lz 80 × 31 × 5 112 × 50 × 5 62.5 × 42 × 5

nx × ny × nz 1247 × 477 × 316 − × − × 144 1776 × 942 × 150

Spatial DoF 187 962 804 15 × 106 250 948 800

Δxmin, Δxmax, Δx 0.004, 0.475, 0.064 0.004, −, − 0.0015, −, 0.035

Δymin, Δymax, Δy 0.004, 0.503, 0.065 0.004, −, − 0.0015, −, 0.044

Δz 0.016 0.035 0.033

Direct numerical simulations carried out by different groups using differ-
ent numerical algorithms and spatial discretization calculate statistics that –
although qualitatively very similar– are quantitatively different. This is to be
ascribed primarily to the different spatial discretization employed, see Ref. [6]
for this discussion. Table 2 displays the spatial discretization used for Re = 3000
in the present work, in Ref. [5] and Ref. [3]. Table 3 reports the centers of the
most important structures of the mean flow: primary, secondary and wake vor-
tex. It is observed that for increasing spatial discretization the structures of
the mean flow move downstream and that the convergence to a fully resolved
solution is still in question. Notice that all the DNSs considered were originally
meant for providing grid independent and method independent results.
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Table 3. Coordinates of the main flow structures at Re = 3000: comparison between
present results and results in Ref. [5] and Ref. [3]. In the first column xr is the reat-
tachment length; (xc, yc) are the coordinates of the vortex center; xs is the start of the
secondary vortex, xe indicates the end of the secondary and wake vortices.

Present Ref. [5] Ref. [3]

Primary vortex

xr 4.17 3.65 3.955

(xc, yc) (2.67, 0.33) (2.04, 0.35) (2.357, 0.33)

Secondary vortex

xs 1.14 0.4 0.63

xe 1.93 1.4 1.59

xr 0.79 1.0 0.96

(xc, yc) (1.57, 0.037) - (1.2, 0.041)

Wake vortex

xe 5.88 6.2 5.975

(xc, yc) (5.38, −0.25) (5.5, −0.27) (5.415, −0.25)

4 Results

Results of the simulations at two different Reynolds numbers (Re = 3000 and
Re = 14000) are presented in the following. The text is organized in two sub-
sections. Subsection 4.1 is about the fluid flow and pressure fields, Subsect. 4.2
describes the main outcomes of a scalar transport study.

4.1 Velocity and Pressure Fields

The full DNS dataset at two different Reynolds numbers provide a wealth of
quantitative detail on the case. The flow configuration described above is well
reproduced by the isocontours of the time-averaged streamfunction in Fig. 2 for
both the Reynolds numbers considered. In the Reynolds number range inves-
tigated, the reattachment position progressively moves downstream while the
secondary vortex migrates upstream because of the larger energy content of the
counter-flow boundary layer and its consequent increased capability of overcom-
ing adverse pressure gradients. The same Fig. 2 reports also the distribution
of the time-averaged turbulent kinetic energy 〈k〉. The regions of peak 〈k〉 are
associated to shear layer instability. For increasing Reynolds numbers, when the
flow is more prone to transition, the regions of peak turbulent kinetic energy
are located more upstream. The same tendency is also observed by Moore et
al. [11], at a higher range of Reynolds numbers. Also transition to turbulence is
shifted upstream for increasing Reynolds numbers. Figure 2 shows that locations
of peak 〈k〉 correspond to the regions of production of turbulent kinetic energy.

It can be observed from the 〈cp〉 profiles on the solid walls in Fig. 3 that due
to the displacement of the structures of the mean flow, also the mean pressure
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Fig. 2. Contours of turbulent kinetic energy 〈k〉 (left panels) and of turbulent kinetic
energy production Pk (right panels) at Re = 3000 and 14000.

Fig. 3. Pressure coefficient profiles and standard deviations of cp: dotted line, Re =
3000; dashed line, Re = 8000; and solid line, Re = 14000.

distribution depends upon the Reynolds number. Pressure fluctuations displayed
in Fig. 3 are seen to peak close to the reattachment of the primary separation.
This is to be ascribed to the recurrent lengthening and shortening of the primary
vortex.

4.2 Passive Scalar Transport

Maps of the mean passive scalar ϕ at the two Reynolds numbers investigated
are displayed in Fig. 4, together with passive scalar fluctuations. Low ϕ regions
are observed in the secondary vortex region for both Reynolds numbers. The
flow recirculating region prevents scalar transport between the free stream and
the wall. This lack in scalar transport between side walls and outer flow will
be explained later in this text from the discussion on scalar fluxes. Scalar field
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Fig. 4. Mean passive scalar field and its variance at Re = 3000 (top panels) and
Re = 14000 (bottom panels).

Fig. 5. Lines of heat fluxes with isocontours of their magnitude at Re = 3000 (top
panels) and Re = 14000 (bottom panels). Left panels show heat fluxes due to the mean
field and right panels show heat fluxes due to the fluctuating field.

fluctuations show very similar patterns as the turbulent kinetic energy, peak
scalar fluctuations fall in the regions of peak turbulent kinetic energy.

Figure 5 shows that mean scalar fluxes do not cross the primary vortex and
have the tendency to transport the passive scalar downstream or to form idle
closed loops in the circulating regions. Turbulent heat fluxes instead can trans-
port the scalar between the outer flow and the wall. In case the scalar is inter-
preted as internal energy or temperature, this appear to be the only mechanism
which allows for heat to be exchanged at the wall. The different magnitudes of
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the two types of fluxes suggests that at these Reynolds numbers, passive scalar
exchange between the solid wall region and the free stream is tiny.

5 Conclusions

This numerical study about a 5:1 rectangular body with sharp corners (BARC)
does not make use of turbulence models and is characterized by a high-resolution
representation. The two simulations carried out (Re = 3000 and Re = 14000)
span the low to moderate Reynolds number range, where the Strouhal number
of the vortex shedding still depends upon Re.

The flow configuration about the BARC body consists in the laminar sepa-
ration at the upstream corner, a transition process occurring in the separated
shear-layer and the reattachment of the turbulent flow. Two boundary layers are
formed starting from the reattachment position: one which leads to the final sep-
aration at the downstream corner and the shedding of vortices in the wake, and
a second boundary layer developing upstream which finally generates a smaller,
counter-rotating, mean spanwise vortex.

By comparison of different DNS studies at Re = 3000 it appears that the
location and the shape of the mean-flow structures depend upon the specific
methodology employed. The spatial discretization level is likely to affect results
more than other details like the type of spatial schemes and time advancement.
Differences observed are still non-negligible and the question of spatial discretiza-
tion of the BARC geometry is still open at Re = 3000.

While the general topology of the flow is not affected by Re, within the range
of Reynolds numbers investigated, the reattachment position progressively moves
downstream for increasing Reynolds numbers. The secondary vortex instead
migrates upstream. This has an effect in the mean pressure field and its fluctu-
ations.

Regarding scalar transport it appears that the flow recirculating region at the
sides of the BARC prevents mean scalar fluxes to transport ϕ between freestream
and wall. Turbulent fluxes, which are insted directed perpendicular to the solid
walls, have a magnitude which is only a few percent of the total fluxes.
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1 Introduction

Wall-bounded turbulent flows as those occurring in transportation (e.g. aviation)
or industrial applications (e.g turbomachinery), are usually subjected to pressure
gradients (PGs). The presence of such PGs affects greatly the development and
physics of the turbulent boundary layer (TBL), making it an open research area.
An important phenomena associated with the presence of strong adverse PGs
(APGs) as appearing in wings, is the separation of the boundary layer, which
can lead to stall. Moreover, recent and upcoming environmental restrictions have
made drag reduction crucial in aviation. With a high proportion of the drag
associated to the TBLs developing over the wet surfaces of the aircraft, their
study and understanding is of paramount importance.

Initial research on TBLs in wings was conducted experimentally in wind
tunnels, such as the nominal study of the turbulent flow past a NACA 4412
wing profile [4]. In recent years, developments in high-performance computing
(HPC) architectures and numerical methods have enabled the study of these
complex flows through accurate numerical simulations. Some examples of these
are the large-eddy simulations (LES) of the turbulent flow around wing profiles
[6,7,11]. However, the chord-based Reynolds numbers (Rec) and angles of attack
(AoA) achieved so far are still moderate, and the computational domains small
(particularly in the spanwise direction, a fact that can affect separation physics
greatly).

One of the most prevalent features of TBLs under strong APGs is flow sep-
aration. Moreover, even in zero pressure-gradient (ZPG) TBLs, instantaneous
structures of reversed flow (referred to interchangeably as backflow events or
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features in short) have been reported. Previous work has characterised back-
flow events for a variety of flow cases [3] and pressure-gradient conditions (up
to moderate PGs) and found that both the length (20l+) and life time (2t+) of
these events scales in inner viscous units. Instead, merely the frequency of these
events was found to increase with increasing pressure-gradient conditions [10].
With diminishing mean wall-shear stress, when approaching mean separation,
it is, however, known that the inner scaling will eventually not be valid. Hence,
a structural change in the size and life time of these events is anticipated when
approaching strong pressure-gradient conditions and mean-flow separation. This
also explains the larger sizes and life times observed in stronger APG TBLs [2].

The current project leverages both the increase in availability of HPC
resources, as well as the improvements in simulation methods (such as the
introduction of adaptive mesh refinement and non-conformal meshing into the
spectral-element method code Nek5000), in order to increase the achievable
Reynolds number and angle of attack, while using a sufficiently large compu-
tational domain. Moreover, Nek5000 is coupled to the visualization software
Catalyst, allowing for the in-situ analysis of backflow events and the turbulent
structures associated with them. The high-fidelity simulation data is then used
to study the characteristics of such events, and their relation with APGs and
flow separation.

2 Methodology

Well-resolved (quasi-DNS) large-eddy simulations (using a relaxation-term fil-
tering, analogous to the one described in Ref. [8]) are carried out using the
massively-parallel spectral-element method code Nek5000 [5]. The case consid-
ered in this work is the turbulent flow past a NACA 4412 wing profile, as in
Refs. [4,6,11]. The Reynolds number based on the chord and inflow velocity
(Re = cU∞/ν) is equal to 400,000, and the angle of attack 11◦. The chosen
angle of attack chosen is close to the maximum-lift condition, and the airfoil
exhibits mean-flow separation near the trailing edge (starting at x/c = 0.85,
where x is the chord-wise distance from the leading edge), as seen in the left
subplot of Fig. 1. The introduction of adaptive mesh refinement (AMR) and
non-conformal meshing allows to overcome some of the limitations faced in pre-
vious computational studies (such as in Ref. [11]). Firstly, the domain size (Lx;
Ly; Lz) is considerably larger: (50c; 40c; 0.6c) in the AMR case and (6c; 4c;
0.2c) in previous conformal cases. Secondly, the boundary conditions in confor-
mal cases have to be obtained from a precursor Reynolds-averaged Navier-Stokes
(RANS) simulation due to the proximity of the domain boundaries to the wing.
As this is not an issue in the AMR case, a uniform Dirichlet boundary condition
is imposed in the inlet, top and bottom boundaries. The larger extent in the
spanwise dimension is critical in the case presented here, as the separated region
exhibits structures with large spanwise correlation lengths. Moreover, having
a large distance to the boundaries is important, as possible interferences with
the wake are avoided. Another advantage of using AMR is that the elements
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Fig. 1. Instantaneous contours of negative streamwise velocity, with the spectral ele-
ment mesh in the background (left), and instantaneous separated spots at the wall, in
the wall-aligned reference frame (right)

Fig. 2. Tracking of backflow structures at the wall nodes. Identified structures at an
initial (left) and successive times (center) appear colored, while the rest of nodes are
grey. The tracking result is shown in the rightmost sketch (Color figure online)

are concentrated in areas in which a higher resolution is needed (based on a
spectral error indicator as described in Ref. [9]), allowing to reduce the overall
computational cost of the simulation.

In-situ tracking of backflow events is carried out using the Catalyst adap-
tor for Nek5000 [1]. The use of in-situ data analysis is paramount in this work:
the high level of refinement around the wing surface and the TBL, together
with the time resolution needed to track backflow events makes the traditional
offline post-processing methods unfeasible. In this work, the focus is on sep-
arated regions at the wall. In order to identify those negative skin-friction
(τw = μdu/dy) regions, the wall-normal derivative of the streamwise velocity
component is evaluated in Nek5000 (derivatives are computed and then a tensor
rotation is performed, obtaining a local wall-aligned reference frame, as shown
in the right panel of Fig. 1). The value of the skin friction (together with the
coordinates of the wall nodes) are then used in order to identify the separated
structures.

In order to find connected nodes forming single backflow structures, a tri-
angulated mesh is built from the wall nodes. This mesh, as in the simulation,
is periodic in the spanwise direction. Nodes with negative scalar values (i.e.
τw < 0) are considered feature nodes. A Breadth-first search (BFS) algorithm is
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performed on these feature nodes to identify connected feature regions, each of
which is given a unique ID (as illustrated in the left panel of Fig. 2). The same
processes is applied to the data in the next time step (middle panel of Fig. 2).
Subsequently, a tracking arc is created between two feature regions if they over-
lap in consecutive time steps (right panel of Fig. 2). This approach allows for the
identification and tracking of complex-shape structures in-situ. Moreover, thanks
to the built-in capabilities of VTK, the area (size) and centroid of the features
is easily computed, which, together with the tracking of features across different
time steps, allows us to get a complete picture on how reversed flow appears and
evolves in time and space. The in-situ tracking described in the previous section
is applied every 4×10−4 flow-over times (i.e. c/U∞, less than 0.5 inner-scaled
time units t+). The main data processing of the features is performed in-situ
(feature identification, area and centroid calculation and tracking to previous
time step) and, therefore, the individual grid points (in excess of 1×109) are not
stored. This leads to the total disk memory used being less than 200 MB. This
is a stark contrast to the 44 GB needed to store in disk a single instantaneous
flow-field (around 1000 of them would be needed to perform the same analysis
offline), highlighting the importance of in-situ processing.

3 Results

Close to 3 million individual areas of negative wall-shear stress are identified in
total in the suction side of the wing (with the area of interest starting at x/c =
0.25 and continuing up to the trailing edge, in order to avoid having influence
of the TBL tripping used at x/c = 0.1). The distribution of size and position
of all identified features is shown as histograms in Fig. 3. Already in the area
close to the leading edge a large number of backflow events are identified. Their
number increases rapidly as the flow moves towards the trailing edge. In fact, the
growth in number of backflow events is exponential after the point of maximum
thickness of the airfoil at x/c = 0.4. This is closely related to the growing adverse
pressure gradient seen in this region, as indicated by the growth of the Rotta-
Clauser pressure-gradient parameter β. Nevertheless, the increase in the number
of individual features does not continue all the way to the trailing edge, not even
up to the mean-flow separation point: there is a region in between x/c = 0.67
and 0.77 in which a maximum is reached. Afterwards, their frequency decreases
sharply (exponentially as well, but with a larger slope than in the previous
build-up phase). Therefore, we can identify two clearly distinct regions from this
analysis: A first part (from the leading edge up to around x/c = 0.7) in which
the flow is attached but individual backflow events become more prevalent (i.e.
their frequency increases) driven by the increasing APG, followed by a rapid
transition to a second region in which the flow detaches and the number of
individual backflow events decreases sharply (only a few, but large regions of
separated flow fill most of the wing span). This behaviour can be also observed
in Fig. 1, in which an instantaneous snapshot of the backflow events is shown.

Feature tracking allows to study this transition in more detail. In order to do
that, newly-appearing backflow events (those not related to any other event in a
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Fig. 3. Histograms of the position (left) and area (right) of all the individual features
identified

Fig. 4. Histograms of the position (left) and area (right) of all newly-appeared features
and those formed after the merge of 2 or more features

previous time step) and merged events (those formed from two or more features
in the previous time step) are identified and their distributions in position and
size studied (shown in Fig. 4). It is clear that individual events spawn in the
region closer to the leading edge, and that they are less likely to appear as one
moves towards the separated flow region. The newly-spawned events are all small
in size, as seen in the right plot of Fig. 4. As the flow moves downstream, merging
activity increases, and with it, the size of the backflow regions. This continues
until just before the point where mean-flow separation occurs, in which merging
activity reaches its maximum. Later on, merging activity is also reduced, as the
flow becomes completely dominated by a few massive structures.

4 Conclusions

In this work, the relationship between backflow events and mean-flow separation
on a NACA 4412 wing profile has been studied by means of performing an in-
situ tracking analysis of backflow events. The use of AMR in Nek5000 allowed
to carry out a very well-resolved LES in which even the smallest backflow events
appearing at the wall were captured and tracked. Two clearly differentiated
regions were found: A first region in which small individual backflow events
spawn (with their frequency increasing as the APG increases), and a second
one, starting just before the point of mean flow separation, in which the flow is
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dominated by a few, very large structures. The transition between both regions
occurs quite rapidly and is driven by the merging of individual backflow events.
As the number of mergings increases, the regions of instantaneous separated flow
become larger, leading to more individual events being merged into larger ones.
This takes place consecutively until a few (very large) structures dominate the
whole span. Therefore, a clear connection between individual backflow events in
the attached flow region and flow separation has been established in the present
work.
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1 Introduction

The present work aims at investigating the high-Reynolds accelerating flow
around a cylinder with a square cross-section. This is a classic shape of inter-
est for wind-engineering applications, typical, e.g., of skyscrapers and towers.
Despite the simple geometry, the flow features around square cylinders or prisms
show a significant complexity. In particular, the flow is characterized by the
shear-layer separation at the upstream edges. The separated shear layers undergo
to Kelvin-Helmholtz instability, but they do not lose coherence until they form
the von Karman vortex street in the wake. In terms of mean flow features, no
reattachment is found on the lateral surface of the cylinder. Square cylinders
with constant-velocity inflow conditions have been widely investigated in the
literature, and no significant changes in flow topology and dynamics are found
within the range Re � 103–106 (e.g., [1,2,6,10,11,15–18,20]). However, in the
last twenty years, the accelerating and decelerating flow conditions, typical, e.g.,
of thunderstorm outflows, have received significant attention since they may lead
to serious damages of civil buildings and to economical losses. When high accel-
erations are present, transient effects become important (see, e.g., [4]) in the
flow dynamics and in the consequent mean and fluctuating aerodynamic forces.
Also the shear-layer dynamics and the vortex-shedding frequency are sensitive
to the variation of the inflow velocity. Usually, the effect of wind acceleration has
been experimentally and numerically investigated starting at rest [5,21]. How-
ever, typical conditions present flow accelerations/decelerations starting from
a non-zero velocity. The latter case has been studied in the framework of the
ERC THUNDERR project [19] by performing experiments at the multiple-fan
wind tunnel of the Tamkang University in Taipei [3]. In particular, the effect
of gaussian-type inflow accelerations/decelerations on a square cylinder in the
range Re = 1.72 × 104–6.34 × 104 have been analyzed. The main outcome was
the measuring of constant-frequency time cells in the vortex-shedding.
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In the present research activity, a Large-Eddy Simulation is carried out to
study the effect of inflow accelerations on the flow dynamics around a square
cylinder and on the vortex-shedding frequency. The same inflow acceleration
and Reynolds-number range as in [3] are considered for cross-validation. This
simulation may be considered a first step towards the characterization of the
dynamic loads on civil buildings due to thunderstorm outflows, and to better
understand the limits of the predictions for structure design obtained under the
assumption of steady wind.

2 Problem Definition and Numerical Methodology

We consider the incompressible flow around a square cylinder at zero angles of
attack. A Large-Eddy Simulation is performed by using the open-source code
Nek5000, based on a high-order spectral element method. Each spectral element
is rectangular or a suitable coordinate mapping of a rectangle. The basis func-
tions inside the elements are Legendre polynomials of order N for velocity and
N − 2 for pressure in each direction; N = 6 has been used in this work, as in
[7,8,14]. A third-order backward finite-difference scheme based on the high-order
splitting method is used for time advancing.

The computational domain is sketched in Fig. 1a, together with the cylin-
der cross section and the reference system in Fig. 1b. The cylinder center is
located at x/D = y/D = 0, being D the width of the square cylinder, and
the computational domain spans the following dimensions: −75 ≤ x/D ≤ 125,
−75 ≤ y/D ≤ 75 and 0 ≤ z/D ≤ 5. The spectral element size and distribution
are the same used in [7,8,14]. In particular, the element size in the streamwise
and lateral directions is Δx/D = Δy/D = 0.125 near the cylinder, while the
element size is uniform in the spanwise direction, Δz/D = 0.558. A quadratic
filter is applied to the three highest spectral modes. The effect of the filter can
be considered as a subgrid scale dissipation (see, e.g., [8]).

a) b)

Fig. 1. a. Sketch of the computational domain and boundary conditions. b. Position
of the pressure taps (cross section z/D = 0).
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a) b)

Fig. 2. a. Inflow Reynolds number (experiment from [3] in red). b. Inflow acceleration
(experiment from [3] in red) (Color figure online).

A uniform unsteady velocity profile with no turbulence (smooth flow) is
imposed at the inlet. The same unsteady flow conditions as in the experiments in
[3] are considered for cross-comparison. The time histories of the inflow Reynolds
number, Re, and of the acceleration made non-dimensional by using the inlet
velocity at time t = 0, aD/u2

∞,0, are reported in Fig. 2a and Fig. 2b, respec-
tively. Two dotted vertical lines at tu∞/D = 200 and tu∞/D = 800 delimit the
acceleration region. The inflow Reynolds number varies from Re = 1.720 × 104

to Re = 6.536 × 104 and the maximum non-dimensional acceleration is equal
to 2.35 × 10−2. It should be noted that the acceleration can be made non-
dimensional also considering the instantaneous velocity value, in this case the
maximum value is aD/u2

∞ = 7.6 × 10−3. Moreover, no-slip condition is imposed
at the body surface, and traction-free boundary conditions for both the out-
flow and the upper and lower boundaries of the domain. Finally, periodicity is
imposed in the spanwise direction.

3 Results and Discussion

We first compare the time-histories of differential-pressure coefficients in stream-
wise and crossflow directions, shown in Fig. 3a and Fig. 3b, respectively. Referring
to Fig. 1b, both in experiments [3] and LES simulations they are defined as:

CΔPD
=

Pfsp − Prsp

1/2ρu2∞
, CΔPL

=
Pump − Plmp

1/2ρu2∞
(1)

being Pfsp, Prsp, Pump, Plmp the instantaneous pressures evaluated on the body
surface at the front stagnation point, the rear stagnation point, the upper-side
midpoint, and the lower-side midpoint, respectively; ρ is the fluid density and
u∞ the instantaneous velocity at the inlet.

As discussed in [3], the two differential-pressure coefficients are a rough esti-
mation of the drag and lift coefficients and they present the same frequency
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content. It is evident how the numerical simulation provides results in overall
good agreement with the experiments in [3]. The streamwise differential-pressure
coefficient has moving-average values slightly higher than the one of the exper-
iments. The standard deviation of CΔPD

is significantly higher in simulations
rather than in experiments [3]. Conversely, the crossflow differential-pressure
coefficient present oscillations that are almost identical in numerical and exper-
imental results. The oscillation cycles have time-periods decreasing in time with
the increase of the velocity. Since these pressure fluctuations are related with
the vortex-shedding dynamics, it is clear that the vortex-shedding frequency
increases with the increase of inlet velocity. Its behavior is characterized by
using a time-frequency analysis based on the continuous wavelet transform (for
details, please refer to the comprehensive discussion in [9,13]). In this context
wavelet are preferred to Fourier and Welch procedures (see, e.g., [12]) because
they permit to obtain a clearer and mathematically-rigorous definition of the fre-
quency peaks in time [13]. For our purpose, we used a complex Morlet wavelet
with a central frequency of 6π and we derived from the wavelet energy maps
the ridges indicating the vortex-shedding frequency, n∗, at each time window.
The results of the wavelet ridges for CΔPL

are shown in Fig. 4a.The same dis-
crete changes in the vortex-shedding frequency as in the experiments in [3] are
found in the numerical simulations. Constant-frequency time cells are clearly
visible in Fig. 4a. The related Strouhal number, St = n∗D/u∞, is reported in
Fig. 4b. Since the vortex-shedding frequency is constant in time cells, but the
instantaneous velocity monotonic increase, a decrease in the Strouhal number is

a)

b)

Fig. 3. a. Time history of the in-flow pressure coefficient (experiment from [3] in red).
b. Time history of the cross-flow pressure coefficient (experiment from [3] in red) (Color
figure online).
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a)

b)

Fig. 4. a. Vortex-shedding frequency (experiment from [3] in red) b. Vortex-shedding
Strouhal number (experiment from [3] in red) (Color figure online)

found within the time cells, followed by a sudden increase between the cells. The
vortex-shedding Strouhal number is always inside the range 0.10 ≤ St ≤ 0.14
and the agreement between LES and experiments ia again satisfactory.

4 Conclusions

The effect of the flow acceleration around a square cylinder has been investi-
gated through a Large-Eddy Simulation and a good agreement is found with the
experiments in [3], in terms of both the streamwise and the crossflow coefficient.
Discrete increases of the vortex-shedding frequency occur with the inlet velocity,
confirming the presence of the constant-frequency time cells. The results validate
the simulation set-up and will be used in a future work for a systematic charac-
terization of the effect of different values of the inflow acceleration/deceleration.
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Abstract. A DNS of a three dimensional diffuser has been performed
with the in-house solver Alya. The resulting dataset presents a good
agreement with existing numerical and experimental data, even with-
out smoothing of the sharp corners. Discrepancies in the duct area have
been found to be due to uncertainties, however, in the diffuser region dif-
ferences are more noticeably between experimental and numerical data,
where they all exhibit an oscillating behavior. The POD analysis of this
flow has quantified a slow mixing mechanism inside the diffuser with a
period of 4 flow-through times. This is due to the slow motions in the
diffuser that are only represented 3 times over the 21 flow-through times
in which statistics are gathered. This is considered to be the main rea-
son of discrepancy between all datasets. While DNS of turbulent flow
at Re = 10, 000 are feasible nowadays, temporal dynamics of the Stand-
ford diffuser present a challenge as the integration time needed becomes
larger. The current dataset is, nevertheless, valid for further analysis and
activities and will be made available online.

Keywords: DNS · POD · Separation · High-Fidelity Dataset

1 Introduction

The three-dimensional (Stanford) diffuser is a well documented case with com-
plex internal corner flow and 3D separation while having a relatively simple
geometry.

The physics of this flow was first analyzed by Cherry et al. [1] through an
experimental setup, while the sharp corners of the diffuser were smoothed with a
fillet radius of 6.0h. Such dataset provided detailed experimental data comprising
the three components of the mean velocity field, the streamwise Reynolds stresses
and the pressure distribution along the bottom wall of the diffuser. This provided
information on the mean flow configuration, however, little insight was given on
the more complex time-motions of this flow.
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The first direct numerical simulation (DNS) was performed by Ohlsson et al.
[6] at a Reynolds number of Re = Ubh/ν = 10, 000 based on bulk velocity Ub

and channel height h. The computational domain was designed to have a close
agreement with the diffuser geometry, with the corners resulting from the diffuser
expansion smoothly rounded with a radius of 6.0. Malm et al. [4] conducted
a Proper Orthogonal Decomposition (POD) analysis of the flow. This POD
analysis contained 196 snapshots spanning a time interval of ΔtUb/h = 392,
thus with a temporal resolution of ΔtUb/h = 2. It was found that 195 modes
are necessary to cover about 72% of the total urms peaks, owing to a large-scale
oscillation on the later part of the diffuser. These oscillations were related to low
frequencies that resulted to large time periods.

The present work aims to enhance the current database of flows in the Stan-
ford diffuser configuration by providing another DNS along with a global assess-
ment of the flow, and to provide recommendations for further simulation cam-
paigns on this configuration.

2 Mathematical and Numerical Model

The present DNS data have been obtained by solving the incompressible
Navier-Stokes equations with the in-house solver Alya. Alya is a parallel multi-
physics/multi-scale finite-element simulation code developed to run efficiently
on high-performance computing environments. The general code structure is
described in Vazquez et al. [7]. Details about the numerical schemes for the
incompressible flow solver are described in Lehmkuhl et al. [3].

Regarding the diffuser geometry, the following configuration is considered:
the upper-wall expansion angle is 11.3◦ and the side-wall expansion angle is
2.56◦. The flow in the inlet duct (height h = 1, width B = 3.33) corresponds to
fully-developed turbulent rectangular duct flow. The origin of coordinates is set
at the entrance of the diffuser. The L = 15h long diffuser section is followed by
a straight outlet part (12.5h long). Downstream of this, the flow goes through
a 10h long contraction followed by a 5h straight duct in order to minimize the
effect of the outlet to the diffuser. A difference from previous works [1,6] is that
the geometry considered does keep the sharp angles on the walls transitioning
between diffuser and the straight duct parts. The computational domain also
includes a long inlet duct of 65h length in order to allow the flow in the inlet
duct to fully develop. Before this, there is a section of 5h length with a small
chevron placed 2h from the inlet in order to trigger the turbulent transition in
the rectangular duct. This method is preferred over using a precursor calculation
of rectangular duct flow with streamwise periodicity conditions. At the outlet
(x = 47.5h) standard Dirichlet condition for the pressure is prescribed. An inflow
Reynolds number 10,000, matching with the previous DNS and experimental
data, is considered. The walls of the duct and the diffuser are set to no slip.
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The computational grid resulted in about 250 million elements. With a
stretched grid, the maximum grid resolution in the duct centre is Δz+ = 11.6,
Δy+ = 13.2, Δx+ = 19.5. At the wall, the resolution is z+ = 0.074, y+ = 0.37
in the spanwise and normal directions, respectively. A measure of mesh resolu-
tion can be obtained by comparing the grid resolution Δ with the Kolmogorov
length scale η as Δ/η =

(
1/ngrid

∫
V

1/η3dV
)1/3, where ngrid is the number of

grid points. For the present dataset, Δ/η ≈ 2.7 is obtained. Since Δ/η < 5, it
can be stated that the resolution achieved by the present grid is at DNS level.

For the temporal integration, a third order explicit Runge Kutta scheme was
used with a dynamic time stepping that ensured a CFL below 0.9. The flow was
computed for tUb/L = 13 flow-through times based on the diffuser length before
gathering statistics for tUb/L = 21 flow-through times. This setup was deemed
sufficient to compute the flow in the diffuser and is based on the previous work
of Ohlsson et al. [6].

3 Validation and Results

3.1 Comparison with Experimental and DNS Data

The results of the present simulation campaign are compared with the DNS [6]
and experimental [1] results. Figure 1 shows the mean streamwise velocity and
its RMS values along characteristic lines of the diffuser compared to reference
data. Moreover, Fig. 2 provides contours of the streamwise mean velocity and
the RMS fluctuations at selected cross sections of the diffuser respectively.

Good agreement between the present DNS and the DNS by Ohlsson et al. [6]
is generally observed. In terms of streamwise velocity, the current DNS agrees
very well with the previously reported data. Deviations from the experiment are
probably due to measurement uncertainties in the test rig. In terms of contour
planes, the streamwise velocity is also very similar among the three datasets,
with little discrepancies found in the near-wall regions. In terms of streamwise
fluctuations, a good match is obtained in the duct area in both profile- and
contour-wise. Nevertheless, in the diffuser region deviations of both DNS from
experiments by Cherry et al. [1] are observed. Also, the contours of the stream-
wise velocity fluctuations are somewhat different between both DNS. In this
case, the experimental data has considerable uncertainties due to the measuring
technique. Nonetheless, it is observed that the present results compare better
with the experimental ones.
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Fig. 1. Streamwise velocity (left) and average streamwise velocity fluctuations (right),
present DNS vs Cherry et al. [1] and Ohlsson et al. [6].

Fig. 2. Average streamwise velocity contours (left) and Average streamwise velocity
fluctuation contours (right), present DNS vs Cherry et al. [1] and Ohlsson et al. [6].
The positions of the contour slices are, from top to bottom, x/h = 2, 5, 8 and 15.

3.2 POD Analysis

The POD analysis consisted of 626 snapshots over a time interval of ΔtUb/h =
808, leading to a temporal resolution of ΔtUb/h = 1.29. Hence, the present POD
has 1.55 times more temporal resolution and spans about 2 times more than the
work of Malm et al. [4]. The computation of the POD modes, temporal spectra
and POD energy has been performed through an in-house parallel toolbox as
described in Eiximeno et al. [2].

Information on the flow structures is contained on the first 200 POD modes,
containing 60% of the total energy, while the rest could be considered small scale
motions. Illustratively, Fig. 3 shows the contours of one of the highest energy
modes (the 5th mode) in equispaced planes through the diffuser. Regarding
the inlet duct, POD modes have yielded structures that are very similar to
these of turbulent channel flows (see, for example, Nikolaidis et al. [5]). In the
diffuser region, POD modes have shown the evidence of a large scale structure
that is responsible of the mixing at the back region. This can be seen as the
interaction of positive (orange) and negative (blue) motions of the mode, where
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Fig. 3. Colour contours of the 5th POD mode. Planes are equispaced at Δx/h = 2
starting at x/h = −3 up to x/h = 29.

Fig. 4. POD temporal coefficient in frequency domain for mode 1 (left), 2 (center) and
3 (right). Dashed vertical lines denote the low frequencies of the mode.

they interact and twist exchanging energy. This is the consequence of the mixing
of the corner vortices coming from the inlet duct that expand and detach due to
the asymmetry of the diffuser. This creates a laminar recirculation bubble that
is associated with slow motions inside the diffuser. Then, the resulting structures
finally interact and merge at the beginning of the recovery section at x/h = 15.

Associated to these motions, low frequencies appear in the temporal POD
coefficients as shown in Fig. 4, corresponding to the slow dynamics occurring at
the back of the diffuser. Particularly, these frequencies correspond to periods of
tUb/L ≈ 7, hence in the present 21 flow-through times are only represented 3
times. This might be the main reason of discrepancies between both DNS and
the experimental data discussed in Sect. 3.1. This slow motion at the end of the
diffuser section was also reported in the POD of Malm et al. [4]. This poses
a serious question on the number of flow-through times necessary to correctly
resolve this flow.

4 Conclusions

DNS of a separated flow in a three-dimensional diffuser have been performed
with the in-house CFD code Alya. In the inlet duct area, good agreement is
obtained between both DNS and the experiment. The spanwise velocity matches
for the three datasets. Some small differences can be observed in terms of the
spanwise fluctuations, mostly due to experimental and numerical uncertainties.
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In the diffuser region, discrepancies are more evident between the three datasets
for both the spanwise velocity and the spanwise fluctuations. These differences
are seen in both the streamwise profiles and the contour plots, where the present
data compares better with the experimental one, although all datasets present
very oscillatory behaviors. The reason for these discrepancies are not only due to
uncertainties, but to a slow mechanism inside the diffuser with a period of about
7 flow-through times, identified by the POD analysis. These flow features pose a
challenge in the convergence of the statistics inside the (Stanford) diffuser and are
found to be the reason of the main differences at that region between all datasets.
While a DNS at Re = 10, 000 is feasible nowadays, separated flow present more
complex features that also need to be resolved. Subsequent simulation campaigns
should increase the integration time at least 10 times more to be able to obtain
reliable statistics at the end of the diffuser. Still, this high fidelity dataset is
of interest and the averaged and temporal data will be available online in the
ERCOFTAC wiki (https://kbwiki.ercoftac.org/w/index.php/DNS 1-3).
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1 Introduction

Square and rectangular cylinders can be considered simplified models of struc-
tures of interest in civil engineering, such as, e.g., tall buildings or bridge sections.
The chord-to-depth ratio, B/D, has a strong impact on the flow dynamics around
the cylinder. In all cases, the flow separates at the upstream edges. The separated
shear layers roll up forming vortical structures (Kelvin-Helmholtz instability),
which are convected downstream and eventually interact by pairing with other
vortical structures formed from the shear layers themselves. For large chord-to-
depth ratios, the mean flow reattaches on the lateral side of the cylinder, and,
thus, it is characterized by a closed mean recirculation region. Further down-
stream, the shear layers separate again from the trailing edge, and in the near
wake the flow is characterized by the classical Von Karman vortex shedding.
On the contrary, shear-layer vortex pairing and mean flow reattachment do not
occur for low chord-to-depth ratios as, e.g., for the square cylinder. Many studies
have identified the range 2.5 ≤ B/D ≤ 3 as the cut-off between separated and
attached mean flows on the cylinder lateral surface [13,14,17,18].

As for the elongated bodies, the flow around the rectangular cylinder having
a 5:1 chord-to-depth ratio has been the most studied since it is the object of
the international benchmark BARC [4]. In this context, LES simulations are
characterized by a significant dispersion in the flow topology and in the mean
and fluctuating pressure distributions on the cylinder side [4]. The sensitivity to
grid resolution and subgrid-scale modeling [3,9] is also significant. This has been
observed also for 4:1 rectangular cylinders [1]. Rocchio et al. [11] investigated
whether this sensitivity could be a spurious effect of the perfect sharpness of the
upstream corners in numerical simulations, while in reality the corners have a
small degree of roundness. In particular, the effects of the degree of roundness
of the upstream edges (for r/D ≤ 0.05) have been investigated in [11], showing
that even small values of the curvature radius significantly impact the results
providing the lengthening of the mean recirculation region on the cylinder side.
These roundings, in turn, modify the near-wake and bulk quantities [8] and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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improve the agreement with experiments [10]. Indeed, sharp edges introduce
significant velocity fluctuations in the shear layer at separation that, when not
artificially damped by numerical or SGS dissipation, cause an upstream roll-up of
the shear layers and, hence, a short mean recirculation region. This effect seems
to be a numerical issue related to the flow resolution typical of LES simulations
since the impact of upstream-edge rounding was found to be much smaller in
DNS simulations in [5] at a lower Reynolds number. On the other hand, among
the bodies having low chord-to-depth ratios, the square cylinder has been widely
investigated in the literature (e.g. LES by [12] and DNS by [15]). Even if some
dispersion is still present among the results of the numerical simulations, the
flow field around the square cylinder is less sensitive to grid quality [2], whereas
the effect of small corner roundings has not been systematically addressed. A
few experiments are limited to large values of the corner roundings that provide
significant changes of the cross-sectional geometries (r/D = 0.10− 0.30 in [7,16]
for 1:1 and 2:1 cylinders).

Here we want to investigate whether a similar effect of small upstream-corner
roundings as in [11] is present also in LES of rectangular cylinders of different
aspect ratios. To this aim, we considered also a square cross-section and a rect-
angular one having an aspect ratio of 3:1, which are characterized by different
flow topologies. In particular, for the square cylinder, the mean flow does not
reattach on the cylinder side, while for the 3:1 case it is about to reattach along
the lateral side of the cylinder. We compare the case r/D = 0 (sharp-upstream
edges) with r/D = 0.0037 for 1:1, 3:1, and 5:1 cylinders to highlight whether
in LES even a small value of the curvature radius significantly changes the flow
features.

2 Numerical Set-Up and Methodology

We consider the incompressible flow around rectangular cylinders having chord-
to-depth ratios equal to 1:1, 3:1, and 5:1 and zero angles of attack. The upstream
edges are sharp (r/D = 0) or rounded with a curvature radius of r/D = 0.0037,
D being the depth of the cylinder. The cylinder center is located at x/D =
y/D = 0 and the computational domain spans the following dimensions: −75 ≤
x/D ≤ 125, −75 ≤ y/D ≤ 75 and 0 ≤ z/D ≤ 5. A uniform velocity with no
turbulence is imposed at the inlet, no slip at the body surface, and traction-free
boundary conditions for both the outflow and the upper and lower boundaries
of the domain. Finally, periodicity is imposed in the spanwise direction. The
Reynolds number, based on the free-stream velocity and on the cylinder depth,
is Re = 4 × 104.

The numerical simulations are performed through Nek5000, an open-source
code based on a high-order spectral element method. Each spectral element is
rectangular or a suitable coordinate mapping of a rectangle. The basis functions
inside the elements are Legendre polynomials of order N for velocity and N − 2
for pressure in each direction; N = 6 has been used in this work, as in [8,9,11]. A
third-order backward finite-difference scheme based on the high-order splitting
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method is employed for time advancing. A quadratic filter is applied to the three
highest spectral modes. The effect of the filter can be considered as a subgrid-
scale dissipation (see, e.g., [9,11]). The spectral element size and distribution
are the same used in [11]. In particular, the element size in the streamwise and
lateral directions is x/D = y/D = 0.125 near the cylinder, while, in the spanwise
direction, the element size is uniform z/D = 0.558 as done in [8,11]. For rounded
edges, the computational grid is the same as in the sharp-edge case, except that
the rounded part is handled by curvilinear elements.

3 Results and Discussion

The flow field of the instantaneous vortex indicator λ2 [6] and the mean-flow
streamlines are shown in Figs. 1, 2, and 3 for 1:1, 3:1, and 5:1 cylinders, respec-
tively. We compare the results for sharp-edged cylinders (r/D = 0) with the ones
for cylinders having a rounding equal to r/D = 0.0037. Both square cylinders
exhibit flow separation from the upstream corners and the separated shear layers
directly form the von Karman vortex street. This implies that the corresponding

Fig. 1. a. Vortex indicator λ2 (top) and mean flow streamlines (bottom) for the square
cylinder with r/D = 0. b. Vortex indicator λ2 (top) and mean flow streamlines (bottom)
for the square cylinder with r/D = 0.0037.

Fig. 2. a. Vortex indicator λ2 (top) and mean flow streamlines (bottom) for the 3:1
cylinder with r/D = 0. b. Vortex indicator λ2 (top) and mean flow streamlines (bottom)
for the 3:1 cylinder with r/D = 0.0037.
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Fig. 3. a. Vortex indicator λ2 (top) and mean flow streamlines (bottom) for the 5:1
cylinder with r/D = 0 [11]. b. Vortex indicator λ2 (top) and mean flow streamlines
(bottom) for the 5:1 cylinder with r/D = 0.0037 [11].

mean flow does not reattach on the cylinder’s lateral side. For this cylinder shape,
the degree of sharpness of the upstream edges has a negligible effect (compare
Figs. 1a with 1b). This is not the case with the 3:1 geometry. Indeed, as can be
seen by comparing Fig. 2a with Fig. 2b, a small curvature radius of the upstream
edges changes the flow topology. For the cylinder with sharp edges, the separated
shear layers roll up more upstream than the ones for rounded upstream edges,
and the mean flow reattaches near the end of the lateral side at x/D = 1.38
(Fig. 2a), whereas the mean flow does not reattach for r/D = 0.0037 (Fig. 2b).
Thus, the 3:1 rectangular cylinder has a sensitivity to r/D as for the 5:1 case
already discussed in [11] and recalled in Figs. 3a and 3b.

Figures 4a and 4b show the effect of r/D on the distribution of the pressure
coefficient averaged in time, in the spanwise direction and between the upper and
the lower sides of the square cylinder and of 3:1 and 5:1 rectangular cylinders,
respectively. The standard deviation of Cp are shown in Figs. 5a and 5b. The
results of the 5:1 rectangular cylinder are extracted from [11]. The local abscissa
s/D is evaluated on the cylinder surface from the front stagnation point to the
rear one. For the square cylinder, the mean pressure distribution and the related
standard deviation are not sensitive to the value of r/D (Figs. 4a and 5a). On
the contrary, as previously observed, the roundness of the upstream edges plays
an important role when the mean flow reattaches or may reattach, i.e. for the 5:1
and 3:1 cases (Figs. 4b and 5b). For elongated rectangular cylinders, the mean
pressure coefficient distribution is characterized by a pressure recovery in the
rear portion of the lateral surface, where the mean flow reattaches. The pressure
fluctuations exhibit a maximum along the cylinder side, slightly upstream of
the reattachment point [8]. The introduction of rounded corners lengthens the
mean recirculations both for 3:1 and 5:1 geometries. In particular, for the 3:1
geometry with rounded edges the mean flow does not reattaches anymore along
the lateral side, as confirmed both from mean flow streamlines (Fig. 2b) and from
the increase of the maximum value of the pressure-coefficient fluctuations from
σ(Cp) = 0.15 to roughly σ(Cp) = 0.35 (Fig. 5b).
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a) b)

Fig. 4. a. Mean pressure coefficient distributions for the square cylinders. b. Mean
pressure coefficient distribution for 3:1 and 5:1 rectangular cylinders. The results for
the 5:1 cylinders from [11] are reported in black.

b)a)

Fig. 5. a. Standard deviation of the pressure coefficient for the square cylinders. b.
Standard deviation pressure coefficient for 3:1 and 5:1 rectangular cylinders. The results
for the 5:1 cylinders from [11] are reported in black.

For the 3:1 geometry it is found that sharp edges introduce significant velocity
fluctuations in the shear layer at separation, which cause an upstream roll-up of
the shear layers and a short mean recirculation region, confirming the findings in
[11] for the 5:1 rectangular cylinder. For the square cylinder, a similar increase of
the velocity fluctuations is found for sharp edges compared with rounded ones.
However, this has not a significant impact of the lateral and near-wake flow field.

4 Conclusions

For the square cross-section, characterized by a separated mean flow, a negligible
effect of the upstream-corner sharpness is found. As found in [11] for the 5:1 rect-
angular cylinder, upstream-corner sharpness is important for the 3:1 rectangular
cylinder, for which the mean flow is about to reattach along the lateral side of
the cylinder. Even a small value of the curvature radius significantly changes the
flow features. Sharp edges lead to premature onset of Kelvin-Helmholtz insta-
bility in the shear layers detaching from the upstream corners and this moves
upstream the reattachment of the mean flow on the cylinder side for the 3:1 and
5:1 cases.
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Abstract. Direct numerical simulations of turbulent channel flow rotating about
the spanwise axis are performed at three Reynolds numbers. A parabolic bump
is placed either on the anti-cyclonic or cyclonic wall of the channel and gener-
ates pressure-induced flow separation on its lee side. Reduced mean separation
region is observed when the flow over the bump is unstabilized by the Coriolis
force and/or at higher Re. The total drag decreases with rotation regardless of
the rotation direction for this configuration. The form drag produced by the sepa-
rated flow does not vary significantly with rotation or Re, indicating an inviscid-
dominant drag production mechanism and the disadvantage of utilizing the extent
of the separation region as an indicator of the magnitude of the form drag. The
separated shear layer deviates from the canonical one due to the interactions of
various types of vortices and the energy redistribution between Reynolds stresses.

Keywords: Direct numerical simulation · rotating channel · flow separation

1 Introduction

Rotation characterizes many turbulent flows, both in nature (e.g., geophysical flows)
and in engineering applications (for instance, turbines, pumps, cyclone separators, the
flow in cooling systems in radars, and so on). The literature on the subject of rotating
flow is quite large. For a channel that is rotating about its spanwise axis (z), the Cori-
olis force appears as terms 2Ωv and −2Ωu in the streamwise (x) and wall-normal (y)
momentum equations, respectively. It destabilizes the flow when the rotation has the
same sign as the mean shear vorticity and stabilizes the turbulence when the two have
opposite signs (Fig. 1). A flow phenomenon that often occurs and has a dramatic effect
on the performance of a rotating device is massive flow separation. It is induced by
either an abrupt geometrical expansion and/or an adverse pressure gradient in the flow.
The stabilization/destabilization influence of the Coriolis force may promote or delay
flow separation and reattachment. The effects of spanwise rotation on separation have
been investigated in backward-facing steps, sudden expansion channel, rib-roughened
channel and diffuser [1,2]. A common finding is that the separation bubble decreases
with increasing anti-cyclonic rotation and increases with increase of cyclonic rotation
rate. Since separation is enforced by the geometrical singularities in these studies, the
separation point is fixed regardless how the reattachment is affected. Compared with
the geometry-induced separation, limited investigation is available on the dynamics of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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the adverse pressure gradient(APG)-induced flow separation in which the onset of sep-
aration may be changed by the rotation.

Fig. 1. Schematic of a spanwise rotating channel flow.

In this study, turbulent channel flows rotating in the spanwise direction at Reynolds
number Reb =UbH/ν = 2,500, 5,000 and 7,500 (H is the channel half-height and Ub

the bulk velocity) are simulated by DNS. The friction Reynolds number in the region
where the flow is fully recovered from the wake of the bump ranges from 160 to 420.
A calculation domain of 39H × 2H × 6H in the streamwise (x), wall-normal (y), and
spanwise (z) directions is employed. A two-dimensional bump is placed on the bottom
wall of the channel. Depending on the sign of the rotation rate, this side is either anti-
cyclonic (i.e., Ro ≡ 2ΩH/Ub > 0) or cyclonic (Ro < 0). The height of the bump is
0.25H. Nine simulations are performed at three rotation numbers Ro = 0 and ± 0.42.
The parameters of the cases are listed in Table 1.

Table 1. Simulation parameters and separation region measurements. Reτ,c denotes the friction
Reynolds number at the bump crest.

Cases Reb Ro Reτ Reτ,c Ni ×Nj ×Nk xsep Lsep

Ro0L 2,500 0 162 203 1196×192×184 4.55 1.79

P42L 2,500 0.42 154 209 1196×192×184 4.74 0.90

N42L 2,500 −0.42 155 174 1196×192×184 4.48 3.77

Ro0I 5,000 0 296 345 2496×386×384 4.49 1.40

P42I 5,000 0.42 254 346 2496×386×384 4.66 0.85

N42I 5,000 −0.42 256 275 2496×386×384 4.38 2.98

Ro0H 7,500 0 421 471 3744×580×576 4.46 1.25

P42H 7,500 0.42 346 470 3744×580×576 4.62 0.80

N42H 7,500 −0.42 342 360 3744×580×576 4.32 2.65

The equations of motion are solved using a well-validated finite difference code
that solves the incompressible Navier-Stokes equations on a staggered grid [3,4]. Grid
convergence study is performed to justify that the first and second-order statistics are
grid independent.
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2 Results and Discussion

The mean separation region enclosed by the streamline passing the reattachment point
(Cf = 0, dCf /dx> 0) is shown in Fig. 2 (a) for comparison. The mean separation point
and separation region length are listed in Table 1. Regardless of the Reynolds number,
separation is reduced (or enhanced) when the bump is on the unstable (stable) side,
which agrees with previous studies of other rotating flow configurations. The mild geo-
metrical variation in the current configuration allows the separation point to change with
rotation: separation is delayed under anti-cyclonic rotation and promoted otherwise. An
increase in Reynolds number, surprisingly, leads to early separation. In all the cases, a
reduction of the recirculation region is correlated with the early onset of separation.

The change of the separation region size has been widely contributed to the aug-
mented (or damped) turbulence and its ability to enhance (reduce) the mixing of
momentum to compensate (facilitate) the deceleration and flow detachment. It should
be noted that such an explanation assumes the incoming mean flow remains the same
and the turbulent fluctuations vary between cases. It is not true when the channel is
under rotation. The mean velocity profile at the crest of the bump is plotted in Fig. 2
(b). It can be seen that the non-rotating cases have the smallest momentum deficit (i.e.,
highest velocity in the near-wall region) while cyclonic rotation leads to the largest. The
anti-cyclonic rotation creates a slightly larger momentum deficit near the bump surface
than the non-rotating case, which should have favored flow separation. The delayed
separation observed in the anti-cyclonic cases, therefore, is because the enhanced mix-
ing by the unstabilized turbulence overcomes the pre-existing momentum deficit. The
early separation in the cyclonic rotation cases, on the other hand, is due to both a large
momentum deficit and damped fluctuations.

Fig. 2.Mean separating streamline (a); mean streamwise velocity at the bump crest in outer units
(b) and in wall units (c).
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Fig. 3. Budget of the total drag. For the non-rotating case, the blue bar represents the bottom
surface where the bump is placed and the yellow bar is the upper wall. (Color figure online)

The velocity profiles in wall units at the bump crest (Fig. 2 (c)) show that the flow
is remarkably different from a canonical turbulent boundary layer. The contraction by
the bump and the resultant favorable pressure gradient alters the inertia layer. In the
non-rotating and anti-cyclonic cases,U+ barely changes with y+ in the buffer layer and
lower log layer, leading to a logarithmic region shifting downward from the canonical
one. As Re increases, this log region shifts upward due to the increase of the extent of
the linear viscous layer. In the cyclonic rotating cases, the velocity profiles exhibit a
laminar behavior augmented by the increase of Re.

The size of the recirculation region has been widely used as an indicator of the
additional form drag due to flow separation. However, our results show that it is not
necessarily true. The total drag produced by the bump and the walls of the channel
is compared in Fig. 3. Overall, the total drag is decreased by rotation for the current
configurations. It is also lowered as Re increases. Decomposing the total drag by the
contributions of the walls and the bump, it can be seen that the drag created by the bump
(mainly form drag) does not change much with the rotation and Re. Recall that the mean
separation region indeed varies significantly between the cases, it indicates the size of
separation region is not a good indicator of the drag production during flow separation.
The reason is that the pressure distribution around the bump depends not on the sign of
the velocity near the surface but on the velocity gradient; changing a reversed flow to
a low-speed forward flow is not sufficient to modify the inviscid pressure distribution
despite the evident reduction of the separation region.

For the current configuration, the skin friction drag (SFG) on the walls makes a
great contribution to the total drag because of the long computational domain. The
bump only takes about 7% of the area on one of the walls. The SFG on the unstable
wall is increased due to the enhancement of turbulence when the channel is rotating.
This increase is more prominent when the bump is on the stable side because i) there
is no separation region on the unstable wall to negatively contribute to the SFG; ii) the
region opposite to the bump gets higher SFG due to the acceleration by the blockage
of the bump. The SFG on the stable wall is reduced due to the relaminarization. When
the bump is on this side, the reduction is less because the fluctuations in the separating
shear layer increase the near-wall velocity.

The separating shear layer determines the reattachment point by the roller vortices
generated by the Kelvin-Helmholtz instability. Depending on which side the separation
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occurs in a rotating system, the separating shear layer may be unstabilized or stabilized
by the Coriolis force. Moreover, the roller vortices may encounter non-canonical coher-
ent structures in a boundary layer: streamwise-elongated Taylor vortices whose diame-
ter is comparable to the boundary layer thickness have been observed near the unstable
side in the literature of rotating channel flows. TS wave and associated λ -shape vor-
tices may show up near the stable side at a high rotation rate. The interaction between
these structures appears as changes in the Reynolds stresses and turbulent kinetic energy
(TKE).

Fig. 4. Contours of the turbulent kinetic energy.

Figure 4 shows the contours of the TKE for the nine cases. In all cases, the region
with intense TKE is associated with the forward-flow side of the separating shear layer.
Anti-cyclonic rotation cases have shorter high-TKE regions compared with the non-
rotating cases, and cyclonic rotation cases show very long high-TKE regions in the
bump wake. Recall that the separating flow is quasi-laminar in the cyclonic cases, the
high TKE in those cases represents the breakdown of the 2D roller vortices in the sepa-
rating shear layer. There are no Taylor vortices near the stable side of the channel, thus
the shear layer and associated fluctuations form straight bands along the stable wall. The
increase of Re leads to a shortened high-TKE region in these cases, indicating a faster
three-denationalization of the laminar separating shear layer. In contrast, the high-TKE
regions in the anti-cyclonic cases represent the rapid dissipation of the turbulent sepa-
rating shear layer. Since Taylor vortices occur on the unstable side, they cause vertical
transport of the fluctuations in the shear layer. Compared with the non-rotating case, it
is evident that the high TKE region is inclined towards the opposite wall in the bump
wake.

The Coriolis term does not appear in the TKE budgets but plays an important role
in the budgets of Reynolds stresses. The production terms for u′u′ and v′v′ are

P11+R11 = −2u′v′ ∂U
∂y

+4Ωu′v′,and R22 = −4Ωu′v′ (1)

respectively. P is the production due to mean shear, and R denotes the effects of the
Coriolis force. For Ω > 0 and dU/dy> 0 (i.e., flow near the bottom wall under counter-
clockwise rotation), u′v′ is negative and energy is taken from u′u′ to v′v′. Term 4Ωu′v′ is
compared in Fig. 5 for the rotating cases. When flow separation occurs on the unstable
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side, energy is redistributed by rotation from u′u′ to v′v′. Because the Taylor vortices are
associated with v′v′ (and w′w′), such redistribution may augment them. It is probably
why the upward-drifting of the high-TKE region is most prominent when this term is the
most significant at the low Reynolds number. As Re increases, such a process is more
confined to the downstream vicinity of the bump as the separation region decreases. The
peak magnitude does not change much with Re though. When flow separation occurs
on the stable side, rotation extracts energy from v′v′ to u′u′. The peak magnitude of this
term increases with Re.

Fig. 5. Contours of the redistribution term 4Ωu′v′ in the u′u′ and v′v′ budgets.

In summary, early separation and reduced recirculation region are observed when
the separation occurs near the anti-cyclonic side of the channel and/or when Re
increases. It does not alter the inviscid pressure distribution around the bump, thus
the form drag due to separation barely changes with rotation or Reynolds number. It
indicates the size of separation region is not a good indicator of hydro/aerodynamic
performance. The turbulent generation mechanics in the separating shear layer exhibit
rich diversity and dynamical details associated with the Coriolis effects.
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1 Introduction

Variable density flows are very common in nature, in technology and in industry. The
numerical simulation of complex flows of applicative interest and with relevant variable
density flows requires the truncation of turbulent scales of the resolved velocity field, in
order to reduce the required computational resources. By this way the averaged field is
computed using the Reynolds averaged Navier-Stokes (RANS) equations, or the filtered
in space equations if the Large Eddy Simulation (LES) approach is applied for which
a closure model is required to represent the non resolved scales. The scales truncation
applied to the mass conservation equation for compressible flows should require a clo-
sure model also for the mass flux. To avoid this, the Favre average [4] was introduced
for the ensemble averaged quantities in RANS, and it has been extended to filter in
space operator in LES [10]. The use of the Favre filter approach is prevalently preferred
in LES of variable density flows. The works of [2,8,11], where a subgrid scale (SGS)
eddy viscosity model is added to the density equation, and the paper of [7], where an
equation for the unresolved density fluxes is solved, constitute exceptions. The filtered
velocity u and the Favre filtered velocity ũ represent two different physical variables
with different dynamics and evolution. The difference between the two velocities can
be usually reasonably ignored also in compressible flows, but this is not justified in
presence of strong density variation. Sidharth and Candler [7] observed, in decaying
turbulence, that the effects of small scale density gradient can affect the dynamics of
large scale velocity and vorticity. Particularly noteworthy is the influence of Favre fil-
tering in the SGS modeling. Eddy viscosity type models are the most diffused models
in LES and the eddy viscosity hypothesis is usually straightforward extended to model
Favre filtered subgrid fluxes. This assumption is unjustified for compressible flows in
presence of strong density gradient, as discussed in [5] where some additional terms
are added to correctly compute the subgrid stress tensor in function of the Favre filtered
velocity maintaining the eddy viscosity hypothesis.
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An a priori test, finalised to analyse the effect of variable density flows in a multi-
scale approach to turbulence, has been made in the present research and a correction to
sgs models which take this into account is proposed.

2 The Subgrid Fluxes

The filtered Navier-Stokes equations for variable density flows are commonly solved
for the Favre filtered velocity ũ = ρu/ρ rather then the grid filter velocity u to avoid
subgrid mass flux in the density equation. By this way, the sgs Favre stresses τFi j

τFi j = ρu jui −ρ ũ j ũi = ρ (ũ jui − ũ j ũi) (1)

derive from filtering the advection term of the momentum equation. The following
decomposition

τFi j =
1
2
(τ(ρui,u j)+ τ(ρu j,ui))− 1

2
(ũiτ(ρ,u j)+ ũ jτ(ρ,ui)) (2)

is here considered where the subgrid momentum flux

τ(ρui,u j) = ρuiu j −ρui u j (3)

and the subgrid mass flux
τ(ρ,ui) = ρui −ρ ui (4)

highlight the dependence of the sgs stress tensor on the density. The tensorial eddy
viscosity model presented in [3]

τ(θ ,u j) = −νk j∂kθ (5)

is here considered to model all these terms. This tensorial eddy viscosity model has
been directly extended to compressible flows in [1]. Although the results presented in
[1] exhibited a growth in accuracy with respect to current models, the model did not take
into account specific corrections for intense density variations. The following proposal
will overcome this lack. In Eq. (5) τ(θ ,u j) represents the subgrid flux of a generic scalar
θ advected by the velocity u and νk j are the components of a tensorial eddy viscosity
expressed by the relation

νk j =Ikh∂hu j.

Here

Ikh = − 1
2Ω

∫

Ω
(ξk − xk)(ξh − xh)dξ

is related to the inertial tensor of the computational grid elements. Since the computa-
tional grid is usually stretched to adapt to the flow properties, the eddy viscosity natu-
rally adapts to the turbulence structure anisotropy.
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We apply tensorial eddy viscosity procedure to Eqs. (3) and (4)

τ(ρui,u j) = −1
2

νk j∂k(ρui) = −1
2

νk j∂k(ρ ũi), τ(ρ,u j) = −1
2

νk j∂kρ. (6)

In the eddy viscosity expressed as

νk j =Ikh∂hu j =Ikh

[

∂hũ j −∂h
(

τ(ρ,u j)
ρ

)]

(7)

the dependence on the variable density is contained in the sgs mass flux. The Eqs. (6)
and (7) contain a recursive relation which must be numerically approximated in actual
LES simulations.

3 A Priori Analysis

An a priori analysis on the solution of a direct numerical simulation (DNS) of a tur-
bulent compressible mixing layer has been performed in order to investigate the effect
of variable density on small scale modeling. The DNS has been conducted by Trane
[9] reproducing the flow simulated by Pantano and Sarkar [6] but in a larger computa-
tional domain of size 0 ≤ x/δθ (0) ≤ 344, −258 ≤ y/δθ (0) ≤ 258, 0 ≤ z/δθ (0) ≤ 172,
where δθ (0) is the initial momentum thickness. A density ratio s= ρ2/ρ1 = 2 has been
imposed. Here the indeces 1 and 2 indicate quantities in the upper and lower stream
respectively. The mean density ρ0 = (ρ1+ρ2)/2, the velocity difference ΔU =U1 −U2

, the temperature T0 = 2T1T2/(T1 + T2) and δθ (0) are used to obtain nondimensional
quantities. In the DNS the Navier-Stokes equations for a compressible flow are solved
together with the pressure state equation of ideal gas. The nondimensional numbers
Mach Ma = ΔU/(c1 + c2) = 0.7, Reynolds Re = ρ0ΔUδθ (0)/μ = 160 and Prandtl
Pr = 0.7 have been applied. For the details about boundary and initial conditions see
Pantano and Sarkar [6]. Grid filtered and Favre filtered quantities are computed apply-
ing box filter in space to the field obtained by the DNS at the non dimensional time
tΔU/δθ (0) = 800. Three different filter size, as reported in Table 1 and named as in
Table 2, have been considered. The profiles of the mean and rms values of density fil-
tered from the DNS field are represented in Fig. 1. The density fluctuations are higher
in the central region of the mixing layer, as expected, and the intensity decreases for the
larger filter size. The profiles of the mean filtered velocity are shown in Fig. 2. Any rele-
vant differences between the grid filtered and the Favre filtered velocity are not evident
for the streamline component since they are few order of magnitude smaller respect
to the range value. The effect of the variable density is instead visible for the normal
component. Indeed the difference between the Favre and the grid filter in the central
part of the mixing layer, where the density fluctuations are intense, are comparable with
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Table 1. Grid resolution for the mixing layer DNS and for
the filtered field.

Δx/δθ (0) Δymin/δθ (0) Δymax/δθ (0) Δz/δθ (0)

DNS 0.67 0.34 1.36 0.67

small filter 2.68 1.36 5.44 2.68

medium filter 5.36 2.72 10.88 5.36

large filter 10.72 5.44 21.76 10.72

Table 2. Terminology identifying
the applied filters.

filter type acronym

small grid filter SGF

small Favre filter SFF

medium grid filter MGF

medium Favre filter MFF

large grid filter LGF

large Favre filter LFF

Fig. 1. Profiles of the mean density (left) and rms (right): comparison between the DNS and the
filtered results.

the mean value of uy and increases with the filter size. In order to highlight the cor-
rection for variable density, the modeled stresses for Favre filtering is decomposed as
τFi j = τCi j + τNCi j where

τNCi j =
1
4

ρ
(

νNC
k j ∂kũi+νNC

ki ∂kũ j

)

, νNC
k j =Ikh∂hũ j, (8)

τCi j =
1
4

ρ
(

νC
k j∂kũi+νC

ki∂kũ j

)

, νC
k j =Ikh∂h

(

τ(ρ,u j)
ρ

)

. (9)

Figure 3 shows good agreement between the modeled and the exact sgs stresses
computed using the DNS results, except for the large filter which is not located inside
the inertial range of the turbulent spectrum but is very close to energetic scales. No rele-
vant differences are visible in the mean stress profiles if correction for variable density is
not taken into account, but the correction terms could locally assume important values.
The pdf of the ratio τCi j/(τCi j + τNCi j ), evaluated in the region of higher density fluctua-
tions −20 ≤ y/δθ (0) ≤ 20 and for the medium filter, is depicted in Fig. 4 in order to
investigate this aspect. The pdf for the normal components demonstrates that the corre-
sponding correction terms are small, and the larger values are for the τcorryy of the order
5% in the 75% of the considered volume. The pdf of the shear modeled stresses present
different behaviour. The τCxy and the τCxz reach the 45% and 130% respectively of the
value of the corresponding modeled τFi j in the 95% of the considered volume.
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Fig. 2. Profiles of the mean filtered velocity. Left: streamline component; right:normal compo-
nent.

Fig. 3. Profiles of the mean sgs stresses. The modeled stresses are compared to the exact ones
obtained filtering the DNS data, represented with dashed lines with colors corresponding to dif-
ferent filters.
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Fig. 4. pdf of the ratio between the correction term and the modelled stress, for the medium filter,
for the normal components (left) and for the shear ones (right).

4 Conclusion

The analysis demonstrates that relevant differences are present between the filtered and
the Favre filtered velocity. These differences locally affect the sgs turbulent stresses.
The a priori test for the variation of a previously proposed tensorial eddy viscosity
model, suitable for variable density flows, show good performances of the model and
demonstrates the importance of the correction terms.
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1 Introduction

Mass transfer in bubbly flows is ubiquitous in nature and industry. For instance,
bubble chemical reactors and mass-transfer operations of chemical engineering
(e.g., distillation columns) employ bubbly flows to produce chemical products
or to promote separation processes. Correlations have been reported to esti-
mate mass transfer rates in bubbles [14], however the interplay between fluid
mechanics and mass transfer in bubble swarms still needs to be better under-
stood [9–11,16,17]. This work investigates the mass transfer in bi-dispersed
gravity-driven turbulent bubbly flows, by Direct Numerical Simulation (DNS) of
the Navier-Stokes equations and the multiple-marker unstructured conservative
level-set (UCLS) method for bubble swarms, introduced by Balcazar et al.(2019)
[2,5,6,9,11].

2 Mathematical Formulation and Numerical Methods

The Navier-Stokes equations for incompressible two-phase flows are presented in
the framework of the so-called one-fluid formulation:

∂

∂t
(ρv) + ∇ · (ρvv) = −∇p + ∇ · μ (∇v) + ∇ · μ(∇v)T + (ρ − ρ0)g + fσ, (1)

∇ · v = 0, (2)

where v is the velocity, p is the pressure, g is the gravitational acceleration, μ is
the dynamic viscosity, ρ is the fluid density, fσ is the surface tension force per
unit volume concentrated on the interface (Γ ), subscripts d and c represents the
continuous phase and dispersed phase respectively. Physical properties are con-
stant with a jump discontinuity at Γ : ρ = ρdHd +ρcHc, μ = μdHd +μcHc. Here
Hc denotes the Heaviside step function, which is one in Ωc (continuous phase)
and zero in Ωd (dispersed phase), whereas Hd = 1−Hc. Since periodic boundary
conditions are employed, the force −ρ0g, with ρ0 = V −1

Ω

∫
Ω

(ρdHd + ρcHc) dV ,
avoids the acceleration of the flow field in the downward vertical direction [2,6,9].
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A multiple marker approach [2,15], as introduced by [9] in the framework
of the UCLS method [1,9,12] for mass transfer in bubble swarms is used in
this research. Indeed, the ith marker is represented by the UCLS function φi =
0.5 (tanh (di(x, t)/(2ε)) + 1) [1], where di is a signed distance function. Given
the incompressible constraint (Eq.(2)), the ith interface transport equation can
be written in conservative form. Moreover, a re-initialization equation is solved
up to the steady state to keep a sharp and constant level-set profile [1]:

∂φi

∂t
+ ∇ · φiv = 0,

∂φi

∂τ
+ ∇ · φi(1 − φi)n0

i = ∇ · ε∇φi, i = {1, ..., Nm} (3)

where Nm is the number of UCLS markers, here equivalent to the number of
fluid particles Nm = nd. At ΩP , εP = 0.5h0.9

P , hP is the grid-size [1,5,9]. As
proposed by Balcazar et al. (2014) [1], the diffusion term of the re-initialization
equation is computed as ∇ · ε∇φi, to deal with unstructured meshes. Indeed
εf is linearly interpolated at the cell-faces (f) [1,4,9,12]. Normal vectors (ni)
and curvatures (κi) are computed as follows: ni(φi) = ∇φi‖∇φi‖−1 and κi =
−∇ · ni. The Continuous Surface Force model computes surface tension forces
[13], extended to the multiple markers UCLS method by [2,5,9] as follows: fσ =∑nd

i=1 σκi∇φi, where σ is the surface tension coefficient. Fluid properties (ρ and
μ) are regularized by using a global level-set function, i.e., Hs

d = φ, defined as
φ = min{φ1, ..., φnd

} [2,5,9]. Advantages of the multiple-marker UCLS method
include mass conservation of the fluid phases, accurate computation of surface
tension forces, and efficient parallelization [1–3,5,6,9,10]. Numerical stability
at high Reynolds numbers and high physical properties ratios is achieved by
using unstructured flux-limiter schemes proposed by Balcazar et al. [1,9], which
avoids numerical oscillations around discontinuities and minimize the so-called
numerical diffusion.

This research focuses in bubbly flows with external mass transfer. The trans-
port equation for the chemical-species concentration (C) is defined as:

∂C

∂t
+ ∇ · (vC) = ∇ · (D∇C) + ṙ(C), in Ωc, (4)

where D = Dc is the diffusion coefficient in Ωc, ṙ = −k1C is the chemical
reaction rate, k1 is the reaction rate constant. Thermodynamic equilibrium is
assumed, therefore CΓ,c = HCΓ,d, where H is the so-called Henry constant. Here,
C is constant inside bubbles [16,17], whereas its value on the bubble interface
is CΓ,c. An interpolation method proposed by Balcazar et al.(2019) [9] is used
to calculate the concentration on the interface cells. Further technical details
on the finite-volume discretization of the multiple marker UCLS method can be
found in [9].
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Fig. 1. Mass transfer in bi-dispersed bubbly flow in a vertical pipe. Ω discretized
by 10.44 × 106 triangular-prisms, 960 CPU-cores. Case 3 (Table 1). Images at t∗ =

t (‖g‖/d)1/2 = {7.5, 8.75, 10}. (a) Vorticity (ωz = ez · (∇ × v)). (b) Concentration
(C∗ = C/CΓ,c) on the plane x − z.

Table 1. Bi-dispersed bubble swarms: Eo = 3.125, Mo = 10−11, Sc = 1, Da = 400,
ηρ = 100, ημ = 100, CR = 0.25, d∗/d = 1.2.

Case α = αd∗ + αd αd∗ αd VR

1 7.20% 7.20% 0.00% ∞
2 11.36% 7.20% 4.17% 1.728

3 15.53% 7.20% 8.33% 0.864

3 Numerical Experiments and Results

Systematic validations and verifications of the UCLS method [1,2,5,6,9,11]
include: gravity-driven motion of single bubbles [1,3,4], binary droplet collision
[2], collision of a droplet against a fluid interface [2], mono-dispersed bubbly flow
in a vertical channel [6,9,11], falling droplets [7], two-phase flow with variable
surface tension [5,8], and liquid-vapor phase change [12]. Furthermore, valida-
tions for external mass transfer, with and without chemical reaction, have been
reported in our previous works [9–11]. Indeed, this research is a further step in
mass transfer in bi-dispersed bubbly flows in a vertical pipe for Re ∼ O(1000).

Bi-dispersed bubbly flow in a vertical pipe is characterized by the Morton
number Mo = ‖g‖μ4

c(ρc − ρd)ρ−2
c σ−3, Eötvös number Eo = ‖g‖ d2(ρc − ρd)σ−1,

density ratio ηρ = ρc/ρd, viscosity ratio ημ = μc/μd, bubble volume-fraction
α = VΩd

/VΩ , confinement ratio CR = d/DΩ , volume ratio VR = VΩd,d∗ /VΩd,d
,

diameter ratio DR = d∗
b / db, and Reynolds number Re = ρc UT d /μc. Here, UT

is the time averaged vertical component (aligned with g) of the drift velocity,
defined as the difference between the bubble velocity and whole domain space-
average velocity, d is the smaller bubble diameter, d∗ denotes bigger bubble
diameter, VΩd,d∗ is the volume of bubbles with diameter d∗, and VΩd,d

is the
volume of bubbles with diameter d. Reactive mass transfer is characterized by
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Fig. 2. Mass transfer from bubble swarms: Red discontinuous line for time-averaged
Re. Technical details on the film model in [9]. (a) Case 1 (Table 1). (b) Case 2 (Table 1).
(c) Case 3 (Table 1).

Fig. 3. Mass transfer from bubble swarms: Summary of numerical results for cases
detailed in Table 1.

Fig. 4. Trajectories of bubbles: (a) Case 1 (Table 1). (b) Case 2 (Table 1). (c) Case 3
(Table 1).

the Damköler (Da) number (Da = k1d
2/Dc), Schmidt number (Sc = μc/(ρc Dc))

or Péclet number (Pe = Re Sc), and Sherwood number (Sh = kcd/Dc), where kc

is the mass transfer coefficient at Ωc.
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The domain (Ω) is a cylinder of height LΩ = 4d and radius RΩ = 4d, dis-
cretized by 10.44×106 triangular prisms, distributed on 960 CPU-cores. Bubbles
of diameter d have a grid resolution of 40 control volumes per bubble diame-
ter, as suggested in [9–11]. Ω is periodic along the y-axis (parallel to g). The
mesh is refined close to the wall to capture the thin fluid films that arise in
bubble-wall interactions. Bubbles are initially distributed in Ω following a ran-
dom pattern, whereas both fluid phases are quiescent. Dimensionless numbers
for the simulated cases are summarized in Table 1. Non slip boundary condition
(BC) is applied to v on the wall, and Neumann BC (ew · (∇C)w = 0) for the
concentration on the wall (subindex w).

Figure 1a shows instantaneous images of vorticity (ωz = ez ·(∇×v)) generated
by bubble-bubble and bubble-wall interactions on the plane x-y. Figure 1b depicts
the dimensionless concentration (C∗ = C/CΓ,c) on the plane x − z, and the
mixing of chemical species promoted by the bubble induced turbulence. Here
CΓ,c is the concentration on the interface from the continuous fluid side. Images
correspond to case 3 of Table 1, at the dimensionless time t∗ = t (‖g‖/d)1/2 =
{7.5, 8.75, 10}.

Figure 2 shows the time evolution of Re, dimensionless area A∗
i = Ai(t)/A0 of

each bubble, A0 = πd2, Sh and dimensionless concentration C∗
c = Cc/CΓ,c. Here

Ai(t) =
∫

Ω
||∇φi||dV , Cc = V −1

c

∫
Ωc

CdV , Ωc denotes the continuous phase
domain, Vc is the volume of Ωc. On the other hand, a good agreement of Cc

computed by DNS with predictions of the so-called Film-model for external
mass transfer with first-order chemical reaction [9] is observed. Figure 3 shows a
linear relation for Sh = Sh(α), concerning the cases of Table 1, where the bubble
volume fraction of bigger bubbles (αd∗) is kept constant. Finally, Fig. 4 depicts
the bubble trajectories.

4 Conclusions

DNS of mass transfer in gravity-driven bi-dispersed bubbly flow (Re ∼ O(1000))
has been performed using a parallel multiple marker conservative level-set
method [2,6,9]. A repulsion effect arises from horizontal bubble-bubble and
wall-bubble interactions. The so-called drafting-kissing-tumbling mechanism is
followed by initially vertically aligned bubbles. Turbulence induced by bubble
interactions promotes the mixing of chemical species in Ωc. Numerical results
for the volume-averaged concentration (Cc) are in close agreement with the film
model [9]. Numerical results show a linear increment of Sh as the bubble volume
fraction increases.
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2. Balcázar, N., Lehmkhul, O., Rigola, J., Oliva, A.: A multiple marker level-set
method for simulation of deformable fluid particles. Int. J. Multiph. Flow 74, 125–
142 (2015)

3. Balcázar, N., Lemhkuhl, O., Jofre, L., Oliva, A.: Level-set simulations of buoyancy-
driven motion of single and multiple bubbles. Int. J. Heat Fluid Flow 56, 91–107
(2015)
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1 Introduction

The ISIS Muon and Neutron source uses the spallation of protons accelerated to 84%
of the speed of light to generate neutrons at two tungsten targets clad in tantalum and
cooled by recirculating water. The neutrons are then moderated and directed to a num-
ber of instruments that can measure the diffraction and scattering of the neutrons with
applications in materials science and electronics. The first target station has an oper-
ational lifetime of 5 years with spallation products remaining in the target geometry,
while there is some egress of the spallation products after 18 months of the use of target
station 2. As the targets are encased in radiologically shield zones, we rely on numeri-
cal simulations to understand the impact of various factors that could contribute to the
shorter operational lifetime of the second target. The second target is a single piece of
tungsten clad in several pieces of tantalum with an overall radius of 0.034m and length
∼0.3m (see Fig. 1). Two coolant channels situated in the cladding feed cooling water
around the nose of the target. Each channel is 2mm thick with an arched span of around
40mm, and a flow length of about 600mm with two long sections on either side of the
target and a u-bend at the nose of the target. Note that the span of the channel closer to
the head of the tungsten target tapers in the region of the head resulting in a narrower
channel with sloping sides.

Studies have been performed that have examined residual and beam induced stresses
in the target and shell [8–10], radiation damage [6,7,10], water hammer [10], flow
induced erosion of tantalum [2], hydrogen generation and accumulation in the coolant
via radiolysis, cavitation, and how they affect fatigue.

Here we describe preliminary calculations that examine the potential for thermal
striping in the target.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Fig. 1. Configuration of target station two of the ISIS Muon and Neutron Source

2 Numerical Models

LES of the fluid dynamics and conjugate heat transfer occurring in Target Station 2
of the ISIS neutron source are modelled using versions 6 and 7 of Code Saturne [4].
Water is fed to each channel at a temperature of 33.3 ◦C, a pressure of 6 bar and a
flow rate of 451min−1, which results in a channel Reynolds number of around 23000
and a Prandtl number of ∼5.0 at the inlet temperature. The pressure drop over the
target is about 2.7 bar with temperatures up to 75 ◦C in the fluid boundary layer at the
nose of the target and about 3 ◦C higher than the inlet temperature at the outlet of both
channels. Tables 1–3 give an indication of the variation of the physical properties in
both channels (Table 1), the tantalum cladding (Table 2) and tungsten target (Table 3).
Note that the viscosity is the key parameter contributing to the variation of the Prandtl
number with temperature and pressure in the channel. The heat arising in the target by
the spallation process and the subsequent transport of neutrons was obtained from a
cylindrical model of the second target station modelled by FLUKA [3,8]. Polynomial
functions were used to approximate the heat distribution in the target and the shell
that could approximate the steady state heat flux applied to the target by the pulsed
beam. We assume incompressible flow and that the flow is turbulent. LES was applied
using the Smagorinsky sub-grid scale with a constant coefficient of the rate of strain
tensor. The constant was set to 0.065. A laminar inlet profile was obtained from a RANS
calculation of a short 3-D section of just the region near to the inlet of both channels.
Two geometries were considered, an untapered inner channel with a heat flux obtained
from the inner wall of the inner channel of a RANS conjugate heat transfer calculation
of the target (inner channel heated wall flow case or ICHWF case) and geometry that
comprised the target, the cladding and both cooling channels up to 148.5mm from the
nose of the target (conjugate heat transfer case or CHT case).
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Table 1. Variation of the coolant Prandtl number, Pr (-), with temperature and pressure [5]

Parameter Channel Inlet Nose of target

T (K) 306.45 348.15

p (1×106kgm−1s−2) 0.566325 0.566325

Pr (–) 5.02 2.38

δPr (–) for δT±1K ±0.116 ±0.034

δPr (–) for δT±4K ±0.493 ±0.140

δPr (–) for δT±10K ±1.389 ±0.379

δPr (1×103) for δ p±0.135×106kgm−1s−2 ±0.98 ±0.20

Table 2. Variation of the thermal diffusivity, α (-), of the tantalum cladding with temperature [1]

Parameter Channel Inlet Nose of target

T (K) 306.45 348.15

α (1×105m2s−1) 2.405 2.399

δα (1×108m2s−1) for δT±1K ±0.143 ±0.143

δα (1×108m2s−1) for δT±4K ±0.572 ±0.572

δα (1×108m2s−1) for δT±10K ±1.430 ±1.430

Table 3. Variation of the thermal diffusivity of the tungsten target with temperature [1]

Parameter Channel Inlet Nose of target

T (K) 306.45 521.15

α (1×105m2s−1) 4.732 3.206

δα (1×107m2s−1) for δT±1K ±0.847 ±0.576

δα (1×107m2s−1) for δT±4K ±3.394 ±2.310

δα (1×107m2s−1) for δT±10K ±8.523 ±5.812

ICHWF case: The mesh comprised of about 10 million hexahedral cells with a resolu-
tion of 128 by 256 nodes in the cross-section and ∼316 cells along the length of the
channel. The first node at the wall is 0.5µm from the wall. A mapped inlet velocity
profile is applied to the inlet without using the synthetic eddy method perturbing the
flow.

CHT case: The mesh comprised of about 214 million hybrid cells constructed from
three parts with four regions modelled focussing on the 148.5mm closest to the nose
of the target, where most of the heat is produced. Two hexahedral meshes were used to
model both the inner and outer fluid channels plus about 0.5mm of the cladding sur-
rounding the channels (16 cells over the wall depth). The first node from either side of
the solid-fluid interface at the wall was 1.0µm with a resolution of 64 by 512 nodes in
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the cross-section of the fluid. There were 1640 cells along the length (∼0.3m) of the
inner channel and 1768 cells along the length (∼0.32m) of the outer channel. Thus,
there are 54 million and 58 million hexahedral cells in the respective channels. The
maximum values of y+ = 11.0 and the T+ = 9.3 were obtained with the respective
mean values of 0.18 and 0.45 for the LES. The third part comprised two regions cor-
responding to the tungsten target with 17.5 million hexahedral cells and the tantalum
cladding with 85 million hybrid cells. The hybrid cells were used due to the overlapping
of the two channels. A mapped inlet velocity profile is applied to the inlet of the inner
channel without the application of the synthetic eddy method to perturb the flow, while
a mean velocity is applied to the inlet of the outer channel.

3 Results and Conclusions

Profiles of the instantaneous, mean and the standard deviation of the temperature of
the inner wall of the ICHWF are plotted in Figs. 2 and 3. The LES contours show
high temperature regions that correspond to the location of the proton beam, but hotter
regions are also observed at the entrance and exit of the bend section, as well as stripes
that form near to the side walls of the channels. The stripes of hot and cold fluid at the
walls persist after ∼5 s of averaging, noting that the flow-through time for the section
modelled is ∼0.03 s and the frequency of the proton beam pulse is 0.1 s. In Fig. 4, a
frequency analysis of the temperature profiles obtained at the nose of the target indicate
that there are low frequency vortices (40Hz–50Hz), with some higher frequency events
at around 3500Hz.

Fig. 2. Contours of the instantaneous temperature on the inner wall of the inner channel for the
ICHWF case

The simulation for the CHT case were initialized with a solution obtained from a
lower resolution case, where an initial flow field had been allowed to develop for a cou-
ple of flow-throughs, then the only the temperature field was resolved until a steady
state was achieved. The lower resolution case took 25 s to reach a steady-state tempera-
ture. After the solution of the lower resolution case was interpolated onto the 214M cell
mesh, the full flow equations and temperature field were resolved for a further 0.024 s.
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Fig. 3. Contours of the time averaged temperature and the standard deviation of the temperature
for the ICHWF case

The calculations for the 214M cell case are on-going, while the CHT case converges to
new thermal steady state. Therefore, we only present instantaneous contour fields of the
temperature and the heat flux in the shell of the target to show that thermal striping may
occur around the bend of the inner channel (Fig. 5). Figure 6 shows the regions in the
cladding where the standard deviation of the temperature is greater than 1K, with the
plot on the left showing the RMS temperature and the plot on the right the instantaneous
temperatures.

Head of Target, Symmetry Line Exit Bend, Side

Fig. 4. Frequency analysis of profiles obtained from the nose and exit of the bend of the ICHWF
case

Fig. 5. Contours of heat flux and temperature on a quarter section of the solid tungsten cladding,
which is in contact with both the inner channel and the target from the CHT case
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Fig. 6. Profiles of the instantaneous temperature on the fluid side of the inner wall of the inner
channel at the nose of the target from the CHT case

Studies are on going to increase the resolution of the ICHWF and CHT cases LES
to further elucidate the features we observe in these simulations and to have a better res-
olution of the very thin thermal boundary layer. Our concern is that low frequency tem-
perature fluctuations may have caused thermal fatigue, alongside the stresses applied
by the beam pulses, while the higher frequency oscillations may exert other stresses on
the cladding and the target.
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1 Introduction

High Prandtl number liquids are most commonly used for lubrication and cooling of
various technical devices. The large disparity of the smallest turbulent thermal and
dynamic scales strongly challenges the numerical modelling of the transport of heat
and momentum. The inherently steeper temperature gradients due to the high thermal
resistance generally leads to a marked variation of the fluid properties, whose often
assumed neglect further adds to predictive uncertainty. The present Direct Numerical
Simulation (DNS) study specially addresses this issue considering a typical heat trans-
fer oil with a realistic variation in material properties in the heated near wall region. The
effect of this variation on the turbulence budgets is highlighted by comparison against
corresponding results with constant fluid properties, as it has been mostly assumed in
existing DNS or LES studies on high Prandtl number flow in literature [1,2].

2 Governing Equations and Numerical Setup

The present DNS solved the conservation equations of mass, momentum, and energy,
generally written in non-dimensional representation as

∂ρ∗
∂ t +∇ · (ρ∗U+) = 0 (1)

∂ρ∗U+

∂ t +∇ · (ρ∗U+ U+) = −∇P++∇ ·
[

μ∗
Reτ

(
2S− 2

3 tr(S)I
)]

+ fw (2)

∂ χ+

∂ t +∇ · (U+ χ+) − χ+∇ ·U+ = 1
ρ∗ReτPrw

∇ ·
(

λ ∗
c∗p

∇χ+
)
+ fχ , (3)

respectively, using the pipe diameter D, the wall friction velocity wτ = (τw/ρw)1/2,
and friction enthalpy hτ = 〈qw〉/ρwwτ as reference scales. 〈qw〉 represents the imposed
constant average wall heat flux. U+ = U/wτ = (u+,v+,w+)T and χ+ = (hw − h)/hτ
represent the non-dimensional velocity vector in cylindrical coordinates and enthalpy
difference to the wall value, respectively. The asterisked material properties always refer
to the corresponding wall values. Reτ = ρwwτD/μw and Prw = μwcp,w/λw denote the
Reynolds and Prandtl number based on wall conditions, respectively. The terms fw =
4ez and fχ = w+/ṁ∗ with ṁ∗ = ṁ/D2πρwwτ arise from axial periodicity.
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Figure 1 shows the computational domain. No-slip boundary conditions are pre-
scribed for the velocity, U+ = 0, and an uniform time averaged wall heat flux with with
χ+ = 0 is imposed at the wall. The computational mesh consists of 256×1024×2048
cells, with the corresponding near wall resolution of Δr+ = 0.05, R+Δϕ = 1.17, and
Δz+ = 0.90 wall units in the radial, azimuthal, and axial direction, respectively.

r,

ϕ,v
wz,

L=5D

Dm
.

u

w<q  > = const.

Fig. 1. Computational domain

3 Results

The investigated fully developed pipe flow is specified by the Reynolds number Reτ =
380 and the molecular Prandtl number Prw = 56, based on the average wall temperature
〈Tw〉 = 386.0K. The uniform wall heat flux is 〈qw〉 = 1.6× 104W/m2. The results for
the variable and constant fluid properties are always referred to as “VFP” and “CFP”,
respectively.

The variation of the material properties of the considered oil relative to the wall
values is shown in Fig. 2. The dynamic viscosity quantitatively varies strongest, while
the changes in density, thermal conductivity, and specific heat capacity are negligibly
small. The viscosity induced decrease of the local Reynolds number consistently leads

0.9
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Fig. 2. Average fluid properties vs. wall distance y+
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to strong dampening of the turbulent fluctuations of the radial and azimuthal veloc-
ity components, while the peak of the axial component is rather increased and shifted

towards the center, as shown in Fig. 3. The thermal fluctuations 〈χ ′+2〉1/2 are strongly
enhanced due to the viscosity induced increase in the local molecular Prandtl number.
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Fig. 3. Fluctuations of velocity and enthalpy vs. y+

Despite the observed opposite tendencies of the turbulent velocity and thermal fluc-
tuations, the increased viscous dampening of the radial velocity fluctuation still domi-
nates the turbulent components of the flux budgets for moment and heat, written as

τ+tot =
τtot
τw

= τ+lam+ τ+turb = μ∗ ∂ 〈w+〉
∂y+

+ρ∗〈u′+w′+〉 (4)

q+tot =
qtot
〈qw〉 = q+lam+q+turb =

1
Prw

λ ∗

c∗
p

∂ 〈χ+〉
∂y+

+ρ∗〈u′+χ ′+〉, (5)

respectively. As shown in Fig. 4, the turbulent contributions are always decreased near
the wall, while in turn the laminar component increase. The increased laminar momen-
tum flux seen for VFP is however largely covered by the also notably increasing molec-
ular viscosity, which effectively keeps the average axial velocity for VFP very close
to the profile for CFP near the wall as shown in Fig. 5(a). The resulting wall friction
coefficient only marginally changes fromCf ,CFP = 0.0093 toCf ,VFP = 0.0091.

Such compensatory effect of a locally changing transfer coefficient is not equiva-
lently seen for the heat transfer.

The almost uniform thermal conductivity and specific heat capacity do not cover the
increase in the laminar thermal flux. This inherently leads to larger enthalpy gradients
near the wall, which finally produces a significantly higher bulk-to-wall difference of
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the enthalpy for VFP, as seen from Fig. 5(b), indicating a markedly decreased global
heat transfer coefficient. Accordingly, the Nusselt number drops from NuCFP = 98.4 to
NuVFP = 76.5.

The different trends observed for VFP in the velocity fluctuations are reflected by
the turbulence budgets for the axial and the radial velocity in Fig. 6. Due to the reduced
turbulent flux component 〈u′+w′+〉 and shear rate close to the wall, the production term
of the axial velocity, written as

Pzz = 〈u′+w′+〉∂ 〈w+〉
∂y+

(6)



Modulation of Turbulence Flux Budgets by Varying Fluid Properties 73

remains consistently lower near the wall for VFP, before it rises up to a peak. Further
inside beyond y+ ≈ 20, it even exceeds the values for CFP, which explains the occur-
rence of the peak of the axial fluctuation 〈w′+2〉1/2 seen for VFP at this position in
Fig. 3. The turbulence energy produced by Pzz is primarily redistributed by the velocity-
pressure gradient interaction term, written as

Πrr = 〈2u′+ ∂ p′+

∂y+
〉. (7)

Accordingly, the notably lower Πrr up to y+ ≈ 60 seen for VFP in Fig. 6(b) clearly
indicates an attenuated redistribution of turbulence energy, effectively leading to more
anisotropic fluctuating motion in the turbulent inner region. The opposite tendencies
exhibited by 〈u′+2〉1/2 and 〈χ ′+2〉1/2 for VFP are also clearly reflected by the variation
of the production terms of the budgets of 〈χ ′+2〉 and the turbulent heat flux 〈u′+χ ′+〉,
defined as

Pχχ = 〈u′+χ ′+〉∂ 〈χ+〉
∂y+

, (8)

Puχ = 〈u′+u′+〉∂ 〈χ+〉
∂y+

, (9)

respectively. As shown in Fig. 7, the shift and increase in the thermal fluctuations χ ′+

seen for VFP in Fig. 3 essentially follows from the radial shift of the peak for the pro-
duction term Pχχ , with a rather marginal change in magnitude. On the other hand, the
production term for the turbulent heat flux Puχ , consistently remains well below the
values for CFP.
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4 Conclusions

The different trends in the local Reynolds and Prandtl numbers with distance to the
heated wall give rise to different tendencies in the turbulent fluctuations. The strong
dampening of the radial velocity essentially determines the significant reduction in heat
transfer rate seen for the variable property case. The increase in thermal fluctuations
appears as not sufficient to compensate for the deficit in turbulent convective mixing.
The observed differences in the production and redistribution of the turbulence budgets
counteract the general tendency towards a more isotropic fluctuating motion away from
the wall.
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1 Introduction

The forced convective transfer of momentum and heat is frequently subject to a strong
variation in local material properties, especially for working fluids with a high molec-
ular Prandtl number, typically involving steep near wall gradients of temperature. The
inherent disparity of smallest thermal and dynamic length scales does not only seriously
challenge the spatial resolution, it also questions the commonly assumed Reynolds anal-
ogy, relating the turbulent heat flux directly to the turbulent flux of momentum. The
present LES study particularly assesses three popular subgrid-scale models [1–3] in
capturing adequately the feedback of the variation of the material properties on the
turbulent motion near heated or cooled walls. Data from highly resolved Direct Numer-
ical Simulations (DNS) [4] are used for validation. Fully developed turbulent pipe flow
is considered as generic test configuration, assuming a real-life coolant, a 50/50Vol%
mixture of ethylene glycol/water, with a molecular Prandtl number Prw = 10, based
on wall conditions. The strongly varying dynamic viscosity significantly affects here
the local molecular Prandtl number and Reynolds number inducing either a tendency
to relaminarization or enhancement of turbulent mixing. Thus far, rather few DNS
and LES studies addressed this issue, examining mainly the effect of a temperature-
dependent viscosity on the turbulent flow field, while giving no or comparatively little
attention to the turbulent heat transfer [5,6].

2 Mathematical Formulation and Tested Sgs-Models

The present LES solved the Favre-filtered conservation equations of mass, momentum,
and energy, generally written in non-dimensional representation as

∂ ˜ρ∗

∂ t
+∇ ·

(

˜ρ∗U+
)

= 0 (1)

∂ ˜ρ∗U+

∂ t
+∇ · (˜ρ∗U+

U
+) = −∇ ˜P+

+∇ ·
[

˜μ∗

Reτ

(

2 ˜S− 2
3
tr(˜S)I

)]

−∇ · τsgs+˜fw (2)
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∂ χ+

∂ t
+∇ · (U+ χ+) − χ+∇ ·U+ =

1
˜ρ∗ReτPrw

∇ ·
(

˜λ ∗

c̃∗
p

∇˜χ+

)

− 1
˜ρ∗ ∇ ·qsgs+ ˜fχ , (3)

respectively, using the pipe diameter D, the wall friction velocity wτ = (τw/ρw)1/2, and
friction enthalpy hτ = 〈qw〉/ρwwτ as reference scales. 〈qw〉 represents the imposed con-
stant average wall heat flux, which is positive/negative in the heated/cooled case. U

+ =
U/wτ = (ū+, v̄+, w̄+)T and χ+ = (hw − h̄)/hτ represent the filtered non-dimensional
velocity vector in cylindrical coordinates and filtered enthalpy difference to the wall
value, respectively. The temperature-dependent asterisked material properties always
refer to the corresponding wall values. Reτ = ρwwτD/μw and Prw = μwcp,w/λw denote
the Reynolds and Prandtl number based on wall conditions, respectively. The terms
˜fw = 4ez and ˜fχ = w+/ṁ∗ with ṁ∗ = ṁ/D2πρwwτ enforce axial periodicity.

The computational domain is sketched in Fig. 1. At the wall, no-slip boundary con-
ditions are assumed for the velocity, U

+ = 0, and isothermal boundary conditions are
imposed for the instantaneous enthalpy difference, χ+ = 0, The near wall resolution
of the LES grid is Δr+ = 0.29, R+Δϕ = 8.8, and Δz+ = 28.1 wall units in the radial,
azimuthal, and axial direction, respectively.

The unresolved subgrid-scale fluxes are modelled based on the Boussinesq eddy
viscosity/diffusivity concept

τdsgs = −2 ˜ρ∗ ν∗
sgs

Reτ
˜S
d
, qsgs = − 1

Reτ c̃∗
p

ν∗
sgs

Prsgs
∇˜χ+ (4)

with constant Prsgs = 0.5. Three popular models for the subgrid-scale eddy viscosity
ν∗
sgs = νsgs/νw are tested: the Smagorinsky (SMAG) [1], the Wall-Adapting Local Eddy

Viscosity (WALE) [3], and the Coherent Structure Model (CSM) [2]. The Smagorinsky
model (SMAG) enforces vanishing eddy viscosity near the wall applying a Van Driest-
type damping function. CSM and WALE inherently provide this important feature in
their model formulation for ν∗

sgs.

r,u

ϕ,v
wz,

+
−

D

w
<q  > =     const.

L=5D

Fig. 1. Computational domain

3 Results

We considered fully developed pipe flow at Reynolds number Reτ = 360 and molecular
Prandtl number Prw = 10, based on wall conditions, specified by the average wall tem-
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Fig. 2. Mean axial velocity and enthalpy difference vs. wall distance y+, (H) heated case, (C)
cooled case, Reτ = 360

perature being always 〈Tw〉 = 344.8K. The wall is uniformly heated/cooled by a wall
heat flux 〈qw〉=±2 ·104W/m2, respectively. Figure 2 compares the predicted first order
statistics against DNS, including also results from LES without a sgs-model. CSM and
WALE produce evidently very good agreement with DNS over the whole y+-range,
while the LES with SMAG generally overestimates the velocity and underestimates the
enthalpy difference. This discrepancy can be explained by the budgets for the total shear
stress and heat flux, rewritten as

τ+tot = −〈μ∗〉∂ 〈w+〉
∂y+

−〈ρ̃∗u′+w′+〉− τrz,sgs (5)

q+tot = − 〈λ ∗〉
Prw〈c∗

p〉
∂ 〈χ+〉
∂y+

−〈ρ̃∗u′+χ ′+〉−qr,sgs (6)

respectively. SMAG notably overestimates the turbulent heat flux component near the
wall, while the turbulent shear stress is predicted somewhat too low, as shown in Fig. 3
for the heated case. The accordingly lower/higher laminar components translate into
a faster/slower increase in the axial mean velocity 〈w+〉 and mean enthalpy differ-
ence 〈χ+〉, respectively, always exhibited by SMAG. The underestimated 〈χ+〉 also
implies higher near wall temperatures leading to lower predicted molecular viscosities,
as seen in Fig. 4. This effectively yields a higher velocity gradient in the laminar shear
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stress component and, hence, further increases the overestimate of 〈w+〉. Similarly, the
underestimated thermal conductivity additionally increases the deviation of 〈χ+〉. For
the cooled case, sgs-model contributions of SMAG basically exhibit the same, albeit
less pronounced, deficiencies. The deviations in the predicted first order results are still
smaller, as indicated by the cooled case results in Fig. 2. The observed better agreement
of SMAG can be partly attributed to the fact, that inaccuracies in the predicted material
properties rather have here a beneficial effect, unlike in the heated case.
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Overall, CSM and WALE apparently provide a small, but still essential subgrid-
scale model contribution, as indicated by the notable discrepancy of the LES without
sgs-model in Fig. 2. The SMAG predicted subgrid-scale eddy viscosity shown in Fig. 5
appears as fairly insensitive to the decrease/increase of the local Reynolds number, as
the molecular viscosity decreases/increases with distance to the heated/cooled wall,
while CSM and WALE reasonably reflect this trend.

The validity of the present observations was also confirmed for a more challeng-
ing case, assuming a higher Reynolds number Reτ = 500 and a doubled wall heat flux
〈qw〉 = 4 · 104W/m2. For all sgs models, the observed trends are consistently similar
to the lower Reynolds number case, as exemplarily indicated by the average profiles
in Fig. 6. As a general remark on the influence of the Reynolds number, it is noted,
that the enhanced turbulent transport at higher Reτ inherently reduces the wall-to-bulk
temperature difference, for given wall heat flux. This trend towards more thermal uni-
formity with increasing Reynolds number basically mitigates the issue of temperature-
dependent varying fluid properties in the sgs modelling, unless the imposed wall heat
flux becomes extremely high.



80 L. Sufrà and H. Steiner

4 Conclusions

For the considered operating liquid and flow conditions, the approaches WALE and
CSM are proven as well-suited subgrid-scale models for capturing adequately the
dampened/enhanced turbulent convective transport near the heated/cooled pipe wall.
The SMAGmodel overly dissipates the resolved small-scale motion instead. This deficit
is not appropriately compensated by the modelled Van Driest-style dampened subgrid-
scale contribution, as otherwise seen for WALE and CSM, which also need to model
considerably less unresolved small-scale content.
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1 Introduction

Classical investigations on the aeroelasticity of wings used for the analysis of flutter
stability are often carried out based on simplifying model configurations given by elas-
tically mounted rigid wings. For this purpose, either one degree of freedom (1-DOF)
considering solely the pitch motion or two degrees of freedom (2-DOF: pitch and heave)
are taken into account [5,6]. Concerning the Reynolds number, flows in the transitional
regime are of specific interest due to two reasons. First, unmanned air vehicles including
Micro Air Vehicles operate in this range. Second, specific flow phenomena such as lam-
inar separation bubbles and transition render this a challenging case. Aeroelastic effects
like laminar separation flutter that are different compared to high-Re investigations typ-
ically carried out for airplanes are expected. In a precursor study [9] experimental inves-
tigations on the fluid-structure interaction (FSI) of a 2-DOF elastically mounted wing
were carried out in a wind tunnel. Complementary numerical predictions of the iden-
tical coupled FSI setup were performed [4] relying on large-eddy simulations (LES).
The results show that coupled high-fidelity solvers allow to predict the FSI problem
with an acceptable accuracy leading to either small/large-amplitude oscillations or flut-
ter depending on the case and Re number considered. Note that no wind gusts were
taken into account in this preceding study and thus the airfoil had to be initially excited
by mechanical perturbations. The objective of the present contribution is to study the
aeroelastic response of the same 2-DOF NACA 0012 airfoil in the transitional Reynolds
number regime subjected to vertical wind gusts encountered in the atmosphere or the
wake of a preceding aircraft. The effect of different gust parameters (gust lengths and
amplitudes) on the dynamics of the airfoil is examined. Especially the question of inter-
est is whether certain gusts can induce limit-cycle oscillations or even flutter.

2 Applied Methodology

The numerical methodology applied consists of a partitioned coupled solver combining
large-eddy simulations on the fluid side with a solver for the governing equations of
the translation and rotation of the rigid wing. The finite-volume Navier-Stokes solver
works with curvilinear, block-structured body-fitted grids in the Arbitrary Lagrangian-
Eulerian formulation and is second-order accurate in space and time [1]. The standard
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Smagorinsky model (cs = 0.1) with van-Driest damping near solid walls is applied. The
rigid-body solver receives the fluid forces and moments, and predicts the translational
and rotational motions based on Newton’s second law using the standard Newmark
method of second-order accuracy. The predicted structural displacements of the surface
of the airfoil are the input parameters for the adaption of the inner grid. The hybrid
grid adaption algorithm (IDW-TFI) developed by Sen et al. [7] is applied. Since in the
present application the added-mass effect is negligible, a loose coupling algorithm is
preferred. To inject vertical wind gusts into the computational domain, the split velocity
method [8] was found to be superior [2] since it is capable of capturing the full interac-
tion between the gust and the structure. Furthermore, the gust can be injected directly
in front of the structure, which avoids the strong numerical dissipation associated with
regions of coarse grids.

3 Test Case and Setup

As mentioned before, the FSI setup is inspired by precursor investigations [4,9]. The
airfoil exposed to a constant free-stream velocity and vertical gravity undergoes heave
and pitch motions modeled by a mass-spring-damper system for both DOFs. These are
described by six structural parameters: The mass and the mass moment of inertia of the
airfoil as well as one material stiffness and one material damping coefficient for each
direction of movement; for details refer to [3,4]. In the configuration considered the
center of gravity nearly coincides with the center of rotation. In [4,9] this setup was
investigated for a wide range of transitional Re numbers. The most interesting case was
found to be Re = 33,900, which is employed in the present study. Initiated by external
perturbations, a series of sustained large bounded amplitude oscillations was detected
in [4,9]. Here, the effect of gust-induced perturbations and their effects on the stability
of the airfoil will be examined. For this purpose, vertical gusts which vary solely in the
streamwise direction are introduced upstream of the airfoil and convected downstream
with the free-stream velocity. Note that a deterministic gust model is applied using
an Extreme Coherent Gust (ECG) often denoted “1-cosine” shape defined in the IEC-
Standard [10]. In the present study gusts of different wavelengths (Lx1

g /c = 2, 4 and 6)
and amplitudes (Ag/u∞ = 1, 2 and 3) are investigated. Here c denotes the chord length
and u∞ the free-stream velocity.

A C-type grid with about 1.9 million control volumes (CVs) is used and 60 CVs
are distributed in the spanwise direction assuming periodic boundary conditions. The
grid points are clustered near the surface such that the viscous sublayer can be resolved
and no-slip conditions can be applied. At the inlet and the bottom boundary the free-
stream velocity is assumed. At the outlet and the top boundary a convective outflow
boundary condition is prescribed to assure that the generated vortical structure can leave
the computational domain without perceptible disturbances.

4 Results

The aerodynamic forces exerted on the airfoil are compared for the fixed and the
elastically mounted airfoil. Figure 1 depicts the lift and pitching moment coefficients
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of the airfoil encountering a 1-cosine vertical gust with Lx1
g /c = 2 and Ag/u∞ = 2.

Although identical curves are obtained during the airfoil-gust interaction (i.e., until
t∗ = t u∞/c= 3), the curves of the FSI case continue to oscillate around zero while their
CFD counterparts recover to the steady-state values. Oscillating aerodynamic forces
contribute to dampening as well as to amplifying the motion as found in [3]. The high-
frequency components in the lift and moment coefficients are due to the laminar flow
separation taking place at the lower and upper surface of the airfoil.

Fig. 1. Instantaneous lift and pitching moment coefficients of the fixed and elastically mounted
airfoils subjected to a vertical gust with Lx1

g /c= 2 and Ag/u∞ = 2.

Figure 2 depicts four instants in time showing the development and transport of flow
structures during the airfoil-gust encounter of the elastically mounted wing. Leading-
edge vortices are formed and convected downstream when the airfoil undergoes heave
and pitch motions as a result of the imposed aerodynamic loads.

Fig. 2. Snapshots of the total vertical velocity for the elastically mounted airfoil. From left to
right: Gust center at leading edge, gust center when lift is maximum, gust center at trailing edge,
gust completely left the airfoil.

The aeroelastic response is found to be strongly dependent on the parameters of the
gust. Figure 3 shows the instantaneous heave and pitch motion of an airfoil experiencing
interaction with a vertical gust of length Lx1

g /c= 4. For Ag/u∞ = 1 and 2 the amplitudes
of both DOFs initially increase upon the gust encounter followed by a steady decrease
related to an overall positive damping effect of the aerodynamic forces. Both DOFs
are found to eventually settle at a stage in which their amplitudes are sustained and
bounded, i.e., a limit-cycle oscillation (LCO) appears. Similar patterns are observed for
gusts with

(
Lx1
g /c= 2, Ag/u∞ = 1,2,3

)
and

(
Lx1
g /c= 6, Ag/u∞ = 1,2

)
. In contrast, for
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Ag/u∞ = 3 gusts with wavelength of Lx1
g /c ≥ 4 induces significantly larger excitations

which trigger a pitch governed diverging motion of the airfoil known as stall flutter (see
blue curve in Fig. 3).

Fig. 3. Instantaneous heave and pitch DOFs when imposing a vertical gust with Lx1
g /c = 4 and

three different gust strength Ag/u∞ = 1,2 and 3. (Color figure online)

To investigate the physics involved within a cycle of a limit-cycle oscillation, snap-
shots of the spanwise y-vorticity ωy, the skin-friction coefficient Cf , and the location
of flow separation are depicted in Fig. 4. When the airfoil starts to pitch up reaching
its maximum angle of attack (see Figs. 4a to 4d), the separation starting in the vicin-
ity of the trailing edge moves upstream on the suction side. During the phase when
the angle of attack is already decreasing again, vortices are shed from the suction side
(see Figs. 4f and 4g). These vortices disappear when the angle of attack tends towards
the other extremum (see Fig. 4h) and thus a favorable pressure gradient occurs on the
corresponding side of the airfoil. At that stage the same process begins on the lower
surface. The laminar separation taking place is mostly two-dimensional and transition
to turbulence is detected further downstream justifying the spanwise varying separation
line visible in Fig. 4h.

Fig. 4. Normalized y-vorticity ωy (mid-span slice), skin-friction coefficient Cf (upper surface),
and separation location (dashed line) for eight time instants (a-h).

Figure 5 depicts the aerodynamic hysteresis curves of the heave and pitch DOFs
upon the interaction with two gusts either with (Lx1

g /c = 2, Ag/u∞ = 2) or (Lx1
g /c = 4,

Ag/u∞ = 3). The former is a LCO case, while the latter is a flutter case. The arrows
indicate the direction of advancing time. The black and red circles are used to identify
the phases in which energy is being extracted from the flow or delivered to the flow.
The direction in which the ellipse is formed indicates the sign of the work done by the
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aerodynamic coefficients (clockwise positive and counterclockwise negative) [5]. The
loops of the two cases can be clearly distinguished. For the first case the clockwise
rotation in Fig. 5a signifies positive work of the heave and Fig. 5b points to the overall
damping effect of the pitch motion. The total energies shown in Fig. 5c prove that the
system undergoes a LCO as the energies of the heave and pitch DOFs cancel out lead-
ing to a vanishing total energy of the system. Note that the heave motion is found to
be responsible for the energy extraction in the LCO case which is consistent with the
outcome of the hysteresis curves.

In contrast, the diverging motion case experiences an increase in the total energy
as visible in Fig. 5f. The main part of the energy is extracted by the pitch motion and
that continues until the numerical solver can no longer handle the strong deformation
of the grid and finally crashes. The hysteresis curves in Figs. 5d and 5e do not have a
single turning direction but have a clockwise middle loop and counterclockwise end
loops instead. This points to the alternating role that the flow plays in supplying and
dampening the energy of the system within a single cycle.

Fig. 5. (a), (b), (d), (e) Aerodynamic hysteresis curves within a single cycle. (c), (f) Instantaneous
dimensionless energies of the system.

5 Conclusions

The split velocity method is integrated into a partitioned FSI solver to study the gust-
induced oscillations of an elastically mounted 2-DOFs NACA 0012 airfoil. Within a
transitional Reynolds number regime, the effect of gust length and strength on the
aeroelastic response of the airfoil is investigated. For the same gust width, the initial
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heave excitation is found to be strongly dependent on the gust strength while that of
the pitch showed no dependency. For the same gust strength, wider gusts lead to higher
amplitudes in the aerodynamic coefficients and the degrees of freedom. Seven out of
nine investigated cases went into a limit-cycle oscillation driven by the laminar separa-
tion taking place on the upper and lower surfaces of the airfoil. Two cases excited the
airfoil to levels beyond its critical angle of attack and led to a diverging pitch motion.
An energy analysis of the coupled system showed that in the LCO case, the heave DOF
extracts energy from the flow sustaining the bounded motion of the system. In contrast,
in the flutter scenario the energy is accumulatively fed from the flow into the system by
the pitch DOF. For further results refer to [3].
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1 Introduction

The evolution of the particle size in turbulent particle-laden flows is a com-
plex phenomenon, which plays an important role in various environmental (e.g.,
air pollution) and industrial applications (e.g., dry powder inhalers). The main
challenge for investigating such flows is the extensive range of length and time
scales to be dealt with, especially in the case of turbulent flows. Thus, efficient
and reliable methods for numerically simulating particle-laden flows are of inter-
est. Namely, multiscale strategies, in which models derived at different scales
are combined to efficiently describe the flow system, offer a practical alternative
to expensive direct methods. The present study demonstrates the viability of a
multiscale Euler–Lagrange technique for predicting the flow in a lab-scale pow-
der disperser while effectively describing the development of the particle size.
Of specific interest are breakup processes taking place in turbulent flows due
to fluid forces and wall impact. For the latter models based on artificial neural
networks were developed.

2 Applied Methodology

The continuous phase is predicted in the Eulerian frame of reference relying
on the large-eddy simulation (LES) technique. The code LESOCC applies the
finite-volume method for block-structured curvilinear grids [1]. Furthermore, an
efficient Lagrangian tracking scheme is employed, which deterministically detects
inter-particle collisions [2]. The collisions are handled based on an extended hard-
sphere model taking possible agglomeration processes into account [3]. Moreover,
the effect of subgrid-scale motions on the particles is accounted for and the
feedback effect of the particles on the carrier fluid is considered. Hence, the
method is four-way coupled [2].

To maintain manageable computational costs, the detailed structure of
agglomerates is substituted by a single sphere possessing an effective diameter. In
this context, models describing the breakage of agglomerates due to fluid-induced
stresses [4,5,10] and wall impacts [6–10] have been developed and incorporated
into the described simulation methodology.
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3 ANN-Based Wall-Impact Breakage Model

In general, to fully describe a wall-impact breakage event a model needs to pro-
vide descriptions for (1) the number, (2) the size distribution, and (3) the post-
impact velocities of the arising fragments. The proposed model is data-driven
and is derived as follows. First, an extensive number of discrete element simula-
tions (DEM) of single agglomerates impacting a wall in a vacuum environment
are carried out (see Fig. 1). Wide ranges of different impact conditions are taken
into account: Three silica powders distinguished by the size of the primary par-
ticle (0.97, 2.47 and 5.08 µm), eight agglomerate size classes ranging between 5
and 103, nine impact angles between a flat and a normal impact, and a range of
velocities able to reproduce the full spectrum of breakage events from a rebound
of an intact agglomerate to a full disintegration of the agglomerate structure.

Fig. 1. DEM wall-impact events used for generating a database [7,9] for training arti-
ficial neural networks [9].

Second, the results of the DEM simulations are quantified based on useful
parameters allowing a further modeling. Specifically, the number and the size
distribution of the arising fragments are described in terms of the fragmentation
ratio (FR) and the fragment size parameters (ζi), for details refer to [6]. Further-
more, the collective post-breakage motion of the fragments is expressed relying
on the Weibull probability density functions (PDFs) of the reflection angle α,
the spreading angle β and the ratio of the velocity of the fragment with respect
to the impact velocity of the agglomerate vratio (see Fig. 1). Additionally, the
ratio of the kinetic energy ERkin of the fragments to the incident kinetic energy
of the agglomerate is considered [6,7].

Third, the relationships between the impact conditions and the breakage
parameters are approximated using two feed-forward artificial neural networks.
The first network is trained to predict the number of fragments and the particle
size distribution, whereas the second network is devoted for learning the shape
(k) and the scale (λ) parameters of the Weibull PDFs as well as the energy ratio
ERkin. The training is performed in MATLAB applying the Bayesian regulariza-
tion on the basis of the backpropagation algorithm [9]. After a reasonable train-
ing performance is achieved, the details of the trained networks are extracted
and incorporated into the Euler–Lagrange code to be used during the coupled
Euler–Lagrange simulations.
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4 Results for the Particle-Laden Flow in a Dry Powder
Disperser

The design of the dry powder disperser and the flow settings are inspired by the
experimental study of Weiler [11]. The configuration consists of a duct (blue)
with a square cross-section (hydraulic diameter dh) and a funnel (orange) pro-
truding into the duct as depicted in Fig. 2. The geometry is discretized by a
block-structured grid. The resolution of the grid in the near-wall regions allows
a wall-resolved LES.

Fig. 2. Schematic sketch of the dry powder disperser [5].

At the inlet of the main duct, inflow data generated by an auxiliary simulation
of a single periodic duct are applied. The flow rate of the fluid is equal to 25 norm-
liter/min leading to a Reynolds number of Re = Ub dh/ν = 8698. At the top of
the funnel agglomerates each consisting of 100 silica particles are discharged at a
mass flow rate of 10 mg/s. To examine the influence of cohesion on breakage, the
diameter of the single primary particle dpp is varied between 0.97, 2.47, and 5.08
μm defining three powders (A, B, and C), which are separately investigated. In
earlier studies [4,5] the described Euler–Lagrange simulation methodology was
applied to investigate the deagglomeration solely due to fluid-induced stresses in
this disperser. However, breakage due to wall impact was not considered since a
corresponding model was missing at that time.

Figure 3a depicts the typical flow field in the device by contours of the instan-
taneous streamwise velocity in the symmetry plane at an arbitrarily chosen snap-
shot. As visible, the funnel protrudes into the duct acting as an obstacle and
thus leading to a strong contraction of the cross-section. Consequently, the flow
is significantly accelerated below the funnel generating strong shear layers. Fur-
thermore, a recirculation region is observed behind the obstacle. As a results,
agglomerates reach the outlet of the funnel under the effect of gravity and emerge
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Fig. 3. Results: (a) Instantaneous streamwise velocity u/Ub in the symmetry plane,
(b) Breakup positions by drag stress and (c) Breakup positions by rotary stress. Note
that (b) and (c) refer to the simulations of powder A and that the color levels describe
the number of primary particles included in the agglomerate at the time of breakage
[4,10].

with negligible streamwise velocities into the main duct where they abruptly
accelerate and pass through regions of high shear. That gives rise to breakup by
mechanisms such as the drag and the rotary stress as depicted in Figs. 3b and
3c depicting the breakup locations for both mechanisms, respectively.

In the present investigation the computations are repeated while taking addi-
tionally the wall-impact breakage into account. The motivation is to better
explore the role of different breakage phenomena and to attempt enhancing the
agreement between the numerically predicted and the experimentally measured
dispersion efficiency. The latter is defined in the reference study of Weiler [11] as
the ratio of the median volumetric diameter dCD

50,3 of a high-end commercial dis-
perser (CD) to the median volumetric diameter dexp50,3 obtained in the considered
lab-scale funnel-duct disperser.

Figure 4 summarizes the main results, which are obtained over a dimension-
less time period of ΔT ∗ = ΔT Ub/dh = 18. In Fig. 4a the percentage contribu-
tions of the different breakage mechanisms are compared. Obviously, the drag
stress is the dominant mechanism for all powders followed by the rotary stress.
The wall-impact breakage is responsible for about 10% of the total number of
breakage events for all powders. Such a small contribution is expected since the
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majority of the agglomerates breaks due to the strong drag or due to the rotary
stress induced by either the fluid torque or the inter-particle collisions before
arriving at the walls.

Fig. 4. Comparison between results achieved for all powders: (a) Percentage contribu-
tion of the different deagglomeration mechanisms and (b) Dispersion efficiency.

Furthermore, Fig. 4b depicts the dispersion efficiency obtained at the out-
let of the disperser. The red and blue symbols refer to the numerically pre-
dicted results with and without taking the wall-impact breakage into account,
respectively, whereas the experimentally measured values [11] are represented
by triangles. In general, a reasonable agreement between the numerical results
and the measurements is found. Astonishingly, the dispersion efficiency slightly
decreases for powder A, when the wall-impact breakage is taken into account.
A possible explanation is as follows. In the model of the wall-impact breakage
the simplifying assumption of a binary breakage (i.e., split into two fragments)
considered in the models of the fluid-induced stresses (drag, rotary, turbulence)
is avoided, since the number of arising fragments is directly predicted by the
neural network. Hence, the probability that more fragments are generated in the
vicinity of each other increases which in turn encourages agglomeration. Since
this behavior is more realistic than the binary disintegration mode, the disper-
sion efficiency tend towards the experimentally measured values. However, the
inclusion of the wall-impact breakage improves the agreement only slightly. This
is again explained by the fact that the wall-impact breakage does not play a
significant role in the considered funnel-duct flow configuration.

5 Conclusions

Euler–Lagrange LES simulations have been carried out to investigate the
agglomerate-laden flow in a funnel-duct disperser taking three powders distin-
guished by the size of the primary particles into account. The efficient simulation
methodology is equipped with models for the agglomeration and the breakup of
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agglomerates due to turbulence, drag and rotation. In addition, a recently devel-
oped machine-learning assisted data-driven model for the wall-impact breakage
is applied. The results show that agglomerates mainly break by the drag stress
and the rotary stress in the foreseeable regions, where agglomerates are abruptly
accelerated and exposed to a strong shear flow before arriving at the walls. Con-
sequently, the contribution of the wall-impact breakage is found to be less sig-
nificant. In addition, analyzing the size distribution of the population reaching
the outlet of the disperser shows that by taking the wall-impact breakage into
account the agreement with the experimental data concerning the dispersion
efficiency slightly improves.
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1 Introduction

The rising energy demand of emerging countries will continue to cause coal to play an
essential role in the supply of electricity in the coming years. However, coal is consid-
ered an environmentally harmful fuel that releases large amounts of greenhouse gases
and pollutants during firing. Measures must therefore be taken to improve Pulverized
Coal Combustion (PCC) and reduce emissions. Numerical simulations have become
increasingly important for the detailed understanding of PCC in recent years. Combus-
tion models for gaseous combustion were extended to describe PCC. Among these mod-
els, the flamelet model (Peters, 1984) has proven to be a precise model that can represent
detailed chemical mechanisms with low computational effort. The flamelet/progress
variable (FPV) model by Pierce and Moin (Pierce and Moin, 2004) is an extension of
this model, in which a progress variable is used as trajectory variable. This model has
been widely applied to PCC simulations. In order to describe the important processes
in coal gasification, devolatilisation and char burn-up, flamelet models with two mix-
ture fractions Z were developed. However, it is difficult to stabilise the pulverized coal
flame itself, which is why an additional pilot gas stream is usually used. This additional
fuel stream makes strong assumptions necessary, i.e. assuming that char reactions do
not take place or assuming the pilot gas to be modelled as volatile gas. A complex
extension of the 2Z-flamelet model was the 3Z-flamelet model by Wen et al. (Wen et
al., 2019), which offers the possibility to describe all three fuel streams with moderate
computational effort. New measures to reduce i.e. CO2 emissions, require the admix-
ture of additional fuels. A promising measure of continuing to operate coal-fired power
plants in the future and drastically reducing CO2 emissions is the co-firing of coal and
ammonia. This relatively new method has not yet been widely investigated, and there
are hardly any numerical studies on it. Difficulties that arise in the numerical simulation
of co-firing are caused by the additional fuel stream ammonia. Four mixture fractions
would now have to be considered as fuel streams (volatiles, char-off gases, pilot gas,
ammonia) in order to describe the co-firing with a stabilizing pilot stream in detail. In
a previous study (Meller et al., 2022), the co-firing was already investigated numeri-
cally and the first LES with a detailed chemical description was delivered. In this study,
char-off gases were neglected and a 3Z-flamelet model was used. In the present study, a
flamelet model based on a flamelet/progress variable (FPV) approach will be presented,
which represents four mixture fractions and thus considers all necessary fuel streams for
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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an accurate description of co-firing of coal and ammonia with stabilizing pilot stream -
volatiles, char-off gases, pilot gas, and ammonia.

2 Flamelet Modeling

For piloted pulverized coal and ammonia co-firing, four fuel streams exist, resulting
from 1) the pilot stream, 2) the NH3 and air stream, and 3) and 4) the volatile matter
and the char off-gases, from the coal particles. To characterize the mixing between the
four fuel sources and oxidizer (ox) (ambient air), four mixture fractions Zj =Yj/(Yox+
Yvol +Ychar+Yammo+Ypil) are needed, indicated by j ∈ {pil, ammo, vol, char} for the
pilot stream, the ammonia stream, the volatile stream, and the char off-gases. Following
the approach of Wen et al. (Wen et al., 2019), a coordinate transformation is used to
avoid numerical problems. The newly introduced parameters (Z,A,B,C) are as follows:

Z = Zpil +Zvol +Zammo+Zchar (1)

A=
Zpil

Zpil +Zvol + ε
(2)

B=
Zpil +Zvol

Zpil +Zvol +Zammo+ ε
(3)

C =
Zpil +Zvol +Zammo

Zpil +Zvol +Zammo+Zchar+ ε
, (4)

where ε denotes a small positive number. The new parameters (ranging from 0 to 1)
describe all states of mixing. C was limited to a lower value of 0.2 (not zero), as the
flame did not ignite at C = 0.0. Thus, only flamelet solutions for C > 0.2 are con-
sidered. To represent these states in the flamelet table, one-dimensional steady non-
premixed flamelet equations are solved using FlameMaster (Pitsch, 1998) based on the
assumption of unity Lewis number for varying values of A,B and C. To represent the
interphase heat transfer between the particle and gas phase, different input stream tem-
peratures (300K, 600K, 800K) are set to vary the enthalpy levels. Scalar dissipation
rates χ are varied when solving the non-premixed flamelet equations in mixture fraction
space to account for different strain rates. Finally, the thermochemical quantities from
the flamelet solutions are parameterized by the control variables. In addition to the four
mixture fraction parameters Z,A,B and C, a progress variable is used, which results
from the linear combination of different key species in the exhaust gas, following YPV
= YCO2+YCO+YH2O+10YNO, and the total enthalpy. The final parameterization follows
Ψ = F(A,B,C,Z,YPV,norm,Hnorm) for the thermochemical quantities Ψ , where YPV,norm
and Hnorm are the normalized quantities for the progress variable and the enthalpy. The
table dimensions are 6× 6× 5× 132× 51× 6 in A×B×C×Z ×YPV,norm ×Hnorm,
reading a total of 7.3 Mio points and requiring approximately 3.2 GBytes of total stor-
age in uncompressed ASCI format. A reduced CRECK mechanism consisting of 129
species and 1644 elementary reactions is used, which was previously designed to model
co-firing of coal and ammonia (Meller et al., 2022).
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3 Flame and Numerical Setup

Figure 1 shows the geometry of the investigated burner. It consists of an inner tube and
a coaxial pilot channel, using hydrogen to stabilize the flame. The burner has three
operation modes which can be investigated, case C) a pure coal combustion mode,
where only coal particles and air are injected in the main tube, case A) a pure ammonia
combustion mode, where ammonia and air are injected, and case CA), a co-firing mode,
where ammonia, air, and coal particles are injected. Experimental data is taken from
(Tainaka et al., 2018, Tainaka et al., 2019, Stein and Watanabe, 2019). In this work,
cases C and CA are investigated numerically, as these cases include the newly added
mixture fraction for char off-gases.

The massively parallel LES tool PsiPhi is used in this study. A low-Mach Finite
Volume Method (FVM) with conjugated gradient solver and Jacobi preconditioner is
applied. The solver uses an equidistant, orthogonal Cartesian grid. For diffusive fluxes
and the convective flux of momentum, a second-order accurate Central Differencing
Scheme (CDS) is applied. Convective scalar fluxes are discretized through a Total Vari-
ation Diminishing (TVD) scheme with a CHARM limiter. Time integration is done
through an explicit third-order low-storage Runge-Kutta scheme. Radiation effects are
neglected in this study, as previous studies showed negligible influence. An Euler-
Lagrange framework is used to couple particle-gas phases. Settings have been taken
from our previous work on this burner and are applied here (Meller et al., 2021).

Coal conversion is described by the two main processes devolatilization and char
combustion. As devolatilization model the single first order reaction (SFOR) model by
Badzioch & Hawksley is used (Badzioch and Hawksley, 1970). The parameters were
kept consistent to our previous works (Meller et al., 2021, Meller et al., 2022) and
are k = 875.06E5s−1 and E = 688.69E5J/(kmolK) for the pre-exponential factor and
the activation energy, respectively. Char conversion is modeled using Smith’s intrinsic
model (Smith, 1982). It is modeled such that it starts after 90% of the volatiles were
released.

Fig. 1. Setup of the investigated coaxial burner.
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4 Results

Figure 2 shows the mean (left) and instantaneous (right) temperature (left side) and O2

mole fraction fields (right side) for both cases CA and C.

Fig. 2. Mean (left) and instantaneous (right) temperature (left side) and O2 mole fraction fields
(right side) of cases CA and C.

While case C shows an earlier breakup of the main jet and stronger turbulent struc-
tures, case CA shows much smoother fields and less turbulent structures. In case CA,
the temperature in the outer reaction zone rises slightly earlier due to the combustion
of ammonia and ambient air. Case C shows a much higher oxygen consumption, the
volatile combustion in the inner reaction zone consumes more oxygen compared to
case CA.

Figures 3 and 4 show the respective mixture fraction fields for volatiles, hydrogen
pilot, char off-gases and ammonia of each case. In both cases, the hydrogen pilot stream
is burned immediately after injection. The hot hydrogen flame leads to the heating of
incoming particles and the release of volatiles. In case CA, the hydrogen flame also
ignites the ammonia/air mixture and an ammonia flame is formed. In both cases, a
volatile accumulation zone forms further downstream. The volatile accumulation zone
for case C is thicker and starts earlier, as oxygen is consumed faster due to the stronger
turbulent structures, and thus, less oxygen for volatile combustion is available. Char
combustion starts after 90% of the volatiles are released and consumes oxygen to form
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carbon oxide. As the oxygen level in the inner jet decreases strongly further down-
stream, the char off-gas mixture fraction rises at the outer edge areas of the jet, where
oxygen from the ambient air is available for char combustion. In both cases C and CA,
the char off-gas concentration is relatively low; case C shows a maximum mean value
of around 4.5%, while the maximum mean value of case CA is below 1%. Since the
influence of char combustion in the investigated domain in both cases C and CA is
very small, the results are in line with the results from our previous study (Meller et
al., 2022). As the focus of this work is on the development of the four mixture fraction
flamelet strategy, no comparison of the two works with and without consideration of
char combustion is given at this point. This will be part of a future study.

Fig. 3.Mixture fractions of case CA Fig. 4.Mixture fractions of case C

5 Conclusion

The co-firing of different fuels such as coal and ammonia makes it necessary to con-
sider four mixture fractions to accurately describe its combustion. In this work, a simple
flamelet model based on a flamelet/progress variable approach to account for four mix-
ture fractions is proposed. The results are in line with the results of the three mixture
fraction approach neglecting char off-gases and show that the influence of the newly
added mixture fraction of char off-gases is negligibly small for both investigated cases
C and CA (Meller et al., 2022). Future work will apply this model to more complex,
highly-turbulent semi-industrial combustors.
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Abstract. We present first results of an implicit large eddy simulation of the
MTU T161 low pressure turbine at a Reynolds number of 90,000 and Mach
number of 0.6, both based on isentropic exit conditions, using a high order dis-
continuous Galerkin method. The aim is to validate the numerical setup with
respect to available experimental data. We discuss the steps taken to create real-
istic inflow boundary conditions in terms of end wall boundary layer thickness
and free stream turbulence intensity. This is achieved by tailoring the input dis-
tribution of Reynolds stresses and turbulent length scale to a Fourier series based
synthetic turbulence generator. Both blade loading and total pressure losses at
midspan show excellent agreement with the measurements. Following a short
discussion of the secondary flow structures emerging due to the interaction of the
incoming boundary layer and the turbine blade, we show that this simulation is
also able to reproduce loss distribution behind the blade over the whole channel
height.

1 Introduction

Many large eddy simulation (LES) studies of turbomachinery flows focus on the low-
pressure turbine (LPT) due to its low Reynolds number regime of 105. To further reduce
the simulation costs, the assumption of a statistically 2D flow at the midspan of a turbine
blade is often made by applying periodic boundary conditions in the spanwise direction.
However, a significant amount of the aerodynamic losses is generated in the secondary
flow regions influenced by the interaction of end wall and blade boundary layers [1].
Hence, the next logical step to evaluate the performance of the cascade is to conduct 3D
simulations, including the endwall boundary layers, e.g. [2].

The MTU T161, considered in this work, is representative of high lift low-pressure
turbine airfoils used in modern jet engines [3]. The blades with a chord length of
C= 0.069935m and an average aspect ratio of 2.65 are staggered at an angle of 61.72◦.
The cascade is arranged with pitch to chord ratio of lpitch/C = 0.956. It features diverg-
ing end walls at an angle of 12◦, such that the flow cannot be studied using a simple
spanwise periodic setup. Its geometry and boundary conditions are in the public domain
and it has been the subject of both experimental [4] and numerical [5–7] investigations.
The numerical investigations have focused on operating points with a Mach number
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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of 0.6 and Reynolds numbers of 90,000 and 200,000 based on isentropic exit con-
ditions. Müller-Schindewolffs et al. [5] performed a direct numerical simulation of a
section of the profile in which the effect of the diverging end walls was modelled using
inviscid walls (termed quasi 3D, Q3D). Recently, results obtained with a second order
FV code were presented, which included the end wall boundary layers but the analy-
sis was focussed on the flow physics in the mid-section [8]. Various computations of
the full 3D configuration were conducted using high-order codes during the EU project
TILDA [6,7]. However, due to the specification of laminar end wall boundary layers and
no freestream turbulence at the inflow, no satisfactory results could be obtained. With
a full 3D LES including appropriate turbulent end wall boundary layers and freestream
turbulence obtained with a high order Discontinuous Galerkin (DG) method, we aim to
provide a high-quality reference dataset for this configuration.

2 Numerical Method

We use DLR’s flow solver for turbomachinery applications, TRACE, to perform an
implicit LES with a kinetic-energy-preserving DG scheme for the spatial discretisa-
tion of the implicitly filtered Navier-Stokes equations [9]. The scheme is based on
the collocated nodal Discontinuous Galerkin Spectral Element Method (DGSEM) on
Legendre-Gauss-Lobatto nodes with a polynomial order of 5. The anti-aliasing is per-
formed by the split-formulation of Kennedy and Gruber [10], cf. [11]. Due to the non-
uniqueness of the solution at the element interfaces, Roe’s approximate Riemann solver
is applied for the advective part and the viscous terms are discretised by the Bassi-
Rebay 1 scheme [12]. To advance in time, a third-order explicit Runge-Kutta scheme
of [13] has been used. Resolved turbulent scales are injected at the inflow boundary
using a synthetic turbulence generation (STG) method based on randomized Fourier
modes [14]. The fluctuating velocity is introduced using a Riemann boundary condi-
tion [15] and, in contrast to the inner faces, no numerical flux function is used at the
inflow faces.

3 Inflow Boundary Conditions

The operating conditions are specified by centerline inlet flow angle of α1 = 41◦, total
pressure of pt,1 = 11636Pa and total temperature of Tt,1 = 303.25K as well as outlet
Mach number Ma2,th = 0.6 and Reynolds number Re2,th = 90,000 based on isentropic
relations computed with the centerline outflow pressure. Furthermore it is required to
match the momentum thickness of the incoming end wall boundary layers as well as
the decay of freestream turbulence. The boundary conditions are then set by a spanwise
varying profiles of pt,1(z) and Tt,1(z) with a constant α1 as well as spanwise varying
Reynolds stress tensor u′

iu
′
j(z) and turbulent length scale LT (z). All these profiles will

be obtained by scaling a boundary layer profile in wall units at Reθ = 670 (https://
www.mech.kth.se/∼pschlatt/DATA/, [16]) and combining it with freestream turbulence
values. We perform a precursor channel flow simulation to determine the distance from
the inlet required for the boundary layer to develop and meet the specifications.

https://www.mech.kth.se/~pschlatt/DATA/
https://www.mech.kth.se/~pschlatt/DATA/
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Starting from the above centerline inflow conditions, we use the isentropic relations

Tt(z)
T1

=
(
pt(z)
p1

) γ−1
γ

=
(

1+
γ −1

2
Ma(z)2

)
(1)

to obtain a spanwise variation. Here, we assume a constant static temperature T1 and
pressure p1 throughout the boundary layer. These two quantities can be computed from
(1) by introducing a centerline Mach number Ma1,center, which essentially controls the
value of the Tt and pt at the end wall. It has to be chosen such that the total pressure
is always greater than the static pressure resulting from the simulation. Hence, an itera-
tion might be necessary. It has to be noted, though, that small adaptations of Ma1,center

mainly influence the total pressure profile close to the wall and do not have a significant
impact on the quantities of interest in the simulation. For this concrete case, we chose
Ma1,center = 0.362.

The discrete DNS velocity profile u+i,DNS and the corresponding distances to the
wall z+i,DNS are now transformed to obtain a Mach number profile Ma(z) simply using
the definitions of u+ and z+ via

Ma(zi) = u+i,DNS · uτ
a1

, zi = z+i,DNS · ν1

uτ
with uτ = a1 ·Ma1,center/u

+
∞,DNS (2)

and the DNS freestream velocity u+∞,DNS. The speed of sound a1 and viscosity ν1 can
be computed from T1 and p1 using ideal gas and Sutherland laws, respectively. This
allows to describe the spanwise variation of Tt and pt using (1). The non-dimensional

turbulent stress tensor is scaled analogously via u′
ju

′
k(zi) = u′

ju
′
k
+|i,DNS ·u2

τ . Finally, the
integral turbulent length scale in the boundary layer is estimated from the turbulent
kinetic energy and dissipation rate as L+T = (k+)3/2/ε+ and dimensionalised as the z-
coordinate in (2).

Optimally, the freestream Reynolds stresses and turbulent length scale should be
chosen such that the measured turbulent decay is matched. However, in this case, this
would result in a length scale in the order of cascade pitch. This could, in principle,
be accommodated for by simulating more than one blade at the respective expense of
computational effort. Instead, we chose to decrease the turbulent length scale and scale
the non-zero components of the Reynolds stress tensor at the inflow of the domain,
to reproduce the turbulence intensity in the blade leading edge plane according to the
experiment. This leads to a stronger decay of turbulent structures and has to be consid-
ered when assessing the quality of the results.

The boundary layer profile and freestream values of the turbulence quantities are
combined where they intersect at the edge of the boundary layer. Because of the large
freestream turbulent length scale compared to the smaller length scale in the boundary
layer, we use LT = max(LT,BL,LT,freestream) for distances to the wall greater than δ99.
Finally, the Reynolds stress tensor is rotated from the streamline-aligned to a Cartesian
coordinate system. Figure 1 (left) shows both the development of momentum thickness
Reynolds number Reθ and freestream turbulence intensity Tu in comparison to fits to
the measured data. As discussed, the turbulent decay is steeper in our setup but the
turbulence intensity at the blade leading edge (dashed vertical line) is well captured.
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Fig. 1. Momentum thickness Reynolds number and turbulence intensity over axial distance from
inlet plane (left) and average solution point distances in streamwise, wall normal and spanwise
direction on the blade at midspan (right).

Fig. 2. Midspan blade pressure distribution (left) and wake total pressure loss coefficient at
x/Cax = 1.4 (right). Errorbars indicate 68% confidence intervals.

4 Validation and Analysis of Flow Structures

The mesh consisting of 876,960 hexahedral elements (geometry polynomial order
q = 4, solution polynomial order p = 5) with 189.4M degrees of freedom (DoF) for
the final computation was designed to meet widely accepted criteria for wall resolution
required for LES. This is demonstrated in Fig. 1 (right), which shows the streamwise,
wall normal and spanwise solution point distances to be below 30, 1 and 30, respec-
tively. The resolution in the free stream was ensured by the ratio of solution point dis-
tance and estimated Kolmogorov scale below 6 along a mid-passage streamline. To be
able to assess mesh dependence, results from a preliminary study with a significantly
coarser mesh in spanwise direction with 312,424 elements (q = 4, p = 5) and 67.9M
DoF are also included.

After clearing the initial transient, the statistics on the fine mesh were sampled for
100 convective time units based on chord length and outflow velocity. Figure 2 shows a
comparison of the midspan blade surface pressure distribution and wake total pressure
losses with the experiment. Both simulations agree very well within the 68% confi-
dence intervals [17] for these first order statistics. While LES and experiment agree
very well on the pressure side, a difference in surface pressure can be found on the
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Fig. 3. Mean secondary flow structures viewed towards end wall (left) and towards suction side
(middle). Pressure loss coefficient at x/Cax = 1.4 (right) - LES contour colours vs. experiment
contour lines.

suction side between x/Cax = 0.1 and 0.6. Similar offsets have been found in previous
studies of this configuration, e.g. [5]. The laminar separation bubble and subsequent tur-
bulent reattachment indicated by the pressure plateau between 0.7 and 0.9 and recovery
of the base pressure, on the other hand, is captured very well. The total pressure loss
coefficient ω is computed from time-averaged primitive variables in the wake plane at
x/Cax = 1.4 and the upstream reference plane at x/Cax = −0.099. The pitch coordinate
y is given with respect to the point yLE on the blade at its minimum axial coordinate
x/Cax = 0. The simulation on the coarse mesh shows larger confidence intervals in the
highly turbulent region of the wake due to its shorter averaging time of only 31 convec-
tive time units. Both simulations and the experimental data agree very well within the
statistical confidence intervals.

With the simulation setup validated against the experiment, we can now discuss
the system of secondary flows developing at the intersection of blade and end wall. It is
shown in Fig. 3 (left and middle) in terms of time-averaged surface streaklines visualised
with line integral convolution and vortices visualised using an isosurface of Q= 107s−2

coloured with streamwise vorticity ωsw to indicate the sense of rotation. Limiting sur-
face lines have been added by hand to ease the interpretation. The horseshoe vortex
develops due to a roll-up of the incoming boundary layer. While its suction side leg
(blue) dissipates well before the suction peak, its pressure side leg follows the passage
cross flow towards the suction side of the next blade lifting off the end wall and becom-
ing the passage vortex (PV). Behind the blade, a second large structure can be identified
as the trailing shed vortex (TSV), which rotates in the opposite direction. Both vortices
persist well downstream of the blade and become visible as the two regions of strong
loss in Fig. 3 (right). The loss distribution in the wake plane also agrees very well with
the measured data. Another small but very distinct vortex developing along the pres-
sure side of the blade is the leading edge corner vortex. The pressure side features a
short separation bubble close to the leading edge. Due to the diverging end walls, the
backflow within the bubble is driven towards the endwalls where it rolls up, lifts off and
mixes with the newly developing boundary layer in the passage between the passage
vortex and the pressure side of the blade.



106 C. Morsbach et al.

5 Conclusions

We have presented a new well-resolved dataset of the MTU T161 at Ma2,th = 0.6,
Re2,th = 90,000 and α1 = 41◦ with focus on appropriate reproduction of inflow tur-
bulent boundary layers and freestream turbulence. Average blade loading and loss dis-
tribution due to secondary flow features agree well with the experiment underlining
the validity of the presented approach. After the brief discussion of the secondary flow
structures in this paper, more in depth analysis of the unsteady data set is ongoing.
Future analyses will introduce a numerical experiment featuring unsteady wakes at
engine-relevant Strouhal numbers.
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16. Schlatter, P., Örlü, R.: Assessment of direct numerical simulation data of turbulent boundary
layers. J. Fluid Mech. 659, 116–126 (2010)

17. Bergmann, M., Morsbach, C., Ashcroft, G., Kügeler, E.: Statistical error estimation methods
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Abstract. Unsteady, technically relevant particle-laden flows are nowadays effi-
ciently simulatedwith an LES-Euler/Lagrange approach. The present contribution
is related to fine particle separation in a gas cyclone which involves an unsteady
central vortex being responsible for particle separation. Particle motion is largely
controlled by near-wall transport processes including wall collisions as well as
near-wall turbulence. Naturally, in a LES this region is not very well resolved so
that a remarkable contribution to the local turbulence is included in the modelled
sub-grid-scale (SGS) turbulence. In this paper the importance of SGS turbulence
on particle transport is analysed. It is shown that neglecting the SGS contribution
to the particle transport yields a wrong prediction of the particle size-dependent
separation of a cyclone.

Keywords: Euler/Lagrange approach · gas cyclone · particle separation · SGS
turbulence · particle dispersion

1 Introduction

Dispersed particle-laden flows of industrial relevance are very often numerically com-
puted by using the point-mass Euler/Lagrange approach as described in Sommerfeld [1].
For unsteady flow fields with strongly anisotropic turbulence, for example observed in
a cyclone separator, large eddy simulation (LES) is most suitable, still requiring accept-
able computational resources. During the last two decades numerous research work on
LES applications to dispersed particle-laden has been publishes [2, 3]. Since large-scale
turbulence and vortical structures are resolved by this method, only sub-grid-scale tur-
bulence (SGS) needs to be modelled using either the eddy-viscosity concept or solving
for an additional transport equation for the turbulent kinetic energy (see e.g. Lee and
Cant [4]). Based on the assumption that the SGS turbulence is more or less isotropic,
such turbulence models are however quite simple. Regarding the modelling of the influ-
ence of SGS turbulence onto the particles, several approaches may be used (Huilier [5]).
According to the review of Marchioli [6] one may distinguish between structural and
stochastic dispersion models.
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In the present article, LES-Euler/Lagrange simulations are applied to one of the
most important equipment in powder handling and environment, namely a gas cyclone
separator, which was experimentally analysed by Hoekstra [7] and also considered in the
numerical studies of Sgrott and Sommerfeld [8] modelling fine particle agglomeration
and analysing this effect on separation efficiency. In the present studies the importance
of SGS turbulence on fine particle motion and separation in a small-scale gas cyclone is
analysed using a stochastic single-step Langevin model.

2 Summary of Numerical Approach

The numerical calculations of a high efficiency Stairmand cyclone based on the LES-
Euler/Lagrange approach were conducted using the customised open-source code Open-
FOAM®. The gas phase transport equations were solved by Large Eddy Simulations
(LES) combined with the dynamic Smagorinsky sub-grid-scale model as proposed by
Germano et al. [9] and extended by Lilly [10]. The PIMPLE (merged PISO-SIMPLE)
algorithm is applied to couple velocity and pressure fields. The conservation of mass
and the filtered Navier Stokes equations for an incompressible and Newtonian fluid may
be written as:

∂ui
∂xi

= 0 (1)

∂ui
∂t

+ ∂uiuj
∂xj

= − 1

ρ

∂p

∂xi
− 1

ρ

∂τ ij

∂xj
+ ∂

∂xj

[
ν

(
∂ui
∂xj

+ ∂uj
∂xi

)]
+ Sui,p (2)

where the overbars denote the filtered quantity, p is the resolved static pressure and ν

is the kinematic gas viscosity. The SGS stress tensor τ ij may be calculated based on
the turbulent viscosity νT and the strain rate tensor based on the resolved scales Sij, as
follow:

τ ij = −1

3
τkkδij = 2νT Sij; Sij = 1

2

(
∂ui
∂xj

+ ∂uj
∂xi

)
; νT = (Cs�)2

√
2SijSij (3)

Here the SGS length scale � = (VCV)1/3 is based on the volume of the computational
cell and Cs has been determined dynamically. The influence of the particles onto the
flow field (i.e. two-way coupling) is presently not considered, so that Sui,p = 0.

The dispersed phase is treated in the Lagrangian framework, inwhich all injected par-
ticles are simultaneously and time-dependent tracked through the flow domain obtained
at the previous flow time step. The particles are treated as point-masses and their shape
is assumed to be spherical. Particle transport is calculated by considering all relevant
forces, which include, drag, gravity/buoyancy, slip-shear force Fls and slip-rotational
lift force Flr , summarised in Sommerfeld et al. [11]. The change of the angular velocity
along the particle trajectory due to the viscous interaction with the fluid (i.e. torque Ti)
requires the solution of an additional partial differential equation. Hence, the complete
equations of motion for the particles are given by:

dxpi
dt

= uPi (4)
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mP
duPi
dt

= 3

4

ρ

Dp
mpcD(ui − uPi)

∣∣−→u − −→uP
∣∣ + Fls + Flr + mPgi

(
1 − ρ

ρP

)
(5)

IP
dωpi

dt
= Ti (6)

where uPi and ωpi are, respectively, the linear and angular velocity components of the
particle, xpi are the particle position components, Dp is the particle diameter, mP is the
particle mass, ρ and ρP are, respectively, the fluid and particle densities, ui = Ui + u′

i is
the instantaneous velocity of the gas phase (Ui is the time-dependent resolved velocity,
Eq. (2) and u′

i is the instantaneous SGS fluctuating velocity), cD is the drag coefficient,
gi is the gravity and IP is the moment of inertia. More details about the forces acting on
the particles and the respective coefficients allowing the extension of the equations of
motion to higher particle Reynolds numbers are presented by Sommerfeld et al. [11]. For
solving the partial differential equations, a dynamic time step for the particle tracking
is adapted, which is automatically adjusted according to the local restricting time scales
such as particle response time and integral time scale of SGS turbulence. Even though in
this work very fine particles are considered (i.e. below 20 μm) the transverse lift forces
play a large role due to the existing strong shear gradients in the cyclone and the frequent
wall collisions of the particles inducing extremely high rotational velocities.

In confined flows, the modelling of particle–wall collisions is of utmost importance.
The change of the linear and angular particle velocity during a wall collision process is
calculated based on the solution of the impulse equations coupled with Coulomb’s law
of friction including the wall friction coefficient as presented by Sommerfeld and Huber
[12]. Since the experimentally studied cyclone was made of a smooth plastic material
(i.e. PMMA) no wall roughness effects are considered here.

The sub-grid turbulent particle dispersion is calculated using the isotropic temporally
correlated Langevin model described by Sommerfeld et al. [11] and extended for LES
simulations by Lipowsky and Sommerfeld [13]. In this modelling approach the new
fluctuating fluid velocity seen by the particle at the next location is determined using a
correlated (first term) and a random part (second term), both depending on Lagrangian
and Eulerian correlation functions:

′
u
n+1

i = RP,i(�tL,�r)
′
u
n

i + σF

√
1 − R2

P,i(�tL,�r) ξi (7)

where the superscripts denote the time step and the subscripts the spatial component.
�tL is the Lagrangian time step and�r is the spatial separation between the virtual fluid
element and the particle during the time �tL. The SGS turbulence may be considered
to be isotropic so that σF represents the rms value of the fluid velocity fluctuation and
ξi denote Gaussian distributions with zero mean and unit variance. The correlation
functions RP,i(�tL,�r) has Lagrangian and Eulerian components, depending on the
SGS turbulence time and length scale. The integral time scale TL = cTσ 2

F/εSGS and the
turbulent length scale of turbulence LE = cLσFTL are estimated with σF = √

2/3kSGS,
where the constants cT = 0.24 and cL = 3.0 were used [11]. From the LES results, it
is possible to estimate the unresolved turbulent kinetic energy and the dissipation rate,
reconstructed base on the approximations introduced by Lilly [14], using the dissipation
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constant selected as Cε = 0.7:

kSGS = μ2
t,c

ρ2F(0.094�)2
; εSGS = Cεk

3/2
SGS

�
(8)

3 Cyclone Discretisation and Boundary Conditions

In order to investigate the effect of particle transport by unresolved turbulence on the
performance of a cyclone, a high efficiencyStairmand cyclonewas consideredwhere also
experimental data on flow field and particle separation are available [7]. The geometrical
dimensions as well the mesh design used in the simulations are shown in Fig. 1. The
cyclone consists of a cylindrical-conical main body with a rectangular tangential inlet
and a dust collection bin. The cyclone diameter is D = 290mm and all dimensions
provided in Fig. 1 left) are normalised by this value. The inlet is a tangential rectangular
channel with dimensions 0.5D × 0.2D. The exit pipe has a diameter of 0.5D and is
immersed into the main body with the same distance. The flow velocity measurements
were conducted at an inlet gas velocity ofU0 = 16.1 m/s and are used here for validation
of the LES. In the present study however, inflow velocities of U0 = 5, 10 and 20 m/s
were considered since measurements of the separation efficiency are available for these
conditions. The continuous phase was air with constant density of 1.1147 kg/m3 and a
dynamic viscosity of 18.587 10–6 N s/m2.With the hydraulic diameter of the inlet channel
(i.e. De,h = 82.86mm), Reynolds numbers of 24,846, 49,693 and 99,386 are obtained.
At the inlet a plug flow was assumed for simplicity and the majority of simulations were
conducted with 10 m/s.

Fig. 1. Geometry of the high efficiency Stairmand cyclone with body diameter D = 0.29 m, a
rectangular tangential slit inlet (0.5 D × 0.2 D), dust collection bin and an exit pipe with 0.5 D
(left) and several graphs showing the numerical grid with 1 million elements (right).
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The numerical grid was constructed as a structured hexahedral mesh with four dif-
ferent resolutions, namely, about 0.5, 1.0, 2.0 and 4.0 million grid cells. In Fig. 1b) some
views of the 1.0 million mesh are shown. All the simulations for the flow field are per-
formed with a fixed Eulerian time-step of �tE = 5× 10–5 s, ensuring a Courant number
less than one. For determining a pseudo-steady-state flow field the simulations were run
first for 1.0 s and thereafter continuously particles were randomly injected at the local
fluid velocity until 3.0 s. Since the Lagrangian time step for the considered fine particles
was normally much smaller than the Eulerian time step, multiple Lagrangian time steps
were conducted using a dynamic time step adaptation [1]. For each control volume, the
mean velocities as well as their standard deviations (rms-values for the resolved flow)
were obtained and additionally the kinetic energy of the SGS turbulence (see Eq. 8).

The particles were spherical beads with a density of 2,740 kg/m3 and a log-normal-
shaped size distribution between 0.5 to 20 μm (i.e. selected according to Hoekstra [7]),
discretised by 12 classes. The particle numbermean diameter for the selected distribution
was about 3.3 μm. In total 500,000 particles were injected at the inlet plane with a
size randomly selected from the prescribed size distribution. A mass loading of 0.1 is
considered, however, two-way coupling was not considered in this study.

4 Results Cyclone Separator

For illustrating the flow structure and particle separation due to centrifugal effects, Fig. 2
shows the simulation results for a grid of 1 million cells at a gas inlet velocity on 10 m/s.
Typical for a cyclone flow, a strong vortex develops in the cyclone with a solid body
rotation in the core and a free vortex in the outer regions visualised by the gas phase
velocity magnitude (Fig. 2a)). Like a tornado the vortex extends from the bottom of the
collection bin throughout the entire cyclone and the outlet pipe. The highest resolved

Fig. 2. Visualisation of the particle-laden flow through the Stairmand cyclone a) magnitude of
gas phase velocity in m/s; b) magnitude of the resolved gas phase velocity fluctuations in m/s; c)
instantaneous particle wall concentration in kg/m3 (dynamic Smagorinsky model, 1 million cells,
U0 = 10 m/s, averaged values between 1 and 3 s).
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gas phase fluctuations are found in the core of the vortex (Fig. 2b). The injection of
the particles through the tangential slit-type inlet causes the formation of a spirally
downwards moving dust rope, which eventually enters the dust collection bin (Fig. 2c)).

For validating the numerical results, here obtained with an inlet velocity of U0 =
10 m/s, the velocity measurements conducted by Hoekstra [7] at U0 = 16.1 m/s are
considered. In Fig. 3, the normalised velocity profiles are compared for a measurement
location of z = −0.2175 m (position 1) downstream of the cyclone roof (i.e. profile 1 in
Fig. 1a)). The general trends of all velocity profiles are predicted very well, concerning
mean and resolved rms velocities. Only the measured low axial velocities in the core of
the cyclone (i.e. close to zero) are not entirely captured by the simulations. With increas-
ing the mesh resolution, the tangential mean velocity profile becomes steeper in the core
and in the free vortex higher tangential velocities are reached, which is of course essen-
tial for particle separation. As a consequence of that, the resolved fluctuation velocities
for both axial and tangential component also increase with refining the numerical grid.
The agreement with the experiments is reasonably good and the largest differences are
observed in the region outside the exit pipe cylinder extension. This however was also
observed in the simulations of Sgrott and Sommerfeld [8] with the exact inlet velocity.

Fig. 3. Normalised velocity profiles for Profile 1 at z = −0.2175 m (see Fig. 1) computed with
different grid resolution at U0 = 10.0 m/s and comparison with experiments obtained at 16.5 m/s;
a) axial mean velocity; b) axial rms value; c) tangential mean velocity; d) tangential rms velocity.

As expected from a LES, when refining the numerical grid, the kinetic energy of
resolved turbulence will increase (see Fig. 3) and the unresolved SGS turbulence should
of course decrease accordingly as shown on Fig. 4 for the profiles 1 and 2. Here the SGS
turbulence (Eq. 8) is normalised by the total turbulent kinetic energy. The highest values
are expectedly found near the wall, although a grid refinement towards the wall was
applied (see Fig. 1). In the first profile the near-wall values are between 3 to 6% of the
total kinetic energy without considering the very coarse grid. In the second profile the
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downward flow in the cyclone has more developed and the near-wall values are between
3 to 25% of the total kinetic energy for the grids with 4 to 1 million cells, respectively.
Also, in the core region expectedly the SGS turbulent kinetic energy decreases when
refining the mesh. For a reasonable dimensioned grid with about 1 million cells, the SGS
turbulence in this region is only about 2%of the total kinetic energy. Since particlemotion
in a cyclonemainly occurs in the near-wall region (see Fig. 2c) where LES cannot resolve
turbulence so well, the modelling of unresolved turbulence by the proposed correlated
Langevin equation model may have a drastic effect on cyclone performance.

Fig. 4. Profiles of SGS turbulent kinetic energy normalised by the total fluctuating kinetic energy
for different grid resolutions; a) Profile 1 at z = −0.2175 m and b) Profile 2 at z = −0.58 m
(dynamic Smagorinsky model; U0 = 10.0 m/s).

For analysing the effect of sub-grid-scale turbulence on particle transport and sepa-
ration, simulations were conducted with and without dispersion model. For illustrating
the effect of SGS dispersion, the particle concentration field developing throughout the
cyclone is shown (Fig. 5). Here it should be kept in mind, that the dust entering through
the inlet moves spirally downward is form of a dust rope (Fig. 2c)), driven by the down-
ward airflow and gravity. After a wall collision, the particles are reflected backwards
towards the core region of the cyclone and then again are driven to the wall through
the centrifugal force. The high SGS turbulence near the wall (see Fig. 4) helps to dis-
perse the particles in this region, whereby a relatively wide dust layer develops near the
cyclone wall (Fig. 5a)). Neglecting this SGS turbulent dispersion of the particles, the
larger more inertial particles, after wall rebound, will enter the upward flow in the core
of the cyclone and escape. It should be noted that larger particles contribute more to the
local concentration. The smaller particles with less inertia are less strongly rebound and
then are carried along the wall with the rotating flow. Therefore, the dust layer near the
wall has much lower concentration values without dispersion compared to the case with
turbulent dispersion (compare Fig. 5a) and b)).

These arguments about the importance of near-wall SGS turbulence are supported by
the particle-wall collision number, which naturally also depends on the grid resolution.
With consideration of SGS turbulent dispersion and with 1 million grids about 260 wall
collisions per injected parcel are counted. Without modelling SGS particle dispersion
the wall collision number is an order of magnitude larger, namely, 2640 wall collisions
per injected parcel.
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Fig. 5. Particle concentration [kg/m3] distribution in 6 cross-sections through the cyclone mea-
sured from the roof at vertical locations z = −0.08, −0.22, −0.40, −0.60, −0.80 and − 1.00 m;
a) with particle SGS dispersion b) without particle SGS dispersion (U0 = 10.0 m/s).

Fig. 6. Vertical-central plains of particle mass flux [kg/(s m2)] distribution in the z-direction; a)
with particle SGS dispersion b) without particle SGS dispersion (dynamic Smagorinsky model;
U0 = 10.0 m/s).

Another region where turbulent dispersion may remarkably alter the performance of
a cyclone separator is the dust bin. Here turbulence is responsible for a re-entrainment of
fine particles into the upward flow of the core vortex; thismainly occurs near the entrance
to the dust bin (Fig. 6). Thereby the particles are transported upwards, however, due to
the rotational flow again are separated and transported downwards along the walls to the
dust bin (i.e., in the angular blue region), at least the larger particles. This is revealed by
coloured vertical panes through the cyclone centre for the z-component of the particle
mass flux. In the case with dispersion there is a considerably larger amount of particles
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transported out of the bin (Fig. 6a) compared to the case without dispersion modelling
(Fig. 6b). Such a circulating particle transport will of course remarkably alter the grade
efficiency distribution of a cyclone.

The separation efficiency (also called grade efficiency) of the considered Stairmand
cyclone is presented in Fig. 7, again for simulations with and without particle dispersion
by SGS turbulence. These values constitute the amount of separated particles in a size
class divided by the injected amount of particles in the same size class. In addition to that,
the effect of grid resolution on the computed separation is highlighted, showing clearly
that a mesh with 0.5 million cells is not sufficient. The curves for the other finer grids
provide more or less the same result. The points are the measurements of Hoekstra [7]
and the red dash-dot line is the reference result of Sgrott and Sommerfeld [8] obtained
however with two-way coupling. It is clear, that the steepness of the separation curves
compared to the measurements is not fully captured by all simulations. Interestingly, the
results obtained without dispersion (Fig. 7b) show efficiencies less than one for particles
larger than about 4μm. The location of the minimum in large particle separation (i.e. the
worse separation) depend on the grid resolution. This phenomenon was described above
(i.e., discussion of Fig. 5); larger particles rebounding from the wall, are not captured by
the high near-wall SGS turbulence and consequently bounce back to the cyclone core,
where they are captured by the upward outlet flow. Hence, without considering fine
particle SGS turbulent dispersion the grade efficiency of a cyclone cannot be predicted
correctly.

Fig. 7. Numerically determined particle separation efficiency in terms of particle diameter; a)
with particle SGS dispersion b) without particle SGS dispersion (dynamic Smagorinsky model;
U0 = 10.0 m/s, please note the different scales for the horizontal axis).

5 Conclusions

Fine particle separation in a small-dimension Stairmand cyclone was numerically simu-
lated based on the LES-Euler/Lagrange approach by neglecting two-way coupling. The
study revealed the importance of particle turbulent transport by the SGS turbulence,
modelled through a stochastic approach. With increasing mesh resolution (i.e., from 0.5
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to 4.0 million cells) the resolved turbulent kinetic energy increases associated with a
decrease of the energy in the SGS. Both effects are considered when modelling par-
ticle dispersion and the separation efficiency is not strongly modified when the mesh
is fine enough. However, due to the limited grid resolution in the near-wall region, the
SGS turbulent energy in this region is very high. Hence, when neglecting SGS disper-
sion one important transport mechanism for the particles is neglected and as a result
dominated by wall collisions. Consequently, larger particles rebounding from the walls
are not re-entrained by SGS turbulence and may escape through the outlet. Thereby,
when neglecting fine particle transport by SGS turbulence in a cyclone, the separation
efficiency is reduced remarkably for particles being larger than about 2.5 μm.
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1 Introduction

In coastal engineering, the description of wave transmission and attenuation through
rubble-mound breakwaters requires a model for the wave-induced flow inside the pore
space of the breakwater [10,16]. Extensive experimental investigations of oscillatory
porous media flow were performed [3,7,15] in order to determine the coefficients of
the unsteady Forchheimer equation [5] which relates the superficial velocity and the
pressure gradient. These coefficients do not solely depend on the geometry, but they
vary with time or frequency [2,3,15], raising doubts about the validity of this equation.

In order to gain insight into the flow physics and to obtain a high-fidelity data base
for modelling, we simulated the flow through a hexagonal close-packed arrangement of
spheres with uniform diameter d driven by a sinusoidal pressure gradient fx sin(Ω t)ex.
The flow problem is governed by two independent parameters: the Hagen number
Hg= fxd3/(ρν2) and the Womersley numberWo=

√
Ωd2/ν . We define the Reynolds

number as Re=max〈u〉s d/ν with the superficial velocity

〈u〉s =
1

LxLyLz

∫

Vf
udV (1)

where Lx, Ly, Lz are the domain sizes,Vf = ε LxLyLz is the fluid volume and ε = 0.259 is
the porosity. We performed a direct numerical simulation (DNS) at Hg= 108 andWo=
100 resulting in Re = 1086 and a large–eddy simulation (LES) at Hg = 109 and Wo =
100 resulting in Re = 3580. Both simulations lie within the range of the experiments
of [3].

In this contribution, we investigate the temporal behaviour of the superficial velocity
and relate it to characteristic events in the instantaneous flow fields. We present instanta-
neous velocity fields which, despite the strong confinement of the flow, exhibit features
that are predominantly found in external bluff body flow. For instance, the flow has a
boundary layer structure and shows massive flow separations. The high frequency of
the forcing leads to a strongly varying turbulence intensity over the course of the cycle.
Based on symmetry- and phase-averaged statistics, we decompose the volume-averaged
kinetic energy as well as the volume-averaged dissipation rate into their respective mean
flow and turbulence contributions.
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2 Methodology

2.1 Numerical Method

Our in-house code MGLET [9] solves the incompressible Navier-Stokes equations on a
staggered Cartesian grid using a finite volume discretisation with second-order central
differencing. A third-order explicit Runge-Kutta scheme is employed for the time inte-
gration. The no-slip boundary condition on the spheres is enforced using an immersed
boundary method [12]. For the LES the sub-grid stresses are formulated with theWALE
viscosity model [11] with a coefficient C2

w = 0.1.

2.2 Domain and Grid

The domain size was chosen as Lx = 2d, Ly =
√
3d and Lz = 2

√
6/3d with triple peri-

odic boundary conditions. The domain contains two spheres in every lattice direction
and every pore is repeated eight times. For their DNS of stationary turbulent flow, He
et al. [4] found that a domain of equal volume “showed little variation in statistics com-
pared to a larger domain”. AtWo= 100, the flow belongs to the high frequency regime
and features very thin boundary layers and high velocities near the contact points of the
spheres. Thus, a higher resolution than in stationary flow is required. In order to assess
the effect of the grid resolution, the DNS at Re= 1086 was simulated at resolutions of
192, 384 and 768 cells per diameter (cpd). We observed good agreement between the
simulations at 384 and 768 cpd. The LES at Re = 3580 was performed using a reso-
lution of 384 cpd. Table 1 summarises the simulation parameters. In the following, the
results at 384 cpd will be analysed.

2.3 Turbulence Statistics

The turbulence statistics are estimated by a phase average of instantaneous velocity
fields. As we are only concerned with single-point statistics, the symmetries of the
sphere pack are used to generate additional realisations. When the flow is driven by
a body force along the x-direction, the velocity field has four spatial symmetries; this
leads to an increase of the sample size by a factor of 16. The sampling is started after
one cycle, when the transient of the superficial velocity has sufficiently decayed.

Table 1. Summary of computational cases

Re Hg Wo Cells per diameter Number of cells Simulated cycles CPU-h

1073a 108 100 192 42 ·106 10 20000

1088a 108 100 384 199 ·106 10 138000

1086a 108 100 768 1.07 ·109 3.9 661000

3580b 109 100 384 199 ·106 10 669000
a DNS, b LES
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3 Results

3.1 Superficial Velocity

The time series of the superficial velocity is plotted in Fig. 1. For both Reynolds num-
bers, the amplitude of 〈u〉s lies within 2% of the steady state value obtained from the
correlations of [8]. This is in line with the observation of [3] that “the Forchheimer
unsteady-stationary flow law described the oscillatory measurements well when veloci-
ties and energy losses were maximum”. Based on the time of the zero crossings, the
superficial velocity lags behind the sinusoidal forcing by a phase angle of 0.2π at
Re = 1086 and of 0.1π at Re = 3580. At Re = 3580 the superficial velocity shows a
strong acceleration followed by a low acceleration plateau. The instantaneous velocity
fields indicate that this change is caused by flow separations at the contact points and
an increase in turbulence intensity.

Fig. 1. Time series of the superficial velocity at Re = 1086 (blue) and Re = 3580 (green). The
crosses mark the time of the instantaneous fields presented in Figs. 2 and 3. The reference velocity
was obtained from the steady state correlations of [8]. The black dash-dotted curve denotes the
sinusoidal body force.

3.2 Instantaneous Velocity Fields

The spatial distribution of the velocity magnitude at the maximum superficial velocity
(Ω t = 8.3) and during the deceleration phase (Ω t = 9.3) is displayed in Figs. 2 and 3 for
Re= 1086 and Re= 3580, respectively. At Re= 1086, the most prominent feature of the
flow is the separation at the contact points between the large pores. Due to the confined
pore space, the flow around the separation bubble is concentrated into two jets that are
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diverted towards the wake by the spheres bounding the pore. The flow topology appears
similar to the results of [14] for stationary turbulent flow. Inside the separation bubble
we can observe some complicated vortex structures which disintegrate into turbulence
in the course of the cycle. Whereas the velocity field is quite smooth at the end of
the acceleration phase, a lot of small vortical structures appear during the deceleration.
This behaviour is common in oscillatory flow [1]. At Re = 3580, the flow topology is
similar to the lower Reynolds number, but the flow at the maximum superficial velocity
is already turbulent; this is consistent with the formation of the plateau in the superficial
velocity.

Fig. 2. Velocity magnitude for Re = 1086 at the maximum superficial velocity (left) and during
deceleration (right). The colourmap is based on the maximum superficial velocity 〈u〉s.

Fig. 3. Velocity magnitude for Re = 3580 at the maximum superficial velocity (left) and during
deceleration (right). The colourmap is based on the maximum superficial velocity 〈u〉s.
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Fig. 4. Volume-averaged MKE, TKE, and
sum of MKE and TKE over the cycle for
Re= 1086.

Fig. 5. Volume-averaged dissipation over
kinetic energy for Re = 1086. The dashed
line indicates a fit to the TKE3/2 power law.

3.3 Mean and Turbulent Kinetic Energy

In order to investigate the evolution of the turbulence over the course of a cycle, we
analyse the volume-averaged mean and turbulent kinetic energy (MKE and TKE) for
Re = 1086. It can be seen in Fig. 4 that TKE is present throughout the entire cycle,
indicating that no complete relaminarisation occurs. Moreover, a phase shift can be
observed between the MKE and the TKE: During the acceleration phase (indicated by
rising MKE) the TKE has only a small contribution, whereas during the deceleration
phase the TKE attains its maximum of approximately 25% of the total kinetic energy
amplitude.

3.4 Relation Between Kinetic Energy and Dissipation Rate

A phase lag between the volume-averaged kinetic energy and the dissipation rate can
be observed at Re= 1086 which results in the green hysteresis loop in plotted in Fig. 5.
When the Reynolds decomposition is introduced, the hysteresis disappears and a nearly
one-to-one relation between the TKE and the turbulent dissipation rate emerges (red
curve). This matches well to a TKE3/2 power law similar to the ones used by Prandtl
[13] and Lilly [6] to model the dissipation rate. This suggests that the length scale of
the turbulence production remains relatively constant which could be explained by the
dominant flow separation pattern.

The LES at Re = 3580 follows approximately the same curve in the acceleration
phase, whereas it follows another TKE3/2 power law with a smaller prefactor in the
deceleration phase. It will be further investigated whether this discrepancy between
DNS and LES is influenced by the WALE model coefficient Cw.
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4 Conclusion

We performed DNS and LES of a turbulent oscillatory flow through a hexagonal sphere
pack at Re= 1086 and 3580 andWo= 100. A separation occurs at the contact points of
the spheres that leads to a significant increase in the drag. At Re= 1086 turbulence can
be observed mainly during the deceleration phase whereas at Re= 3580 turbulence can
be observed over a longer part of the cycle. The turbulent dissipation rate was shown to
depend on the TKE with the well known TKE3/2 relation.
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1 Introduction

Pulsed jet actuators (PJAs) are a type of fluidic oscillators that can be served as an
active flow control device on lifting bodies. PJAs are able to provide an unsteady peri-
odic blowing in a wide frequency range, which adds momentum to the boundary layer
to prevent separation, and thereby enhancing the aerodynamic performances [2]. This
kind of fluidic oscillator has no moving parts and induces the oscillation using only its
internal unsteady flow dynamics, which makes it attractive for applications given its
robust design and installation [9].

The geometry of the PJA examined in this study is given in Fig. 1. A jet through a
nozzle that is supplied by a pressurized flow in a reservoir attaches on the side wall of
one of the branches due to the Coanda effect [5]. While the flow partially exits from
the actuator outlet located on the same side, the bi-stable attached flow starts to fill the
feedback loop with a compression wave. When this wave reaches the control nozzle, it
triggers a detachment of the attached jet, which is followed by a recirculation bubble
growing between the side wall and the jet. Meanwhile, an expansion wave reflected
from the control nozzle travels back to the branch exit. This back-and-forth traveling of
the pressure wave inside the loop causes pressure differences between the two branch
exits as well as the two control nozzles [10]. The combined effect of these pressure
differences and the recirculation zone growth make the jet switch to the other side, and
the same procedure is repeated. The switching of the jet provides an oscillatory blowing
at the outlets.

The oscillation period, which is one of the critical design parameters in active flow
control, is simply a combination of the travel time of the pressure waves inside the
feedback loops and the switching time of the main jet. As the feedback loop length
increases, the switching time becomes negligible. For this scenario, some simple alge-
braic formulas suggested in literature can provide reasonable prediction of the oscil-
lation frequencies. However, the switching time still remains a mystery. There have
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been very few studies focused on understanding the switching period, which are mainly
restricted to subsonic nozzle jets [7]. Besides, most of the numerical studies on this
topic are based on unsteady Reynolds-Averaged Navier-Stokes (URANS) simulations.
Although URANS approaches could predict the frequency of the oscillations having
negligible switching time, they failed to predict the magnitude and profile of the exit
velocity [1,10], which is another critical design parameter. In order to obtain internal
and external flow fields accurately, and to understand the unsteady and highly compress-
ible flow dynamics of the switching phenomenon, a high-fidelity numerical analysis is
required [6]. For this purpose, a high-order Large-Eddy Simulation (LES) inside of the
PJA studied in [8] has been performed and analyzed in the present study. This PJA, also
shown in Fig. 1, has relatively short feedback loops, yielding a non negligible switch-
ing time. It thus constitutes a good test case to investigate the mechanisms behind the
switching time.

This paper includes the solver description, the computational setup, and the numer-
ical results with discussions. The result section is mainly focused on the comparisons
with measurements and URANS results, which are described in [8].

2 Flow Solver and Computational Setup

The numerical simulation is performed using a research code, called MUSICAA
(MUltiscale Solver In Computational Aeroacoustics and Aerodynamics). The 3D
filtered compressible Navier-Stokes equations are solved by a wall-resolved LES
(WRLES) strategy that models the subgrid motions numerically with a Regularization
Term approach, i.e. without using an explicit subgrid scale model. The inviscid fluxes
are discretized by means of 10th-order standard centred differences whereas 4th-order
is used for viscous fluxes. In order to introduce a minimal amount of numerical dissi-
pation while ensuring computational robustness for compressible flow simulations, the
centered scheme is supplemented by a high-order nonlinear filtering term, combining
2nd- and 10th-order derivatives approximated by standard central differences. The acti-
vation of the low-order term rests on a modified Jameson’s pressure-based shock sensor.
A four-stage Runge-Kutta algorithm is used for time integration and a 4th-order implicit
residual smoothing method (IRS4) is implemented to enlarge the stability and allow the
use of larger timesteps. The curvilinear grid is taken into account by a coordinate trans-
formation. More details can be found in [4].

The computational domain covers both the internal and external fields of the PJA,
from the inlet reservoir to the farfield. Figure 1 shows the multiblock domain with
structured grids. A subsonic inlet boundary condition based on Riemann invariants is
enforced at the inlet by specifying the ratios of the inlet total pressure to the freestream
static one (pt,in/p f s). At the farfield boundaries, non-reflective boundary conditions
based on asymptotic solutions of linearized Euler equations are applied. All walls are
treated by no-slip conditions. The 2D domain given in Fig. 1 has the same internal
geometry as the experimented PJA, where the nozzle width is 0.2 mm. The domain is
extruded uniformly along the third direction where periodicity is enforced. The reason
is that in the experiment, the depth-to-width ratio is 35, which is assumed to be large
enough to neglect the depthwise wall effects. The depth of the computational domain
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is chosen as 2.5 times of the nozzle exit width, considering the jet size which is limited
by the distance between the nozzle exit and the splitter edge as well as the branch inlet
widths. The mesh generation for each block is started by taking the non dimensional
first cell height as 1 wall unit. The maximum streamwise grid spacing is 30 wall units,
whereas the spanwise one is 15. In the whole domain, the grid stretching ratios are no
more than 1.05. In total, the grid consists of approximately 1 million nodes in 2D, and
has 30 nodes in the third direction.

    right
feedback 
    loop  

outlets

inlet reservoir

    left 
feedback 
    loop

farfield

branches

splitter

jet and 
 control 
nozzles

Fig. 1. Multiblock structured grid of the
PJA. Every four cells are shown. The sub-
frame zooms the switching area.
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3 Results

The simulations are performed for three different pt,in/p f s values: 1.5,2.0, and 2.5. For
each simulation, approximately 1000 CPU processors are used, each of which has a
single domain with 30×30×30 grid nodes. The time steps are 5.0×10−9 s, 3.5×10−9

s, and 1.5×10−9 s for the lowest to the highest pressure ratios, respectively. Note that
thanks to the IRS4 method, these time steps are around 8 times those limited by the
explicit time scheme.

The simulations are carried out for more than 15 oscillation periods after the initial
transients have left the computational domain. Before collecting data, a grid depen-
dency study has been done to make sure that the grid resolution is sufficient. In this
respect, two-point correlations are investigated, as proposed in [3]. Figure 2 shows the
nondimensional two-point spanwise correlation variations, Bww/w2

rms, which are com-
puted using time signals of third velocity component, w, for all pressure ratios at a point
located at the center of the jet switching region (orange point in Fig. 1). The figure also
includes the results for the highest pressure ratio when the spanwise grid spacing (Δz)
is divided by two. It is observed that the correlations go to zero within 10 grid points
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when Δz is used. It means the largest eddy scale is discretized by 10 nodes, which is
sufficient [3]. Besides, using Δz/2 does not change the trend. Hence, the present grid
spacing is kept for the rest of the study.

The oscillation frequency variations as a function of the pressure ratios are com-
pared in Fig. 3 with the measured data as well as URANS simulations based on two
different modeling approaches, k-γ SST and k-ω SST with γ −Reθ transition model.
It is worth noting that the jet is choked beyond pt,in/p f s of 1.7 such that the case with
pt,in/p f s of 1.5 is the only one where the jet is subsonic at the throat. It is observed from
the measurements that after the jet is choked, the oscillation frequency decreases as the
pressure ratio increases up to a certain point, and then remains almost constant. In the
region of interest, the frequencies of the current study, indicated as WRLES in Fig. 3,
are in much more better agreement with the measurements than the URANS ones, even
if WRLES predictions show a slight overestimation.

Instantaneous Mach contours are presented in Fig. 4 for the case with pt,in/p f s of 2.0,
at an instant corresponding to the jet switching from left to right. The unsteadiness of
the switching process, which includes the evolution of the recirculation and separation
bubbles, can be observed by looking at the streamlines in the right subframe of the
figure. Moreover, the flow is choked at the nozzle throat at this pressure ratio, and during
the switching shocklets appear in the vicinity of the impingement onto the splitter. In
addition, this region involves not only the most energetic turbulent structures but also
the smallest ones in the domain. This is why the grid dependency study was conducted
at the center of this region. On the other hand, this is an indication of the necessity of
proper eddy resolution during the jet switching, explaining the failure of URANS when
switching time is non negligible. One can also observe from the left subframe of Fig. 4
that the jet is unsteady throughout the branch after it is detached from the corresponding
side wall.
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Figure 5 shows a comparison of the pressure norms (Z-score) for one oscillation
period at the location of the left loop center (blue point in Fig. 1). The results are given
for the case with pt,in/p f s of 2.5. The WRLES prediction is in fair agreement with the
measurements although some discrepancies are observed in the high frequency signal
components, possibly due to the diameter size of the subminiature pressure transducer
being of the same order as the loop width (see [8] for details about experimental appa-
ratus).

Lastly, the exit velocity magnitudes are compared with the experimental data. The
signal point (corresponding to the hot wire location in the experiment) is located at a
distance less than a half of the outlet width from the left outlet exit, and aligned with its
center (green point in Fig. 1). Figure 6 displays the comparison of velocity magnitudes
in a spectral domain for the pt,in/p f s of 1.5 case. The magnitudes of the first peak which
corresponds to the oscillation frequency, and of the next two peaks are in perfect agree-
ment with the experimented ones. The differences in low and high frequency contents
are caused by discrepancies due to signal durations and due to the sampling frequencies,
respectively. For the rest, the spectrum, thus the pulsed jet dynamics, is well predicted
by WRLES.
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4 Conclusion

In this study, PJAs having different inlet pressure ratios are simulated by a high-fidelity
WRLES. Oscillation frequencies as well as outlet velocities, which are the critical
design parameters, are in good agreement with measurements. This study shows the
importance of high-fidelity eddy resolution inside the region where recirculation and
separation zones are growing during the jet switching, and where the compressible flow
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is highly unsteady. The next step of this study will be to analyze the time signals at dif-
ferent points to get further insights into the switching time as the pressure ratio changes.
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1 Introduction

A human respiratory system consists of phonation components that are coupled in a
complex manner in order to ensure various vital functions, in particular voice genera-
tion. The interdisciplinary nature of the processes controlling sound generation compli-
cates the analysis. Analytical studies are limited and can only be used to characterize
the main acoustic sources in connection to various types of fluid motion. Numerical
investigations of sound generation require an accurate simulation of the flow field with
a proper representation of the respiratory pathways and process conditions in order to
get the acoustic source terms. Furthermore, voice formation is closely related to the res-
onance of acoustic modes in and around the mouth cavity; in order to be able to model
this properly, it is essential to identify first the sound sources excited within the vocal
tract.

To better elucidate this complex process, the fundamental mechanisms in a biofluid
flow mimicking such configurations have been first investigated based on a simplified
stenotic pipe using high-resolution discretization methods [1,2]. The variation in cross-
section was regarded as critical to trigger flow transition. The geometry used in a previ-
ous experimental study [3] was applied to a numerical analysis in the Reynolds number
range of Re = 400–800 based on the pipe diameter [4]. Results from direct numeri-
cal simulation (DNS) reveal the development of flow instabilities as a function of the
selected Reynolds number. Later on, still based on DNS, a global linear stability analy-
sis [5] showed that a symmetric flow becomes linearly unstable to an eigenmode when
increasing Reynolds number. Over a critical value of Re, the instability triggers non-
axisymmetric flow oscillations. The transition occurs in connection with the break-up
of streamwise hairpin vortices generated by the jet downstream of the stenotic throat.
Exchange processes are most intense at a turbulent spot where the sound generation is
dominated by the dipole contribution on the surface [6]. On the other hand, the con-
tribution of viscous shear stress is rapidly dissipated due to relaminarization further
downstream [2]. Though already very interesting, these findings must be refined further
to better understand the contribution of dipole and higher-order sources to acoustics
in stenotic pipe flows. In the present work, a wider range of Reynolds number will be
examined (Re = 400, 500, 750, 1000, 1800), for axisymmetric and eccentric pipes as
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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well. The flow regimes (laminar, transition, and turbulence) are first examined using the
spectral entropy indicator. Then, two different solvers are examined, one based on the
incompressible Navier-Stokes equation and the other based on the Lattice-Boltzmann
method, to check if both can give similar information about the acoustic (noise) sources.

2 Numerical Methods

The present work focuses on DNS using either a finite-difference or a lattice-Boltzmann
formulation to solve for stenotic pipe flows at relevant Reynolds numbers in the
range Re = 500–1800. The two in-house solvers are (1) DINO, providing a finite-
difference solution of the incompressible Navier-Stokes equations (NSE), and (2) a lat-
tice Boltzmann (LB) solver, providing a weakly-compressible solution. Proper Orthog-
onal Decomposition (POD) and spectral entropy Sd [7] are applied to analyze transition.
The noise sources are obtained by calculating the source terms of the Acoustic Pertur-
bation Equations (APE) [8], i.e., the contribution of hydrodynamic pressure fluctuations
for the incompressible flow fields determined by DINO and the Lamb vector fluctua-
tions obtained from the LB solutions.

For the present study, the reference results are those obtained by the well-established
DNS code DINO, first described in [9] and used since then for many DNS studies
for a variety of configurations. DINO relies on a sixth-order central finite-difference
scheme for spatial discretization and a fourth-order Runge-Kutta method for time inte-
gration. The code has been optimized for massively parallel High-Performance Com-
puting (HPC) leading to excellent scalability on various HPC systems [10]. Any com-
plex geometry can be handled in DINO using a novel high-order directional ghost-cell
immersed boundary method [11].

As an alternative, the LB method is used to solve the stenotic pipe flows in
the weakly compressible regime. The single-relaxation-time (SRT) method has been
selected. The Boltzmann equation with a Bhatnagar-Gross-Krook (BGK) approxima-
tion of the collision term is solved to get the fluid particle probability distribution func-
tions (PPDFs) in a discretized form. The D3Q27 discretization scheme has been selected
as a set of lattice vector weights [12], with 27 directions in the three-dimensional flow
field. The macroscopic variables are obtained from the moments of the PPDFs. The
numerical approach has been validated in generic flow configurations [13] and later
applied to bio-fluid mechanical problems such as the circulation of a brain fluid [14].

3 Flow Configuration

Steady flows (i.e., non-pulsatile inflow) through both axisymmetric and eccentric steno-
sis models have been computed and analyzed. The baseline geometry is given in [2]
and defined by a cosine function dependent on the axial coordinate x. The cross-section
coordinates y and z are determined by the function of the axial coordinate x such that the
profile realizes 25% diameter reduction at the stenosis throat. The eccentric case offsets
the stenosis axis by 0.05D at x/D= 0. The details of the stenosis geometry are defined
in [2]. The inflow condition corresponds to a parabolic profile of the streamwise veloc-
ity component u. Based on the cross-sectional average velocity and the pipe diameter D
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= 2R at the inlet (x=−4D) the Reynolds number Re based on the pipe diameter is 400,
500, 750, 1000, or 1800, for five different flow simulations. The computational domain
extends up to the outflow boundary at x= 18D. For DINO simulations, the number of
grid points is varied with the Reynolds number; where the range of the required mesh is
33.6 to 279 million grid points corresponding to Re=400 to 1800, respectively. With this
number of grid points, the value of y+ is kept smaller than 1 for all considered cases.

4 Results

The impact of the Reynolds number on the flow can be presented by examining the
streamwise velocity at the center plane for the axisymmetric and eccentric cases as it
is shown in Fig. 1. As can be observed from this figure, for the axisymmetric case, the
jet break is observed at Re = 750, whereas for the eccentric pipe the jet break starts
at a smaller Reynolds number (Re = 500). It has been observed that by increasing the
Reynolds number, the jet break (and therefore, the transition) starts earlier.

In order to detect the transition more precisely, spectral entropy Sd is used. Depend-
ing on the value of the Sd at a specific region, the flow can be classified as laminar, tran-
sition, or turbulent. In Abdelsamie et al. (2017), the flow regions that have Sd ≤ 0.67 are
classified as laminar, whereas the regions with Sd ≥ 1.1 are classified as turbulent flow
region; the regions with 0.67< Sd < 1.1 can be considered as transitional flow. Figure 2
shows the Sd versus the tested cases (Reynolds number) at three different planes that are
normal on the streamwise direction at distance 1D, 2D, 3D from the origin (axial center
of the stenosis region). As is clear from the figure, in all cases at an axial distance 1D,
the flow is laminar (Sd < 0.67), except the eccentric pipe with Re = 1800, where the
transitional behavior is observed (0.67< Sd < 1.1). At a longer distance 2.5D, the flow
in the eccentric pipe becomes turbulent at cases with Re ≥ 700, whereas in the axisym-
metric pipe, the flow first becomes turbulent at Re ≥ 1000. At an axial distance of 4D,
the flow in axisymmetric pipe shows a transitional behavior for Re > 500, whereas, in
the case of eccentric pipes, the flow becomes transitional at a lower Reynolds number,
Re > 400.

Fig. 1. Temporal-averaged values of streamwise velocity along centerline plane for different
Reynolds numbers.
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This transition scenario dominates the level of the sound noise in the flow. This noise
level can be predicted by investigating either the temporal/total derivative of hydrody-
namic pressure in incompressible flow solver or pressure and Lamb vector from the
Lattice-Boltzmann flow solvers as it will be clarified from Figs. 3 and 4.

Using the incompressible flow solver DINO, the temporal derivative of the pressure
shows that for axisymmetric and eccentric pipes, the acoustic (noise) sources are max-
imal downstream of the stenosis and increase rapidly with Re. For eccentric stenosis,
the sources come close to the pipe wall, which could induce an acoustic dipole due
to the modified distribution of near-wall shear stresses, which can be confirmed by the
lattice-Boltzmann flow solver as shown in Fig. 4. In this figure, the LB simulations were
used to determine the flow fields of the axisymmetric and the eccentric case at Reynolds
number 1000. The contours of pressure fluctuations in Fig. 4(left) show that the eccen-
tric case leads to a higher magnitude close to the wall, as it was also concluded from
Fig. 3.

Fig. 2. Spectral entropy at different Reynolds numbers along cross-section planes at a distance of
1D, 2.5D, and 4D

The acoustic excitation occurs at a position further upstream than for the axisym-
metric stenosis setup. The acoustic source is then calculated to plug in the Acoustic
Perturbation Equations (APE) developed for a compressible flow [8]. The acoustic
generation in the current isothermal condition is dominated by the momentum source
term, i.e., fluctuations of Lamb vector components. The root-mean-square value of the
momentum source is illustrated in Fig. 4(right).

Fig. 3. Temporal-averaged values of dp
dt along centerline plane for different Reynolds numbers.
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(a) Pressure (b) Lamb vector

Fig. 4. Contours of root-mean-square values determined by LB simulations for an axisymmetric
(top) and an eccentric (bottom) case at Re = 1000, (a) pressure fluctuations p′

rms, (b) magnitude
of Lamb vector fluctuations (ω×u)′rms.

5 Conclusion

In this work, DNS was performed to simulate flows of a straight pipe with an axisym-
metric and an eccentric stenotic geometry. A detailed analysis based on POD/spectral
entropy has been carried out at different Reynolds numbers: Re = 400, 500, 750, 1000,
and 1800. It is found that eccentricity considerably speeds-up transition, starting at Re
= 500 (from the theory by Samuelsson et al., (2015); Recrit = 525) instead of Re = 750
for the axisymmetric case (theory by Samuelsson et al. (2015): Recrit = 713). Increasing
Reynolds number also leads to an earlier transition, as expected. A first acoustic anal-
ysis has been started by calculating acoustic source terms. This procedure will now be
continued.
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benchmark for high-fidelity combustion simulations using low-Mach solvers. Comput. Flu-
ids 223, 104935 (2021)
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1 Introduction

Organic Rankine cycle (ORC) is widely used for waste-heat recovery and eco-
friendly power generation. Similar to Rankine cycles using water steam, they
make use of low boiling molecurlaly complex organic fluid to optimize cycle
efficiency when working with low temperature sources. Most ORC rely on a
turbine to expand the heated organic vapor and generate the power output. Such
turbines generally use a few highly loaded stages, working in the high subsonic
or supersonic regimes. To gain insights into loss mechanisms in ORC turbines,
the CLOWT facility has been built at University of Muenster. It consists in a
continuously running pressurized closed-loop wind tunnel using NovecTM649 in
the high subsonic speed range. An experimental and numerical Franco-German
collaboration was then undertaken, with the main goal of studying an idealized
blade vane configuration (Fig. 1a).

As a first step in this project, a numerical study of a turbulent boundary
layer (TBL) of NovecTM649 has been realised [1]. Despite M = 0.9 in the
freestream, we found that turbulent profiles were very close to profiles in incom-
pressible databases due to the high specific heat of NovecTM649, which signifi-
cantly reduces friction heating. Then, free-stream turbulence (FST) transition,
the principal mechanism of laminar-turbulent transition for turbine blades, was
investigated for a zero-pressure gradient (ZPG) flat plate (FP) [2], in particu-
lar for large-scale disturbances using LES. The results show that, for an inlet
turbulence intensity Tu,in ∼ 4%, a high integral length scales Lf tend to delay
transition and increase the spanwise scales of the Klebanoff streaks. To get fur-
ther insight into FST induced transition and specifically into leading edge (LE)
receptivity effects, we focus in this study on the LE of a blade configuration
representative of ORC turbines.

2 Numerical Methods and Set-Up

The in-house finite-difference code MUSICAA is used to solve the compressible
Navier-Stokes equations over a curvilinear domain using coordinate transforma-
tion. The inviscid fluxes are discretized by means of 10th-order standard centred
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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differences whereas 4th-order is used for viscous fluxes. The scheme is supple-
mented with a 10th-order selective filtering to eliminate grid-to-grid unresolved
oscillations and provide a selective regularization of subgrid-scales. A four-stage
Runge-Kutta algorithm is used for time integration and a fourth-order implicit
residual smoothing method ([3,6]) is applied to enlarge the stability domain
and enable larger timesteps. The fluid NovecTM649 is modeled with the Peng-
Robinson-Stryjek-Vera equation of state [8] and the Chung-Lee-Starling model
[5] for transport properties.

a b

Fig. 1. (a) Pressure field over the blade of the precursor RANS simulation. Colorbar
in bars. (b) Mesh (1 line out of 100).

The computational domain is a subregion of the turbine vane (see Fig. 1a).
Concerning boundary conditions (see Fig. 1b), non-reflecting Tam & Dong’s con-
ditions are applied at the inlet, top and outflow boundaries, where mean flow
quantities at inlet and top boundaries are extracted from a companion RANS
simulation. A sponge zone combining grid stretching and a Laplacian filter is
added at the oulet. At the inlet, synthetic freestream turbulence is generated
based on Random Fourier Modes (RFM) [2]. The homogeneous isotropic turbu-
lent field is generated with a finite number of independent RFM, whose ampli-
tudes are based on a von Kármán spectrum with imposed Tu,in and Lf values.
Adiabatic no-slip conditions are applied at the wall and periodicity is enforced
in the spanwise direction.

We select operating conditions representative of the future experimental cam-
paign in CLOWT facility (see Table 1) corresponding to a flow of NovecTM649
in relatively dilute conditions. The fundamental derivative of gas dynamics Γ
has a value below 1 so that the flow occurs in the so called dense-gas ther-
modynamic region, as used in ORC applications. This leads to high Reynolds
conditions, with Rech,in = 9 × 106, where ch is the chord of the full blade. The
flow accelerates from M = 0.5 up to M = 1.1 at the outlet. The conditions
are also kept similar to the one used in the ZPGFP simulations (P∞ = 4 bars,
T∞ = 100 ◦C, M∞ = 0.9), to allow comparisons. The integral length scale and
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Table 1. Thermodynamic and aerodynamic conditions at the inlet of LES domain.

Min cin [m/s] pin [bars] pin/pc Tin [◦C] Tin/Tc ρin ρin/ρc [kg/m3] μin [Pa.s] Γin

0.52 74 3.3 0.17 60 0.75 44.1 0.07 1.26 ×10−5 0.8

the corresponding Reynolds number ReLf
= 11 × 103 (Table 2) are of the order

of magnitude of those used in the FP-high Lf cases, i.e. are representative of
large-scale incoming disturbances. The inlet turbulence intensity, chosen to be
representative of turbines, corresponds to Tu,in = 3.9% and decays to 3.3 %
immediatly upstream of the LE.

Table 2. FST characteristics and computational grid properties for current LES con-
figuration (Leading edge) and LES realised over a ZPGFP [2].

Case Lf,in [μm] ReLf,in
Tu,in (%) 2π/kmin 1/kmax Δx+×Δy+

w ×Δz+

Leading edge (LE) 75 11000 3.9 9.0Lf,in Lf,in/9.9 13 × 0.45 × 11

FP - Low Lf 6 1728 3.9 9.7Lf,in Lf,in/9.1 13 × 1.0 × 11

FP - High Lf -high Tu 60 17280 4.0 9.6Lf,in Lf,in/9.9 28 × 0.9 × 11

FP - High Lf -low Tu 60 17280 2.5 9.6Lf,in Lf,in/41 27 × 0.9 × 11

The timestep is fixed to Δt = 2.36 × 10−9 s, which corresponds to a CFL of
approximately 5. The total number of points of the mesh is 2.1 billion points,
with 600 points in the spanwise direction. The resolution along the suction side,
given in Table 2, is typical of wall-resolved LES. In the freestream region, the res-
olution is kept sufficiently fine to fully capture the injected RFM modes. The LES
strategy used in the present calculations has been validated in a previous work
[1] against a reference DNS for turbulent ZPG boundary layer of NovecTM649.

3 Results

To characterize the boundary layer (BL) evolution along the suction side, various
flow quantities are plotted as a function of the curvilinear abscissa s. In Fig. 2
(top), we report the acceleration parameter K = ν

U2
e

dUe

ds (with ν the kinematic
viscosity and Ue the mean velocity at the edge of BL). The positions of minimal
and maximal Cf are also reported to figure out the transition region. The flow
exhibits a highly favourable pressure gradient (FPG) close to the LE, which
decreases further downstream, tending toward a nearly constant value of about
1.5×10−7 (slightly favourable PG) in the fully turbulent region, where the TBL
reaches equilibrium. This is also confirmed by the nearly linear growth of the
boundary layer thickness δ99 (see Fig. 2 bottom). The shape factor H = δ�/θ
(with δ� the displacement thickness and θ the momentum thickness), a good
indicator of the boundary layer state, is also depicted in Fig. 2 (bottom). As the
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Fig. 2. Acceleration parameter K (top),
BL thickness δ99 and shape factor H
(bottom).

Fig. 3. Friction coefficient Cf evolution.

FPG weakens in the laminar region, H increases until the onset of transition
where it drastically drops before reaching a plateau in the fully turbulent BL.

The distribution of Cf is plotted in Fig. 3 along with the ZPGFP results of [2]
for comparison. Compared to FP cases with similar Lf , the strong FPG in the
laminar region delays the onset of transition and the weaker FPG afterwards
significantly affects the slope of the curve and the length of the transitional
region. The mean tangential velocity uT profiles at 4 stations in the TBL are
plotted in Fig. 4 (left) in wall units. Compared with the ZPG reference of Wu &
Moin [9], we observe a modification of the wake law due to the FPG. Moreover,
a slight deviation of the log law from canonical ZPG is observed. The turbulent
intensities, reported in Fig. 4 (right), present a self-similar behavior characteristic
of an equilibrium TBL.

Fig. 4. Mean velocity uT (left) and turbulent intensities (right) profiles in the TBL.
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Fig. 5. u′
T evolution in the streamwise

direction along a line inside and outside
the BL.

Fig. 6. Snapshot of w′ at LE (±0.04 ×
cin).

Fig. 7. Evolution of a low-speed
streak instability. λ2 criterion in
yellow.

Fig. 8. Snapshot of u′
T (±0.12×cin) at n+ ∼ 15.

Figure 5 displays the tangential velocity fluctuations u′
T along mesh lines

located inside and outside the BL. We observe that high frequencies present in
the outer signal are damped by the laminar BL and are absent in the inner
signal while the low-frequency content penetrates in the inner region. Such a
phenomenon is known as shear sheltering [7]. A close-up view of the spanwise
velocity fluctuations w′ in the LE region is reported in Fig. 6. As the turbulent
structures approach the LE, they wrap around it, leading to the amplification
and the streching of the streamwise vortices. These elongated streamwise vortices
then lead to the formation of streamwise streaks (Klebanoff modes) through
the lift-up effect [4]. The destabilization of these streaks, illustrated in Fig. 7,
conducts to the formation of turbulent spots in most of FST induced transition.
However, streak instabilities do not seem to be the only spot precursors here.
A snapshot of u′

T in a plane normal to the wall is shown in Fig. 8. Contrary to
FP cases, the streaks in the LE case are not present everywhere in the BL and
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rather appear sporadically. For instance, the spot present in the bottom right
of the figure does not seem to originated from a streak. In fact, the transitional
region is highly perturbated by the external disturbances.

4 Conclusions

In the present study, we have investigated the FST induced transition of a dense-
gas boundary layer past a realistic leading-edge configuration. Due to the high
Rech,in, transition occurs early on the blade (x/ch ∼ 5%). The FPG delays and
smooths the transitional region over a wider chordwise extent compared to flat
plate FST induced transition with comparable FST characteristics. Moreover,
laminar streak breakdown is disrupted by intense vortical structures generated at
the leading edge. In future work, we will investigate the influence of the LE and
the associated FPG over the transitional region in more details, before tackling
the full blade vane configuration.
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1 Introduction

Wind energy plays a leading role as a renewable energy source, especially in coun-
tries with a low annual solar yield. In 2019 more than half of the renewable energy
supply in Germany was generated by wind turbines. The blades of the rotor are
the most important components for optimizing the performance. To construct
special aerodynamic profiles which possess large areas of low-resistance, requires
the understanding of the laminar-to-turbulent transition process taking place at
such profiles. That is a non-trivial task since the rotor blades operate under atmo-
spheric inflow turbulence and partially in the wake of preceding wind turbines.
Furthermore, the Reynolds numbers are very high. In a first step to predict these
kinds of flows based on wall-resolved LES with modeled atmospheric turbulence,
a precursor study [5] at a rather low Re number of 105 was carried out for a 20%
thickness airfoil corresponding to the experiment by Reichstein et al. [6]. Five
different turbulence intensities (TI) were studied. A laminar separation bubble
roughly between 50 and 75% of the chord disappeared for higher turbulence
intensities. Depending on the TI level different transition modes (inflectional
instability vs. transition mechanism influenced by the presence of streaks within
the boundary layer) were found. In summary, the results showed that the applied
methodology of wall-resolved LES with injected inflow turbulence works reliably
and provides physically meaningful results. In the present study the Reynolds
number is increased to Re = 106 which is close to the real case. The objective is
to better understand the transition scenario under varying atmospheric inflow
conditions and realistic Re numbers.

2 Applied Methodology

Three main ingredients are required to investigate the effect of the inflow tur-
bulence on the transition process taking place at wind turbine blades.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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1. Simulation Methodology
A wall-resolved LES relying on a dynamic Smagorinsky model is used. The
filtered Navier-Stokes equations are solved based on a finite-volume method on
block-structured grids, which is second-order accurate in space and time [1,2].
This central scheme possesses low numerical dissipation, which is important for
LES and especially the simulation of transitional flows. However, it is prone to
numerical oscillations in case of high Re. In Lobo et al. [5] a blended scheme with
a high percentage of the central difference scheme and a very low percentage of
an upwind scheme was found to be a good compromise. Presently, the shares
are 95% and 5%, respectively. The time marching within the predictor-corrector
method uses a low-storage Runge-Kutta scheme. A C-type grid with about 52
million control volumes is used. This grid already includes the angle of attack
of α = 4◦. It is refined near the wall with a wall-normal distance of the first
cell center of y+

1st < 0.5. The streamwise resolution is Δx+ ≤ 30 on the suction
side, Δx+ ≤ 60 on the pressure side and Δz+ ≤ 25 for the spanwise direction
satisfying the requirements for a wall-resolved LES. The spanwise extension of
the airfoil is only 6% of the chord length c and resolved by 105 control volumes.

2. Synthetic Turbulence Inflow Generator (STIG)
The method proposed by Klein et al. [4] is applied. It relies on digital non-
recursive filters which depend on statistical properties. These spatial and tem-
poral correlations and the resulting length and time scales allow an adjustment
to the particular flow case. Appropriate inflow data are generated by multiplying
filter coefficients, which describe the two-point correlations and the autocorre-
lation of the inflow turbulence, with a series of random numbers. A required
3-D correlation between the filter coefficients is achieved by convolution of the
three 1-D filter coefficients. Moreover, the cross-correlations between all velocity
components are taken into account guaranteeing the representation of realistic
inflow data.

The generated inflow turbulence is anisotropic in nature and follows the
Kaimal spectrum. The input parameters of the STIG are based on those sug-
gested by the IEC-61400-1 standard [8]. However, the corresponding length scales
in longitudinal, lateral and vertical direction (8.1 Λ1, 2.7 Λ1, 0.66 Λ1 with Λ1 =
42 m as the relative length scale) are far too large for the limited spanwise exten-
sion of the computational domain. Thus, they are scaled down to maintain the
anisotropic nature such that the eddies have a similar form but not the same
absolute size. The resulting maximal length scales in the three directions nor-
malized by the chord length c are 0.211, 0.07 and 0.017, respectively. Note that
the presently applied STIG only allows to define one length scale per direction.
However, this disadvantage can be compensated by superimposing the solutions
of different length scales given by the maximal length scale divided by the factor
2n with n varying between 0 and 5.

Based on TI and the ratios of standard deviations of the fluctuations in
the different directions according to the IEC-61400-1 standard [8] (σ1 = u′u′,
σ2 = v′v′ = 0.8σ1, σ3 = w′w′ = 0.5σ1), the normal Reynolds stress components
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can be determined for the anisotropic case. Furthermore, a non-zero Reynolds
shear stress component u′w′ is included by an estimation based on the neg-
ative value of the square of the friction velocity uτ , which is assumed to be
uτ/u∞ ≈ 0.05.

3. Source Term Concept of the STIG
Instead of applying the inflow data at the inlet, where the grid resolution is coarse
and thus leads to a strong damping of small flow structures, a recently developed
source-term formulation [7] is applied as done in Breuer [3]. That allows to shift
the artificial turbulence injection closer to the airfoil, where a higher resolution
guarantees the correct development of the flow structures. The source terms are
superimposed to the momentum equations in a predefined influence area which
is located about one chord length upstream of the airfoil. Based on a Gaussian
bell-shaped distribution the source terms are scaled within this influence area.
The streamwise dimension of this region is defined by the integral length scale
in main flow direction calculated with the help of the integral time scale and
the Taylor hypothesis [3,7]. Thus, all required parameters are directly coupled
to the STIG.

3 Results and Discussion

The profile considered corresponds to the section of the LM 43P blade of a
REpower MM92 wind turbine [6] at a radius of 35 m and a relative thickness of
20%. Figures 1(a) and (b) show the distributions of the pressure coefficient cp and
the friction coefficient cf for the averaged flow field, where the averaging is carried
out over 8 dimensionless time units and additionally in spanwise direction. The
results of four different turbulence intensities of the inflow (TI = 0, 0.6, 2.4 and
4.5%) are depicted. Obviously, a laminar separation bubble is observed in the
time-averaged flow field in case of no inflow turbulence. In this case the pressure
distribution on the suction side exhibits a plateau indicating the presence of a
separated flow region between x/c = 0.45 and 0.55. Accordingly, cf is negative in
this range. The values of the resulting lift and drag coefficients are summarized
in Table 1. Transition to turbulence is taking place between x/c = 0.52 and
0.59 as indicated by the sharp drop and subsequent steep rise in cf . Further
downstream the friction coefficient decreases again indicating a fully turbulent
flow. Analyzing the Reynolds shear stress in the second cell in the wall-normal
direction (Fig. 1c) the laminar, transitional and turbulent regimes can be clearly
distinguished. Especially, the strong momentum exchange taking place during
transition is obvious, e.g. for TI = 0% the Reynolds shear stress is zero along
the suction side up to x/c ≈ 0.52. Further downstream a strong increase of |u′v′|
and a peak at x/c ≈ 0.55 indicates the transition process.

For visualizing boundary layer streaks, snapshots of the instantaneous
streamwise velocity disturbances u′ = u − u are depicted in Fig. 2. At TI = 0%
spanwise rolls of Kelvin-Helmholtz type are visible in Fig. 2a at 0.52 ≤ x/c ≤ 0.56
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Fig. 1. Distribution of the pressure coefficient cp, the friction coefficient cf and the
Reynolds shear stress u′v′ on the suction side at Re = 106 and α = 4◦ and four
different inflow turbulence intensities.

Table 1. Transition locations and force coefficients. Transition start determined from
the location of the shape factor H12 maximum. Transition end determined from location
of highest turbulent kinetic energy (PSD) at δ1.

Inflow turbulence
intensity TI [%]

Transition
start: x/c

Transition
end: x/c

Lift
coefficient

Drag
coefficient

Lift to drag
ratio

0.0 0.52 0.59 0.8964 0.0111 80.67

0.6 0.43 0.53 0.8811 0.0110 79.36

2.4 0.03 0.50 0.8773 0.0154 56.95

4.5 0.03 0.53 0.8790 0.0151 58.36

discerning the laminar and turbulent regions. By mildly increasing the inflow tur-
bulence intensity to 0.6%, no separation of the mean flow is observed anymore
(see Fig. 1b). The dark blue region visible in Fig. 2b between x/c ≈ 0.48 and
0.52 indicates a negative disturbance velocity u′ (inflectional roll) which is not
necessarily a hint for a temporary separation bubble since the averaged flow
velocity is positive. Most likely it is due to an inflectional instability. Overall, it
is obvious that transition to turbulence moves upstream due to the added inflow
turbulence. Based on the friction coefficient depicted in Fig. 1b a clear distinc-
tion between the laminar, transitional and turbulent flow regime is still possible
at TI = 0.6%. The laminar region is evident up to x/c ≈ 0.43. The flow is tran-
sitional up to x/c ≈ 0.56 indicated by the rise in cf . Already upstream of these
phenomena boundary layer streaks are generated as a response of the bound-
ary layer on account of the penetration of external disturbances. The formation
of these boundary layer streaks is visible in Fig. 2b as elongated longitudinal
regions of the flow, where blue zones represent regions that are slower than the
mean flow and red regions those which are faster than the mean flow.

A further increase of TI to 2.4% and 4.5% only yields marginal changes
in the cp distributions between x/c ≈ 0.4 and 0.5. A strong increase in cf as
observed in the two previous cases indicating transitional flow is not apparent in
Fig. 1b. Thus, a distinction between laminar, transitional and turbulent flow is
not as easy as before. No evidence of instantaneous separation is found probably
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Fig. 2. Snapshots of the instantaneous streamwise velocity disturbances u′ = u−u for
the visualization of boundary layer streaks. Slices are taken at a wall-normal height
corresponding to the displacement thickness at 0.5% chord.

due to the increased frequency of streak formation within the boundary layer
as visible in Figs. 2c and 2d. The flow seems to be already transitional near
the leading edge at approximately 3% chord. Secondary instabilities formed by
the interaction of high- and low-speed streaks are observed and highlighted by
rectangles in Figs. 2c and 2d.

For further investigations on the mode and process of transition and the
influence of the inflow turbulence on the boundary layer receptivity, power spec-
tral densities (PSD) are analyzed for different locations along the chord at every
10% chord length. Using a Hann windowing function on the data collected at
a height corresponding to the boundary layer displacement thickness δ1, PSD
plots of the turbulent kinetic energy are depicted in Fig. 3.

For the case without inflow turbulence a clear increase in energy is seen
at 40% chord with the separation bubble showing a sharp rise in energy at
a frequency corresponding to 10 dimensionless units at 50% chord. The region
where the flow first turns fully turbulent is expected to have the highest turbulent
kinetic energy. That is found at about 60% chord, and a decrease is observed
further downstream. Taking the inflow turbulence into account (TI = 0.6%)
the energy at 10% chord is approximately five orders of magnitude larger than
without inflow turbulence. Between 40 and 50% chord a strong increase in energy
is observed indicating transitional flow. Finally, at 50% chord the flow is turning
turbulent as discussed earlier reaching the highest energy level with a decrease
observed further downstream.

At the two highest inflow turbulence intensities (TI = 2.4% and 4.5%) it is
more difficult to distinguish laminar and turbulent regimes. The energy content
at 10% chord is obviously lower than at the other chord locations. Nevertheless,
it is evidently higher than in the cases with TI = 0 and 0.6%. Furthermore, at
TI = 4.5% the highest energy is found between 40 and 50% chord indicating
that this is the location around which the flow turns fully turbulent. This is in
agreement with the discussion above.
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Fig. 3. Power spectral densities of the turbulent kinetic energy at δ1 for four TI. Data
collected at a dimensionless freq. of 8300 covering 6 dimensionless time units.

4 Conclusions

To optimize the aerodynamic design of turbine blades, it is essential to better
understand the transition process under varying inflow conditions in the free-
atmosphere. Based on wall-resolved LES the present study analyzes transition
on the LM 43P blade at Re = 106 and four turbulence intensities. Without
inflow turbulence or at low TI a differentiation into laminar, transitional and
turbulent areas is straightforward, for example using cf or u′v′ close to the wall.
Obviously transition is due to an inflectional instability. At the two highest TI
investigated, however, the flow is transitional from close to the leading edge.
Secondary instabilities formed by the interaction of high- and low-speed streaks
are found. The transition location can be approximately determined based on
the highest turbulent kinetic energy in the PSD plots. The increase in energy
in the lower frequency range with rising inflow turbulence can be attributed to
boundary layer streaks increasing in number and intensity.
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1 Introduction

Achieving and maintaining laminar flow on large swept lifting surfaces of sub-
sonic aircraft poses a considerable challenge. Surface roughness, such as imper-
fect joints introducing sharp surface distortions, is a source of significant laminar
flow deterioration that promotes laminar-turbulent transition.

The present work considers a laminar-turbulent transition route initiated by
primary (stationary crossflow) eigenmode amplification, which is the prevalent
scenario in low-disturbance environments as in free-flight [9]. This instability
kind manifests in the developed flow field as stationary co-rotating vortices whose
axes of rotation are practically aligned with the direction of the streamlines in the
outer-flow region. Under Decomposition (1), the developed flow q = [u v w p]T

is conceived as the superposition of the laminar unperturbed base flow, qB, with
steady, q′, and unsteady, q′′, perturbation fields:

q(x, y, z, t) = qB(x, y) + q′(x, y, z) + q′′(x, y, z, t). (1)

In stationary-crossflow-dominated flows, forward-facing steps significantly
altering the laminar-turbulent transition path may be classified as critical or
supercritical. Critical steps advance the transition front upstream, as compared
to a reference clean (i.e. no step present) case. Supercritical steps trip the flow
immediately and have been found to drastically move the transition front to
the vicinity of the step. The main goal of the present work is to investigate the
step-flow mechanisms responsible for inducing a supercritical transition scenario.
To this end, we carry out Direct Numerical Simulations (DNS) and perform a
modal analysis of the steady and unsteady perturbation fields.

2 Flow Problem and DNS Setup

The incompressible swept-wing flow is modeled as flat-plate flow with an imposed
airfoil-like pressure gradient in the chordwise direction at the free-stream. The
main coordinate system reads x = [x y z]T , where x, y, z indicate the chord-
wise (i.e. normal to the virtual leading edge), wall-normal, and spanwise (i.e.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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parallel to the virtual leading edge) directions, respectively. The coordinate
xst = x − 177.62 δ0 is additionally introduced to express the relative chordwise
distance to the step. The inlet free-stream velocity is decomposed into a chord-
wise component, u∞, and a spanwise component, w∞ = −1.24u∞, to model the
effect of sweep angle. Pressure measurements from wind-tunnel experiments on
a 45◦ swept wing [7] are used to guide the DNS setup. The inflow boundary layer
thickness, δ0 = 7.71 × 10−4 m, and free-stream velocity, u∞ = 15.10 m/s, are
chosen as global characteristic quantities.

A stationary crossflow mode, computed as solution to a local linear Orr-
Sommerfeld analysis on the base flow profile, is prescribed at the inflow. The
step height, h = 0.97δ0, corresponds to approximately 50% of the undisturbed
boundary layer thickness at the virtual step location. The spanwise domain
length (i.e. fundamental spanwise wavelength) is set to λz = 7.5 mm. This
wavelength yields the integrally most amplified perturbation at the end of the
computational domain in reference no-step conditions.

In Sects. 3 and 4, we will analyze steady and unsteady perturbation effects.
The steady perturbation field, q′, is decomposed in spanwise Fourier modes, i.e.

q′(x, y, z) =
N∑

j=−N

q̃j(x, y)eijβ0z, (2)

where N is the number of modes considered, q̃j is the Fourier coefficients of
mode j, β0 = 2π/λz, and i2 = −1.

The DNS of the incompressible Navier-Stokes equations are performed with
INCA, a conservative finite-volume solver. The Navier-Stokes equations are
marched in time with a third-order Runge-Kutta method. A fifth-order upwind
scheme is used to discretize the convective terms. The Selective Frequency Damp-
ing (SFD) technique [1] is applied to numerically compute the stationary isolated
form of q′ following a recently proposed methodology to compute the control
parameters [3].

The computational domain encompasses 0 ≤ x/δ0 ≤ 517 and y/δ0 ≤ 26 and
the grid contains Nx = 6760, Ny = 1008, and Nz = 144 points in the chordwise,
wall-normal, and spanwise directions, respectively. These values yield Δx+ = 1.8,
Δy+ = 0.9, and Δz+ = 9 in the steady perturbed flow (i.e. qB + q′) near the
step. Numerical computations of the unperturbed base flow, qB, and the steady
perturbed flow, q′, are performed independently for a similar numerical setup.
In the former, the equations are converged in time up to a threshold value of
10−8 based on an L2-norm of the temporal derivatives. In the latter, unsteady
perturbation content is triggered by a multi-modal harmonic forcing of the wall-
normal velocity at the wall near the inflow (20 ≤ x/δ0 ≤ 32) as follows:

v(x, 0, z, t) = fs(x)
M∑

k=1

ABS
k cos(β0z + 2πkf0t + φk), (3)

with f0 representing a fundamental temporal frequency, ABS
k indicates the initial

amplitude of a temporal component k, φk is a random phase, and fs modulates
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smoothly the response in x. Unsteady forcing is applied ranging from 3 kHz to
14 kHz in intervals of 1 kHz. For the present setup, the DNS results reproduce
the transitional-flow scenario observed in experiments in a low-disturbance wind
tunnel [7].

3 Steady Perturbation Evolution

To elucidate on the modification of the transition path by the step, the evolu-
tion of the steady perturbation field (q′) is first addressed. An overview of the
subsequent unsteady flow evolution and the ultimate transition mechanisms will
be discussed in the next section.

Fig. 1. Evolution of the fundamental perturbation Fourier mode at the step (a). Spatial
evolution of linear energy production for β = β0 in the no-step (b) and step (c) cases.

Around the step, two major flow regimes are identified. Far from the wall,
the pre-existing crossflow perturbation lifts off and passes over the step. Close
to the wall, chordwise-velocity (u′) perturbation streaks of alternating sign in
z are induced at the step apex (Fig. 1(a)). This scenario develops analogously
for each Fourier mode, implying that a near-wall streak system contained in a
particular Fourier mode has adopted the spanwise wavelength of the incoming
crossflow component that induces it.

The origin and evolution of such new streaky structures induced at the step
is scrutinised next by formulating energy-balance equations of the spanwise-
harmonic perturbation modes [5]. They read

0 = Pnβ0 + Tnβ0 + Dnβ0 + Wnβ0 + Nnβ0 , n = 0, 1, . . . , N, (4)

where Pnβ0 denotes linear energy production, Tnβ0 is the advection of pertur-
bation kinetic energy by the base flow, and Dnβ0 , Wnβ0 , Nnβ0 express the work
done by viscous forces, pressure forces, and non-linear perturbation interactions,
respectively.
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In essence, Eq. (4) expresses a balance between different perturbation mecha-
nisms which remain in temporal equilibrium. The balance is harmonic, implying
that it accounts for perturbation mechanisms acting on a particular perturbation
Fourier space nβ, solely. Equation (4) reduces to the well-known Reynolds-Orr
equation under certain flow conditions.

When the budget analysis based on Eq. (4) is applied to the fundamental per-
turbation field, β = β0, it is found that linear production (Pβ0) is the dominant
perturbation mechanism in both the near- and far-wall regimes. Similar results
have been reported recently by use of stability tools applied on the step flow
[4]. In particular, the spatial evolution of the dominant term Pβ0 is portrayed
in Fig. 1(b,c). The enhanced blue region with Pβ0 > 0 around the step is associ-
ated to the mechanism responsible for inducing streaks; essentially, it expresses
that kinetic energy is transferred from the base flow to the perturbation field.
At the same time, in the region further from the wall, an algebraic instability
associated to the lift-up effect is proposed as a main mechanism responsible for
the (linearly-dominated) alteration of the fundamental crossflow perturbation at
the step. This is elaborated upon in an article in preparation [6].

When the initial amplitude of the pre-existing crossflow instability is suf-
ficiently small, the near-wall streaks vanish rapidly downstream of the step
(Fig. 1(a)). This is observed for a choice of amplitude of the pre-existing insta-
bility that yields linear behaviour until the virtual step location in reference
conditions (i.e. without the step). By the increase of the amplitude of the incom-
ing instability, it is observed that, eventually, the perturbation streaks originally
induced at the step apex are sustained in space and amplified in x. By evaluating
the relative contribution of the terms of Eq. (4), this is ascribed to the work of
non-linear interactions between perturbation streaks among all harmonic spaces,
i.e. for β = β0 as well as for β > β0. This (non-linear) growth of perturbation
streaks close downstream of the step plays a main role in significantly deform-
ing both, the shear layer close to the wall and the topology of the incoming
stationary crossflow vortex.

4 Unsteady Perturbation Evolution

For the presently investigated step height, laminar-turbulent transition is cap-
tured shortly downstream of the step. This is line with observations of recent
experimental investigations [7] under similar flow conditions and step geometry.
The results of our DNS indicate that the shear layer significantly deformed by the
step is prone to unsteady perturbation amplification. The explosive chordwise
growth of unsteady perturbation structures downstream of the step initiates the
breakdown of the laminar flow. Following the discussion in the previous section,
the occurrence of supercritical transition appears to be exclusive to cases with
a sufficiently large pre-existing stationary crossflow perturbation.

Figure 2 depicts an instantaneous isosurface of the Q-criterion for the
unsteady developed flow. Close downstream of the step, wedges of unsteady
contamination approximately aligned with the crossflow-vortex direction are the
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Fig. 2. Instantaneous Q-criterion isosurface colored by wall distance (white indicates
close to the wall) and x-y plane of instantaneous chordwise-velocity. The xst-axis is
expressed in units of δ0.

precursor of turbulence. Even though the unsteady fluctuations arise rather close
to the wall, they manifest at significantly larger frequencies than those associ-
ated typically to the type-III secondary crossflow instability. The latter has been
reported as well in corresponding experimental investigations [8] for a similar
setdup. This finding suggests that a new transition mechanism is introduced
by the step; it would effectively by-pass the growth of the secondary crossflow
instabilities, which induce typically the breakdown of the stationary crossflow
vortices in reference no-step conditions.

It is noted that the unsteady fluctuations initiating the laminar breakdown
process develop in the shear layers embedding the stationary streaks induced at
the step apex. In particular, two main families of large-scale hairpin vortices are
captured in the DNS driving the unsteady wedges. The origin of both families
of hairpin vortices is found at the upper part of regions of low-speed streaks.
Accordingly, in future work it will be investigated whether the unsteady struc-
tures responsible for inducing supercritical transition by a forward-facing step
are related to the so-called varicose and sinuous instabilities [2]; these develop
typically in streaky boundary-layer flows subject to high levels of free-stream
turbulence in scenarios of classic by-pass transition.
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1 Introduction

High-Reynolds number flows, which typically occur in turbomachinery applica-
tions, require sufficiently well-resolved boundary layer discretizations to accu-
rately capture the small spatial and temporal scales of vortical flow within these
turbulent regions. Large-eddy simulations (LES) have seen a growing popularity
in modeling these complex flows and generating numerical references, despite
being computationally expensive [1]. A remedy to the strict resolution require-
ments of wall-resolved LES (WRLES) is the use of wall functions to model
the inner part of the turbulent boundary layer based on analytic or empirical
wall laws. In this so-called wall-modeled LES (WMLES) approach, the bound-
ary layer is no longer explicitly resolved and the wall-shear stress entering the
viscous fluxes is computed from the velocity some distance away from the wall
[2,3]. Because the grid sizing in WMLES is not governed by the y+ ≤ 1 condi-
tion, this family of schemes allows for significantly larger elements near the wall,
resulting in a reduction of the number of degrees of freedom and larger time-step
sizes for a given CFL number. The WMLES thereby enables the simulation of
large-scale turbomachinery configurations or operating points that are otherwise
computationally too expensive.

Being computationally efficient, geometrically flexible, and numerically
robust [4,5], the discontinuous Galerkin spectral element method (DGSEM) is
a popular choice among the family of high-order spectral methods for simula-
tions of complex, compressible flows. While WMLES is already established in the
finite volume community [3], applications based on spectral methods are scarce.
Only recently, Frere [6] presented results of the wall-modeled LES approach with
the discontinuous Galerkin method and elaborated on guidelines based on the
canonical channel flow.

In this work, we assess a WMLES strategy for DGSEM adopted from Frere
[6] and present results for a periodic channel flow at Reτ = 2003 and a transonic
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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compressor cascade at Rein = 1.4 × 106. For simplicity, the WMLES simulations
are based on constant velocity sampling locations at the bottom of the sec-
ond high-order element in accordance with [6]. The cascade is simulated using
WRLES, under-resolved WRLES (URLES), WMLES and a mixed boundary
condition (zones of low-Reynolds and wall function) to evaluate the effect of the
wall-model on the transitional boundary layer characteristics.

2 Numerical Method

DLR’s flow solver for turbomachinery applications TRACE is used for the dis-
cretization of the governing Navier-Stokes equations. A discontinuous Galerkin
spectral element method (DGSEM) with nodal collocation, i.e. the solution and
quadrature points are both taken to be the Legendre-Gauss-Lobatto nodes, is
applied in this work and yields an efficient numerical scheme with diagonal mass
matrix. Numerical errors arising from the non-linearity of the advective fluxes
and the limited precision of integration are addressed by employing kinetic-
energy or entropy conserving split-form approximations of the inviscid fluxes
[4,7]. All simulations are conducted with the implicit (no-model) LES approach,
i.e. the dissipation is added implicitly via the numerical dissipation of the Rie-
mann solver. The Bassy-Rebay-1 (BR1) scheme [8] is applied for the viscous part
and an explicit third-order Runge-Kutta scheme is used for the integration in
time. For more details on the scheme, we refer the interested reader to Bergmann
[5,9].

For transonic flow, the finite-volume (FV) subcell shock capturing approach
by Hennemann [10] is applied to locally blend the high-order operator with a
first-order FV scheme to reduce unphysical oscillations across the shock. We
employ the feature-based indicator by Fernandez [11], which is a linear function
of the product of a dilatation sensor and a Ducros vorticity sensor.

In the WMLES approach, the Dirichlet no-slip boundary condition (BC)
at the wall is relaxed and the viscous flux at the wall-boundary is imposed
in form of wall-shear stress τw calculated from an empirical wall function. We
have implemented and tested the wall-model approach by Frere [6] and evaluate
the velocity at the bottom of the second cell from the wall. The shear stress
is computed from the friction velocity, which is based on the wall function by
Reichardt [12] and obtained iteratively via a Newton-Raphson method at each
time step.

3 Results

3.1 Turbulent Channel Flow

We validate the implementation of the wall function for WMLES with DGSEM
on the periodic, turbulent channel flow at a Reynolds number of Reτ = 2003. The
flow is simulated in a box of dimensions [2πδ, 2δ, πδ] consisting of 20 × 10 ×
10 elements with periodic boundaries in x- and z- direction. A constant volume
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source term in x direction compensates for the viscous losses. The elements are
clustered towards the no-slip walls at y = [0, 2δ] for URLES, but evenly spaced
in case of WMLES (according to the setup by [6]). The element size in case
of the WMLES is therefore such that the velocity sampling location (bottom
of the second element from the wall) is located at 0.2δ in accordance with the
recommendation by Larsson [2]. Polynomial orders of N = (4, 5, 7) are tested for
URLES and N = (4, 5) for WMLES.

Figure 1 shows that URLES are not able to capture the wall-shear stress
accurately and the friction velocity profiles substantially deviate from the refer-
ence DNS. Applying the wall function (WMLES) improves the results and the
log-region is captured accurately despite having fewer points in the boundary
layer and none within the viscous sublayer.

3.2 Transonic Compressor Cascade

We simulate the flow over a transonic compressor cascade aiming to match
the experiments by Klinner [14] for the off-design operating point with
MaMP1 = 1.05, ReMP1 = 1.4×106 and αMP1 = 60.6◦, where MP1 refers to the
‘measurement plane 1’ located half a pitch upstream of the leading edge (LE).
A non-reflecting inlet boundary [15] is located one pitch length upstream of the
leading edge and a non-reflecting outlet boundary is applied 1.14 pitch lengths
downstream from the trailing edge. The blade is extruded by 5% chord length
along the span with periodic BCs applied in the spanwise, as well as the pitch-
wise direction. The entropy-conserving split-form variant by Chandrashekar [16]
is used together with the corresponding Riemann solver and a uniform polyno-
mial order of N = 3 (4th order accuracy in space) ensures that resolution jumps
within the subcell-divided element are moderate.

Fig. 1. Velocity profiles of URLES (dashed) and WMLES (solid) for the turbulent
channel flow at Reτ = 2003. The velocity sampling location is indicated by solid mark-
ers. The reference DNS by Hoyas & Jiminez [13] is given as solid, black line.
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Two meshes are employed in this study: the wall-refined grid G1 and the
coarsened grid G2 whose first cell height corresponds to 0.2δ (δ = boundary
layer thickness) measured at 10% of the absolute chord length c. Note that
the streamwise element size of G2 is slightly lower than in G1 in order to follow
the recommendation for elements with low aspect ratio for WMLES [6]. Three
cases are compared: low-Reynolds wall treatment, wall-function treatment (with
van-Driest compressibility correction) and a mixed BC, where the latter employs
low-Reynolds treatment over the laminar section from the leading edge to the
laminar separation bubble (LSB) and wall-function BC otherwise. An overview
of the simulations in this work is given in Table 1:

Table 1. Overview of simulations.

Case Wall BC Grid DOFs Δt∗ y+
LE y+ t∗/CPUh

WRLES LR G1 145.7×106 7.0×10−6 3.6 0.9 1.1×10−5

URLES LR G2 132.8×106 1.8×10−5 18.2 4.5 3.5×10−5

Mixed LR & WF G2 132.8×106 1.8×10−5 18.3 4.7 3.6×10−5

WMLES WFa G2 132.8×106 1.8×10−5 10.3 4.8 3.4×10−5

LR = Low-Reynolds BC; WF = wall-function BC; DOF = degree of
freedom; a = van-Driest corrected; y+ = 1

s

∫ s

0
y+(ŝ)dŝ; t∗ = t · u0/c; u0

= mean inflow velocity.

The surface isentropic Mach number, plotted in Fig. 2a, shows good agree-
ment across all cases up to a near-constant offset to the experiments on the
suction side. Only the case with wall-function treatment in the laminar region
(WMLES) deviates from the reference WRLES and shows a less pronounced
plateau upstream of the shock. The locally improved match with the experimen-
tal data is deemed coincidental, given that the deviation from the WRLES is
increased. The discrepancy is associated with an over-prediction of the wall-shear
stress in the laminar flow region upstream of the LSB, as seen in the skin fric-
tion coefficient Cf (Fig. 2b), and results in a delayed separation of the boundary
layer and overall shortened bubble. Switching to wall-function BC within the
LSB (mixed case) shows that the wall model under-predicts the transition peak
in the shear stress and reattaches the flow slightly earlier than in the WRLES.
Under-resolution (URLES), on the other hand, over-estimates the Cf peak but
matches the reattachment point.

On the pressure side (PS), the boundary layer separates right at the LE and
reattaches immediately within 5% of the chord. In the WRLES, spanwise vortices
shed from the bubble and gradually transition to turbulence on the pressure side.
This shedding behavior is not captured by any of the cases on the coarser grid
G2, which immediately transition to a fully turbulent boundary layer and yield
a higher friction coefficient within the first 20% of the blade’s chord length.
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a b

Fig. 2. (a) Time- and span-averaged isentropic Mach number. (b) Time- and span-
averaged skin friction coefficient

Fig. 3. Boundary layer profiles (normalized by the mean inflow velocity u0) on the
suction side at various chord-wise locations.

The boundary layer shape is given for the different wall treatments at various
locations in Fig. 3 and shows that all profiles, except for the case with full wall-
function treatment (WMLES), collapse in the laminar flow region. The mismatch
is caused by the over-estimation of the wall-shear stress at the LE because the
velocity is probed too far away from the wall at the edge of the boundary layer, as
the probing location is kept constant in this work. Within the separation bubble,
the case with mixed BCs shows to have a slightly increased bubble height over the
WRLES case, while delayed separation of the WMLES results in a significantly
reduced bubble height. Downstream in the fully turbulent boundary layer, not
surprisingly, all profiles converge again more closely. In all figures, the envelope
of the curves indicates the 99% confidence interval of the averages.

4 Conclusion

We implemented and tested a simple wall function BC for DGSEM to be used for
WMLES. The model is validated on the turbulent channel flow and shows that
WMLES agrees well with reference DNS data, while under-resolved LES fails to
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correctly resolve the wall-shear stress when computed with the same number of
degrees of freedom. Application of the model to a transonic compressor cascade
emphasizes the challenging nature of such flows and shows that the wall function
fails to accurately capture the laminar separation bubble and largely under-
estimates the transition peak, while under-resolved low-Reynolds walls deliver
results more closely matching WRLES. In the future, we plan to extend the
WMLES approach to incorporate different models and a dynamic evaluation
of the boundary layer to optimize the probe location and thereby improve the
match with numerical reference data.
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1 Introduction

In the recent years, increased attention has been given to Organic Rankine cycle
(ORC) systems which find their use in small scale applications such as waste-heat
recovery [1]. ORC machines rely on the Rankine cycle and work with organic
fluids which are molecularly complex compounds with high molar mass, and the
operating conditions prevent the use of the calorically and thermally perfect gas
model. These non-ideal thermodynamic states are typically located in the dense
vapour region, defined by a fundamental derivative of gas dynamics Γ < 1 [2].
Moreover, due to the required reduced number of parts of such machines, leading
to small number of stages in the turbine expander, the flow regimes are often
transonic or supersonic [3]. As we know, compressibility strongly affects the flow
around the blades, especially the developing boundary layer or the detached free
mixing layers near rounded trailing edges [4]. It is now known that the trailing
edge can typically account for 1/3 of the total blade mechanical losses in air [5].
The circular cylinder consists in a good prototype for bluff bodies in general [6],
and is here considered immersed in a dense gas flow.

The incompressible high Reynolds number flow of a perfect gas around a
smooth circular cylinder features complex phenomena such as boundary layer
development in both favourable and adverse pressure gradients, flow separation,
free shear layer transition to turbulence, and unsteady wake development, and it
has been the subject of intensive research [7–9]. On the other hand, the compress-
ible regime encompassing the drag divergence remains much less investigated and
is home to strong coupling between flow compressibility and turbulence devel-
opment [10]. Experimental measurements of pressure drag show relatively large
disparities near the critical Mach number Mcr [11–13]. Steady and unsteady

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 164–169, 2024.
https://doi.org/10.1007/978-3-031-47028-8_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47028-8_25&domain=pdf
https://doi.org/10.1007/978-3-031-47028-8_25


Transonic Non-ideal Gas Flow Around a Cylinder 165

solutions have been observed to exist intermittently at fixed Mach number, pos-
ing another challenge to numerical methods development [14]. Numerical works
show systematic earlier onset of drag divergence linked to a delayed boundary
layer separation compared to experimental measurements [15,16]. The non-ideal
behaviour of dense gas can further affect the development of the complex shock
systems around the cylinder, as well as the main loss mechanisms leading to
drag divergence, and it has not been investigated until recently. Experiments
are being conducted in the closed-loop wind tunnel (CLOWT) at University
of Muenster, using a dense organic vapor (NovecTM649) as the working fluid,
and wall pressure measurements around a cylindrical rotatable Pitot tube up to
high-subsonic conditions could be obtained for the first time [17], and cross vali-
dated with [19] steady and unsteady Reynolds-Averaged Navier Stokes (RANS)
simulations. Although a reasonable agreement between the experimental and
RANS/URANS results was obtained for low subsonic conditions, the discrep-
ancy became larger as the Mach number was increased and dense gas effects
became stronger. Furthermore, a Background Oriented Schlieren (BOS) tech-
nique has been developed to obtain visualisations of the compressible dense gas
flow of NovecTM649 around a circular cylinder [18]. This is a corner stone in
the cross-validation of numerical methods and experiments, paving the way to
investigations of other ORC-relevant flows.

To support experimental observations and further investigate the effect of the
non-ideal gas behaviour on the global aerodynamic performance of the cylin-
der, we perform wall-resolved implicit Large Eddy Simulation (iLES) of the
same inlet flow conditions, as well as explore the drag divergence regime. The
results are compared with the preceding (U)RANS and experimental results, as
well as recent Backward-Oriented Schlieren (BOS) visualizations obtained in the
CLOWT facility.

2 Methods

Compressible LES are carried out using the in-house MUSICAA finite-difference
solver. The inviscid fluxes are discretized by means of 10th-order centred differ-
ences whereas 4th-order is used for viscous fluxes. The scheme is supplemented
with a 10th-order selective filter to eliminate grid-to-grid oscillations, along with
a low-order shock capturing term activated locally by a combination of Jameson’s
shock sensor and Ducros’ dilatation/vorticity sensor. A four-stage Runge-Kutta
algorithm is used for time integration and high-order implicit residual smoothing
[20] is applied to relax stability constraints on the time step. The filter also acts
as a regularization term draining energy at subgrid scales, so that no explicit
subgrid-scale model is used (implicit LES).
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Fig. 1. Power spectrum in the near wake. Fig. 2. P–v explored in the computa-
tions.

The numerical domain is a structured curvilinear grid combining H- and O-
type topologies and extends over 30 D, 20D and 1D in the streamwise, transverse
and spanwise directions, respectively, with D the cylinder diameter. The resolu-
tion has been set based on previous experience and literature [6,8] and ensures
a wall non-dimensional unit y+

avg ≤ 1.3 to fully resolve the boundary layer. Fine
details of the near wake flow are made possible by imposing a low cell growth
rate from the wall, as well as a high number of points in the azimuthal direction
Nθ = 1, 500 relative to other works in the literature [15,16]. Figure 1 gives the
power spectral density of the transverse velocity component v against Strouhal
number St = fD/Uin computed at (1D, 0) for Min = 0.7. The power peak is
associated with the vortex shedding frequency Stvs ≈ 0.19. Resolution is beyond
St ≥ 200, indicating a wide spectrum of the inertial range when compared to
similar wall-resolved LES [6,8]. Finally, adiabatic no-slip conditions are applied
at the wall, and non-reflecting Tam & Dong’s conditions are imposed at the
boundaries. Periodicity is enforced in the spanwise direction.

Due to the typically high density of the gas, the thermodynamic conditions
reached experimentally are limited to diluted conditions where the reduced vol-
umes vr = v/vc are high compared to the strongly non-ideal dense gas region.
However, Γ ≤ 1 in the freestream and in most of the flow, implying a reverse
speed of sound behavior in isentropic perturbations compared to perfect gases.
The inlet quantities considered in the following simulations are given in Table 1:
we fix numerically the inlet value of Γ and ReD and explore Mach numbers
M = 0.7, 0.8, 0.9. The regions of the P–v space covered during the computa-
tions are shown in Fig. 2 and remain in the diluted gas region. The vertical lines
indicate the lowest vr for each case.

Table 1. Inlet NovecTM649 conditions.

Fluid pin/pc ρin/ρc Zin Γin Min ReD

NovecTM649 0.166 0.060 0.880 0.938 0.7–0.9 2× 105
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Fig. 3. BOS image (Left) and numerical Schlieren (Right) at M = 0.7.

3 Results and Discussion

The experimental and numerical Schlieren visualisations of the M = 0.7 flow
are given in Fig. 3. Besides the vortex street, the present LES predicts upstream
travelling acoustic waves as obtained in the experiments. Moreover, the Strouhal
number measured in the experiments is also Stvs ≈ 0.19. Strong compression
waves are generated at the boundary layer separation point and at the end of
the shear layers due to the locally supersonic zones. An indication of coupling
between compressibility effects and the turbulent wake is the oscillation of the
separation point which accompanies the vortex shedding, and covers a large
angular range [10]. Figure 4 shows a conditional average of the wall pressure
coefficient Cp only when lift is positive, corresponding to times where separation
is likely to occur at the front and aft sections of the top and bottom of the
cylinder, here shown for 00 ≤ θ ≤ 1800 and 1800 ≤ θ ≤ 3600 respectively. As M
increases, separation is delayed due to the stronger supersonic expansion at the
wall. Moreover, the wake thickness Δθ decreases when M increases, in agreement
with the onset of drag divergence.

We now inspect the Cp distribution on the cylinder at M = 0.7 and the mean
pressure drag coefficient Cd = − ∫ π

0
Cp(θ)d sin θ against M in Fig. 5, where a

previously performed URANS computation of the same dense gas flow is given.
Computations and measurements for air from the literature, also reported in the
figure, show higher aft section Cp compared to the present dense gas results.
This is due to the lower equivalent isentropic exponent γNov ≤ 1.04 ≤ γair

inducing higher NovecTM649 compressibility and a stronger initial expansion.
Furthermore, the mean back pressure coefficient Cp,b = Cp(1800) in the present
dense gas LES is much lower than the perfect gas value, which largely contributes
to increase Cd. This is due to locally re-accelerating flow as the vortices roll-up
and reach supersonic speeds, inducing low pressure at the cylinder back. Because
a similar trend is observed in the URANS computation for NovecTM649 and not
in the data for air, this suggests that this is also a result of the lower γNov. Finally,
we notice the absence of a minimum of Cp near θ ≈ 900 in the present LES.
This results from the large oscillations of the separation point which, upon time-
averaging, essentially flattens the pressure curve. This element is also reported by
the experimental measurements, while the URANS and literature numerical data
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Fig. 4. Wall pressure conditional average.

Fig. 5. (Left) Wall Cp distribution at M = 0.7 and (Right) Cd against M . Triangles
present LES, air; filled triangles present LES, NovecTM649; dots present URANS,
NovecTM649; dashed line data from flight tests of Welsh [23]; dash-dotted line mean
line through data of Macha [12]; filled squares Xu et al. ReD = 4× 104; squares Xu
et al. ReD = 1× 106.

show a pronounced local Cp minimum. We hypothesize that the high azimuthal
resolution of the present LES allows to capture intricate details of the flow, such
as boundary layer separation point oscillations.

The mean pressure drag coefficient is compared with the literature and the
URANS results. The disparities within the literature are large; Hirsch [14] men-
tions the non uniqueness of these transonic flows and was supported by experi-
mental measurements (Dyment [10]). Moreover, different wind tunnel blockage
ratio or cylinder surface condition may strongly affect the development of shock
waves and boundary layer respectively. The numerical works from Xu et al. indi-
cate an earlier Mcr compared to the experiments, supporting the present LES
for air. Most importantly, the present LES and URANS clearly predict a higher
pressure drag coefficient for the dense gas within the M ∈ [0.7; 0.9] range, as a
direct result of the lower Cp,b.

4 Conclusions

The present study reported for the first time high-Reynolds number LES of
transonic dense gas flows past cylinders. The results are in good agreement
with companion BOS visualizations at Mach 0.7 in a closed-loop dense-gas wind
tunnel. Dense gas effects enhance supersonic expansions around the cylinder,
leading to lower values of the back pressure and to increased drag compared to
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air. Low-fidelity URANS simulations are found to capture well such qualitative
behavior, although they miss the correct unsteady shock dynamics. In the future,
similar works will be performed on the flow around a supersonic turbine blade
profile with NovecTM649 as working fluid in typical ORC operating conditions,
supported by experimental measurements in the CLOWT facility.
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Abstract. A large eddy simulation (LES) of the flow past a 30P30N
high-lift three-element wing is performed at the angle of attack AoA = 9◦

and a Reynolds number of Re = 750, 000, based on the nested chord.
Results are validated against experimental data available in the litera-
ture, proving their reliability. The present work is focused on the bound-
ary layer development along the main suction side, including the analy-
sis of the evolution of the thickness, the friction Reynolds number, the
shape factor and the Clauser pressure-gradient parameter, as well as the
Reynolds stresses at given chord locations. Finally, a proper orthogonal
decomposition (POD) is performed, which allows visualizing the main
turbulent coherent structures present in a turbulent boundary layer.

1 Introduction

The reduction of fuel consumption in airplanes has always stand as a very appeal-
ing topic for the aeronautical industry. Economical savings and a lower environ-
mental impact are the main benefits that companies aim to reach with it. In
this sense, the breakthroughs in computational sciences, as well as the major
advances in flow analysis, have allowed to disentangle the complexity of turbu-
lence and gain insight into drag physics. However, these techniques has been
usually limited to the analysis of canonical fluid flows, such as plane turbulent
boundary layers or channel flows.

In the present work, we propose to address the physics of a more complex
configuration, closer to the geometry of a real wing. Specifically, computational
predictions on the 30P30N three-element high-lift wing are conducted, which has
been used as a reference case for the AIAA Workshop on Benchmark Problems
for Airframe Noise Computations (BANC). Consequently, many numerical con-
tributions can be found on the literature [1,3,14], as well as experimental studies
[4,8,9]. However, most of these works are focused on the aeroacoustic noise and,
more precisely, on the flow mechanisms occurring at the slat cove.

Therefore, this work aims to extend the knowledge on high-lift wings and
assess, not only the noise generation, but also identify the main causes of aero-
dynamic drag. The present results are the partial conclusions of a much larger
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Fig. 1. Vortical structures represented by Q-isosurfaces

comprehensive analysis which targets to identify the most energy-containing
coherent structures and frequencies, and relate them to the Reynolds stresses and
drag. The considered Reynolds number and angle of attack are Rec = 750, 000
and AoA = 9◦, respectively.

2 Numerical Method

In the present work, a wall-resolved large-eddy simulation (WRLES) is con-
ducted on the 30P30N high-lift wing geometry employing the finite-element code
Alya. In Alya, the convective operator of the equations is approximated by a
low-dissipation scheme [5]. In this approach, the energy, momentum and angu-
lar momentum are preserved at the discrete level, providing enhanced results.
The set of LES equations is time-advanced using an energy conserving third-
order Runge-Kutta explicit method combined with an eigenvalue based time-
step estimator. A non-incremental fractional-step method is used to stabilise the
pressure. For the turbulence modelling, the Vreman [13] eddy-viscosity model is
considered.

3 Results

The 2D geometry of the airfoil is positioned within a circular computational
mesh that extends a radius of R = 10C along the x-y plane and Lz = 0.1C
along the z direction, as recommended by Lockard and Choudhari (2009) [6],
being C the stowed chord. This direction is assumed periodic and is discretized
using 128 planes. As the inflow boundary condition, a uniform velocity profile
is applied, whereas zero-gradients are imposed at the outflow regions. A total
of 58 million grid points are employed and a structured-like inflation layer is
considered around the airfoil, allowing to achieve a non-dimensional near wall
distance of Δy+ ≈ 1. Here, a no-slip boundary condition is prescribed. Along
the remaining directions, the maximum near wall distance is Δx+

max = 80 and
Δz+max = 50.

The predicted Q-criterion isosurfaces are depicted in Fig. 1. As can be
observed, the fluid flow past a three-element airfoil exhibits a wide variety of
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Fig. 2. Pressure Cp (left) and skin-friction Cf (right) coefficients. Skin friction rep-
resented only along the suction side. Present LES (black solid line) compared to the
literature: Klausmeyer et al. (blue circles) [4], Murayama et al. (green triangles) [8]
and Pascioni et al. (red crosses) [9].

phenomena: Shear layers, a laminar-turbulent transition, bounded and wake tur-
bulence, among others flow physics. The pressure and skin friction coefficients
are plotted in Fig. 2, along with selected results from the literature at compa-
rable Reynolds numbers. Despite those experiments were performed at different
flow conditions (Rec and AoA), results show reasonably good agreement. The
computed lift coefficient is equal to CL = 3.0879, which lies in the range of
values obtained by Murayama et al. [8] (CL = 3.2428) and Pascioni et al. [9]
(CL = 3.0559); whereas the drag coefficient has a value of CD = 0.0885 and no
experimental results are available. The present work is focused on the bounded
turbulence along the suction side of the main element.

3.1 Boundary Layer Development at Main Suction Side

The turbulent boundary layer (TBL) development can be observed in Fig. 3.
In this figure, the boundary layer thickness, the friction Reynolds number, the
Clauser pressure-gradient parameter and the shape factor are shown. It can be
detected that, despite being an adverse pressure gradient (APG), the Clauser
parameter is relatively small. This yields to a moderate growth of the bound-
ary layer. In fact, the shape factor tends to H = 1.40, which is the typical
value observed in zero pressure gradient (ZPG) TBLs. Also notice that, near the
trailing edge, H suddenly decreases to a negative value due to the acceleration
experimented by the fluid across the main-flap gap, leading to a local favorable
pressure gradient (FPG).

In Fig. 4, the streamwise and wall-normal Reynolds stresses are plotted at
three different locations and compared with the computations of other authors.
Please refer to Table 1 for further information about these works. Notice that the
historical effects at x/c = 0.25 are visible, most likely caused by the turbulent
wake coming from the slat and the laminar-turbulent transition occurring nearby
(see Fig. 1). On the other hand, a better agreement with the literature for both
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Fig. 3. Boundary layer thickness δ (top-left), friction Reynolds number Reτ (top-left),
shape factor H (bottom-left) and Clauser pressure-gradient parameter β (bottom-right)
on the suction side of the wing.

Fig. 4. Streamwise u′u′+ (top) and wall-normal v′v′+ (bottom) Reynolds Stresses at
three different locations: x/c = 0.25, 0.4 and 0.7 (from left to right). Results compared
with the literature at matched friction Reynolds number Reτ : Present LES (black solid
line); Strong APG (red dashed line) and ZPG (blue dotted line).

the magnitude and the shape of the stresses is observed at x/c = 0.4 and 0.7.
In fact, as commented before, results resemble those of a ZPG TBL rather than
a APG TBL. Thus, the inner u′u′ peak can be easily identified, while the outer
one is roughly present, which is a typical feature from APG TBL.

3.2 POD Analysis

In order to get more insight into the TBL structures present, a proper orthogonal
decomposition (POD) [7] is conducted. For the study, a total number of 620
snapshots are taken every 250 simulation time steps. Only a small portion of
the domain is considered for this analysis, comprising x/C ∈ [0.55, 0.80], y/C ∈
[0.04, 0.15] and the whole span-length.

Figure 5 shows the reconstruction of the fluid field employing the first one
hundred modes, as well as the cumulative turbulent kinetic energy (TKE) dis-
tribution. The latter indicates a wide energy spread along high order modes,
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Table 1. Summary of the literature employed in Fig. 4.

Location Case Reτ Reθ H β Ref

Present LES 397 1,026 1.50 0.46 –

x/c = 0.25 Strong APG 373 1,722 1.74 4.10 [10]

ZPG 492 1,421 1.43 0 [11]

Present LES 655 1,626 1.40 0.34 –

x/c = 0.4 Strong APG 671 2,877 1.58 2.00 [12]

ZPG 671 2,001 1.41 0 [11]

Present LES 968 2,498 1.37 0.25 –

x/c = 0.7 Strong APG 1,070 – – 2.4 [10]

ZPG 1,139 3,600 – 0 [2]

Fig. 5. Streamwise velocity u reconstruction using 100 POD modes (left) and cumula-
tive sum of POD eigenvalues i.e. TKE (right).

Fig. 6. φu (top) and [0, φv, φw]mag (bottom) isocontours at the transversal plane
located at x/c = 0.675 for modes 1 and 3 (left and right, respectively).

requiring more than 360 modes to recover the 80% of the TKE. This may be
explained due to the great amount of similar coherent structures present in a
TBL, and that energy is homogeneously distributed, making the POD algorithm
to fail in separating them efficiently. Despite this large energy spread, modes are
capturing the most prominent structures, i.e. the boundary layer streaks.
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In Fig. 6, the isocountours of the POD spatial modes φ along a transverse
plane located at x/c = 0.675 are displayed. It is interesting to highlight how the
most energetic φu structures are located at the height of u′u′

peak, whereas the
[φv, φw]mag structures are located nearby the region of v′v′

peak. Also notice that
for φu, there are also secondary structures around the primary ones that might
be related to the outer u′u′ hump.

4 Conclusions

A wall-resolved large-eddy simulation of the fluid around a 30P30N airfoil is
performed at a Reynolds number of Rec = 750, 000 and an angle of attack of
AoA = 9◦. Results are validated with experiments carried out by other authors
and further assessed in more detail along the suction side of the main element.
Specifically, the boundary layer development is analysed, exhibiting a behaviour
close to a ZPG TBL. Thus, the growth of the boundary layer is not pronounced
and the outer peak of the streamwise Reynolds stresses is practically not present,
which is a typical footprint of a APG TBL. A POD analysis is applied to a small
portion of the TBL. In spite of the large energy spread to high order modes,
TBL streaks are identified; and the location of the most energetic structures are
associated to the peaks in the Reynolds stresses.
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2. Eitel-Amor, G., Örlü, R., Schlatter, P.: Simulation and validation of a spatially
evolving turbulent boundary layer up to Reθ = 8300. Int. J. Heat Fluid Flow 47,
57–69 (2014)

3. Jin, Y., Liao, F., Cai, J.: Numerical simulation of 30p30n multi-element airfoil
using delayed detached-eddy simulation. In: AIAA Aviation 2020 Forum (2020)

4. Klausmeyer, S., Lin, J.: An experimental investigation of skin friction on a multi-
element airfoil. In: 12th AIAA Applied Aerodynamics Conference, Colorado (1994)

5. Lehmkuhl, O., Houzeaux, G., Owen, H., Chrysokentis, G., Rodriguez, I.: A low-
dissipation finite element scheme for scale resolving simulations of turbulent flows.
J. Comput. Phys. 390, 51–65 (2019)

6. Lockard, D., Choudhari, M.: Noise radiation from a leading-edge slat. In: 15th
AIAA/CEAS Aeroacoustics Conference, AIAA Paper 2009-3101 (2009)



176 R. Montalà et al.
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1 Introduction

The large disparity of scales between the smallest relevant turbulent structures and the
large acoustic wave lengths [1] makes a fully resolved Direct Numerical Simulation of
both phenomena unfeasible for most technical applications. In Computational Aeroa-
coustics, (CAA) especially at low Mach numbers, so-called hybrid methods allow for
a separate computation of the incompressible turbulent flow field, providing acoustic
source terms, and the Acoustic Simulation (AS) of the sound propagation. The present
study follows this approach using the Perturbed Convective Wave Equation (PCWE) [2]
to predict the acoustic field inside a circular 90◦ pipe bend with relative curvature radius
Rm/D= 1.02 at bulk Reynolds numbers ReB = DuB/ν = 5300and12500. The respec-
tive bulk Mach numbers are MaB = uB/cre f = 0.005 and 0.011. The incompressible
flow field is computed using Large-Eddy Simulation (LES) to predict acoustic source
terms as input into the AS. The unresolved subgrid scale fluxes are computed from
a Boussinesq-type eddy viscosity model introduced as the Coherent Structure Model
by [3]. The PCWE is based on a perturbation Ansatz, where the flow field variables
are decomposed into a mean, a fluctuating incompressible, and an acoustic component,
generally written as φ = 〈φ〉+φ ′ = 〈φ〉+φ ic+φ a. This finally yields a convective wave
equation for the acoustic potential ψa, called PCWE and is written as

1

c20

D2ψa

Dt2
− ∂ 2ψa

∂x j∂x j
= − 1

ρ0c20

Dpic

Dt
︸ ︷︷ ︸

Q

= − 1

ρ0c20

∂ pic

∂ t
︸ ︷︷ ︸

Qt

− 1

ρ0c20
〈ui〉 ∂ pic

∂xi
︸ ︷︷ ︸

Qc

, (1)

providing the acoustic velocity uai = −∂ψa/∂xi and pressure pa = ρ0Dψa/Dt, with
D/Dt = ∂/∂ t+〈ui〉∂/∂xi beeing the material derivative. The source term on right-hand
side of Eq. (1) is computed from the LES predicted instantaneous pressure fluctuations
pic and velocity field ui, where the latter is introduced into the convective componentQc
as temporal average denoted by the angular brackets. Unlike LES, AS basically requires
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a coarser preferably uniform spatial resolution. The consequently applied conservative
spatial interpolation of the source terms from the LES grid onto the AS grid may to
some extent alter the high frequency content of the spectra [4]. The effect of the fine-
to-coarse mapping on the finally predicted acoustics is still very small.

2 Simulation Setup

The computational domain is shown in Fig. 1a with the bend geometry in detail Fig. 1b.
The operating fluid is air, which is assumed as a perfect gas.

a b

Fig. 1. a Computational domain with sensor positions P1 and P2. b Geometry of the pipe bend.

The LES equations were solved using a second order accurate finite volume method
with an implicit first order accurate temporal discretization. The time step size was cho-
sen sufficiently small (Δ t = 10−5 s) to ensure a insignificantly small discretization error
also with the applied first order scheme. At the inlet, an instantaneous inflow bound-
ary condition (BC) was prescribed, obtained from a precursor-LES of fully developed
pipe flow. An averaged pressure BC was applied at the outlet, and the no-slip BC was
imposed at the solid walls. After statistical convergence was reached, acoustic source
terms were exported on the AS mesh for a period of t = 0.2 s. The PCWE was solved
in the same domain using a finite element method, with a homogeneous von Neumann
BC at the sound hard walls and adjacent Perfectly Matched Layer[5] (PML) regions at
the inlet and outlet to avoid reflections.

3 Simulation Results

3.1 Flow Field

Figure 2a and Fig. 2b show LES results at ReB = 5300 and 12500 compared against
LES data and PIV measurements of Rütten et. al. [6] for ReB = 5000 at x = 1D. Very
good agreement is observed for the matching lower Reynolds number case. The higher
Reynolds number case ReB = 12500 shows similar profiles, however, with notably
increased stresses in the highly turbulent region on the inner side.



Aeroacoustic Source Terms from Turbulent Flow 179

a b

Fig. 2. a Profile of the mean x-velocity x = 1D downstream of the bend exit. b Profile of the
x-normal stresses x= 1D downstream of the bend exit.

Fig. 3. a Contours of the mean x−velocity component 〈ux〉 for ReB = 12500. b Contours of the
turbulent kinetic energy

〈

k
〉

for ReB = 12500.

As seen from the contours in Fig. 3a, the flow detaches from the highly curved
inner bend wall, producing a recirculation zone downstream of the bend exit, and a
high-velocity region radially outside. The contours in Fig. 3b indicate a region of high
turbulence kinetic energy extending near the reattachment point, which is located at
xRP = 0.68D for ReB = 12500. Further downstream the turbulence kinetic energy decays
notably.

Figure 4a, Fig. 4b and Fig. 4c show contours of the instantaneous PCWE source term
and its constitutive components as predicted from the incompressible LES. High values
of both components are seen in the recirculation zone and in the highly sheared region.
The source term components in Fig. 4a, Fig. 4b are negatively correlated, especially on
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Fig. 4. a Contours of the transient PCWE source term Qt for ReB = 12500. b Contours of the
convective PCWE source term Qc for ReB = 12500. c Contours of the total PCWE source term
Q for ReB = 12500.

the high-velocity side of the shear layer, which effectively reduces the total term Q in
Fig. 4c. The highest total source terms are observed in the region near the reattachment
point.

Fig. 5. a Spectra of the time derivative, convective and total PCWE source terms, at position P1
for ReB = 12500. b Spectra of the time derivative, convective and total PCWE source terms, at
position P2 for ReB = 12500.
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Figure 5a and Fig. 5b present spectra of the PCWE source terms at the two positions
P1 and P2 (see Fig. 1a) downstream of the bend near the radially inner and outer side,

respectively. |Φ̂ | = (Φ̂Φ̂∗)1/2 represents the amplitudes of the Discrete Fourier Trans-
form of the considered time signal Φ̂ = DFT{Φ(t)}, which have been averaged over
ten non-overlapping Δ t = 0.02s long subsegments taken from the full record, following
Welch’s method [7]. For the first position P1, which is located in the highly turbulent
region inside the recirculation zone, the time derivative term is dominating, especially
at higher frequencies. For the other position P2 shown in Fig. 5b, being located in the
high axial velocity region, the amplitudes of the total PCWE source term is significantly
smaller than its components. This indicates mutual cancellation of the two source term
components over a wide range of frequencies.

3.2 Acoustic Simulation and Comparison Against Measurements

Fig. 6. a Pressure spectra from LES and AS against measurements at position M1 for ReB =
12500. b Pressure spectra from LES and AS against measurements at position M2 for ReB =
12500.

Figure 6a and Fig. 6b show spectral amplitudes of the AS predicted acoustic pres-
sure together with LES predicted incompressible pressure amplitudes for ReB = 12500
and results from dedicated microphone measurements [8]. The grey shaded area indi-
cates the bandwidth of the experimental spectra obtained for the selected Δ t = 0.02s
long subsegments spanning the considered Δ t = 0.2s of the investigated experimen-
tal record. The collapse of the predictions for

∣

∣ ̂pa
∣

∣ with and without the contribution
of the convective component of the PCWE source term indicates the negligible effect
of this component on the acoustic field, despite its lowering effect on the total source
term in the high axial velocity region, as seen in physical and spectral space in Fig. 4c
and Fig. 5b, respectively. Overall, the acoustic pressure

∣

∣ ̂pa
∣

∣ is significantly smaller
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than the incompressible pressure
∣

∣

∣

̂pic
∣

∣

∣. It is also similar in amplitude at both posi-

tions, while the underlying incompressible pressure fluctuation exhibits higher ampli-
tudes in the low frequency range at M1, which is located closer to the highly turbulent
region downstream the bend exit. The predicted sound pressure level from the AS is
SPL = 20log10(p

a
rms/pref) ∼ 25 dB at M1, where pref = 2 · 10−5 Pa. The incompress-

ible LES results generally show good agreement with the measurements for the lower
frequencies, the high frequency content is underpredicted. The increasing discrepancy
between the LES predictions and the measured pressure spectra for the higher frequen-
cies may be attributed to the underresolution of the turbulent pressure fluctuations as
well as the turbulent normal stresses inherent to LES. Including an appropriate subgrid-
scale model contribution into the acoustic source terms should bring improvements
here.

4 Conclusions

A hybrid CAA approach with a PCWE based acoustic simulation was used to predict the
internal flow-induced noise of the turbulent flow downstream of a 90◦ pipe bend. The
applied LES method is proven as well-suited for supporting the acoustic PCWE simu-
lation with instantaneous sources, such that the acoustic pressure field and the resulting
sound pressure level are predicted reasonably well.

The transient source term component was shown as clearly dominant, while the
effect of the convective component appeared as negligible in the PCWE simulation.
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1 Introduction

The wing-tip vortices are formed near the tip of finite-span, lift-generating surfaces
as a result of the pressure difference between the pressure and suction sides of the
wing. The most significant impact of the tip vortices on the lift is due to their imposed
downwash which reduces the effective angle of attack of the airfoil and causes a drop
in lift compared to an infinite-span airfoil at the same geometric angle of attack. The
other impact of the imposed downwash of the tip vortices is that the lift that the airfoil
generates, which is normal to the free-stream direction perceived by the airfoil, has
a non-zero component in the flight direction; i.e., a new component of drag. This is
referred to as the induced drag (also lift-induced drag), or the vortex drag [2,7]. In a
subsonic, commercial airliner in cruise conditions, it is estimated that around 40% of
the total drag is due to vortex drag [6]. This ratio in even higher in the take-off, climb,
and landing phases of the flight [2].

The goal of the present work is to perform a systematic study of the formation of
wing-tip vortices and their interaction with and impact on the surrounding flow in more
details. This is done by high-fidelity simulations of two wing geometries, i.e., infinite-
span (periodic) and three-dimensional (wing-tip) wings, at a chord-based Reynolds
number of Rec = cU∞/ν = 200,000 (where c, U∞, and ν are the chord, free-stream
velocity, and fluid kinematic viscosity, respectively) and at three different angles of
attack: α = 0◦, 5◦, 10◦. Of particular interest is the interaction of these vortices with
wall turbulence and the turbulent wake. However, the results presented here focus on
the vortex formation and early development.

2 Numerical Method

To ensure of the accuracy of the results, we perform well-resolved, high-resolution
large-eddy simulations (LES), at resolutions that are close to direct numerical simula-
tion (DNS), where only the smallest scales (e.g., ≤ 6η in the wake, where η is the Kol-
mogorov length scale) are modeled by the subgrid scale (SGS) model. All simulations
are performed by the high-order incompressible Navier−Stokes solver Nek5000 [4]
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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with adaptive mesh refinement (AMR) capabilities developed at KTH [10]. The AMR
version adds the capability of refining each element individually, where solution con-
tinuity at non-conforming interfaces is ensured by interpolating from the “coarse” side
onto the fine side.

The velocity field is expanded by a polynomial of order p = 7 on p+ 1 Gauss–
Lobatto–Legendre (GLL) points while the pressure is represented on p− 1 Gauss-
Legendre (GL) points following the PN − PN−2 formulation [4]. The nonlinear con-
vective term is overintegrated to avoid (or reduce) aliasing errors. Time stepping is per-
formed by an implicit third-order backward-differentiation scheme for the viscous terms
and an explicit third-order extrapolation for the nonlinear terms. Additional details on
the high-resolution LES setup can be found in Refs. [11,12].

Wings have a no-slip, no-penetration boundary condition. The computational
domain has a rectangular cross-section in the normal-to-span direction that extends 20c
upstream (c denoting the chord length), 30c downstream and 20c in the positive and
negative vertical (i.e., normal to chord) directions. The boundary layers are tripped on
both the suction and pressure sides of the wings for all six cases.

The production grids are generated by iterative refinement of the initial grids, where
at each iteration the elements with the highest contribution to solution error [3], based
on solution on that grid, are selected for refinement. The spectral error indicator of
Mavriplis (1990) is used for this purpose. The convergence process is accelerated by
some manual input from the user. The adaptation process is terminated based on the
resolution criteria available in the literature [11,12]. Table 1 summarizes some informa-
tion about the production grids used in this work, and Fig. 1 shows the spectral elements
of grid RWT-5 from Table 1.

3 Results and Discussion

Figure 2 shows the mean streamwise vorticity of the RWT-0, RWT-5, and RWT-10 cases
near the tip region at a few locations along the chord. Regarding the initial vortex devel-
opment of the RWT-10 case (e.g., at x′/c = 0.6), it is visually clear that the tip vortex
of the RWT-10 case initially starts as a result of flow separation from the surface. Addi-
tionally, the combination of separation, imposed shear, and pressure gradients results in
the formation of secondary vortices characterized by small regions of positive/negative
streamwise vorticity between the primary vortex and the wall. This is qualitatively con-
sistent with the observations of Ref. [5] (although for a different setup). The RWT-5
setup does not yet show a clear vortex core at this location. It should also be noted that
the RWT-10 case has a larger, stronger primary vortex compared to RWT-5, and this
vortex has a larger vertical separation from the wing surface (for instance at the trailing
edge), but nearly the same spanwise location. Lastly, the zero-lift RWT-0 case does not
exhibit any wing-tip vortices, but instead, a set of two counter-rotating vortices at the
trailing edge, as previously observed in Ref. [5].
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Table 1. Summary of the production grids used in this study and their near-wall resolution.
Here, NGLL denotes the number of GLL points, Δmean = δ/p is the average resolution of the
element, where δ and p are the element size and polynomial order. y1 shows the distance of
the first off-wall GLL point to the wall. Wall resolutions are normalized by the viscous length
δν = ν/

√
τw/ρ . The P-* grids denote periodic cases, whereas RWT-* stands for rounded wing-

tip cases. The number next to each grid shows the angle of attack, α .

Grid NGLL (Δx+mean,y
+
1 ,Δz+mean)

P-0 376×106 (10.3,0.72,8.7)

P-5 381×106 (10.5,0.73,8.5)

P-10 435×106 (12,0.8,9)

RWT-0 950×106 (10.3,0.7,5.5)

RWT-5 1.58×109 (10.5,0.75,5.7)

RWT-10 2.16×109 (12,0.8,6)

Fig. 1. Spectral-element grid for case RWT-5 with 3.1 million spectral elements. The grid is
generated using the h-adaptation capabilities of the AMR version of Nek5000. We also show
the instantaneous vortical structures represented by isosurfaces of λ2c2/U2

∞ = −100 colored by
streamwise velocity ranging from (blue) low to (red) high. (Color figure online)

Figure 3 shows the vertical and spanwise development of the core of the wing-tip
vortex downstream of the wing. It is visually clear that the vertical development of the
tip vortices is a function of the angle of attack: the vortex of the RWT-10 case encounters
a larger downwash, as a result of the higher lift, and therefore, a larger downward angle.
This was observed in previous experimental studies as well (cf. Ref. [5]). Despite the
difference in their vertical development, the two tip vortices of RWT-5 and RWT-10
cases develop at nearly identical rates in the spanwise direction. This is slightly different
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Fig. 2. Pseudocolor plots of streamwise vorticity ωxc/U∞ in the vicinity of the wing-tip for
(left) RWT-0, (middle) RWT-5, and (right) RWT-10 at different locations along the chord: (top)
x′/c= 0.6 and (bottom) x′/c= 1.0.

from the experimental results of Refs. [1,5], which could be due to the Reynolds number
and turbulence effects as was suggested by Ref. [9].

Fig. 3. Streamwise development of the vortex core, characterized by its vertical ycore (left) and
spanwise zcore (right) location as function of the distance from the tip trailing edge, located at
(xTTE,yTTE,zTTE), for RWT-5 (blue) and RWT-10 (black) configurations.

It is also interesting to note that the two cases exhibit a completely different behav-
ior in terms of their core velocity (see Fig. 4): the vortex core in the RWT-5 case has
a persistent deficit compared to the freesteam velocity (in other words, a wake-like
behavior) with a gradual trend towards the free-stream value (qualitatively consistent
with the findings of Ref. [8]). However, the core of the RWT-10 case has a velocity
surplus (i.e., a jet-like structure) near the trailing edge of the wing (again qualitatively
consistent with the findings of Ref. [8]), which is decreased downstream and the core
starts to exhibit a wake-like behavior for x/c ≥ 4. This difference in wake develop-
ment is primarily due to the different pressure level at the core (Fig. 4) and the different
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role that the pressure gradient term plays in the streamwise momentum equation. In the
RWT-5 case, the pressure gradient term (essentially the slope of the line plot of pres-
sure) is less significant compared to viscous diffusion, leading to a gradual increase in
the streamwise velocity of the core towardsU∞. On the other hand, in the RWT-10 case
there is a much larger pressure variation in the streamwise direction, which leads to a
dominant pressure-gradient term that decelerates the core to values below U∞. Based
on the discussion made for the RWT-5 case (i.e., the dominance of viscous diffusion
for lower pressure gradients), the core velocity of the RWT-10 case is also expected to
approach the free-stream velocity as it develops further downstream and the pressure
gradient term becomes less dominant; however, the downstream extent of the current
simulations is not sufficient to observe this behavior. Also note that this behavior of
RWT-10 was not observed previously in experimental results, but can be explained by
the thicker turbulent boundary layers and wake in our setup.

Fig. 4. Streamwise development of the vortex core, characterized by its vertical ycore (left)
and lateral zcore (right) location as functions of distance from the tip trailing edge, located at
(xTTE,yTTE,zTTE), for RWT-5 (blue lines) and RWT-10 (black lines) configurations. ρ∞, p∞, and
U∞ are the free-stream density, pressure, and velocity, respectively. (Color figure online)

4 Summary and Conclusion

This work leverages the AMR version of Nek5000 to perform high-resolution large-
eddy simulations of the flow around periodic and three-dimensional NACA0012 wings
to investigates the impact of the wing-tip vortices on the flow. Our results show that
during the vortex-formation process there are a number of secondary vortices that are
formed in addition to the primary wing-tip vortex. The streamwise development of the
wing-tip vortex appears to be strongly impacted by the angle of attack, which deter-
mines whether the vortex core has a velocity deficit or a velocity surplus compared to
free-stream, and whether it can maintain its jet-like structure or loose momentum and
become wake-like shortly downstream of the wing.

Additional work on this subject is needed, especially in terms of the interaction of
the wing-tip vortex with the turbulent boundary layers. This will be investigated in the
future using the available database from our simulations.
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Abstract. In this study, we evaluate various Large Eddy Simulation (LES) mod-
els applied to turbulent flows in the framework of remeshed or semi-Lagrangian
Vortex Methods. The models are tested on the Taylor Green Vortex and the decay
of homogeneous isotropic turbulence. We find a good performance when apply-
ing the Smagorinsky model to the smallest resolved scales of the vorticity field.

1 Introduction

Vortex methods [1,2] are a type of particle methods in which the vorticity is discretized
on numerical particles following the fluid dynamics. In this work, we use a semi-
Lagrangian approach where particles are repositioned on a fixed mesh after being trans-
ported. This “hybridization” through remeshing allows for the use of Eulerian meth-
ods in an initially Lagrangian algorithm, which allows to solve the Poisson equation
for the velocity field as well as the diffusion more efficiently than purely Lagrangian
methods [3]. Semi-Lagrangian approaches have some positive features: by keeping the
Lagrangian framework for the transport of vorticity, they do not require a CFL condi-
tion constraining the advection time step to the grid size, they are less dispersive and
less diffusive compared with non-spectral Eulerian methods (see for example a com-
parison with the Lattice Boltzmann Method [4]) and show similar accuracy compared
to pseudo-spectral methods [5].

This method has proved to be efficient for a number of laminar and transitional flows
[2], illustrating the flexibility provided by the optimal coupling between Lagrangian
and Eulerian schemes. As for turbulent flows, this method has been mainly used for
direct numerical simulation until now. According to the features cited above (especially
the low diffusivity property), the present approach represents a legitimate candidate to
perform large eddy simulations.

Following the pioneer, but very few, works on turbulent models for vortex methods
[6–8] and semi-Lagrangian vortex methods [9] in the context of large eddy simulations
(LES), the present study investigates and compares different closure models. The mod-
els implemented are tested for two classical benchmarks: the Taylor-Green Vortex and
the decay of homogeneous isotropic turbulence.
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2 Remeshed Vortex Methods

Vortex methods are Lagrangian methods. They are based on the vorticity(ω)-velocity(u)
formulation of the incompressible Navier-Stokes equations:

∂tω +(u ·∇)ω − (ω ·∇)u=
1
Re

Δω Δu= −∇×ω (1)

where ω = ∇ ×u and where (u · ∇)ω and (ω · ∇)u denote respectively the advection
and stretching terms. The Poisson equation Δu=−∇×ω allows to recover the velocity
field u from the vorticity field ω . The vorticity field is discretized on a set of numerical
particles with position xp and volume vp. The resolution of the governing equations is
based on a fractional step algorithm. One time step of such algorithm is decomposed
as follows: first the particles, carrying the vorticity field, are convected in a Lagrangian
way by solving the system of ODEs

dxp
dt

= u(xp(t), t)
dω p

dt
= 0 (2)

Then, in order to avoid the vorticity field distortion, the vorticity ω p carried by each
particle p is distributed on the neighboring points of an underlying Cartesian mesh in a
“remeshing” step

ω i(x) = ∑
p

ω p(x)Λ
(
xp −xi

Δx

)
(3)

where Λ is a piecewise polynomial with compact support. At this stage, the whole vor-
ticity field has been redistributed on the mesh and the stretching equation, the diffusion
equation and the Poisson equation are finally discretized on the grid using Eulerian
schemes: the stretching is discretized through 4th order finite differences and RK time
integration scheme and the Poisson and diffusion equations are solved using fast Fourier
transform, with implicit time integration for the diffusion.

3 Turbulence Modeling

In order to perform large eddy simulations in the context of the remeshed vortex
method, we write the filtered Navier-Stokes equations in their velocity-vorticity for-
mulation

∂tω +∇ · (ω ⊗u−u⊗ω) =
1
Re

Δu−∇ ·R (4)

where ω and u denotes the large scales of the vorticity and velocity field and where the
subgrid scale vorticity stress to be modeled is expressed as

R= ω ⊗u−ω ⊗u−u⊗ω +u⊗ω (5)

The tensor can be decomposed in two parts, since the vorticity-velocity formulation has
two non-linear terms: the subgrid scales produced by convection RC = ω ⊗u− ω ⊗u
and by stretching RS = u⊗ω −u⊗ω .
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Smagorinsky Model
A first approach to modelR in the vorticity-velocity formulation is to take the curl of ∇ ·
τSGS where τSGS = νSGS(∇u+∇uT ) denotes the usual form of the Smagorinsky subgrid
scale stress tensor in velocity-pressure formulation: ∇× (∇ · (νSGS(∇u+∇uT )))≈ ∇×
(νSGS∇ · (∇u+(∇u)T )) = −∇× (νSGS∇×ω). One can show that it is equivalent to

RSGS = νSGS(∇ω −∇ωT ) (6)

We note that the tensor RSGS is anti-symmetric, as the tensor R to be modeled. A
symmetric formulation can be found in [9]. The coexistence of those seemingly differ-
ent versions of Smagorinsky model in literature can be explained by numerical exper-
iments in [8] showing that the transposed gradient term is negligible compared to the
gradient term. The subgrid-scale viscosity is modelled by νSGS = (CΔ̄)2|S| where C is
a coefficient to be chosen, Δ̄ taken to be equal to the grid size, S = 1

2 (∇u+∇uT ) and

|S| =
√
2Si jSi j is the magnitude of S.

“Small” Model
Following [9,10], we explore a second model from the variational multiscale (VMS)
family of models. VMS models aim to circonvent the over dissipation of the largest
scales in classical artificial viscosity models by applying the artificial viscosity only to
the smallest of the resolved scales and thus require an additional explicit small-scale
filtering. Let f be some resolved field, we define, in Fourier space, the largest resolved

scales of f̄ by f̂ (k) = Ĝ(k) f (k)where Ĝ is some test filter, and the small resolved scales

f S by f S = f − f̂ . One therefore defines the second model by RSGS = νSGS(∇ωS −
(∇ωS)T ) where ωS denotes the small scales of the resolved vorticity field.

Dynamic Model
The most widely used LES model in practical applications is the dynamic version of
the Smagorinsky model in which the coefficient is adapted in time and space (with usu-
ally an averaging procedure along homogeneous directions). Following [7,8] we adapt
this procedure to the vorticity-velocity formulation. The Leonard tensor writes �i =
̂u j∂ jω i− ̂ω j∂ jui− û j∂ jω̂ i+ω̂ j∂ jûi andm=∇ ·( ̂̄Δ 2|̂̄S|(∇ω̂ −∇ω̂

T
)−Ĝ∗(Δ̄ 2|S̄|(∇ω −

∇ωT ))) where Ĝ denotes the test filter, ̂̄Δ its size and ̂̄ω and ̂̄u the test-filtered vorticity
and velocity fields. We define the dynamic coefficient asCd = 〈�imi〉/〈mimi〉 where the
brackets represent an averaging over homogeneous directions.

Gradient Model
We also explored a structural model that aims at directly modeling the subgrid-scale
tensor (as opposed to functional models which aim at reintroducing the dissipation at
the smallest scales). We consider the gradient model [11], based on a Taylor expansion

Rg
i j =

Δ̄ 2

12
(∂kω i∂ku j −∂kω j∂kui) (7)

This model is known for its low cost and its good performance in a priori tests
but has the drawback of being not dissipative enough. To circumvent this problem,
we propose the following clipping procedure, based on the enstrophy transfer between
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resolved and modelled scales Rg
i jΩi j where Ωi j = 1

2 (∇ω +∇ωT ).

Rg,clip
i j =

Δ̄ 2

12
(∂kω i∂ku j −∂kω j∂kui)×

{
1 if Rg

i jΩi j < 0
−1 otherwise.

(8)

4 Numerical Experiments

We tested the models presented above for two classical benchmarks: the Taylor Green
Vortex (TGV) test case at Re= 5000 and the decay of homogeneous turbulence (HIT).
In both test cases, the simulations are performed in a periodic cubic box of side length
L= 2π . The Smagorinsky coefficient was set atC2

S = 0.027 for the simple Smagorinsky
model and C2

S = 0.0563 for the “small” model, which are close to the ones found in
literature [9,10]. The filtering of the small scales was performed using the 6th order
filter described in [9].

The Taylor-Green vortex is a well suited benchmark to study transition to turbulence
and the progressive formation of small scales. A Reynolds number of 5000 has been
used recently in literature [12] and has been chosen as it is more turbulent than the
transitional and classical Re= 1600 test case, such that a LES does not work without a
model, but is still low enough for a DNS to be computationally accessible. The reference
DNS was performed at a resolution of 5123 and the LES were performed at a coarser
resolution of 963.

Fig. 1. Time history of enstrophy (left) and kinetic energy spectrum at t = 8.5 (right) for the TGV
at Re= 5000

In Fig. 1, the time history of the enstrophy and the energy spectrum at t = 8.5 are
used to evaluate the different models. The overestimation of the energy at the small
scales by a LES with no additional model (in blue) shows the need for a subgrid-scale
model in our case. The simple Smagorinsky model is too diffusive after the peak of
enstrophy but its performance is improved when filtering the small scales, showing
good agreement with the DNS data. The gradient model, a novel approach in the con-
text of our method, also shows a good performance and the clipping has the expected
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effect of reducing backscatter. The dynamic Smagorinsky shows results similar to the
gradient and Smagorinsky models but for a higher computational cost as it requires
many additional filtering operations.

To initialize the decay of HIT, the forcing was done using the procedure described
in [13] on the reference DNS at 5123. Once the spectrum converged, the turbulent state
was interpolated on a coarse 323 grid, used as the initial state for the LES, and a fine
2563 grid. The results obtained are coherent with our conclusions for the TGV (Fig. 2).

Fig. 2. Time history of enstrophy (left) and kinetic energy spectrum at t = 1 (right) for the decay
of homogeneous isotropic turbulence

5 Conclusion and Perspectives

A benchmark analysis of various subgrid-scale models was performed in the context
of a remeshed vortex method. This method presents the advantage, compared to most
methods classically used in LES, of its semi-Lagrangian nature (showing low dissi-
pation) and the use the vorticity, a field closely related to the growth of small-scale
turbulence, as the main variable. Tests on two well known benchmarks showed that the
model focusing on the smallest scales of the resolved vorticity (“small” model) gives the
best results and the adaptation of the gradient model to our present context shows some
promising results as well. Future works will focus on improving the existing models,
as well as on developing Implicit Large Eddy Simulation (ILES) for our method and
applying our models to test cases with walls.
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1 Introduction

Fully-developed turbulence is characterised by the existence of intermittent
coherent energetic eddies at all scales, including the smaller ones. Therefore,
traditional lowpass filter-based large-eddy simulation (LES) methods with a
priori defined mesh resolution are inherently not able to investigate the multi-
resolution features of coherent structures and intermittency of turbulent flows.
Wavelet-based adaptive LES (WA-LES) is an extension of the LES methodology,
where wavelet threshold filtering (WTF) is employed to separate resolved (more
energetic) from residual (less energetic) turbulent flow structures, regardless of
their size [1]. The effect of unresolved coherent structures on the resolved flow
fields is approximated by means of subgrid-scale (SGS) models, with the turbu-
lence resolution of the filtered solution being dictated by the WTF level that is
prescribed.

The WA-LES governing equations are numerically solved by means of the
anisotropic adaptive wavelet collocation (AWC) method, where the wavelet com-
pression represents an integral part of the numerical algorithm, such that the
solution is obtained with an optimal number of grid points for a given level of
accuracy [2]. By separating the computational and the physical spaces, while
introducing a suitable mapping between them, the structured rectilinear assem-
bly of wavelet collocation points in the computational space can be retained.
This way, the use of computationally efficient adaptive discrete wavelet trans-
forms and derivative approximations is allowed, while anisotropic curvilinear
spatial meshes can be employed for complex geometry flows.

In this work, the WA-LES approach to compressible turbulent flows is pre-
sented and discussed, with a particular focus on wall-bounded flows, while test-
ing two different closure procedures that were recently introduced. The perfor-
mance of the method is assessed by conducting adaptive numerical simulations
of fully-developed compressible flow in a plane channel, which represents a well-
established benchmark for this kind of flows [3].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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2 Compressible WA-LES

The WA-LES governing equations for compressible flows are expressed in terms
of wavelet-based density-weighted Favre-filtered variables [4]. Formally, these
equations can be obtained by replacing the spatial low-pass filtering in the
(traditional) compressible LES equations with multi-resolution nonlinear WTF.
Denoting wavelet-filtered and Favre-filtered variables by using the over-bar and
tilde symbols, respectively, the compressible WA-LES equations read:

∂ρ

∂t
= −∂(ρũj)

∂xj
, (1)

∂(ρũi)
∂t

= − ∂

∂xj
(ρũiũj + pδij − σ̂ij) − ∂τij

∂xj
+ ρfi, (2)

∂(ρẽ)
∂t

= − ∂

∂xj
[(ρẽ + p) ũj − σ̂ij ũi + q̂j ] − ∂

∂xj
(Qj − Dj + Jj) + ρfj ũj . (3)

While the detailed derivation of these equations can be found, for instance,
in [5], let us simply recall some definitions: σ̂ij and τij are the resolved and SGS
stresses; q̂i and Qi are the resolved and SGS heat fluxes; Di and Ji are the SGS
viscous and turbulent diffusion fluxes, and fi represents a uniform body force
sustaining the flow.

In this work, the unclosed terms appearing in the above equations are approx-
imated by two different SGS models that were originally introduced for tradi-
tional non-adaptive LES, namely, the anisotropic minimum dissipation (AMD)
model [6], and the dynamic k-equation model [7]. The AMD model, which has
been further developed for WA-LES in [4], seeks to approximate the least eddy-
viscosity and eddy-diffusivity magnitudes necessary to prevent the formation of
turbulent structures smaller than the mesh size, while imposing the balance of
production and dissipation of SGS energy at the local grid scale. Differently,
the localized dynamic kinetic-energy (LDK) model, which has been recently
extended for compressible WA-LES [5], involves the explicit solution of the trans-
port equation for the SGS turbulent kinetic-energy. The various residual terms
appearing in the wavelet-filtered governing equations are individually modeled,
with the model coefficients being determined by means of either Germano-like
or Bardina-like dynamic procedures. This way, differently from other SGS mod-
eling approaches involving the use of a priori prescribed model coefficients, this
approach leads to a self-closed modeling procedure. However, it is worth noting
the higher computational cost of the LDK model compared to the AMD model,
both in memory and complexity. The model equations, which are not reported
here for brevity, can be found in Refs. [4,5].

Since the AWC method employs the same thresholding level (say ε) that is
used for deriving the filtered governing equations, this user-defined parameter
actually controls both the turbulence resolution and the numerical accuracy of
the WA-LES solution. For statistically steady turbulent flows, this constraint
is partially relaxed by adopting the split adaptation formulation, where two
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different thresholds for the resolved time-averaged and fluctuating components
are employed [8]. Practically, in addition to the instantaneous balanced variables,
the computational grid also adapts to the corresponding time-averages, but with
a much lower threshold (say ε′). This allows to enhance the efficiency of the
simulation, given the available computational resources.

3 Channel Flow Simulation

To demonstrate the WA-LES method for compressible flows, the simulations of
isothermal-wall turbulent channel flow at various Mach and Reynolds numbers,
matching the conditions of the pioneering direct numerical simulations (DNS) [3],
are carried out. The results reported in this paper correspond to the flow case
at Mabulk = 3 and Rebulk = 4880, where WA-LES is performed with the WTF
levels of ε′ = 0.01 and ε = 0.05, for the mean and fluctuation components,
respectively. Four adaptive collocation grids are employed in the spatial domain
4πδ × 2δ × 4πδ/3, with the finest resolution corresponding to a non-adaptive
384 × 513 × 384 mesh.

Figures 1 and 2 show the adapted grids at two different time instants, say t1
and t1 + δ/Ubulk, with X and Y representing the streamwise and wall-normal
directions, respectively. The instantaneous grids, colored by the thermal field
(normalized by the wall temperature), are depicted for five equispaced cross-
sections of the channel. Apparently, the evolution of dominant flow structures
is predicted by means of dynamic grid adaptation in both space and time, as is
confirmed by looking at the corresponding streamwise vorticity contours that are
reported. It is worth noting that the finest spatial mesh, which is occasionally
used in the wall region, practically corresponds to DNS-like resolution [3], and
the present one can be referred to as wall-resolved WA-LES.

Table 1. Grid compression and mean flow results for channel flow at Mabulk = 3.

Case Compression Reτ Maτ -Bq
˜Tc/Twall

WA-LES (AMD) 95% 458 0.107 0.13 2.69

WA-LES (LDK) 96% 442 0.113 0.13 2.37

LES [9] 0% 459 0.112 0.14 2.67

DNS [3] – 451 0.116 0.137 2.49

The average grid compression that is achieved in this case is reported in
Table 1, along with some mean flow results, which are the friction Reynolds
(Reτ ) and Mach (Maτ ) numbers, the heat flux coefficient (-Bq), and the nor-
malized temperature at the midplane (˜Tc/Twall). Due to the AWC method, less
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Fig. 1. Adapted mesh colored by temperature (top) and streamwise vorticity contours
(bottom) at a given time instant, say t1.

than 6% of the potentially available grid points are actually employed by the var-
ious calculations, confirming the good performance already obtained in the past
for incompressible WA-LES [1]. The results of the statistical analysis, in terms of
both mean flow variables and turbulent fluctuations, are found to be fully con-
sistent with classical non-adaptive LES [9] and reference DNS [3]. For instance,
in Fig. 3, the normalized mean temperature and the corresponding fluctuation
root-mean-square are reported against the normalized wall distance |Y |/δ. The
good predictions of the present simulations, supplied with either LDK or AMD
model, demonstrate that WA-LES represents a viable alternative to the tradi-
tional LES approach for wall-bounded attached compressible turbulent flows.
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Fig. 2. Same as previous figure, at the time instant t1 + δ/Ubulk.

Fig. 3. Normalized mean temperature (left) and corresponding fluctuation rms (right).
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4 Concluding Remarks

Originally developed for incompressible flows, the WA-LES method has been
recently extended to the compressible regime. The present results obtained for
turbulent channel flow are very encouraging and call for further development
of the wavelet-based modelling and simulation framework, where fully adap-
tive simulations of wall-bounded turbulent flows can be effectively performed on
optimal computational meshes. For instance, the numerical prediction of com-
pressible turbulent flows around solid obstacles is an active area of ongoing
research [10].

Finally, it is worth stressing that the present WA-LES approach is completely
different from using the AWC method to solve the mean compressible flow gov-
erning equations [11], as it happens for the wavelet-based unsteady Reynolds-
averaged Navier-Stokes modeling approach. Actually, WTF is employed there
by the numerical solver, without entering the definition of the balanced flow
variables [12].

Acknowledgements. The authors acknowledge the CINECA award under the
ISCRA initiative for the availability of high performance computing resources (Project
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1 Introduction

High-Reynolds compressible flows over complex geometries represent a real challenge
for contemporary engineering. Fully resolved Direct Numerical Simulations (DNS)
are still not feasible in realistic contexts; therefore, accurate turbulence models are
required. In this scenario, Large Eddy Simulation (LES) represents a superior app-
roach compared to more standard Reynolds Averaged Navier-Stokes (RANS) strategies
since the dynamics of the energy-dominant and flow-dependent large eddies are directly
resolved on the computational mesh rather than being modelled [1]. However, even if
Wall-Resolved LES (WRLES) can be highly accurate in predicting such flows when
applied to high-Reynolds conditions, they are still too computationally demanding due
to the resolution requirements imposed by the presence of the solid boundary. Thus,
the technique does not fit the industrial needs and, for this reason, Wall-Modelled LES
(WMLES) have taken charge during the last decades [2]. The approach aims to resolve
the most significant flow portions with standard LES techniques, while a wall-stress
model considers the near-wall regions. Compared to other hybrids/zonal numerical dis-
cretization of the Navier-Stokes system of equations, the WMLES approach has proven
to be more accurate in capturing near-wall dynamics, which is critical for enhanced
predictions of unsteady problems at any applicative level in engineering.

In addition, treating complex geometries in a computationally efficient way is not
trivial, and one of the most promising strategies in this path is the Immersed Bound-
ary Method (IBM). The strategy allows the body surface to cut the computational cells
so that a Cartesian mesh can be employed independently of the geometry complexity.
Thus, a highly efficient and massive parallel Cartesian solver can be used for aerody-
namics applications. The problem with IBM lies in resolving the near-wall regions since
the mesh does not fit the body locally. For this reason, the combination of WMLES,
which aims at placing the first off-the-wall point as far as possible, with an IB strategy
looks promising, combining the possibility of dealing with high Reynolds number flows
in a framework that is efficient from a computational point.
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The present work proposes an innovative technique that unifies the IBM and the
WMLES approaches according to the procedure proposed in [3–5]. The method is val-
idated in high-Reynolds canonical flows consisting of turbulent channel and pipe flows
whose walls are modeled using immersed bodies. Thus, the proposed methodology rep-
resents a real turning point for the aerodynamic characterization of complex geometries
in application fields with high Mach and Reynolds numbers.

The present document is organized as follows: Sect. 2 provides the essential infor-
mation concerning the numerical model. Section 3 presents the results of the analyses,
while Sect. 4 states the conclusions and the final remarks.

2 Governing Equation and Numerical Methods

The present study is carried out with URANOS (Unsteady Robust All-around Navier-
Stokes Solver), a fully compressible Navier-Stokes solver developed at the Industrial
Engineering Department of the University of Padova [6–9]. The solver deals with the
filtered Navier-Stokes system of equations in a conservative formulation which intro-
ducing both the Reynolds (φ = φ̄ +φ ′) and Favre (φ = φ̃ +φ ′′, φ̃ = ρφ/ρ̄) decompo-
sitions, reads as:

∂ ρ̄
∂ t

= −∂ ρ̄ ũ j

∂x j
(1a)

∂ ρ̄ ũi
∂ t

+
∂ ρ̄ ũiũ j

∂x j
= −∂ p̄iδi j

∂x j
+

∂ τ̄i j
∂x j

− ∂TSGS
i j

∂x j
(1b)

∂ ρ̄Ẽ
∂ t

+
∂ ρ̄ ũ jẼ

∂x j
= −∂ p̄ũ j

∂x j
+

∂ ũ j τ̄i j
∂x j

− ∂J̄ j

∂x j
− ∂ESGS

j

∂x j
(1c)

The SubGrid-Scale (SGS) terms are modeled via the canonical Boussinesq’s hypothesis
evaluating the turbulent viscosity, μSGS through theWall-Adaptive Large-Eddy (WALE)
viscosity model [10].

As far as the wall model, the one proposed by [2] is employed so that the wall shear-
stress value, τw,wm, and the wall heat flux, qw,wm, are fed as boundary conditions for the
external flow according to the procedure proposed by [4]. Concerning IBM, the one
proposed by [3] is used.

3 Results

To validate the present methodology, a turbulent channel flow configuration and a fully
developed pipe flow system are addressed as leading benchmarks. Thus, Figs. 1a and 1b
show some snapshots of the instantaneous velocity field inside the channel and the pipe,
respectively. From such qualitative representations, it can be observed how immersed
blocks model wall surfaces. Simulation parameters are provided in Table 1, while, in
the following, a detailed description of the models is provided.
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Fig. 1. Representation of the domain of the turbulent channel flow, with the solid IBM entities
clearly visible at the bottom. Top immersed block is not represent.

Table 1. Channel and pipe flow simulations parameters.

Case Reτ,0 Reτ Nx ×Ny ×Nz Δx+ ×Δy+ ×Δz+

tch1 590 596 48 × 78 × 24 77.2 × 7.6 × 77.2

tch2 1000 1010 80 × 78 × 40 78.5 × 16.7 × 78.5

tch3 2000 1942 160 × 156 × 80 78.5 × 16.7 × 78.5

tch4 5200 5376 160 × 156 × 80 204.2 × 43.3 × 204.2

tch5 10000 9623 320 × 312 × 160 196.3 × 41.7 × 196.3

tch6 20000 19244 640 × 624 × 320 196.3 × 41.7 × 196.3

Case Reτ,0 Reτ Nx ×Ny ×Nz Δr+ ×Δθ+ ×Δz+

tpi1 500 551 96 × 96 × 50 13.8 × 13.8 × 69.2

tpi2 1140 1217 128 × 128 × 96 22.7 × 22.7 × 79.2

tpi3 3000 3183 128 × 128 × 96 59.7 × 59.7 × 208.3

tpi4 6000 6398 150 × 150 × 96 102.4 × 102.4 × 418.8

3.1 Turbulent Channel with Immersed Walls

Starting from the channel flow simulation, the latter is carried out by prescribing a
bulk Mach number, Mb = ub/cw, of 0.1, while the friction Reynolds number, Reτ =
ρwuτh/μw, is enforced up to 20k. Here is not worthless to mention that such a Reynolds
condition is still very far from any DNS or WRLES approach. The computation is
carried out in a tridimensional box with size Lx ×Ly ×Lz = 2πh× 2h× πh along the
x, y and z coordinates, respectively, h being the channel half-height. A uniform mesh
spacing is applied in all three Cartesian directions.
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Fig. 2. Mean streamwise velocity profiles, u+ = ũ/uτ , and inner-scaled turbulent kinetic energy,

k̃+ = ˜u′′
i u

′′
i /u

2
τ , as a function of the inner scaled wall distance, y

+ = y/δν , for channel flow cases
at Mb = 0.1 and Reτ up to 20k. Present results (blu dots) are compared with DNS data (solid
black lines) by [11–13] and analytical reference according to the Reichardt’s law [14].

Figure 2 reports the results of the computations. In particular, Fig. 2a show the mean
scaled velocity profiles, u+ = ũ/uτ , while Fig. 2b reports the inner-scaled turbulent

kinetic energy, k̃+ = ˜u
′′
i u

′′
i /u

2
τ , as a function of the internal wall distance, y+ = y/δν .

For greater clarity, velocity profiles are offset in the vertical direction by five wall unit
steps. Overall, the results agree well with DNS references by [11–13]. Data are also
provided for a nominal Reτ of 10k and 20k. The latter are compared with Reichardt’s
law [14] since no DNS/experimental data are available for such Reynolds conditions.
The trend is confirmed even for such extreme configurations.

3.2 Turbulent Pipe Inside an Immersed Block

The pipe flow configuration allows us to validate the current approach in a non-
conformal geometrical arrangement. Thus, the computational domain is made up of
a rectangular box of dimensions 2.4R×2.4R×2πR being R the pipe radius and is dis-
cretized with a uniform grid in all directions according to the description reported in
Table 1. The system is forced flowing along the z-direction setting a bulk Mach number,
Mb = wb/cw, is still enforced to 0.1. Concerning the boundary conditions, some dis-
tinctions must be made compared to the channel flow setup. In particular, the IB block
is modeled as a no-slip and isothermal boundary condition enforcing the wall-shear
stress and heat flux according to the WMLES procedure. Periodicity is enforced along
with the z-direction, while no particular boundaries are associated with the edge of the
computational domain since they do not affect the flow.

Figure 3 reports the results of the computations in terms of mean scaled velocity

profiles, w+ = w̃/wτ , (Fig. 3a) and turbulent kinetic energy, k̃+ = ˜u
′′
i u

′′
i /w

2
τ (Fig. 3a).

For greater clarity, velocity profiles are still offset in the vertical direction by five wall
unit steps. Overall, the results agree well with DNS references by [15].
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Fig. 3.Mean streamwise velocity profiles, w+ = w̃/wτ , and inner-scaled turbulent kinetic energy,

k̃+ = ˜u′′
i u

′′
i /w

2
τ , as a function of the inner scaled wall distance, y+ = y/δν , for pipe flow cases at

Mb = 0.1 and Reτ up to 6k. Present results (red dots) are compared with DNS data (solid black
lines) by [15].

4 Conclusions

The present work describes the numerical results obtained by coupling a sharp inter-
face immersed boundary method with an innovative wall-modeled LES approach.
The method is designed to address the simulation of complex geometries in high-
Reynolds/high-Mach number conditions and is implemented within the URANOS
solver framework, a massive-parallel CFD solver for compressible flow simulations.
The approach is tested in canonical turbulent channel and pipe configurations.

The two tests see the solid walls modeled by immersed blocks and can enforce
the correct shear stress thanks to the embedded WMLES reconstruction. Comparison
with the highest-Reynolds DNS data available in the literature and analytical reference
from wall-turbulence theory confirm the quality of the proposed methodology in a wide
range. Future studies aim to investigate more complex flow configurations by charac-
terizing complex geometries with higher compressibility levels.
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Abstract. A stochastic data-driven based model is proposed to augment coarse-
grid numerical simulations of two-dimensional Rayleigh-Bénard convection.
Proper orthogonal decomposition (POD) is used to decompose fine-grid refer-
ence data into spatial fields and temporal coefficients. The latter are modeled as
stochastic processes, yielding a model with few tunable parameters. A relatively
small number of POD modes is found to be sufficient to obtain accurate Nusselt
number estimates at Rayleigh number 1010.

1 Introduction

The aim of LES is that of performing accurate numerical simulations at a moderate com-
putational cost. The challenge is to devise a significant coarsening of the model while
retaining an adequate level of reliability. In recent years, due to ever-growing compu-
tational resources, it has become possible to perform high-resolution direct numerical
simulations (DNS) from which data are used to build coarse-grid fluid models. The lat-
ter allows for high-fidelity simulation of the dynamics of large-scale flow structures over
long time horizons, otherwise unreachable by DNS. In particular, data is used to find
LES closure models [3] or to alter governing equations [2]. In addition, observational
data can be used as an alternative or to complement a DNS dataset. Data assimilation,
in fact, has been used for several decades in the context of geophysical fluid dynamics
[1,7] and is of particular interest to this work.
Here we propose a data-driven approach to augment the coarse-grained numerical pre-
dictions of two-dimensional Rayleigh-Bénard convection. Proper orthogonal decom-
position (POD) is used to decompose fine-grid reference data into spatial fields and
temporal coefficients. These coefficients are modelled as stochastic processes whose
variance equals the POD spectrum of the flow. We found that a comparably small num-
ber of POD modes is sufficient to attain an accurate estimation of the Nusselt number
even at high Rayleigh number, thereby enabling studies in the range of ‘ultimate turbu-
lence’ [8,9]. This strong coarsening makes the model efficient and accurate over long
time.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 209–214, 2024.
https://doi.org/10.1007/978-3-031-47028-8_32
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2 Data Generation and Processing

Rayleigh-Bénard convection is described by the Navier-Stokes equations coupled to
temperature transport under the Boussinesq approximation. The governing equations,
in non-dimensional form, are the following:

∂u
∂ t +u ·∇u=

√
Pr
Ra∇2u−∇p+Tez, (1)

∇ ·u= 0, (2)

∂T
∂ t +u ·∇T = 1√

PrRa
∇2T. (3)

Here, we restrict to two spatial dimensions. We adopt u, p and T to denote velocity,
pressure and temperature, respectively. Buoyancy effects due to temperature gradients
are included by means of the term Tez, where ez is the vertical unit vector. The dimen-
sionless parameters that determine the flow are the Rayleigh number Ra= gβΔL3y/(νκ)
and the Prandtl number Pr = ν/κ , set to 1010 and 1, respectively. Here g is the gravi-
tational acceleration, β the thermal expansion coefficient, Δ the temperature difference
between the boundaries, ν the kinematic viscosity and κ the thermal diffusivity. The
computational domain is a rectangle of size Lx = 2, Ly = 1. Periodic boundary condi-
tions are imposed in the horizontal direction while the top and bottom boundary are
no-slip walls. The temperature is prescribed at 1 at the top wall and 0 at the bottom
wall.
The time integration is carried out by employing an RK3method. An energy-conserving
finite difference method is employed for the spatial discretization [10] and parallelized
as in [5]. A uniform grid spacing is adopted along the periodic direction while grid
refinement close to the wall is realized by means of a hyperbolic tangent profile to
properly resolve the boundary layer.
The DNS simulation is performed over a 4096× 2048 grid. This resolution has been
shown to be adequate for the selected Ra number, as indicated in [11]. Coarse-grid runs
are carried out on a 64×32 grid. The rather strong coarsening allows to identify clear
differences between the proposed model and the solution of system (1-3) solved on the
fine grid without model, as shown in Fig. 1.

Fig. 1. Snapshots of the temperature field of the DNS (left) and the numerical simulation on the
coarse grid using 100 POD modes (right).
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Proper orthogonal decomposition (POD) is applied to a sequence of equispaced and
uncorrelated DNS snapshots. The spatial and temporal coefficients, indicated by σi(x)
and ai(t), respectively, follow from the minimization problem

min
∫

Ω

∫

T

(
f (x, t)−

N

∑
i=1

ai(t)σi(x)

)2

dtdΩ , (4)

where f (x, t) is either the velocity or the temperature field. The fraction of energy
related to each of the modes is given by the variance of the corresponding temporal
coefficient. The solution of (4) is given by the eigenvectors of the spatial-spatial corre-
lation tensor:

μiai(t) =
∫

T
〈 f (x, t) f (x, t ′)〉Ωai(t ′)dt ′, (5)

where 〈·〉Ω denotes integration over the spatial domain and μi is the standard deviation
of the time series ai(t). The spatial profiles σi(x) then follow from orthogonality:

σi(x) =
〈 f (x, t)ai(t)〉T

〈ai(t)2〉T , (6)

where 〈·〉T indicates integration over time. For an in-depth description of this procedure
the reader is referred to [4].

3 Stochastic Modelling

3.1 Model Description

The momentum and temperature Eqs. (1, 3) can be written as a system of ODEs for the
temporal coefficients by projection onto the POD basis. For each POD mode one has

dai, f
dt

= Lf ({a j, f (t)}), i= 0, ...,N, (7)

where Lf is formally the spectral representation of u · ∇, ∇, ∇2 and the source term
appearing in (1–3). This system of ODEs involves all coefficients. In actual models we
truncate this formulation to include only a certain number N of modes.
Representing the fine-scale dynamics in the coarsened model using the POD time series
has been shown to be an efficient approach to improve coarse-grid simulations [6]. In the
same spirit, here we regard the evolution of the coefficients as a stochastic process. First,
Eq. (7) is integrated in physical space to find an intermediate value ãi, f . Subsequently,
after projection, the temporal coefficients at the new time level n+1 are updated by

an+1
i, f = ãn+1

i, f

(
1− Δ t

τi

)
+μi

√
1−

(
1− Δ t

τi

)2

rni (8)

where μi and τi are the standard deviation and time correlation of the temporal coeffi-
cients computed from the DNS dataset. Moreover, rn is a random variable drawn from
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a standard normal distribution. The formulation (8) is a first-order autoregressive model
with drift coefficient 1− Δ t/τi and variance μ2

i . Once a
n+1
i, f is computed from (8), the

full spatial field f (x, t) is reconstructed in physical space and the time step is completed.
The projection and reconstruction of the field from/to physical space to/from spectral
space is a computationally intensive operation. However, as we will show in the next
section, only a few POD modes are necessary to significantly improve the predictions
of the flow statistics compared to adopting no model at all. Thus, the overall cost of the
model is comparable with that of solving the coarse-grained PDE without the model.

3.2 Nusselt Number Predictions

First we verify that the simulated coarse-grid POD spectrum is well represented when
using (8). Preliminary tests have shown that the temperature spectrum simulated with-
out model matches the DNS spectrum well, in particular at large scales. However, the
velocity spectrum showed considerable differences at all scales. Given these findings,
we apply the model to the momentum equation only. In Fig. 2 and 3 the POD spec-
trum of both the velocity and the temperature is shown when using the primary 20
and 100 modes in the forcing. The velocity spectra match the reference spectrum up to
the forced mode. Furthermore, an overall improvement is observed in the temperature
spectra compared to the no-model case.

Next we predict the Nusselt number and compare it with its reference value obtained
from DNS. We adopt the following definition

Nu= 1+
√
PrRa〈uyT 〉Ω (9)

where uy denotes the vertical velocity and 〈 ,〉Ω denotes the volume average. This def-
inition is particularly suitable for the computation of the Nusselt number since it does
not involve gradients, which would introduce an additional source of error when dis-
cretized on a coarse grid. Figure 4 shows the time averages of the Nusselt number as
measured on the reference fine grid, on the coarse grid without model and on the coarse
grid with the stochastic model. Increasing the number of POD modes clearly results

Fig. 2. POD spectra of the velocity (left) and temperature (right). The spectra of the reference
solution (dashed line), the no-model (blue line) and the stochastic model using 20 POD modes
(red line) are shown (Color figure online).
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Fig. 3. POD spectra of the velocity (left) and temperature (right). The spectra of the reference
solution (dashed line), the no-model (blue line) and the stochastic model using 100 POD modes
(red line) are shown (Color figure online).

Fig. 4. Rolling time averages of the Nusselt number obtained from the no-model and the stochas-
tic model using 20, 40 and 100 POD modes. The reference DNS result is represented by the solid
line together with a 5% uncertainty interval.

in a more accurate estimation of Nu. Even at the lowest number of POD modes sim-
ulated, a significant improvement is clearly visible. This suggests that a correction on
the large-scale spectrum of velocity is beneficial for the correct prediction of mean heat
transfer.

4 Conclusions

In this work, a stochastic data-driven model for coarse-grained numerical simulations of
two-dimensional Rayleigh-Bénard turbulence has been proposed. The model is based
on the proper orthogonal decomposition (POD) of high-resolution numerical data. In
particular, parameters are extracted from the temporal coefficients of the POD basis
and are used to augment the coarse-grained numerical predictions via stochastic forcing.
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The resulting model requires only two parameters per POD mode, making it straight-
forward to interpret and to implement. In fact, these two parameters, i.e., (τi,μi) for the
time correlation and the standard deviation, can be computed per POD mode from the
DNS data and are not free parameters. It was found that the Nusselt number estimates
on the coarse grid with stochastic forcing improved significantly compared to those
obtained without a model. The method presented here is general and may be extended
to different flows.

Acknowledgments. This work was performed in the context of the SPRESTO project, funded
by the Dutch Science Foundation (NWO) in their TOP1 program.
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1 Introduction

Complementing large-eddy simulation (LES) with wall-modelling is, perhaps, the most
straight-forward way to enable high-fidelity simulations at high Reynolds numbers. At
the same time, high-order methods offer the benefits of high computational efficiency
and potentially faster convergence with respect to mesh refinement even outside the
asymptotic regime. Solvers based on the spectral-element method (SEM) in particular,
are also well-suited for novel computing architectures such as graphics processing units,
due to the high level of locality of the performed numerical operations [3]. This warrants
the current interest in implementing wall-modelled LES (WMLES) in SEM solvers,
such as Nek5000 [2,7].

This is also the topic of the current contribution. We consider the so-called ‘wall-
stress’ class of wall models [4], in which the effect of inner-layer dynamics are modelled
by providing the correct local value of the wall shear stress. Such wall-models can be
split into three subcomponents.

1. Sampling the outer-layer solution to the wall model.
2. Determining the value of the wall shear stress, τw, based on the sampled quantities.
3. Applying the predicted stress as a boundary condition at the wall.

Here, the focus is on the third item, and we test two alternative boundary conditions
for prescribing the wall stress, both implemented in Nek5000. The two approaches are
discussed in detail in the next section. To make the comparison, simulations of turbulent
channel flow at Reτ = 8000 are conducted. We use Spalding’s law [8] to predict the
values of the wall shear stress.

2 Wall Boundary Conditions

It is instructive to begin with a mathematical derivation of how the wall stress vector,
τw, enters the governing equations. To that end, we consider only the viscous stress term
in the Navier-Stokes equations. Let σi j be the viscous stress tensor, then

σi j =
∂

∂x j
(2(ν +νsgs)Si j) ,

∂σi j

∂x j
= 0, i= 1,2,3. (1)
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Here, Si j is the rate-of-strain tensor, ν is the kinematic viscosity, and νsgs the subgrid
scale viscosity. The corresponding weak form is

∫
Ω
vi

∂σi j

∂x j
dξ = 0, (2)

where vi are test functions, and Ω the computational domain. Now, using the following
identity,

∂viσi j

∂x j
=

∂vi
∂x j

σi j+ vi
∂σi j

∂x j
, (3)

we obtain ∫
Ω

∂vi
∂x j

σi j dξ =
∫

Ω

∂viσi j

∂x j
dξ . (4)

Applying the Gauss-Ostrogradsky theorem to the right-hand side we get

∫
Ω

∂vi
∂x j

σi j dξ =
∫

∂Ω
viσi jn j dξ . (5)

Now let τi = σi jn j and thus τwi = τi − (τ jn j)ni, leading to

∫
Ω

∂vi
∂x j

σi j dξ =
∫

∂Ω
[viτwi +(τ jn j)vini] dξ . (6)

The second term under the integral on the right-hand side is equal to zero because of
the strongly enforced non-penetration condition, vini = 0. The first term depends on the
boundary condition. In case of the standard no-slip condition, it vanishes since the test
functions are zero-valued at the wall. In the case of a Neumann condition, it is non-zero.

The above shows a natural way of setting the predicted τw, namely using a Neumann
boundary condition for the wall-parallel velocity components. At the same time, we see
that in the SEM framework the value is enforced weakly and only enters as a source term
on the right-hand side. While the global integral balance (6) will hold (supplemented
by the remaining terms in the momentum equation), there is no guarantee that the local
value of the wall stress at each wall node will be equal to that in the source term. In fact,
these only converge towards each other asymptotically. Since, by the very definition of
WMLES, the near-wall region is under-resolved, we cannot expect this convergence to
take place.

Since the statistics of τw are an important simulation outcome, the question arises on
what values to report: the ones predicted by the wall model or those actually observed
at the wall. To avoid this issue, an alternative boundary condition can be used to set the
stress.

In particular, the value of νsgs at the wall can be used to that end. Assume that the
no-slip condition is used for the velocity field. Also, let x and z point in the wall-parallel
directions, and y in the wall-normal. Then, given some predicted value of τw, we could
set νsgs to

νsgs = |τw|/
(
2
√

S2xy+S2zy
)

−ν (7)
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in order to enforce this τw at the wall. Since all the boundary conditions are now Dirich-
let, the stress is enforced strongly. Note, however, that since νsgs is a scalar, the direction
of τw cannot be controlled, and is determined by the local values of Sxy and Szy.

A comparison between these two boundary condition has been made in the context
of finite-difference solvers in [1], with the viscosity condition leading to somewhat
better results. The viscosity-based condition has also been successfully used with finite-
volume-based codes [5]. However, both boundary conditions have not been compared
yet in SEM.

2.1 Subgrid Scale Modelling

3 Case Setup

To test the boundary conditions, we consider channel flow, at Reb = 200400. This cor-
responds to Reτ ≈ 8000 according to the DNS data [9], which serves as a reference
solution.

The size of the domain is 8δ ×2δ ×6δ , where δ is the half-height of the channel.
The simulations are performed on a set of 3 meshes using polynomials of order 7. The
first mesh M1 corresponds to node resolution ≈ δ/30 in all directions, although some
modulation of this value is introduced by the Gauss-Legendre-Lobatto distribution of
the nodes within each element. The mesh M2 is produced from M1 by doubling the
number of elements in the wall-normal direction, and for M3 the same is also done
for both wall-parallel directions. All three meshes can be considered fine by WMLES
standards. More information about the meshes can be found in Table 1.

Table 1. Computational meshes for channel flow simulations. Nx, Ny, and Nz are the number of
elements along the three coordinate axes. Ngll is the total number of nodes in the mesh.

Mesh Nx Ny Nz Ngll

M1 32 8 24 3.14 ·106
M2 32 16 24 6.29 ·106
M3 64 16 48 25.17 ·106

As already mentioned in the introduction, Spalding’s law used to predict the wall
stress on both walls. Sampling is performed at a distance of 0.2δ , independent of the
computational mesh. The Sigma model was used for subgrid scale modelling [6]. The
simulation time step was selected to keep the Courant number below 0.5. The flow
statistics were gathered over 40δ/uτ .
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4 Results

We start by examining the accuracy of the wall-modelling. Table 2 shows the errors
in the value of the mean friction velocity uτ , both as predicted by the wall-model and
as computed at the wall. For both boundary conditions, the wall-model predictions are
extremely accurate. However, for the Neumann condition, the values at the boundary
exhibit a large error. While not showing figures to keep this communication brief, we
additionally note that the latter are also found to be highly sensitive to subgrid scale
modelling. When using subgrid scale models that are more dissipative than Sigma in
the near-wall region, the disparity between the wall-model predictions and the values
at the boundary decreases. By contrast, for the viscosity condition, good consistency is
observed independent of the model (see last two columns in Table 1). The fact that the
values are not exactly the same can be attributed to the lack of control over the direction
of τw, mentioned in Sect. 2.

Table 2. Relative errors in the predictions of the friction velocity uτ in the simulations.

Mesh Wall-model
prediction,
Neumann b.c

Value at the
boundary,
Neumann b.c.

Wall-model
prediction,
viscosity b.c

Value at the
boundary,
viscosity b.c

M1 0.77% −15.48% 0.47% −0.53%

M2 0.20% −9.08% 0.57% −1.95%

M3 −0.27% −13.82% 0.11% −1.49%

Figure 1 shows the mean velocity profiles in outer scaling, with Ub denoting the
bulk velocity. The plot is split in two at the channel symmetry line, with the left part
showing the profiles obtained with the Neumann boundary condition, and the right one
those with the viscosity-based condition. In both cases, the effect of mesh resolution is
marginal, yet the accuracy is better in the case of the Neumann condition.

Using the no-slip condition for velocity, combined with the coupling of the solution
within the whole near-wall element, leads to an under-prediction of the mass-flux in
the near-wall region. Since the total mass flux through the channel is enforced, this
necessarily leads to an over-prediction in the core of the channel.

To assess the accuracy of second-order statistics the variance of the streamwise
velocity is presented in Fig. 2. The other components of the Reynolds stress tensor
exhibit a similar level of accuracy. A trend typical of WMLES is observed in the results.
The fluctuations are too strong near the wall, but outside the inner layer an under-
prediction with respect to the DNS is observed instead. Overall, the accuracy in the
outer layer is good for a WMLES.

The influence of the grid is marginal when the Neumann condition is used, although
on the finest grid a small improvement in accuracy can be discerned. With the viscosity
condition, the dependency is stronger. Also, the near-wall wiggles extend further into
the domain, particularly on the M1 grid.
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Fig. 1. Mean streamwise velocity profiles. Results from using the Neumann condition (left), and
the viscosity-based condition (right).

Fig. 2. Profiles of the variance of the streamwise velocity. Results from using the Neumann con-
dition (left), and the viscosity-based condition (right).

5 Conclusions

Two alternatives for wall-stress boundary conditions have been tested in the spectral-
element solver Nek5000. Since the Neumann condition is imposed weakly, poor agree-
ment between the predictions of the wall model and the actual value found at the wall.
Using the viscosity condition, this issue is mostly resolved, however, the profiles of the
velocity statistics exhibit oscillations and deviate stronger from the reference data.

These results highlight the sensitivity of spectral element solvers to the simula-
tion setup. The question remains, which boundary condition is to be recommended.
Generally, accuracy of the mean velocity profile can be considered the most impor-
tant outcome for a WMLES, thus favouring the Neumann condition. One could then
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report the τw values predicted by the wall model, arguing that the solution fields in the
inner region can be disregarded in a WMLES. Nevertheless, we believe that additional
simulations—of more involved flow configurations—may be necessary to arrive to final
conclusions regarding this question.
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1 Introduction

The large-eddy simulations (LES) are increasingly often applied to turbulent flows with
particles or droplets. One of the general questions refers to the impact of LES smooth-
ing on the dispersed phase. A considerable body of evidence has been gathered over the
years concerning the droplet preferential concentration, the average settling velocity in
the gravity field, as well as the collision statistics [5,8,17]. The latter involve particle
collective effects; another example is droplet evaporation or fuel particle devolatilisa-
tion at larger volume fractions of the dispersed phase. For such statistical quantities,
the one-point models of the functional type, such as stochastic Lagrangian closures
for the fluid velocity along the particle trajectories (the fluid “seen” by particles, see,
e.g. [6,11]) are inadequate and some approximate reconstruction of the subgrid scale
(SGS) fluid velocity field is sought for as an input to the particle equation of motion in
the point-particle approximation. In the same vein, one-point closures prove sufficient
for the long term turbulent dispersion, but two-point models are necessary to correctly
predict relative dispersion.

The structural-type models are able to provide two- and multi-point statistics; the
word “structural” simply means that the whole field (or a dynamically relevant part
of it) is somehow generated or mimicked in a simplified manner. Several proposals
for such closures have been put forward, including the kinematic simulations [13,15],
approximate deconvolution [7], fractal interpolation [1,9], spectral enrichment [2], and
hybrid variants of those [10,18]. They revealed to be partly successful, depending on
the droplet inertia quantified by the Stokes number, see [12] for an overview. In the fol-
lowing, modeling proposals to account of the SGS flow effects on particles are referred
to as “the SGS particle models” for brevity.

A prospective candidate for an SGS particle model to be put forward should prefer-
ably be autonomous, i.e. based on the resolved LES quantities only (like the dynamic
Germano model in the case of a single-phase flow). For reasons of consistency, also the
SGS stress tensor for the fluid motion closure should ideally be determined from the
postulated small-scale velocity field. Another non-trivial criterion for the assessment of
the SGS particle models is their computational complexity: clearly, any viable proposal
has to be considerably less expensive than the full DNS.
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In the present contribution, we attempt to tackle the issue of structural SGS parti-
cle closures, in particular through considering an interesting and physically-motivated
model based on the multifractality (MF) of the enstrophy cascade in a turbulent flow
[3]. The MF concepts used there served to derive the closure for the SGS tensor in
single-phase flow; however, despite some plans [4], they have not been applied to con-
ceive an SGS particle model (it would be cumbersome and computationally costly due
to the Biot-Savart formulae present there).

2 A Priori LES and Multifractal Model

The pseudo-spectral code we use has already been applied for the purpose of DNS, LES
and a priori LES studies, as documented in [14,17]. As the departure point for analyses
of general turbulent flows, we have simulated homogeneous isotropic turbulence (HIT)
with a large-scale forcing (be it stochastic or deterministic), both in the presence of grav-
ity and without it. In a companion paper [14] results are reported from a particle-laden
HIT where small droplets, otherwise treated as point-particles, were allowed to collide.
There, a priori LES was studied with the spectral cutoff of the highest wavenumbers.
We supplemented the large-scale velocity field with kinematic simulations (KS, either
frozen or time-dependent). As an important statistic, we have computed the increase of
the mean droplet settling velocity w.r.t. the droplet terminal velocity in DNS. The results
clearly indicate that frozen SGS fields are inadequate. We also determined the two-point
statistics relevant for droplet collisions: the radial distribution function (RDF, a measure
of particle concentration non-uniformity) and the radial relative velocity (RRV). Both
are computed at contact (nearly touching droplets); see, e.g., [16] for details.

The present work is meant to provide hints for conceiving new SGS particle models,
beyond the KS reported in [14]. Detailed flow and dispersed phase data (DNS together
with the Lagrangian particle tracking) are essential for the development of an SGS
particle model, the parameter space including the Reynolds number Rλ as well as the
particle Stokes and Froude numbers (for gravity-affected cases). Along with the DNS,
a priori LES have been performed as well as a posteriori (true) LES with the spectral
eddy diffusivity.

The experimental and DNS evidence has amply shown that the small-scale turbu-
lence is dominated by vortical structures and the velocity gradients are strongly non-
Gaussian. A relevant measure of this flow aspect is the enstrophy Ω = |ω|2 where
ω = ∇× u is the vorticity. Given that the solid particles of low inertia are strongly
sensitive to the small-scale eddy structures, we argue that the SGS enstrophy field is a
useful quantity to assess structural models for LES.

From among existing proposals we have chosen the multifractal model and the kine-
matic simulations. The former, exploiting the multifractal scale similarity of turbulence
gradient fields, is of particular interest as it explictly reconstructs the vorticity magni-
tude and orientation cascades out of locally available large-scale data.

In the present a priori LES analysis, the starting point is the DNS of HIT. The nec-
essary input to the multifractal model is the velocity field uΔ computed as the difference
of two low-pass filtered fields at the scale Δ and 2Δ , respectively (Δ is the LES mesh
size). The SGS enstrophy Qsgs, to be distributed over the fine-scale (DNS-size) cells, is
determined as proportional to QΔ = |∇×uΔ |2, see [3] for the actual formulae.
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The MF model control parameter is an assumed PDF P(M ) of a fractal multiplier,
Mn(x, t), needed to construct the vorticity magnitude values at each subsequent refine-
ment level n= 1, . . . ,N , according to the formula [3]

|ωsgs|2(x, t) = Qsgs(2N )3
N

∏
n=1

Mn(x, t).

Another cascade has been proposed in [3] for the SGS vorticity orientation ên(x, t);
subsequent levels are constructed in a local spherical coordinate system using azimuthal
and polar decorrelation angles, φ and θ , respectively: ên = ên−1+ f(φ n,θ n). Finally, the
quantity ωN (x, t), assumed to play the role of the SGS vorticity field, is determined in
all finest-level cells of size Δ/2N according to ωN (x, t) = |ωsgs|(x, t) êN (x, t); Fig. 1
provides some illustration of the process.

Out of ωN , generated from a stochastic process recalled above, the corresponding
SGS velocity field can could in principle be found from the Biot-Savart law. The struc-
tural model based on the multifractality of enstrophy would be made this way. In [3],
after further simplifying assumptions adopted (some of them seem to be quite strong),
the MF model served to derive a closure for the SGS stress tensor.

Here, our guiding idea has been to apply the synthetic SGS velocity field gener-
ated this way, and interpolated at the positions of inertial particles, as the fluid velocity
“seen”. However, before attempting to compute the resulting particle statistics, as done
before for the kinematic simulations [14], we decided to look at the enstrophy field.
There are two major difficulties. First, the computational cost of inverting vorticity into
velocity through the Biot-Savart formula is rather high, the more so that the formula is
global (not limited to a single LES cell). Second, as it transpires from the MF model,
the stochastic ωN field is not guaranteed to be solenoidal. However, this is a necessary
condition for this field to represent vorticity (which is divergence-free by definition).
So, rigorously, before even attempting to find the SGS velocity out if it, the field of
ωN would need to be projected on a div-free space, meaning another computational
procedure (non-local in the flow domain, hence costly).

Fig. 1. A 2D scheme of the vorticity multifractal cascade. Left picture: the departure vorticity
vector ω0 = ∇×uΔ . Mid picture: first-level subfilter vorticity ω1 reconstructed in all sub-cells of
size Δ/2. Right picture: second-level reconstruction in cells of Δ/4 (vorticity vectors not shown).
The LES cell (a cube of edge length Δ ) is represented here in 2D only (as a square) for simplicity;
the same for subsequent plots where 23 and 43 cells should appear (instead of squares). Note that
the generated vorticity vectors (ω1, ω2, etc.) differ from ω0 both in magnitude and orientation.
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3 Results: SGS Enstrophy

We performed the DNS of HIT at Rλ = 107 on 2563 grid. Using the low-pass filtering
at two scales, we computed the velocity field uΔ . Then, starting from the LES mesh
of 643, we proceeded down to the DNS mesh of 2563 (here, N = 2). This means that
the vorticity data at each LES cell serve to construct the vorticity within 23N fine-scale
DNS cells.

Fig. 2. Subfilter vorticity magnitude in forced isotropic turbulence: computed in DNS (left panel)
and generated from multifractal enstrophy cascade (right panel). Both quantities are normalised
by the respective domain-averaged values of |ωsgs|.

Figure 2 shows the snapshots of: (i) the SGS enstrophy (precisely: the vorticity mag-
nitude ωsgs) computed using the pseudospectral DNS code and high-pass velocity filter-
ing and (ii) the SGS vorticity magnitude generated from the MF cascade. The positive
observation is that the MF model acts locally (through uΔ ) and this is confirmed by
the maxima and minima approximately coinciding in both panels of Fig. 2. However,
the spatial structures of the two fields are very much different. The naked-eye obser-
vation of the color maps is confirmed by results in Fig. 3 which can be more precisely
interpreted; it shows the sample profiles of vorticity magnitudes (normalised by their
respective domain-averaged mean value), including those for KS as well. It is noticed
that the spatial correlation of the MF-generated profile will be of much shorter range
than the one resulting from the filtered DNS; also the variability of the enstrophy is
way too strong; this may be further corroborated by the discrepancy in the PDFs of
enstrophy in the computational domain (not shown).
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Fig. 3. Subfilter vorticity magnitude in forced isotropic turbulence computed in DNS on a 2563

mesh, generated from filtered DNS data on 643 mesh using a two-level (N = 2) multifractal
enstrophy cascade (MS, left panel) and using the kinematic simulation (KS [14], right panel). Two
PDFs P(M ) of fractal multipliers were considered: the original one [3], and the sine function [4].

4 Conclusion

In this paper, we have briefly recalled the issue of SGS particle models. Then, we
focused on a priori LES to gain insights in the SGS enstrophy, or the magnitude of
vorticity, as this quantity plays a vital role in the subfilter dynamics of low inertia par-
ticles (the most problematic ones for all structural models proposed to date). We have
extracted the SGS enstrophy from the DNS of forced isotropic turbulence using high-
pass spectral filtering. To assess the viability of the multifractal model [3] for dispersed
flows, we generated a synthetic SGS enstrophy field using the multifractal cascade of
vorticity magnitude. It reveals that the two SGS fields (high-pass DNS and the MF
model) considerably differ, which seems to be rather discouraging as far as the use of
the MF procedure to feed the SGS particle model is concerned. The proposed method-
ology can be applied to assess other structural models in the same way; in particular,
for the kinematic simulations the resulting enstrophy profiles have been found to be in
a qualitative agreement with the DNS reference data.
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1 Introduction

Particle-laden flows occur in many ways in natural and technological situations.
Jain et al. [4] presented four DNS studies of sediment transport with varying particle
shapes. However, in industrial applications, the RANS equations are commonly used
for simulations of turbulent flows.

Chauchat et al. [2] developed a closure model in their two-phase CFD solver for sed-
iment transport applications, SedFoam-2.0. The mean flow quantities are represented
well. However, SedFoam-2.0 relies on modelling assumptions for the fluid-particle
interactions which are often not satisfied, in particular for the cases simulated with
DNS considered. Among others, sediment does not always act as purely dissipative, but
can also enhance turbulence by its roughness. The aim of the present work, therefore,
is to improve the turbulence modelling in RANS simulations utilising the DNS data.

Based on the high-fidelity data from DNS conducted with spherical particles, a
machine learning (ML) algorithm based on symbolic regression was used to improve
the model. To this end, the error of the modelled turbulence transport equation served as
the target data for the deterministic symbolic regression technique SpaRTA introduced
by Schmelzer et al. [6]. The learnt models were implemented in the CFD solver for
cross-validation to assess their predictive performance.

2 RANS Model

The phase-weighted average of a generic flow value ψ as defined in Burns et al. [1]
is denoted by a tilde, and the fluctuations can be obtained as ψp′ = ψ − ˜ψp, where p
indicates the phase, f or s. The volume fraction of the fluid, φ , and the sediment, α , are
expressed as the spatially averaged respective phase indicator function χp [1].

The RANS equations feature the fluid Reynolds stress tensor R̃i j, which in the
present work is modelled based on the Boussinesq assumption, using the eddy vis-
cosity νt and the deviatoric part of the mean fluid strain rate tensor S̃i j [2]. The eddy
viscosity is determined using a k-ε-turbulence model with νt =Cμk2/ε , withCμ = 0.09,
since this is the approach in the cited reference. The transport equation for the turbulent
kinetic energy of the fluid k reads

Dtk = P− ε +T + I. (1)
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The turbulent production P and transportation T are modelled similar to the clear fluid
closure and the dissipation ε is computed from its own transport equation, which is
analogous to Eq. (1). The interfacial term I accounts for sediment-fluid interaction and
is split into two parts. The first is modelled as a drag-induced turbulence damping effect,
the second results from a density stratification which, for upwards decreasing sediment
concentrations, also provides turbulence attenuation [2].

3 Setup and DNS Data

The data basis is formed by high-fidelity simulations of particle laden flows, described
in [4]. It is an incompressible turbulent open-channel flow with a rough sediment bed
using various particle shapes. The domain is of size 108d × 23d × 36d in the stream-
wise (x), wall-normal (y) and span-wise (z) direction, respectively, where d is the parti-
cle diameter. The present work is based on the case with spherical particles (Fig. 1).

Fig. 1. Instantaneous snapshot of the domain, flow from left to right.

Fig. 2.Wall-normal profiles for the exact RHS of the k-transport equation (1) using DNS data by
Jain et al. [4] juxtaposed to the corresponding model term of the RANS model, evaluated from
the DNS data. All quantities are defined in the text.
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The terms of Eq. (1), both exact and modelled, can be evaluated employing the high-
fidelity data for ufi , u

s
i , k, R̃i j, ε and χ f. The term on the left-hand side is assumed to be

negligible when averaging in time and periodic directions. Figure 2 shows the resulting
wall-normal profiles for all terms of the right-hand side (RHS) of Eq. (1). Compared
to the exact terms, the modelled production is largely overestimating and the interfacial
term is of the wrong sign. Hence, the model terms do not satisfy Eq. (1), a residual Δ is
obtained, which is also displayed in Fig. 2.

4 SpaRTA Approach

The basic idea of the SpaRTA approach [6] is to add corrective terms RΔ
i j and R to

the Reynolds tensor and to the RHS of the modelled k-transport equation, respectively,
which are represented through ML ansatzes trained from data. A counterpart of the
corrective term for k is also included in the ε-equation as in [6].

In this work, only the transport equations are corrected. The aim of the study was
to find a data-driven model R for the k-transport equation that best fits the residual
Δ . Therefore, first a functional space is defined, constituted by all linear combinations
of a large number of candidate terms, i.e., a function “dictionary”. Afterwards, sparse
regression is used to select the terms that best fit the data and to infer the corresponding
parameters.

Here, two different modelling approaches were considered: the turbulent production
analogy, expressing R as [6]

R = 2k
(

bRi j −1/3 δi j
)

∂ jũ
f
i , (2)

and a newly introduced dissipation analogy, with

R = c ε. (3)

For the first one, a tensorial model for bRi j has to be found, and for the second
one, a functional expression for the scalar c is needed. It is assumed that both depend
on the mean strain-rate tensor ˜Si j, the mean rotation-rate tensor ˜Ωi j, and a time scale
τ =Cμk/ε .

For both approaches, polynomial model expressions for the target values were
assembled from a predefined set of non-linear candidate functions. These candidates
depend on the invariants that form the minimal integrity basis [3] of the normalized
tensors τ ˜Si j and τ ˜Ωi j. Additionally, for considering sediment-phase related quantities
in the models, the sediment volume fraction α was included and an additive constant
was also considered. The scalar c was assembled via

c
(

τ S̃i j,τΩ̃i j,α
)

= f (I1, . . . , Im,α) , (4)

with the m scalar invariants Im of the minimal integrity basis and f a linear combination
of monomials of the arguments up to degree 6. For building bRi j , the monomial functions

of the dictionary were additionally multiplied with each base tensor T (n)
i j

bRi j
(

τ S̃i j,τΩ̃i j,α
)

=
10

∑
n=1

fn (I1, ..., Im,α) ·T (n)
i j . (5)
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For two-dimensional flows only three base tensors are needed to represent bRi j and only
two invariants are independent [5].

The model selection and inference procedures following [6] were employed. Elas-
tic net regularisation [7] was used to identify relevant candidates. It adopts a sparsity
constraint, i.e., it allows only few non-zero model coefficients. To enforce small coeffi-
cients, ridge regression [7] was employed. The overall goal is to find models balancing
error and complexity and to avoid overfitting. This increases the likelihood of yielding
models with a good predictive performance that are stable when implemented in a CFD
solver. As a result of the process, numerous symbolic model expressionsM for bRi j or c
were obtained that regress the target data.

5 Cross-Validation

The models obtained by the above procedure were implemented in SedFoam-2.0 to
evaluate their predictive quality. The simulation setup used to conduct the RANS simu-
lations employs the same geometry, bulk Reynolds number, and total particle concentra-
tion as the DNS. The main goal was to improve the modelled k-transport equation. How-
ever, other quantities should not be deteriorated, so that the cross-validation was per-
formed not only on k, but also on the stream-wise velocity of the fluid ũf and of the sedi-
ment ũs, the total shear stress τtot (as defined in [4]) and the fluid volume fraction φ . The
performance P of a model on a single flow quantity ψ was evaluated using the mean-
squared error E with respect to the high-fidelity data viaPψ = 1−E(ψM)/E(ψ0). The
index M denotes that the value is obtained from the CFD simulations employing the
machine-learnt model, and 0 indicates the result of the unmodified solver. The total
performancePtot of a model was assessed by the arithmetic mean of the single perfor-
mances on all five quantities.

The total performance Ptot of all stable models is shown in Fig. 3. The results are
split into models that are obtained from the production analogy Eq. (2) and dissipation
analogy Eq. (3), and whether the volume fraction of the sediment, α , is used in the
models. Additionally, the single performances Pψ for the respective model with the
best total performance is displayed.

Fig. 3. Performance of the models, split into models from the production analogy Eq. (2) and
dissipation analogy Eq. (3). Filled symbols: same with α incorporated. Left: total performance,
right: single performances of the best performing models.
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In general, the models of the dissipation analogy performed better than the ones
from the production analogy, and the inclusion of α yielded an additional improve-
ment, resulting in a total performance up to 35%. No model was capable of improving
all quantities at the same time, but particularly the turbulent fluctuations were better
captured, thereby reducing the error on k and τtot up to 65%.

6 Conclusions

In this work, the applicability of the SpaRTA algorithm of Schmelzer et al. [6] to multi-
phase flows is demonstrated. The newly introduced dissipation analogy showed sig-
nificantly better results than the production analogy, yielding an approximately twenty
percent higher total performance. However, the improvements are not as good as in the
separating single-phase flows evaluated in [6], where the objective was to improve pre-
dictions of separation and reattachment of the flow along a given geometry. Multiphase
flow, as considered here, is a substantially different target.

The dissipation analogy enables the possibility to easily include new values such
as the gradient of the phase volume fraction in the models. One can also consider to
incorporate the sediment velocity. In a further study, the available DNS data obtained
with different particle shapes will be used, since they exhibit substantial differences
from the ones for spherical particles, e.g. a different shape of the sediment bed. Most
likely, this will require different correction models. Other basic RANS models could
also be employed with the same methodology.
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52425 Jülich, Germany
s.kelm@fz-juelich.de

1 Introduction

The investigation of uncertainties in high-dimensional and computationally expensive
engineering applications requires Uncertainty Quantification (UQ) methods that effi-
ciently provide reliable High-Dimensional Model Representations (HDMR) of stochas-
tic results with a justifiable number of calculation runs. Therefore, the promising PCE-
HDMR technique, which is based on Cut-HDMR in conjunction with Polynomial
Chaos Expansions (PCE), is applied for the qualification of suitable UQ methods for
large-scale CFD-applications. The method enables to achieve a high level of accu-
racy and provides great flexibility in stochastic model construction. The methodology is
applied for the UQ analysis of a buoyancy-driven mixing process between two miscible
fluids within the Differentially Heated Cavity (DHC) of aspect ratio 4. Result quantities
or responses, which are presented, allow for the comprehensive description of the mix-
ing process. Uncertainties in these responses, which originate from input uncertainties,
need to be quantified. Models for stochastic processes at hand are derived from Large
Eddy Simulations (LES) through PCE-HDMR and the Sparse Grid Method (SGM),
which serves as a reference for the results from PCE-HDMR. The presented results
include the statistics of modeled time-dependent stochastic processes and indicate that
PCE-HDMR yields very good agreement with the SGM reference and is proven a
promising UQ method for large-scale computational applications distinguished through
flexible adaptation, extension and improvement of existing stochastic models.

2 Methods

Numerical techniques for the prediction of underlying flow phenomena are covered in
Sect. 2.1. The applied UQ methodology is detailed in Sect. 2.2.
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2.1 CFD Methods

Low-Mach number flow of two Newtonian viscous fluids within the DHC of aspect ratio
4 is investigated by means of LES. The DHC is filled with air and 40 vol.% of helium in
the upper third, as shown in a schematic sketch for the case setup in Fig. 1. Calculations
are performed by using the finite volume code OpenFOAM v2006. The Prandtl num-
bers are PrAir = 0.71 and PrHe = 0.66. The Rayleigh number Ra, which is derived for
the undisturbed free circulation of air, is equal to 2× 109. Pressure-velocity coupling
is addressed by the use of the PIMPLE algorithm. The convective momentum flux was
evaluated by a second-order linear upwind scheme. The remaining convective fluxes
and diffusive fluxes were evaluated by the limited linear scheme. Temporal advance-
ment was achieved by blending of 10% Euler and 90% Crank–Nicolson scheme. It has
been ensured that the CFL number is always below the value of 0.5. For modeling of
the sub-grid scale effects in the LES, the WALE-model and the gradient flux approach
with a turbulent Prandtl- and Schmidt-number Prt = Sct = 0.85 are applied. The spatial
grid resolution is chosen according to [1]. The uncertain input parameters Q comprise
the temperature difference between the left and right wall ΔT , the top and bottom wall
temperatures Tb/t , the vertical temperature gradient at the left and right wall Ty

∣
∣
l,r, the

initial helium stratification via ΔX and the molecular diffusion coefficient D. A detailed
description of the definition of the uncertain input parameters can be found in [1,2].

Fig. 1. Schematic sketch of the DHC with uncertain parameters.

2.2 UQ Methods

Non-intrusive PCEs together with Karhunen-Loeve Expansions (KLEs) [3,4] were uti-
lized for the random field approximation RP,K (x,Q) through the discrete KLE method
[5] with K terms and numerically generated orthogonal polynomials Ψβ (Q) with cor-
responding field-dependent expansion coefficients αK

β (x):

RP,K (x,Q) = μR (x)+ ∑
β∈A p,n

[

αK
β (x)

]

Ψβ (Q) , A p,n = {β ∈ N n : |β | ≤ p} , (1)
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where β = (β1, · · · ,βn) with βi ≥ 0 is an n-dimensional index and μR (x) is the expecta-
tion of the random field. For computational purposes, the PCE is truncated by retaining
a total polynomial degree of |β |= ∑n

i=1 βi ≤ p, which leads to a total number of P terms
of the PCE. The PCE coefficients for the SGM reference results are computed using dis-
crete projection through SGM with sparse grid level of 2. The KLE eigenvalue decay
rate is 0.02. In the present work, the field variable x refers to time t and consequently
time-dependent stochastic processes are considered.

Response functions R(Q) can be represented by a unique HDMR or Sobol decom-
position, which in practice is usually truncated after the second-order term [6]:

R(Q) ≈ R0+
n

∑
i=1

Ri (Qi)+ ∑
1≤i< j≤n

Ri j (Qi,Qj) . (2)

Cut-HDMR or anchored HDMR proposes the determination of the series component
functions of the HDMR through the evaluation of the response function along cut lines,
planes, and hyperplanes through a reference point q∗. When using PCE-HDMR, meta-
models of the component functions within the Cut-HDMR are simultaneously con-
structed through PCEs [7]:

R(Q) ≈ R(q∗)+
n

∑
i=1

∑
β∈A p,1

αβΨβ (Qi , q∗
∼i)+ ∑

1≤i< j≤n
∑

β∈A p,2

αβΨβ
(

Qi ,Qj , q∗
∼i j

)

,

(3)
where q∗∼i indicates that all input parameters except qi are at the reference point, and
q∗∼i j analogously indicates that all input parameters except qi and q j are at the reference
point. Qi or Qj denote the random input variables under current consideration. In the
process, a suitable reference point q∗ has to be selected. Its choice is crucial and it was
defined at the center point of sparse grid quadrature according to recommendations in
[8].

Prior analysis by means of total-order Sobol indices revealed that the uncertain input
parameters show negligible interaction behavior with respect to considered random
responses [2]. For this reason, the second-order terms in Equation (3) were omitted and
univariate effects were taken into account. The PCE coefficients for the PCE-HDMR
were computed by using discrete projection through Gaussian quadrature with quadra-
ture order of 5.

3 Results

The UQ methods are applied for the stochastic process representation of Quantities of
Interest (QoI), that characterize the underlying buoyancy-driven mixing process. This
includes the mixture uniformity σX , which is the volume-weighted standard deviation of
the mole fraction X from the homogeneous equilibrium state mole fraction Xeq over the
whole fluid volumeV . It represents the progress of the mixing process and is determined
through the expression

σX =
√

V−1
∫

V
(X −Xeq)

2 dV . (4)
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In addition, the spatially averaged Nusselt number Nu over the left wall is consid-
ered, which provides information about the convective heat transfer inside the cavity
in dimensionless form. It is determined by the expression

Nul =
1
Al

∫

Al

∂T
∂n

∣
∣
∣
wall

H

ΔT
dA , (5)

where n denotes the wall-normal unit vector and Al denotes the face area of the left
wall. The response variables described above are time-dependent stochastic processes
and are shown in the following over dimensionless time represented by the Fourier
number Fo = D0 t /H2, where D0 is the nominal molecular diffusion coefficient.

Stochastic Models, from which statistics of the random response variables were
derived, were computed by means of PCE-HDMR and SGM. Results from both meth-
ods are compared in Fig. 2. As a reference for the PCE-HDMR method, results from
SGM are employed. The determined statistics, which are shown in Fig. 2, include PDFs
fR (r) of the random responses at different times as well as the visualization of the
cumulative distribution function FR (r) or quantiles using a color map. At the top of
Fig. 2 the statistics regarding the mixture uniformity σX , are depicted. The mixing pro-
cess starts with high values for σX , which represent the initial inhomogeneous state,
and ends with σX = 0, which represents the homogeneous state. At the beginning of the
mixing process a distribution of σX is recognizable, which is due to the definition of
the uncertain initial distribution of the helium. This initial distribution turns into a nor-
mal distribution, which gradually widens during the mixing process. After reaching the
homogeneous state of the mixture, the probability gradually accumulates completely
around σX = 0, which is indicated by high values for the PDFs fR (r). The PDFs were
truncated at σX = 0 in order to ensure the visibility of the initial distributions. Since σX

reaches zero at different points in time, it is evident, that the duration of the mixing pro-
cess is subject to uncertainty. This is due to the definition of uncertain input parameters
that slow down or accelerate the mixing process. The comparison of obtained statistics
with SGM and PCE-HDMR indicates that PCE-HDMR achieves a very good repro-
duction of the reference results obtained by SGM, while the cost is reduced by 75%.
Statistics for the left wall Nusselt number Nul are depicted at the bottom of Fig. 2. Nul
shows a stagnant phase at the beginning of the mixing process, which is also charac-
terized by a normal distribution. This is followed by a transient transition to the new
quasi steady state, which takes place at different points in time and thus entails a larger
uncertainty band for the values of Nul . In addition, this transition is evident from the
gradual decrease in probability at low Nul and the gradual increase at higher Nul over
time. Subsequently, the new state is reached and yields a normal distribution again.
Slight differences between PCE-HDMR and SGM are only visible in the region, where
transient transition to the quasi steady state occurs. In the remaining temporal domain
both methods provide good agreement in the derived statistics.
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Fig. 2. Statistics of stochastic models from SGM on the left and PCE-HDMR on the right for the
time-dependent stochastic processes over time via dimensionless Fourier number Fo: (a) Mixture
uniformity σX ; (b) left-wall Nusselt number Nul .

4 Conclusions

Uncertainty of CFD results was approximated via PCEs and KLEs of LES for
buoyancy-driven mixing processes employing PCE-HDMR and SGM. The stochas-
tic model statistics from both approaches revealed very good agreement. Therefore,
PCE-HDMR is proven a promising UQ-method for large-scale CFD applications, since
it allows for the investigation of a large number of random inputs and further model
extensions at will. In addition, the stochastic model construction by means of PCE-
HDMR is distinguished through its efficiency by taking advantage of the high conver-
gence rate of numerical integration methods like Gaussian quadrature for individual
low-dimensional random input spaces. This reduced the number of 105 simulation runs
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for SGM for the reference UQ results to 26 simulation runs for PCE-HDMR, which
originate from five simulations per random input variable and the calculation at the ref-
erence point. PCE-HDMR facilitates tremendous savings of computing resources while
preserving high accuracy and is therefore suitable for further investigations of industrial
scale CFD applications.
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1 Introduction

Draining of energy due to friction has been a major issue in fluid transport over many
decades. Such drain of energy is ubiquitous in naval transportation, process technology,
transportation of liquified natural gas and other industries. Historically, many ideas have
been proposed to reduce this energy drain, both passively and actively. The particular
idea of introducing gas bubbles to fluid flow in order to reduce drag has been around
for at least a century. This mode of flow modification with the aim of drag reduction is
investigated in this paper. We present a DNS methodology that enables the simulation
of large numbers of deformable bubbles in water, thereby resolving all flow features
inside and around each of the bubbles. It is shown that the multiphase flow reorganises
itself in such a way that the total drag is indeed reduced. This phenomenon is illustrated
for bubbles at a Weber number of 8, i.e., bubbles with considerable deformability, dis-
playing reduced friction of several percent.

Latorre [1] reports that patents on using air lubrication to reduce the drag on ship
hulls were filed as early as 1880. Early implementations of this idea focused mostly
on the addition of polymers to the flow, which showed promising results in turbulent
pipe flow [2]. During the last four decades, however, many theoretical, numerical and
experimental studies have been performed on the lubricating effect of air bubbles in
liquid flows, which show promising results in reducing the frictional energy loss in
various flow configurations (e.g., [3] and references therein). The magnitude of drag
reduction or of reduction of the driving force in two-phase flows compare to single-
phase flows can be quite substantial. It was shown that adding dispersed bubbles at a
gas volume concentration of just 4% can lead to a drag reduction of up to 40% in Taylor-
Couette flows [4]. Also in many other application areas, the reduction of skin friction
can improve the performance of key processes, e.g., in the transport of chemicals in
industrial equipment.

Much research on the mechanism behind drag reduction is focussed on the study
of Taylor-Couette (TC) flow taking place between two concentric cylinders. This is a
closed flow with clearly defined exact global balances that characterize the dynamics.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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The flow is usually driven by the externally controlled rotation of the cylinders. Sta-
tistically stationary states in the Taylor-Couette system enable a detailed evaluation of
the energy balances [5]. Despite the research efforts in the past decades, there is still
no solid understanding of the physical mechanisms behind the observed drag reduction
in turbulent flows. Various theories have been proposed to explain the origin of this
phenomenon. Among these mechanisms, bubble compressibility and deformability, as
well as bubble size play an important role in the realisation of drag reduction. This indi-
cates the important role of bubble deformability in hindering the exchange of angular
momentum between the boundary layer and bulk in TC flow [6].

Direct numerical simulation (DNS) of the Navier-Stokes equations describing a gas-
liquid flow of dispersed deformable bubbles in water enables quantitative character-
ization of the modulation of turbulence arising from an immersed phase. This paper
adopts the volume-of-fluid method as implemented in the TBFSolver (https://github.
com/cifanip/TBFsolver) to simulate dispersed bubbly turbulence, at considerably higher
global gas volume fractions compared to literature, using high-performance computing
[7]. Attention is given to (i) the fundamental resolution of bubble-bubble and bubble-
wall interactions and (ii) to the clustering of bubbles in Taylor-Couette turbulence.

The organization of this paper is as follows. The computational model for solving
two-phase TC flow is presented in Sect. 2. The results on drag reduction in a simulation
of turbulent bubbly Taylor-Couette flow are presented in Sect. 3.

2 Computational Model

The numerical technique used in the TBFsolver is based on the volume-of-fluid (VOF)
method in which the one-fluid formulation is adopted, i.e., a single set of equations is
solved on the entire domain. The VOF method adopts the Piecewise Linear Interface
Calculation (PLIC) as a way to geometrically reconstruct the fluid-bubble interface. To
describe the dispersed embedded flow discontinuous material properties and interfacial
terms associated with the bubbles are accounted for using a marker function fi for each
bubble i. This marker function fi equals 1 in cells where bubble i fully occupies the cell,
0 in cells that are not occupied by the bubble, and a value between 0 and 1 indicates that
the cell contains the bubble interface. The value of the marker function is also referred
to as the volume fraction. Given N bubbles, the marker functions are advected via

∂ fi
∂ t

+u ·∇ fi = 0 for i= 1, . . . ,N. (1)

The nondimensionalized incompressible Navier-Stokes equations and continuity equa-
tion are used to describe the flow:

ρ
Du
Dt

= −∇p+
1

Fr2
ρ ĝ+

1
Re

∇ · (2μS)+
1
We

knδs (2)

∇ ·u= 0 (3)

Here Du/Dt is the material derivative of the velocity u with t the time. Moreover, p
is the pressure, ρ the mass density, μ the viscosity, k is the curvature of the bubble-
fluid interface, ĝ is the normalized gravity vector, S the deformation tensor, n is the

https://github.com/cifanip/TBFsolver
https://github.com/cifanip/TBFsolver
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normal vector to the interface, and δs is a surface Dirac-δ function that is nonzero only
at the interface. The dimensionless numbers are the Froude number Fr =U/

√
gL, the

Reynolds number Re=ULρ1/μ1, and the Weber number We= LU2ρ1/σ . Here L and
U denote a characteristic length and a characteristic velocity, respectively. The subscript
1 denotes the continuous phase mass density.

The mass density and viscosity at a certain point follow from the marker functions
and the properties of the continuous and dispersed phases. For instance, a cell with
volume fraction c would have a density and a viscosity of

ρ = ρ1 (1− c)+ρ2 c, μ = μ1 (1− c)+μ2 c. (4)

were c=maxi fi. The continuous surface force (CSF) method is used to model the sur-
face tension term. This method replaces the delta function δ (n)n by a smooth term,
which is computationally easier but may induce spurious currents. Reducing such spu-
rious currents can effectively be done by accurately computing the curvature of the
interface and hence the surface tension term, for which a generalized height function
method is adopted.

A three-dimensional Cartesian grid is used to discretize the domain and a staggered
arrangement of the variables was selected. The spatial discretization of the convec-
tive term is based on the finite volume approach. The fully conservative discretization
scheme of the Navier-Stokes equation by [8] is adopted. Additionally, the QUICK inter-
polation scheme is implemented to avoid unphysical oscillations that may occur as the
spatial resolution is too low. A second-order finite difference scheme is employed for
the diffusive term. Finally, a third-order Runge-Kutta scheme is used to discretize the
convection and diffusion terms of the Navier-Stokes equations, while a Crank-Nicolson
scheme is employed for the surface tension term. Also for incompressible multiphase
flow the Poisson equation is a primary computational challenge - here we adopt a fast
Fourier transform method to solve for the variable density problem. The implemen-
tation and high-performance TBFSolver code that harnesses these methods is directly
available online via open-source access.

3 Bubbly Taylor-Couette Turbulence

Fig. 1. Domain for the Taylor-Couette flow.
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We concentrate on turbulence in Taylor-Couette (TC) flow as this presents a finite
domain in which all conditions can be controlled with high fidelity. To simulate the
turbulent flow in this configuration the TBFsolver was extended to cylindrical coordi-
nates. We focus on a high-Reynolds number TC flow with Re = 5 · 103 on a grid with
Nθ ×Nr ×Nz = 768× 192× 384 intervals in the circumferential, radial and vertical
directions respectively. We investigate a case with 120 bubbles with deformability char-
acterized by a Weber numberWe= 8 and a bubble diameter db = 0.1(ro − ri) in terms
of the outer and inner radii of the TC domain. The bubble volume fraction is taken as
α = 0.8% and the mass density ratio ρ f /ρb = 20 in our simulations.

Fig. 2. Snapshot of the velocity magnitude in two-phase TC flow - red/blue indicates high/low
velocity. Bubbles are seen to cluster near the inner wall as seen clearly in the top-view (right
figure).

Figure 1 shows the domain for this experiment. We initialize the flow by first allow-
ing the system to evolve in the absence of bubbles. The flow is driven by the fixed
constant angular velocity of the inner cylinder, while the outer cylinder is kept station-
ary. After the single-phase flow reaches a statistically stationary state, the bubbles are
injected into the flow and we further allow the flow to develop until a new statistically
stationary state is reached.

A snapshot of the flow with bubbles is presented in Fig. 2. We observe strong clus-
tering in the bubble concentration, corresponding to the large-scale circulations in the
single-phase flow being disrupted by the addition of the bubbles. This clustering is fur-
ther quantified in Fig. 3.

In a statistically stationary state, the drag in the TC system is given by the torque
on the cylinder walls, which can be measured as the total shear stress on the walls.
Following [9], the wall shear stress can be directly related to the radial transport of
angular velocity. In a direct analogy to heat transport in Rayleigh-Bénard convection,
[9] introduces a Nusselt number Nuω based on the transport of angular velocity

Nuω =
Jω

Jω
lam

, where 〈T 〉 = 2πLzρJω , (5)
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Fig. 3. Probability distribution function of the radial coordinates of the gas phase. PDFs are given
as temporal averages over 2 flow-through times tF , where tF = 4.

where 〈T 〉 is the time-averaged torque and Jlam is the angular velocity transport in the
case of laminar flow, which allows us to measure drag reduction in terms of the Nusselt
number.

In Fig. 4 the instantaneous torque on the inner and outer cylinder walls are plotted
atWe= 8. We observed that the flow reaches a statistically stationary state after a phase
in which the initially regularly placed bubbles got mixed. The Nusselt number for this
problem Nuω was found to be 8.48±0.05% in case bubbles are entirely absent. From
Fig. 4 we hence infer that there is a clear but small reduction in the drag due to the
addition of bubbles.

Fig. 4. Evolution of the torque on the inner and outer wall in turbulent TC flow as measured on the
inner wall (blue) and outer wall (red). Indicated with the dashed black line is the Nusselt number
in the absence of bubbles. The solid line indicates the average Nusselt number after reaching the
statistically stationary state.

This new flow solver enables high-resolution DNS of bubbly Taylor-Couette turbu-
lence. The simulations allow us to study the effects of buoyancy and deformability of
large numbers of highly deformable bubbles in turbulent TC flow, which appear to be
crucial ingredients for drag reduction.
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1 Introduction

Boiling in a nuclear power plant reactor vessel may occur at normal operation or only
in accident scenarios, depending on the reactor type. After a planned or emergency
shutdown, the removal of residual heat, initially at hundreds of megawatts, is crucial.
The rate of heat removal by the primary coolant in a reactor reduces dramatically when
too much steam is generated, in turn increasing fuel temperatures which can lead to
irreparable damage to the reactor. This drives the need for accurate two-phase models
describing the complex turbulent flow dynamics inside reactor core sub-channels, in
order to determine operational safety limits.

Whereas in the past, such models have mainly relied on spatial averaging (system
codes) or full temporal averaging (two-fluid model), current research is dedicated to a
new hybrid approach for the description of two-phase structures. The idea is to rely on
unsteady Reynolds-Averaged Navier-Stokes (RANS) models for the description of the
Reynolds stress tensor, but to apply a separation of two-phase scales treating small bub-
bles in an averaged or filtered sense while resolving large structures on the grid. Such
an approach is called multiple flow regime modeling, and carries an obvious similarity
with how eddies are treated in LES.

However, predictions of Turbulent Kinetic Energy (TKE) by traditional single-phase
RANS models applied to two-phase scenarios are known to be much too high as a
result of the presence of a resolved two-phase interfaces [2]. To make multiple flow
regime models work, improved two-phase RANS models are therefore needed, tailored
to two-phase flows incorporating surface tension effects and applying asymmetric TKE
damping at the interface, such as the one of [1]. In support of this model development,
high-fidelity simulation of relevant turbulent two-phase flow can play a pivotal role as
a means of model training using machine learning or for validation.

In this work, we analyze two-phase TKE budgets using high fidelity simulation of
turbulent co-current Taylor bubble flow. We use the simulation setup developed in [3],
which leverages a Moving Frame of Reference (MFR) attached to the Taylor bubble,
allowing to compute two-phase TKE budgets as given in [4] relative to the position
of the volumetric center of the bubble. As compared to the single-phase wall-bounded
flow, the two-phase Taylor bubble flow is much richer in physics, including laminariza-
tion of the liquid flow along the Taylor bubble towards its tail, a toroidal wake vortex,
and turbulence interaction at the interface. Therefore, the appropriate mesh resolution
for a direct numerical simulation of the situation is not known a priori, and a mesh
convergence study of the TKE budgets is performed to investigate mesh sensitivity.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 247–252, 2024.
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2 Model and Simulation Setup

The two-phase flow is modeled by the one-fluid Volume Of Fluid (VOF) method, in
which the liquid volume fraction f adheres to

∂t f +u j∂ j f = 0 (1)

with mixture velocity u j. The momentum equation is given by

∂tui+∂ j(uiu j) =
1
ρ

[
−∂i p+

∂ j(2μSi j)
Re

+
κ∂i f
We

]
+

gi
Fr2

(2)

with mixture density ρ , mixture viscosity μ , pressure p, interface curvature κ , strain
rate tensor Si j, gravity gi, Reynolds number Re, Weber number We and Froude number
Fr. All quantities in Eq. (1–2), including density and viscosity, are non-dimensional.
The scaling of density and viscosity introduces two additional non-dimensional param-
eters, i.e., the liquid–gas viscosity ratio Γμ and liquid–gas density ratio Γρ , according
to

ρ = f +(1− f )/Γρ and μ =
1

f +(1− f )Γμ
, (3)

where a harmonic mixing of phase-specific viscosities is used in the mixture viscosity,
which was identified to give better results for simple two-phase flow validation cases.
The momentum equation is supplemented by the continuity equation which, as a result
of assumed incompressibility, is given by ∂iui = 0.

4D

16D

g

Fig. 1. Co-current Taylor bubble flow simulation setup.

Figure 1 shows the simulation setup of the considered co-current Taylor bubble flow
problem. The domain consists of a pipe with a diameter D and length 16D. Gravity
points from right to left, and both liquid and gas flow from left to right. An MFR is
adopted that is attached to the bubble so that in this frame the bubble is idle, conve-
niently allowing for statistical averaging of data relative to the bubble’s center of mass.
Because the bubble rises faster than the liquid due to buoyancy, in the MFR, liquid
moves on average from right to left, meaning that the inlet (as seen by the bubble)
is above the bubble. In order to have developed single-phase turbulent flow ahead of
the bubble, the velocity field is recycled over a distance of 4D as indicated in Fig. 1.
Simulations are initialized from a fully developed single-phase flow into which a cylin-
drical bubble with a diameter 0.85D and length 2D with an attached hemispherical
head is imposed, in such a way that its nose is at roughly 6D from the inlet. After some
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initial development phase, data is averaged in time and space (circumferentially), and
across four different realizations of the same flow that are started with four statistically
independent initial flow fields. This ensemble averaging is needed, because the bubble
slowly loses void by break-up, thus limiting the temporal averaging window beyond
which the flow topology has changed measurably.

Preliminary simulations have identified suitable values for the five parameters of
the problem. First, the Reynolds number (based on the liquid bulk velocity) is set to
5300, allowing for comparison with single-phase DNS databases of the flow ahead of
the bubble. The Weber number is set to 40 and the Froude number to 1.5, allowing for
significant relative velocity (about 32% of the liquid bulk velocity) without too much
bubble break-up, which would break the statistical steady state. The density ratio does
not affect the Taylor bubble flow much, and is moderately set to 10, which improves
numerical convergence. Likewise, the viscosity ratio is also set to 10 so that the liquid
and gas-based Reynolds numbers are comparable. The Taylor bubble is driven by its
buoyancy, so that its motion is determined by three non-dimensional numbers: the ratio
of inertia over buoyancy, surface tension over buoyancy and viscosity over buoyancy. In
terms of the non-dimensional numbers defined above, these quantities are Fr2, Fr2/We
and Fr2/Re, respectively. Using the proposed values, we observe that Fr2 > Fr2/We>
Fr2/Re, meaning that the bubble is in the inertial regime [5]. In turn, the bubble velocity
relative to the liquid is proportional to

√
gD, showing that the choice for viscosity and

density does not influence the motion of the bubble for the selected values of Fr, We
and Re.

The problem is simulated using the second-order collocated finite-volume solver
Basilisk, in which a uniform Cartesian mesh is employed with cubic cells mapping a
rectangular cuboid with dimensions 16D×D×D. The wall of the pipe, which intersects
cells, is modeled using Basilisk’s ‘embedded boundaries’ approach. Simulations are
performed on ‘Mesh 11’, having 211 = 2048 cells along the pipe length, and ‘Mesh 12’,
having 212 = 4096 cells along the pipe length. Mesh 11 and 12 have 31M and 247M
cells, respectively. On these meshes, single-phase turbulent pipe flow simulations are
first performed and compared with reference data, showing excellent agreement for
Mesh 12. More details on the method and mesh can be found in [3].

Two-phase TKE budgets are calculated using the TKE equation derived by Vreman
& Kuerten [4] which reads, for each phase k,

∂t(αkKk) = −Ck+Pk − εk+Dk+Sk+PTIk = 0, (4)

with phase k mean volume fraction αk, TKE convectionCk, productionPk, dissipation
εk, viscous diffusion Dk, surface tension Sk, and combined Pressure diffusion – Trans-
port – Interfacial budgets PTIk. This last budget is computed indirectly, by leveraging
the fact that the solution is in a statistical steady state such that ∂t(αkKk) = 0, allowing
PTIk to be computed as the negative sum of the other budgets. It was found that a direct
calculation of PTIk is complicated by its dependence on ∂ j f , a term that approaches
infinity as the grid size decreases, meaning that it does not converge. The indirect calcu-
lation does not suffer from this difficulty. Moreover, in RANS models, the contributions
to the PTI budget are almost always lumped into a single term too, and approximated
using a gradient-diffusion model. Thus, their indirect lumped representation may offer
a validation base for RANS models.
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3 Results

Fig. 2. Coherent turbulent structure visualization using iso surfaces (green) of the λ2 criterion of
the instantaneous velocity field. The bubble is represented by an iso surface (blue) at f = 0.5.

Figure 2 shows a visualization of coherent turbulent structures in the flow around the
Taylor bubble, using iso-surfaces of the λ2 criterion. It can be seen that vortices in
the liquid ahead of the Taylor bubble are stretched as they are entrained by the film
enclosing the bubble. At the tail of the bubble, standing ring vortices are observed.
In the wake of the bubble there is much turbulence production by the liquid ejected at
relatively high velocity from the film. The turbulence is mostly contained by the toroidal
vortex that flows downward (with respect to the bubble) at large radii close to the wall
and upward at small radii, where the liquid wake turbulence induces a turbulent flow
inside the lower part of the bubble (not visible in Fig. 2).

Fig. 3. Gas (left) and liquid (right) TKE budgets calculated across the Taylor bubble on Mesh 11
and 12. Data is in wall units. The variable r is the radial coordinate. The area between the same
budget on Mesh 11 and 12 is shaded, to better highlight the grid sensitivity.

Figure 3 shows two-phase TKE budgets (per unit mass) in the gas phase (left) and
liquid phase (right), across a radial line through the bubble at a distance of roughly D
below its nose. The position where the average void fraction f crossed 0.5 is at roughly
(R− r)+ = 30. Shown are the production, dissipation, convection, viscous diffusion,
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surface tension and PTI budgets on both Mesh 11 and 12, and the area between the
same budget on either mesh is shaded, to better highlight the grid sensitivity.

Three important conclusions can be drawn from Fig. 3. First, it is observed that the
TKE budgets are still quite sensitive to the mesh, most notably for the dissipation in
the gas phase, suggesting that these results cannot be regarded as true DNS. However,
the mesh is such that Δy+ values for the considered liquid Re are spatially uniform and
close to unity, indeed providing excellent agreement with reference data for the single-
phase TKE budgets ahead of the bubble (not shown here). Thus, the two-phase nature
of the problem induces additional requirements on the mesh that are not yet met, or may
never be met due to ∂i f → ∞ as the mesh is refined. After inspection of the behavior of
turbulent structures in the wake of the Taylor bubble using the λ2 criterion (as shown in
Fig. 2), it can be concluded that the liquid turbulent motion entrapped by the Taylor bub-
ble wake toroidal vortex induces a turbulent flow in the bubble itself, transferred across
the bubble’s tail interface. The tail turbulence inside the bubble possesses smaller length
scales than what the current meshes (designed based on single-phase wall-bounded flow
arguments) can accommodate, resulting in significant mesh dependence.

Second, it is observed that surface tension plays a measurable role in the produc-
tion and destruction of TKE. In the liquid phase, surface tension is seen to damp tur-
bulence but appears to be mostly balanced by the PTI budget. In the gas phase, the
surface tension budget it is seen to produce turbulence. This is an effect that has not
been considered in any conventional RANS model and gives rise to further research in
this direction, e.g., by study of the influence of We on the surface tension TKE budget.

Third, it can be observed that production and dissipation in the gas phase close
to the interface behave much like how they would in single-phase wall-bounded flow,
while in the liquid phase, there is negligible TKE production close to the interface. This
suggests that two-phase RANS model improvement using wall functions in the gas
phase may have merit. Moreover, as for example discussed in [1], suitable two-phase
RANS models should possess an asymmetric damping term, acting mostly in the lighter
phase.

4 Conclusions

In summary, this work explores the behavior of two-phase TKE budgets near large scale
resolved interfaces using high-fidelity simulation, allowing for a better understanding of
the behavior of separate terms affecting TKE. In turn, RANS models may be improved
from the insight generated by this data, to be potentially harvested by modern machine
learning tools. The results establish the relevance of surface tension in the modeling of
mean TKE, and suggest an asymmetry in the modeling of production and dissipation on
either side of the interface. However, the used meshes that are designed based on single-
phase wall-bounded turbulent flow arguments was found to be insufficient to resolve the
smallest length scales present in the flow, such that further refinement is needed for the
development of a true DNS of the simulated setting.
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1 Introduction

Turbulent flow of two-phase fluids occurs in many industrial systems. One of the man-
ifestations of the two-phase flow in a pipe is slug flow, which consist of large gas bub-
bles (i.e. Taylor bubbles) separated from each other by liquid slugs. We are particularly
interested in the phenomena of coalescence and breakup in the slug flow regime and
the development of numerical models for the Large Eddy Simulation (LES) method as
they are still in early stages of development for two-phase flows [1].

The counter-current Taylor bubble flow regime is subjected to bubble breakup due
to several effects, such as breakup due to turbulent fluctuations, shearing-off process or
due to viscous shear forces [2]. Comparison between LES simulations and experimen-
tal measurements [3] show that the simulations overpredict the bubble breakup. The
rate of artificial numerical breakup is attributed mainly to the used numerical method
for interface capturing. In this work we present results obtained with improved geomet-
ric Piecewise Linear Interface Capturing (PLIC) method in the OpenFOAM computer
code.

2 Simulation of Taylor Bubble in Turbulent Counter-Current
Flow

A two-phase mixture of gas and liquid is modeled using the one-fluid formulation of
the Navier-Stokes equations with the Volume Of Fluid (VOF) approach for interface
capturing. In this method a void fraction α is introduced and the advection equation for
this quantity is the following:

∂tα +u ·∇α = 0, (1)

with partial time derivative ∂t , velocity vector u and gradient operator ∇. The fluid
mixture is described by the incompressible Navier-Stokes equations, i.e.,

∇ ·u= 0 (2)
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 253–258, 2024.
https://doi.org/10.1007/978-3-031-47028-8_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47028-8_39&domain=pdf
https://doi.org/10.1007/978-3-031-47028-8_39


254 J. Kren et al.

and
∂t(ρu)+∇ · (ρuu) =−∇p+ρg+∇ · (2μe f fD)+σκδ (n)n (3)

with mass density ρ , pressure p, gravitational acceleration g, deformation tensor D,
effective mixture viscosity μe f f , with the harmonic expression of viscosity, interface
curvature κ , interface normal unit vector n and interface Dirac delta function δ (n).

The described equations were solved in the open-source CFD code OpenFOAM v9
[4]. We have used a modified interFoam solver, which enables the usage of the Diag-
onally Implicit Runge-Kutta (DIRK) time integration schemes integrated with PLIC
geometric reconstruction. This solver was based on a solver developed before in Open-
FOAM v4 by Frederix et al. [5]. Turbulence at the sub-grid scales was modeled by Vre-
man model [6]. In the current case, the fluid properties were selected to mimic water-air
mixture. Taylor bubble motion has been simulated for two different cases, i.e. in a pipe
with a diameter of 12.4 mm (the laminar case) and in a pipe with a diameter of 26 mm
(the turbulent case). In each case the total length of the domain is 20 Dh. Results have
been compared with the measurements in an experiment [7] performed at THELMA
laboratory of Reactor Engineering Division of Jožef Stefan Institute.

In order to achieve a fully developed turbulent flow a recycling boundary condition
was used at the inlet, which in this case is upstream of the Taylor bubble. The flowrate
was adjusted at every timestep so that the bubble‘s bouyancy is balanced by hydro-
dynamic drag and the bubble stays at approximately constant position throughout the
simulation. This procedure is demonstrated in Fig. 1.

Fig. 1. Visualisation of the recycling procedure. The bubble motion was calculated for every
timestep in the volume V � and the flow rate has been adjusted accordingly.

The same numerical mesh with approximately 1 million cells and mesh refinement
towards the wall has been used for all cases as can be seen in Fig. 2.

The key to an algebraic VOF method is to correctly compute the numerical fluxes
to update the function of void fraction [9]. Originally, a donor-acceptor formulation
was used with flux limiters to ensure the boundendness of the α function. Algebraic
capturing is in OpenFOAM v9 performed through Multidimensional Universal Limiter
for Explicit Solution (MULES) framework, that uses Flux Corrected Transport (FCT)
with an interface compression scheme. As opposed to the algebraic VOF method, a
geometric VOF method can be divided into reconstruction and the advection of the
interface [10]. Firstly, the approximation of the interface is built from the information
on the volume fraction. This can be done in various manners such as PLIC interface
reconstruction methods. Second, the reconstructed interface is advected by the given
velocity field. For PLIC methods the reconstruction is a two-step procedure. In any
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Fig. 2. Cross-section of the mesh.

given cell the normal is first determined from the known α function in this cell and in
the neighboring ones. Geometrically, the line is then moved in the normal direction so
that the interface position in each cell corresponds to the local void fraction value. In
OpenFOAM, the PLIC method is used to compute the fluxes, then the α equation is
solved algebraically.

3 Results

Figure 3 shows isosurfaces at α = 0.5 of the instantenous gas void fraction in the lami-
nar case for the two different interface capturing methods at t = 5 s, t = 10 s and t = 15 s.
We observe void shedding for the algebraic VOF case, whereas it is not present for the
geometric VOF. It should be noted that in the experiment almost no void shedding has
been observed for Taylor bubbles of similar lengths in laminar flow (in few hours the
bubble sheds). A significant difference is visible also in the velocity fields in the wake
region of the bubble in Fig. 3. The reason for the observed difference in the velocity
field is attributed mainly to the amount of small bubbles downstream the Taylor bubble.
This shows that better capture of the interface is crucial for correct determination of all
fluid flow physical properties and especially the bubble breakup and coalescence.

Figure 4 shows isosurfaces α = 0.5 of the instantenous gas void fraction in the
turbulent case for the two different interface capturing methods at time t = 2.2 s after
the initial state. Clearly, at the skirt of the bubble the velocities are the largest which
essentialy slowly breaks the bubble. For the algebraic capturing the breakup is much
more significant and faster as signified by the many smaller bubbles in the wake of the
Taylor bubble.

Figure 5 shows the surface averaged α at the outlet of the domain. It is shown that
breakup as predicted by the geometric method is much more moderate than that by the
algebraic method, giving better agreement with the experimental value of about 0.00034
[8]. For the PLIC method the bubble was still present in the simulation after 15 s, whilst
with the algebraic capturing the bubble completely broke down in less than 6 s. This
shows that accurate determination of the bubble shape is extremely important and has
high impact on the breakup and coalescence rate. Additional models for the breakup and
coalescence should be developed after the usage of more accurate interface capturing
schemes.
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Fig. 3. Isosurfaces of the instantaneous gas void fraction (blue color) at three different timesteps
(t = 5 s, t = 10 s and t = 15 s) obtained with standard algebraic interface capturing (left) and
PLIC reconstruction (right) for laminar case (Re = 1400). The color scheme in the liquid phase
represents the velocity magnitude.
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Fig. 4. Isosurfaces of the instantaneous gas void fraction 2.2 s after the initial state obtained with
standard algebraic interface capturing (top) and PLIC reconstruction (bottom) for turbulent case
(Re = 5520). The color scheme in the liquid phase represents the velocity magnitude. (Color
figure online)

Fig. 5. Comparison of the surface averaged α at the pipe outlet between PLIC and algebraic
interface capturing method. The average experimental value for α at the outlet is significantly
smaller −0.000034.

4 Summary

In this work we presented a comparison between the performance of algebraic and
geometric interface capturing methods for the VOF solver with Runge-Kutta time-
integration. The methods were developed, tested and validated in the OpenFOAM v9.
Current results of the Taylor bubble in the counter-current turbulent flow case show
that the usage of the geometric interface reconstruction scheme PLIC significantly
reduces artificial numerical breakup of the bubble and makes it closer to the experi-
mental results. This confirms that the PLIC method is superior to algebraic capturing.
It also suggests that bubble breakup depends significantly on the shape of the bubble
interface. This is confirmed in particular with the simulation results of the laminar case,
where PLIC method shows significantly improved results with no void shedding.
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1 Introduction

The addition of a small number of polymers to a Newtonian solvent can drastically
reduce the drag in wall-bounded turbulent flows [1] due to the mechanical interaction
between the polymer chains and the velocity fluctuations [2]. Drag reduction can reach
huge amounts, even up to 80% [3]. The phenomenon is still not clearly understood
and still debated, see [4,5] for an elastic or a viscous interpretation of drag reduction.
Direct Numerical Simulation (DNS) has been extensively used to investigate the drag
reduction phenomenon through viscoelastic constitutive models to account for the poly-
mer phase. The most famous, and most used, model is the FENE-P (Finitely Extensi-
ble Nonlinear Elastic with Peterlin’s approximation) [6], whose results show qualitative
accordance with the experimental investigations. However, the FENE-P model has well-
known deficiencies in describing polymer dynamics [7] and is based on an unrealistic
assumption of the polymer conformation [8]. The previously mentioned issues did not
allow for a match of the model parameters with actual polymer data, e.g. polymer con-
centration, in numerical simulations of viscoelastic flows with the FENE-P model. DNS
of realistic polymer solutions can be performed if a Lagrangian description of the poly-
mers is adopted. Such description allows to overcome at once all the limitations and
assumptions of the Eulerian FENE-P model, see [9,10] where numerical simulations of
realistic DNA polymer solutions are performed.

In this paper, direct numerical simulation (DNS) is used to investigate the turbu-
lent kinetic energy budget of a drag-reducing polymer solution at moderate Reynolds
Reτ = 180 andWeissenbergWi= 10 numbers. Two different models are considered: the
Eulerian-Eulerian FENE-P model and the Eulerian-Lagrangian FENE dumbbell model.
Both models capture an apparent modification of production and dissipation of turbu-
lent kinetic energy. In particular, the production is reduced by the polymer action, while
the dissipation is reduced at the wall. With respect to the Lagrangian FENE dumbbell
model, the FENE-P model overestimates the effect of the polymers on the turbulent
kinetic energy budget; the decrease of production is overestimated and a decrease of
the dissipation above y+ > 25 is predicted, something that does not find confirmation
in the more accurate FENE dumbbell simulation.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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2 Methodology

The incompressible Navier-Stokes system, momentum-coupled with the polymer sus-
pension, namely

∇ ·u = 0 (1)
∂u
∂ t

+∇ · (u⊗u) = −∇p+
1
Re

∇2u+F ,

has been numerically solved in the geometry of a pipe. In Eq. (1) u is the fluid velocity,
p the hydrodynamic pressure, F is the polymer feedback on the Newtonian solvent, and
Re = U∗

b �∗
0/ν∗ the bulk Reynolds number. Equation (1) is reported in dimensionless

form using as reference quantities (denoted by an asterisk): the pipe radius �∗
0 as refer-

ence length scale, the bulk velocityU∗
b =Q∗

b/(π�∗2
0 ) of the Newtonian case as reference

velocity (Q∗
b is the volumetric flow rate), and the kinematic viscosity ν∗.

Simulations are performed with the no-slip condition at the wall, periodic boundary
conditions in the axial direction, and at imposed pressure gradient – corresponding to
Reτ = u∗

τ�
∗
0/ν∗ = 180 (where u∗

τ =
√

τ∗
w/ρ∗ is the friction velocity). In this condition,

the drag reduction appears as a flow rate increase. Finally, the Weissenberg number (the
polymer relaxation time ratio to the fluid time scale �∗

0/U
∗
b ) is fixed to Wi= 10.

For the Lagrangian FENE model, the ( j)th polymer dumbbell is tracked according
to Newton’s equations,

dx( j)c

dt
=

ǔ( j)1 + ǔ( j)2

2
+

√
r2eq
3Wi

q( j)1 +q( j)2

2
(2)

dr( j)

dt
= ǔ( j)2 − ǔ( j)1 − 1

Wi
r( j)

1−‖r‖( j)2/L2 +
√

r2eq
3Wi

(
q( j)2 −q( j)1

)
,

where x( j)c = (x( j)1 +x( j)2 )/2 is the polymer centre, r( j) = x( j)2 −x( j)1 is the link vector, req
is the equilibrium size of the chain (set in a quiet solvent by the Brownian forces q( j)1/2),

L the polymer contour length, and ǔ( j)1/2 is the velocity of the fluid at the position of
the beads denoted by the subscripts 1,2. The expression of polymer forcing on the fluid

encompasses the sum on all the Np dumbbells F = −
Np

∑
j=1

D( j)
1 δ (x− x( j)1 )+D( j)

2 δ (x−

x( j)2 ) where D( j)
1/2 = γ(ǔ( j)1/2 −dx( j)1/2/dt) are the friction forces exchanged with the New-

tonian solvent, and γ is the friction coefficient of the beads. The polymer force is sin-
gular and is physically regularised using the Exact Regularised Point Particle method
(ERPP) [11–13].

For the Eulerian-Eulerian FENE-P model, the polymers are modelled according to
the conformation tensor C= 〈r⊗r〉 that represents the covariance of the local polymer
population. The corresponding equation for C is

dC
dt

= C ·∇u+(C ·∇u)T − 2
Wi

[
L2 −3r2eq
L2 −Tr(C)

C− r2eq
3
I

]

, (3)
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where it has been assumed a uniform polymer concentration co, the velocity of the

beads ǔ( j)1/2 has been linearised around the polymer centre xc, the diffusion of the centre
of mass has been neglected, and the Peterlin’s approximation has been used to con-
strain the average polymer extension Tr(C) to the polymer contour length L. The poly-
mer forcing is evaluated as the divergence of the extra-stress tensor, F = ∇ ·Tp, whose
expression is

Tp =
coγ
2Wi

[
L2 −3r2eq
L2 −Tr(C)

C− r2eq
3
I

]

. (4)

An illustrative example of the flow configuration is reported in Fig. 1 where the
instantaneous field of the turbulent kinetic energy is shown as a contour plot for the
FENE and FENE-P simulations.

Fig. 1. Example of the flow configuration and snapshot of turbulent kinetic energy field for the
Eulerian-Lagrangian FENE simulation (left) and for FENE-P simulation (right). The dimension-
less domain is (2π ×1×6π), the number of grid points are [Nθ ×Nr ×Nz] = [812×129×2436]
for the FENE simulation, and [Nθ ×Nr ×Nz] = [128×129×384] for the FENE-P simulation.

3 Results

As widely documented in the literature, the back-reaction of the polymers reduces the
Reynolds stress. The reduced “momentum mixing” is believed to be at the origin of the
corresponding reduction of the friction at the wall. In this paper we investigate how the
polymers modify the budget of turbulent kinetic energy kT = 〈u′2〉/2, described by the
following equation:

∇ ·ΦT =P −εT + 〈F′ ·u′〉 (5)

ΦT = 〈u〉kT + 〈u′p′〉 − 1
Re

∇kT +
1
2
〈‖u′‖2u′〉 . (6)

On the left-hand side of Eq. (5) we find the divergence of the spatial fluxes ΦT , whose
expressions are given in Eq. (6). On the right-hand side of Eq. (5) we find the production
term P = −〈u′ ⊗u′〉 : ∇〈u〉, the turbulent dissipation term εT = 〈∇u′ : ∇u′〉/Re, and
the energy sink/source term due to the fluid-polymer momentum coupling 〈F′ ·u′〉. Note
that the divergence of the flux ∇ · (〈u〉kT ) is statistically zero due to the symmetry of
the pipe flow.
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Figure 2 reports the turbulent kinetic energy budget, for the FENE dumbbell model,
panel (a), and for the FENE-P model, panel (b). Both models capture a qualitatively
similar scenario. Turbulent fluctuations take energy from the mean flow via the pro-
duction term P whose peak is significantly lower than the corresponding one for the
Newtonian flow (dashed-blue line). The production peaks in the buffer layer, and the
peak is shifted away from the wall, especially in the FENE-P simulation. Part of this
energy injected in the buffer layer is locally dissipated, while the remaining part is trans-
ferred towards the wall by the fluxes, namely 〈p′u′〉, ∇kT/Re, 〈‖u′‖2u′〉/2), where is
dissipated by εT . It is worth noting that the turbulent dissipation at the wall in the poly-
mer case is lower than in the Newtonian case (dashed red line), and again the effect
is amplified in the FENE-P simulation. The remaining part of the available energy is
transferred towards the pipe centre by the turbulent flux 〈‖u′‖2u〉/2). The correlation
between the polymer forcing and the velocity fluctuation 〈u′ ·F′〉, behaves as a local
source of turbulent kinetic energy very close to the wall y+ < 10, although the effect is
small when compared with the other terms in the budget. In contrast, far from the wall at
y+ > 10, the correlation 〈u′ ·F′〉 behaves as a sink of turbulent kinetic energy; the effect
predicted by the FENE model is small and decays above y+ = 70. Instead, this effect
is amplified by the FENE-P model, which predicts an apparent larger amplitude of the
correlation 〈u′ ·F′〉 in the buffer layer. Furthermore, the FENE-P model predicts that the
turbulent kinetic energy dissipation εT is reduced in the entire pipe section, whilst the
more accurate Lagrangian FENE dumbbell model does not predict significant changes
of dissipation in the region y+ > 25, with respect to the Newtonian case.

Fig. 2. Turbulent kinetic energy budget. Panel (a): Lagrangian-Eulerian FENE model. Panel (b):
Eulerian-Eulerian FENE-P model. In both panels, the colour-matched dashed lines represent data
for the reference Newtonian case.

4 Conclusion

The turbulent kinetic energy budget is addressed for a drag-reducing polymer solution
at moderate friction Reynolds number Reτ = 180 and Weissenberg number Wi = 10.
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Two different models are considered for the analysis, i.e. the Eulerian-Eulerian FENE-
P model and the Eulerian-Lagrangian FENE dumbbell model. Both models capture a
significant modification of the turbulent kinetic energy budget; the turbulent production
is importantly reduced by the polymers, thus less energy feed the turbulent fluctuations
with respect to the Newtonian case. The modification of the production term is slightly
overestimated by the FENE-P model. The dissipation of turbulent kinetic energy is
significantly reduced at the wall, and again this effect is amplified in the FENE-P sim-
ulation, especially in the bulk where a lower dissipation with respect to the Newtonian
case is predicted. Finally, the direct polymer contribution to the budget behaves as a
weak source of turbulent fluctuation in the near wall region (y+ < 10), and as a sink
elsewhere.
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Abstract. In numerical simulations of dispersed multiphase flows by computa-
tional fluid dynamics (CFD) methods the most usual assumption is that the par-
ticles are spherical. This is however a very crude assumption when considering
flows laden with non-spherical particles, such as fibres or plates. This applies to
the relevant fluid dynamic forces and to the interactions between particles as well
as particle-wall collisions. Consequently, such numerical results are not reflecting
the full truth yielding to an unrealistic modelling of the problem. Numerical sim-
ulations of fibre-laden flows using a point-particle Euler/Lagrange approach are
based on tracking these elongated particles with respect to translation and rota-
tion, where the centre of gravity position and the orientation of the fibres for each
Lagrangian calculation are known. Here, an LES-Euler/Lagrange approach for
elongated, inertial fibres was developed based on first principles and implemented
in the open-source platform OpenFOAM®. The validation of the numerical app-
roach was done considering a particle-laden turbulent channel flow which was
thoroughly studied using DNS. Special attention was directed to the fibre-wall
interaction model. For that purpose, a wall-impact model considering the particle
orientation and the point of wall contact was implemented. The obtained numeri-
cal results were compared to those using a crude centre of mass specular reflection
for the fibres. Both simulations yielded completely different results regarding the
fibre orientation and concentration near thewall. The latterwas considerably lower
for the realistic wall collision model.

Keywords: Non-spherical particles · Large Eddy Simulation · Euler/Lagrange
approach · Wall Collision Model

1 Introduction

Many industries such as paper making and pulp production involve particle transport
in gas- or liquid-flow devices, such as mixing vessels, conveying in pipes or channels
and particle separators. The particles found in these processes are however not spheri-
cal but have a fibre-like shape. Moreover, many of the mentioned multiphase flows are
wall bounded and are typically highly turbulent. Although for many years, research is
related to the behavior of regular non-spherical particles in turbulent flows, a conclusive
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description is, not yet available. In available design rules as well as in numerical com-
putations of dispersed multiphase flows of technical and industrial relevance the most
common assumption is that the particles are spherical. This applies to the relevant fluid
dynamic forces in a confined flow and to the interactions between particles as well as
the particle-wall interactions (i.e., collisions and lubrication), which of course yields a
non-realistic simplification of the problem. In this contribution, the LES-Euler/Lagrange
framework using the point-particle assumption was applied to a turbulent channel flow
[7] laden with elongated non-spherical particles using especially a recently developed
wall collision model for non-spherical particles [9].

2 Numerical Modelling

A CFDmodel using an LES-Euler/Lagrange approach was developed and implemented
in the open-source platform OpenFOAM®, elaborating a custom solver. This solver
extends the classical point-particle Lagrangian tracking approach for spherical particles,
considering additional properties for non-spherical particles, such as orientation angle
and particle rotational velocity. The gas phase (continuous) aerodynamics is calculated
using the volume-average Navier-Stokes equations comprising continuity and momen-
tum conservation laws. Large Eddy Simulation (LES) approach was used to model the
flow field and turbulence of the gas phase requiring a fully transient solution of the
transport equations, as follows:

∂(ρc)

∂t
+ ∇ · (ρcuc) = 0 (1)

∂(ρcuc)
∂t

+ ∇ · (ρcucuc) = −∇p − ∇ · (ρcτc) (2)

τc = −μeff

{(
∇uc + (∇uc)T

)
− 2

3
I(∇ · uc)

}
(3)

where,uc corresponds to the velocity vector of the carrier phase,p represents the pressure,
and ρc is the density of the carrier phase. In the Eq. (3), the effective viscosity term μeff

= μc + μt,c which is included in the momentum equation, comprises two contributions,
the molecular viscosity μc and the turbulent viscosity μt,c. In this work, the turbulent
viscosity, which accounts for the contribution of the sub-grid scale (SGS) turbulence, is
described using the wall adapted local eddy-viscosity (WALE) approach [1].

In addition, the numerical calculation of particle-laden flows by point-particle
Euler/Lagrange approach is based on tracking each non-spherical particle’s translational
and rotational motion, so that the centre position and the orientation of the particles is
known. For this purpose, three coordinate systems can be defined (Fig. 1): x [x, y, z]
the inertial or laboratory frame of reference, commonly referred to as world space, x’
[x’, y’, z’] the particle coordinate system centred at the particle centre of mass with the
axis being parallel to the major axis of the particle, commonly referred to as body space,
and x” [x”, y”, z”] the co-moving particle coordinate system also centred at the particle
mass centre but with its axis being parallel to the laboratory coordinate system. For
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non-spherical particles the translational motion is calculated in world space, x, frame
and the rotational motion in body space, x’, in the following way:

mp
dup
dt

= Fd + FLS (4)

Ix′
dωx′
dt

− ωy′ωz′
(
Iy′ − Iz′

) = TH ,x′ (5)

Iy′
dωy′
dt

− ωz′ωx′(Iz′ − Ix′) = TH ,y′ (6)

Iz′
dωz′
dt

− ωx′ωy′
(
Ix′ − Iy′

) = TH ,z′ (7)

Fig. 1. Definition of coordinate systems; inertial coordinate system x = (x, y, z) and particle
coordinate systems x’ = (x’, y’, z’) and x” = (x”, y”, z”).

Here,mp,Fd ,FLS are themass of the particle, the aerodynamic drag, and the profile or
shape lift, which includes the effect of the angle of incidence on the respective coefficient
[2, 3]. Ix′, Iy′, and Iz′ correspond to the moments of inertia about the particle principal
axis [i.e., x’] and TH ,x′, TH ,y′ and TH ,z′ are the components of the aerodynamic torques
[2]. As the calculation is conducted in different coordinate systems, a transformation
between x’ and x” is required through a transformation matrix [4]. This transformation
matrix may be expressed in terms of the Euler angles or the Euler’s four parameters or
very effectively by quaternions. Unfortunately, a singularity exists when evaluating the
temporal change of the Euler angles [4] wherefore, mostly the Euler parameters [5] or
Quaternions [6] are applied instead. These can also be used to determine the particle
orientation angles.

3 Simulation Setup and Results

Using the models mentioned above, a validation of the Euler/Lagrange point-particle
framework for elongated, inertial fibreswas accomplished comparing theobtained results
with the numerical validation data obtained by Marchioli’s research group [7], in which
a periodic turbulent channel flow (considering DNS), was studied (Fig. 1a and 1b) for a
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specific friction Reynolds number of Reτ = huτ /ν = 150, based on the channel half-
height h. The density and viscosity of the fluid were considered as ρ = 1.3 kg/m3 and
ν = 1.57 × 10−5 m2/s, respectively. The shear velocity is calculated as uτ = √

τw/ρ,
where τw correspond to the wall shear stress. The normalized wall distance is determined
as z+ = zuτ /ν. The computational domain is sized as 2π ×2πh×4πh, discretizes with
128 × 128 × 129 numerical control volumes. For the LES calculations, it is known that
for obtaining a turbulent flow,many flow-through times are needed before turbulence has
developed through the wall boundary layer. However here, an artificial perturbation to
initiate the turbulent process was applied based on the work of de Villiers [8]. Figure 2c
shows the initial perturbated velocity field measured at z+ = 10.

a)

b)

c)

Fig. 2. Numerical domain and considered conditions. a) Measures of the turbulent channel flow
based on Marchioli et al. [6], b) Near-wall representation of the used numerical mesh, c) Artificial
perturbation to initiate the flow field for the streamwise and spanwise velocity components shown
at z+ = 10.

After this, a turbulent channel flow condition was obtained using periodic conditions
in the streamwise and spanwise directions, while the no-slip condition was enforced at
the walls. In order to get the flow statistics more than t+ = 13000 wall units were
simulated. Figure 3 shows the obtained LES statistical moments in the streamwise and
the root mean squared (RMS) values of the velocity fluctuations in the wall-normal and
spanwise directions of the turbulent channel solution in comparison with the DNS data
[7]. A very good agreement was obtained for the considered sub-grid eddy viscosity
approach. After arriving at a converged solution, this was further used for the analysis
of the particle’s behaviour specially in the near wall region.
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The fibre behaviour is characterized using the non-dimensional particle relaxation
time based on the viscous time scale (τf = ν/u2τ ) and the equivalent sphere volume

diameter, defined as τ+
eq = τeq/τf = φpd+2

eq /18ν, where deq =
(
6d2

f lf /4
)1/3

, and

φp = ρp/ρ ≈ 833. The fibre diameter and fibre length were selected such that the
mass of particles with equal response times, τ+

eq, were equivalent. Table 1 presents the
parameters used for the fibres considered in the numerical simulations. Additionally, the
time step of the particle tracking calculation is automatically adjusted along the trajectory
by considering the time required for a particle to cross a control volume, and the particle
response time. This means that a new value is calculated for every Lagrangian time-step
choosing the minimum of these time-scales and making it one order of magnitude lower.

Table 1. Parameters of the considered particles, for spherical and elongated particles (fibres); df :

fiber diameter, lf : fiber length, deq: volume equivalent diameter, l+f : non-dimensional fiber length,

d+
eq: non-dimensional equivalent diameter.

τ+
eq AR[lc/dc] df [m] lf [m] deq[m] l+f d+

eq

5 Sphere - - 4.533 × 10−5 - 0.34

5 3 2.745 × 10−5 8.237 × 10−5 4.533 × 10−5 0.62 0.34

5 10 1.838 × 10−5 1.838 × 10−4 4.533 × 10−5 1.38 0.34

5 30 1.274 × 10−5 3.823 × 10−4 4.533 × 10−5 2.87 0.34

25 Sphere - - 1.013 × 10−4 - 0.76

25 3 6.137 × 10−5 1.841 × 10−4 1.013 × 10−4 1.38 0.76

25 10 4.108 × 10−5 4.108 × 10−4 1.013 × 10−4 3.08 0.76

25 30 2.848 × 10−5 8.546 × 10−4 1.013 × 10−4 6.41 0.76

Different particle characteristics were considered and injected into the domain, dif-
fering in volume equivalent size (τ+

eq = 5 and τ+
eq = 25) and aspect ratio (AR = 3, 10

and 30). The simulations evolved with 100,000 fibres in the domain, ensuring statisti-
cally convergent results independent of particle number, during more than t+ = 4000
wall units. Here, the shape, which is related to the particle aspect ratio, and particle
orientation angle were considered, especially in the treatment of the interaction between
particle and wall, where two models were studied, as follows. First a model that uses
a centre of mass specular reflection for the wall collision of both spheres and fibres is
considered [7], which however is completely unrealistic as the finite dimensions of the
particles are not accounted for. Moreover, a more realistic wall-impact model consider-
ing the particle orientation, angular velocity, and point at wall contact is used. Hence, the
recently proposed model by Quintero et al. [9] that accounts for the change of linear and
rotational momentum of the non-spherical particles during a compression and recovery
period was considered. The model takes into account the restitution coefficient e, and
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friction coefficient μ parameters, which were specified in terms of the impact angle as
derived from experiments.

a) 
b) 

Fig. 3. Statistical moments of the turbulent channel flow in comparison with DNS solution [6],
a) Mean streamwise velocity, (u,+

y ), b) Root mean square of velocity fluctuations of wall-normal

(u,+
z,rms), and spanwise (u,+

x,rms) directions.

Figure 4 shows the results of the particle concentration in the region close to the wall
for two different values of τ+

eq, i.e., 5 and 25, varying the aspect ratio. In these simulations,
only specular reflection was considered. In addition, the results for spherical particles
are included. Figure 4a shows the results for τ+

eq = 5, where it is obvious that the
concentration distribution strongly varies with the aspect ratio, especially for the region
below z+ < 5. For AR = 3 the maximum particle concentration is found just on the
wall and then continuously decreases with a kind of parabolic shape. For the other two
aspect ratios (i.e., AR = 10 and 30), the concentration profiles are very similar, having
a lower value and at the wall and remaining constant until z+ ≈ 1. For AR = 30 the
wall-concentration is only slightly lower than for AR = 10. Between 1.5 < z+ < 8 the
concentration for the case with AR = 3 is remarkably lower in comparison with the two
larger aspect ratios considered. The concentration distribution for spherical particles in
the region between 1 < z+ < 10, has a completely different shape with a strong peak
at z+ ≈ 1, followed by a rapid decay towards z+ ≈ 4. This implies that the effect
of the orientation of the particles on the lift coefficient causes the particles to be able
to move to other regions of the channel cross-section. Naturally, the developed particle
concentration distribution for the different aspect ratios is not only related to the drag and
lift forces but also to the torque experienced by the particle in this region, where a high
velocity gradient is found. Although the particles have the same equivalent diameter,
they differ in their angular velocity since the inertia of the particle changes depending
on their aspect ratio.

On the other hand, when larger particles are considered (τ+
eq = 25) the behavior is

completely different, which is reflected in the concentration of the particles near the wall
(Fig. 4b). A direct comparison with smaller particles (τ+

eq = 5, see Fig. 4a), shows that
the concentration of the fibre-like particles near the wall is much higher due to larger
particle inertia, therefore this will affect the interaction with the wall, obtaining, for
example, much more wall collision events. The lowest near-wall value is again found
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Fig. 4. Mean particle concentration in the near-wall region considering only specular reflection,
including spheres and fibres with an aspect ratio of 3, 10 and 30 and τ+

eq = 5 and 25. a) Mean

particle concentration for τ+
eq = 5, b) Mean particle concentration for τ+

eq = 25.

for the AR = 30 fibers. For the small fibres, the concentration remains constant up to
about z+ ≈ 1 and then decays. The larger fibres, however, show a small maximum of
concentration in this region. For the spherical particles, the obtained concentration is
much lower and is almost constant for z+ < 4. Interestingly further up in the boundary
layer, also a small concentration maximum develops, i.e., at z+ ≈ 10.

Figure 5 shows the particle concentration and fibre orientation in the near-wall region
obtained with the two previously described wall-interaction models, considering a τ+

eq =
5 and an aspect ratio of 10. Additionally, the result for the spherical particles with
specular wall reflection is shown, where the particle concentration is highest and yields
a peak for z+ ≈ 1. Interestingly, the fiber-like particles, considering the extended wall
collision model [9], show the same shape of the concentration profile, however, with
considerably lower values (Fig. 5a). On the other hand, the specular wall reflection of
the fibres gave a constant concentration until z+ ≈ 1 followed by a continuous decay. For
the extended wall collision model, this concentration profile is of course provoked by the
possibility allowing an exchange between linear and rotational momentum depending
on the locative location of contact point and fibre centroid. Thereby, a tilting of the fibre
or an enhancement of rotationmay be the result. Consequently, mainly lift and torque are
modified. In terms of the wall coordinate, the volume equivalent diameter is z+ ≈ 0.34
and the length of the fibre corresponds to z+ ≈ 1.38 (see also Table 1).

In Fig. 5b the fibre orientation with respect to the wall is presented, revealing that
both wall collision models yield the same orientation outside the wall layer (i.e., z+ >

1), namely around 0° which implies an average alignment parallel to the wall in flow
direction. For the consistent wall collision model [9] the average orientation angle in the
near-wall region is only slightly higher, having about 10°. This may be caused by the
convective flow and a preferred tilting of the fibres upon wall impact. When specular
reflection is considered, the orientation of the elongated particles in the z+ < 1 region
shows a continuous increase of the orientation angle from 10° up to 70°, meaning that
the fibres tend to move almost perpendicular to the wall. It is also clear that the extended
wall collision model yields a change of the rotational velocity of the fibres, modifying
the orientation in this region. Thereby also the fluid dynamic forces are changing in this
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Fig. 5. Mean numerical results of the particle phase in the near-wall region for the two wall
interactionmodels considered (specular reflection andwall collisionmodel basedon [9]), including
spheres and fibres with a τ+

eq = 5 and aspect ratio of 10. a) Mean particle concentration, b) Fibre
orientation angle with respect to the wall.

region. All these phenomena cannot be captured by the crude specular reflection model.
Nevertheless, it should be noted that the coefficients of restitution and friction for the
collision between the non-spherical particles and the wall presented by Quintero et al.
[9], were developed for a wall collision of irregular-shaped non-spherical particles. In
any case, however, the presented results reveal, that a crude centre of gravity specular
reflection wall collision model does not capture the dynamics of a completely three-
dimensional fibre-wall collision. The extended wall collision model predicts completely
different distributions of particle concentration and orientation angle close to the wall.

4 Conclusions

An LES-Euler/Lagrange numerical computation of elongated non-spherical particles
including the modelling of particle dynamic motion in the point-mass approximation,
e.g., fibre orientation, was conducted successfully for a turbulent channel flow con-
figuration. A very good agreement of the computed flow field with the DNS results
presented by Marchioli et al. [7] was found. In the considered wall-bounded channel
flow, of course the proper modelling of the fibre-wall impact is essential. Naturally, a
specular wall refection model is not reproducing correctly the dynamic behaviour of
fibres in the near-wall region. Therefore, a more realistic non-spherical particle wall-
collision model was considered, which identifies the real conditions of the fibres upon
wall impact, namely orientation and impact point. Hence, thismodel captures through the
consideration of sliding and non-sliding collisions the exchange between translational
and rotational momentum, whereby angular velocity is considerably altered through a
wall collision. Consequently, the fibre concentration distribution and the mean fibre ori-
entation in the near-wall region is predicted correctly. This realistic wall collision model
yields an averaged fibre orientation in the near-wall region being almost parallel to the
wall and in contrary the specular refection gives an orientation angle of 70° which is
almost perpendicular.
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1 Introduction

Magnetic density separation (MDS) is an innovative technique that separates differ-
ent types of plastic particles according to their different mass densities. To this end an
effective vertical mass density gradient in a liquid is created by applying a strong mag-
netic field to a ferrofluid. Particles transported by this liquid settle at the height where
their mass density equals the effective fluid mass density. To obtain a high separation
efficiency, it is important that the level of turbulence in the liquid is kept as small as
possible. The liquid is first guided through a honeycomb in which the flow is relaminar-
ized. However, in the wake of the honeycomb cell walls disturbances are created [5],
which together with the effect of the particle motion may lead to turbulent flow fur-
ther downstream. In this paper, we investigate this and its effects on particle separation
using temporal point-particle DNS of the system, taking into account the full interaction
between particles and fluid and particle collisions.

2 Governing Equations and Numerical Methods

In Fig. 1 the schematic of the MDS apparatus is given. The ferrofluid enters the system
from the left and is guided through a honeycomb, whereas the particles to be separated
can only enter the separation chamber via the top and bottom channels. In the separation
chamber, a strong magnetic field is applied by magnets on the bottom and top (not
indicated in the figure). The top and bottom walls of the separation chamber move with
the mean fluid velocity. At the downstream end of the separation chamber, the separated
particles are sorted by means of the separator blades. In all simulations shown here the
magnetic field corresponds to the one-dimensional magnetic field between two identical
magnetic Halbach arrays with their stronger sides facing each other.

We use an Euler-Lagrange approach, in which the flow around the spherical parti-
cles is not resolved, but a point-particle approach is applied instead. The effect of the
magnetic field on the flow can be incorporated in a modified pressure [4]. Since the mass
density of the particles is close to that of the fluid, the complete equation of motion is
solved for each particle, including added mass force, force due to the undisturbed veloc-
ity field and history force, along with the equation for particle rotation [1]. It has been
shown that the history force has a significant effect on the particle motion [4], which
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could be expected since the mass density of the particles is close to that of the fluid. This
force has been implemented in the efficient way described by Van Hinsberg et al. [2].
The reaction forces of the particles on the fluid are distributed over a volume equal to
the particle volume. Particle collisions are taken into account by an efficient collision
search method and taking into account conservation of linear and angular momentum
and the coefficient of restitution for collisions of wet plastic particles. Experimental
results of the collision of two spherical plastic particles in a fluid indicate that all colli-
sions are in the sliding collision regime and not in the sticking collision regime and that
the friction coefficient is very small.

The simulation domain is the region between the exit of the honeycomb and the
separator blades, for which a temporal approach is applied with periodic conditions in
streamwise and spanwise directions. The effect of the honeycomb is incorporated in
the initial condition, which plays the role of the inflow condition in a temporal app-
roach. A distinction is made between laminar and turbulent flow in the cells of the
honeycomb, which are of rectangular shape. For laminar flow in the honeycomb cells
the analytical solution is used as initial condition, on which perturbations are super-
posed with an amplitude that corresponds to experimental results at the same Reynolds
number obtained by particle image velocimetry. The initial condition corresponding to
turbulent flow in the honeycomb cells is obtained from a high-resolution DNS of the
flow in a rectangular duct with the same aspect ratio and at the same Reynolds number.
For laminar flow symmetry between the honeycomb cells is broken by using different
perturbations in each cell. For turbulent flow, behind each cell the DNS solution at a
different time is taken to break the symmetry. Directly behind the cell walls the initial
velocity is set to zero.

A pseudo-spectral method is applied for the solution of the DNS with Fourier-
Galerkin in the two periodic directions and Chebyshev-tau in the vertical direction [3].
The equations are solved in a frame which moves with the mean fluid velocity where the
top and bottomwall are stationary and the honeycombmoves in the negative streamwise
direction. A combination of a three-stage Runge-Kutta method and the implicit Crank-
Nicolson method is used for time integration of the fluid equations. Forward Euler is

Fig. 1. Schematic of magnetic density separation apparatus.
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applied for integration of the particle equations of motion to enable deterministic treat-
ment of particle collisions [4].

In the results shown here we consider only one honeycomb consisting of 6×8 par-
allel rectangular ducts with height 15.2mm, width 16.6mm and wall thickness 3mm.
Above and below the honeycomb there are two channels in which the initial velocity
has a Couette profile and where the particles are initially located. We consider three
different Reynolds numbers in the honeycomb cells, 900, 1800 and 5600, all based on
the hydraulic diameter of the cells and the mean velocity. Figure 2 shows the initial
streamwise velocity in a plane perpendicular to the streamwise direction for the highest
Reynolds number, where the flow in the honeycomb cells is turbulent. To fully resolve
the honeycomb cells 576 Fourier and Chebyshev modes are applied in spanwise and
vertical directions. The particle volume fraction is 2% and spherical particles with a
diameter of 4mm and ten different mass densities, both higher and lower than the fluid
mass density, are used.

3 Results and Conclusions

In order to obtain good separation of particles of different mass density, particles should
move towards the vertical position where the effective fluid mass density equals their
own mass density as quickly as possible. To that end, disturbances in the fluid velocity
should be kept as small as possible. Moreover, particle collisions generally result in a
delay in the time at which they reach their equilibrium position. The purpose of the hon-
eycomb is to eliminate velocity disturbances. However, the wakes of the walls between
the honeycomb cells also generate disturbances, which may result in turbulent flow
further downstream. Furthermore, the relative particle motion in vertical direction gen-
erates velocity disturbances as well. Comparison of results with and without two-way
coupling shows the effect of the latter. The vertical motion of the particles with respect
to the fluid moves the peak of the fluid velocity fluctuations that occurs downstream of
the honeycomb in upstream direction.

In the results of the simulations in the cases where the flow in the honeycomb cells
is laminar it is clearly visible that the individual channel profiles downstream of the
honeycomb gradually develop into one uniform velocity profile. At the edges of the
individual honeycomb channels instabilities arise and grow until the individual channel
profiles break up. This break up corresponds with an increase in the velocity fluctuations
which reaches its maximum and then starts to decay [5]. Particles with an equilibrium
position at the center of the channel show a higher level of particle dispersion than
particles at the top and bottom of the channel. Particles with their equilibrium positions
in the central region of the channel have more interaction with other particles, which
results in an increase of the settling time. Furthermore, in the center of the channel
there is a lower magnetic field gradient, which results in slower vertical motion of these
particles [4]. Also, the velocity fluctuations result in an additional increase in the level
of particle dispersion.

The effect of a honeycomb-induced background flow on the separation error is
investigated by comparing the results with a case with a uniform background flow
and shown in Fig. 3. This is done for the case of laminar flow inside the honeycomb
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Fig. 2. Initial condition for turbulent flow in the honeycomb cells. The colors indicate the stream-
wise velocity component.

Fig. 3. Separation error as a function of streamwise coordinate x for a uniform background flow
and a honeycomb-induced background flow at a honeycomb cell Reynolds number of 1800.

cells at a cell Reynolds number of 1800. The separation error is quantified by the root-
mean square of the deviation of the actual vertical position of the particles and their
equilibrium position. Until around x = 200mm the difference between the two cases
is relatively small. After x = 200mm the difference is visible, background flow distur-
bances increase the levitation time of the particles and therefore result in a separation
error which is almost three times larger.
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Fig. 4. Root-mean square of the streamwise velocity fluctuations averaged over the vertical and
spanwise direction for Re = 900 (dashed), 1800 (solid) and 5600 (dotted).

Figure 4 shows the root-mean square of the streamwise fluid velocity component
averaged over the vertical and spanwise direction as a function of the distance from
the honeycomb exit, where the mean fluid velocity has been used to transform time to
streamwise position. For the two laminar cases the peak position and maximum veloc-
ity fluctuation increase with increasing Reynolds number. The decay rate downstream
of the peak is for both Reynolds numbers approximately the same. For the turbulent
case, the peak in velocity fluctuations is located at the exit of the honeycomb and the
fluctuations decay more slowly.

Figure 5 shows the resulting separation error, which is plotted as a function of the
streamwise position and makes it possible to estimate the required length of the separa-
tion chamber to reach a certain separation error. The results correspond very well to the
velocity fluctuations shown in Fig. 3. The higher the velocity fluctuations are, the larger
the separation error is. These velocity fluctuations reach their maxima at a certain posi-
tion, which is dependent on the Reynolds number, and then start to decay. The position
where the RMS of velocity fluctuations reaches a maximum is related to the break-up
of the individual channel profiles. For the turbulent case, the highest intensity occurs
directly behind the walls which can be explained by the vortex street in the wake of the
cell walls. Turbulent flow is not favorable for particle separation since it is accompanied
by far larger velocity fluctuations than laminar flow. This might lead one to conclude
that a lower Reynolds number always results in higher separation efficiency. However, a
lower Reynolds number also implies a lower particle mass flow rate and the separation
efficiency is a combination of separation quality and throughput. The optimal choice is
therefore a trade-off between separation error and particle mass flow rate.
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Fig. 5. Separation error as a function of the streamwise coordinate for Re=900 (dashed), 1800
(solid) and 5600 (dotted).
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1 Introduction

Turbulent bubble-laden flows are an integral part of numerous technical applications.
Due to the computational cost of Direct Numerical Simulation, Large Eddy Simulation
(LES) comes into focus for the design of such devices. One of the central challenges for
two-phase LES is the under-resolution of the interface dynamics, which leads to a vari-
ety of issues with numerical algorithms for two-phase flows. This work discusses the
violation of volume conservation in the context of Volume-of-Fluid (VOF)-based simu-
lations of turbulent bubble-laden channel flows. Despite the good volume conservation
properties of the VOF method, minimal volume errors on a time-step level can add up
to severe errors when bubbly flows are simulated in periodic domains and on coarse
grids. The problem is reinforced for long simulation intervals, which are indispensable
to compute converged statistics.

This work firstly demonstrates the problem for a number of test cases. Subsequently,
two volume conservation methods are proposed. Finally, the flow and bubble statistics
and the individual bubble dynamics for both methods are compared.

2 Numerical Method and Flow Configuration

The study is performed using the finite-volume code “TBFsolver” [1], which is based
on the one-fluid formulation of the incompressible Navier-Stokes equations. The mass
and momentum conservation are given by

∂ui
∂xi

= 0 , (1)

ρ
(

∂ui
∂ t

+
∂uiu j

∂x j

)
= − ∂ p

∂xi
+

∂
∂x j

[
μ

(
∂ui
∂x j

+
∂u j

∂xi

)]
+σniκδS+(ρ −ρ0)gi . (2)

Here, ui, ρ , ρ0, μ , p and g denote the i-th velocity component, density, average den-
sity, dynamic viscosity, pressure and gravitational acceleration, respectively. Using the
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Continuous-Surface-Force method [2], the surface tension is computed from the sur-
face tension coefficient σ , the interface normal ni and the interface curvature κ . The
latter is determined with a height function approach. The interface indicator function
δS is approximated as δS = |∇ f |, where f denotes the marker function for the vol-
ume fraction of the gas phase in the framework of the VOF method. The local density
and viscosity values are linearly interpolated based on the value of f . The code uses
a geometrical reconstruction algorithm and a multiple-marker formulation [3], i.e., an
individual marker function fb is advected for every single bubble:

∂ fb
∂ t

+ui
∂ fb
∂xi

= 0 . (3)

The projection method is used to solve the introduced equations together with the Pois-
son equation for pressure. The QUICK scheme is used to discretize the convective term
in Eq. 2, and the diffusive terms are treated with central differences. A staggered grid
arrangement is used for the velocity components. Finally, the time step is adjusted cor-
responding to CFL = 0.2 = const., and a fully explicit second-order Adams-Bashforth
method advances the simulation in time.

The investigated configuration (see Fig. 1) is a vertical downflow channel of size
Lx = 8H, Ly = 2H and Lz = 4H, where H is the half width and x, y and z denote the
stream-wise, the wall-normal and the span-wise direction. The x and z directions are
periodic, whereas no-slip walls are prescribed in y-direction. The flow is controlled by
a constant pressure gradient corresponding to a friction Reynolds number of Reτ =
(
√

τw/ρlH)/νl = 590, where τw is the average wall shear stress and ρl and νl are
the density and the kinematic viscosity of the liquid phase, respectively. A total of 780
freely deformable bubbles with an initial diameter of d = 0.25H are considered, leading
to a gas volume fraction of 10%. The domain is discretized using an equidistant cubic
mesh. The grid resolution Δ is varied such that it either corresponds to d/Δ = 12.5
or d/Δ = 25. Both the density and dynamic viscosity ratio are set to 20. The Eötvös

Fig. 1. Investigated channel configuration and bubble shapes for Eo= 0.67 and Eo= 3.75.
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number Eo = (gd2ρl)/σ is varied between Eo = 0.67 and Eo = 3.75, which leads to
nearly spherical bubbles for the lower, and to ellipsoidal and wobbling bubbles for the
higher value of Eo.

3 Volume Conservation: Background and Methods

The implemented VOF method combines a multiple-marker formulation with a split-
direction advection algorithm by Puckett et al. [4]. In this context, there are three root
causes for the violation of volume conservation for the tracked gas phase:

1. Over- ( fb > 1) and undershoots ( fb < 0) of VOF values in single cells that are clipped
to one or zero, respectively. This issue could be avoided by, e.g., using the VOF
advection method proposed by Weymouth & Yue [5].

2. Resetting of cell VOF values to zero in cells with 0< fb < 1, when no full gas cell
with fb = 1 is detected within a region of 5×5×5 cells around the respective cell.
This is a standard procedure in multiphase codes to avoid smearing.

3. Removal of small gas structures that can separate from the respective main bubble
when high shear forces overcome the restoring surface tension forces.

The first scenario can lead to both an increase and a decrease of gas volume, while the
latter two can only lead to volume losses.

For low Reynolds and Eötvös numbers and DNS-like resolutions, the observed vol-
ume errors are negligible [1]. For the configurations studied in this work, however, the
small deviations on a time step level accumulate to significant volume errors. Figure 2
illustrates the global relative volume loss of the bubble collective for different setups
over the dimensionless time. As the figure shows, the error is more severe for the higher
Eötvös number and the lower resolution. Moreover, it is clearly demonstrated that solely
using the VOF advection scheme byWeymouth & Yue (“WY”) [5], which per construc-
tion avoids over- and undershoots, does not solve the issue, since it only avoids the first
of the three origins of volume errors listed above. Therefore, the VOF advection scheme
by Puckett et al. (“P”) [4], which is the default in TBFsolver, is used in the following.
It is important to note that the observed volume errors are not specific for the chosen
solver or the multiple marker formulation, and similar issues have been observed using
other two-phase codes.

In the following, two volume conservation methods are proposed. The underlying
idea is to only use a single correction procedure to correct the volume error originating
from all the three issues listed above in each time step. The methods rely on the given
circumstance that the volume error is minimal for a single time step and only has an
impact over a long simulation period. Moreover, the correction is performed for each
bubble individually.

The first method (Method A) is also referred to as “simple method”. To correct
the volume error ΔVt

b for bubble b in time step t, all N interface cells with ε ≤ fb ≤
(1− ε) are identified. Then, the volume error is corrected by adding or subtracting
ΔVt

b/(N ·Vcell) to the VOF values of these cells. For the investigated setup, a tolerance
of ε = 1× 10−4 has been used. This avoids additional over- and undershoots in the
correction step. The method is simple and free of kinematic assumptions, but, due to ε ,
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Fig. 2. Global relative volume loss (V (t)−V0)/V0 for Eo= 0.67 (left) and Eo= 3.75 (right) over
the dimensionless time. The illustrated time interval corresponds to around 135 flow-through
times.

it is not parameter-free. However, additional investigations have shown that the precise
value of ε is of minor importance.

The second method (Method B) is termed “dilatation/contraction method”. The evo-
lution of a single bubble’s volume can be expressed as

dVb
dt

=
∫
Vb
(∇ ·u)dV. (4)

Consequently, imposing a fictitious velocity field with ∇ ·u �= 0 allows to correct the
volume error for the bubble. Assuming α = ∇ ·u, where α is a constant valid for one
time step and a single bubble, Eq. 4 can be discretized as

V corr.
b −Vt

b

Δ t
= αVt

b , (5)

where V corr.
b is the correct bubble volume to be conserved. Since the volume error in

Eq. 5 can be measured, α can be determined. Now, a velocity field with ∇ ·u∗ = α can
be determined as u∗ = (α/3)(x−x0, y−y0, z− z0)T , where (x0,y0,z0) denotes the cen-
ter of the bubble. This velocity field is now used to perform an additional reconstruction
and advection step for the bubble’s VOF field. This can be interpreted as a slight dilata-
tion (contraction) of the bubble for Vt

b < V corr.
b (Vt

b > V corr.
b ). It can be shown that this

procedure preserves the bubble volumes to machine precision.

4 Results

It is essential that the volume conservation methods do not exhibit a notable influence on
the flow physics. The two proposed methods are verified against each other, i.e., if they
lead to identical results they are considered reliable. Figure 3 shows the average gas
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fraction (〈 f 〉), stream-wise velocity (〈u〉) and turbulent kinetic energy (k) profiles for
the setups at the coarser resolution (d/Δ = 12.5). As the results show, the two methods
lead to identical global flow statistics. For comparison, the respective simulations have
been conducted without a volume conservation method. As the results demonstrate,
there is a clear tendency towards single-phase statistics for this scenario, including a
more pronounced peak of the wall-induced turbulence at y+ ≈ 20. This demonstrates
the importance of the volume conservation methods.

Fig. 3. Average gas fraction (〈 f 〉), stream-wise velocity (〈u〉) and turbulent kinetic energy (k)
profiles over the dimensionless wall distance (y+) for the setups at the coarser resolution
(d/Δ = 12.5). The first (second) row shows the results for Eo = 0.67 (Eo = 3.75). The blue
(green) profiles represent the simulations performed with the “simple method” ( “dilatation and
contraction method”). The red profiles show the results for simulations without volume conser-
vation after t = 400(H/uτ ).

In addition to the global flow statistics, the methods are also validated on the level of
single bubble dynamics. For this purpose, the temporal behavior of the bubbles’ inter-
face areas is investigated. The surface area of a bubble b is numerically approximated
as

∫
Vb

|∇ fb|dV and normalized by the surface area of a volume-equivalent sphere to
obtain the normalized surface area Ab(t). From the latter, the time- and bubble-averaged
mean deformation A and the Root Mean Square of the fluctuations A′ around the mean
value are computed. Table 1 provides the results for the setups at the lower resolution
d/Δ = 12.5. As the table demonstrates, the mean and fluctuation values of the bubbles’
surface areas, and therefore the bubble dynamics, are quasi identical for the two meth-
ods. It is worth noting that the values of A for Eo= 0.67 are below the theoretical limit
of one. This is simply due to the fact that the numerical approximation of the surface
area is less accurate on coarse grids.
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Table 1.Mean value A and fluctuation A′ of the bubbles’ surface areas for d/Δ = 12.5.

Case Method A (“simple”) Method B (“dilatation/contraction”)

Eo= 0.67 A (A′) 0.9846 ( 1.5600×10−2) 0.9846 (1.5603×10−2)

Eo= 3.75 A (A′) 1.0559 (4.1447×10−2) 1.0561 (4.1676×10−2)

5 Conclusions

As demonstrated in this work, minimal volume errors on a time-step level can add up to
significant volume deviations for VOF simulations of bubbly flows, especially for LES-
like resolutions and high Reynolds and Eötvös numbers. These volume errors result in
a significant change of flow statistics, which demonstrates the need for explicit volume
conservation. The two proposed methods lead to quasi-identical results for the global
flow statistics as well as the single bubble dynamics. While the “dilatation/contraction
method” is parameter-free and corrects the volume consistently to the transport of the
VOF field, the “simple method” is less computationally expensive and applicable to
arbitrarily complex VOF structures.
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Abstract. This study employs large-eddy simulations (LES) to explore how
counter-current co-axial flow influences global instability in hydrogen jet flames.
It reveals that the critical velocity ratio for triggering global instability falls
between 0.1 and 0.2. Additionally, applying strong suction (I = 0.2) around the
fuel jet can effectively change the position and size of the flame.

1 Introduction

Flame control has been at the centre of interest for decades. It constitutes a subject
of intensive research as it may improve the efficiency and safety of various technical
devices. Numerous industrial applications, such as burners or combustion chambers,
involve jet-type flames with fuel issuing from a nozzle into an oxidizer stream. An
interesting phenomenon emerging in round jets, which may also be considered a flow
control technique, is self-excited global instability triggered by absolutely unstable local
flow regions [1]. Theoretical predictions showed that absolute instability can be induced
in variable density and counter-current jet configurations [2,3]. Two absolutely unstable
modes, Mode I and Mode II, have been analytically identified [3] and their occurrence
in real life was confirmed by experimental and numerical works [4–7].

However, there are no investigations devoted to global instability in combustion
problems such as jet flames, despite their significance for practical solutions. In the
present paper, the effect of counter-current co-axial flow on the emergence of global
instability in hydrogen jet flames is studied with the help of large-eddy simulations
(LES).

2 Computations

The test case configuration is presented schematically in Fig. 1. It corresponds to the
experimental set-up [8] used for hydrogen autoignition in a turbulent co-flow of heated
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 285–290, 2024.
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Fig. 1. Computational configuration Fig. 2. The inlet velocity profiles for the
three cases considered

Table 1. Parameters describing the simulated hydrogen jet flames

Fuel
(jet)

Oxidiser
(co-flow)

Tj
[K]

Tc f
[K]

Uj
[m/s]

Usuc

[m/s]
I
[-]

Uc f
[m/s]

0.13H2/0.87N2 0.23O2/0.77N2 691 1010 120 0, −12,
−24

0, 0.1, 0.2 26

air. A mixture of hydrogen and nitrogen with mass fractions YH2 = 0.13 and YN2 = 0.87
is injected into heated air through a 2.25 mm (D) internal diameter pipe. Table 1 shows
details of the temperature and velocity of the fuel jet as well as the co-flow stream.
The density ratio S = ρ j/ρc f , where ρ j and ρc f denote density of the jet and co-flow,
is slightly above the critical density ratio for which global oscillations emerge in a jet
without counterflow for a given shear layer thickness characterized by the parameter
D/θ = 40 (θ - momentum thickness) [5]. The suction is applied through the annular
nozzle (Dsuc = 2D = 4.5 mm) which is placed around the main nozzle. It produces a
counter-current region in the direct vicinity of the main jet. The strength of the coun-
terflow is controlled by the velocity ratio I = −Usuc/Uj (Uj - velocity of the jet, Usuc

- velocity of the counter-current). To analyze the impact of the suction on the flame
dynamics in two different flow regimes we consider the cases with I = 0.1 and I = 0.2
which correspond to values well below and well above the critical one observed previ-
ously [3,4,6,7]. The effect of the counterflows is assessed in relation to the case without
suction (I = 0).

In the present work we do not consider the inner geometry of the nozzles. Instead,
the computational domain is a rectangular box with dimensions Ly = 30D,Lx = Lz =
15D, where ‘y’ is the axial direction. The applied mesh counts Ny = 288, Nx =Nz = 192
nodes in the axial and radial directions, respectively. The inlet boundary conditions are
specified in terms of the instantaneous velocity profile. The velocity fluctuations are
computed according to the method proposed by Klein et al. [9] whereas the inlet mean
velocity is described by the Blasius profile. The profiles of the mean axial velocity at the
inlet plane of the computational domain for I = 0,0.1 and 0.2 are displayed in Fig. 2.
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Fig. 3. Instantaneous iso-surfaces of theQ-parameter (Q= 0.05 s−2, blue) and temperature inside
the flames at I = 0 (left), I = 0.1 (middle), I = 0.2 (right)

Fig. 4.Amplitude spectra of the axial veloc-
ity at two locations from the inlet plane

Fig. 5. Profiles of the time-averaged mean
axial velocity along the jet axis

The LES code used in this study is an in-house high-order solver based on
the low Mach number approximation. The Navier-Stokes and continuity equations
are discretized using the sixth-order compact difference method on half-staggered
meshes [10]. A sub-grid model of Vreman [11] is used to compute the sub-grid viscosity
for the SGS-stress tensor. The chemical reactions are computed using the CHEMKIN
interpreter with the help of a detailed mechanism of hydrogen oxidation [12] involv-
ing 9 species and 21 reactions. The calculations are conducted without any closure for
turbulence/combustion interactions at the sub-grid level. Correspondingly, the reaction
rates of species were obtained directly using the filtered variables.

3 Results

Figure 3 displays fully developed flames visualised by the instantaneous iso-surfaces
of the temperature inside the flame, and the Q-parameter close to the inlet plane. It
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Fig. 6. Radial distributions of the time-averaged mixture fraction at different axial locations

appears that the flow pattern is similar for I = 0 and I = 0.1 while significant differ-
ences emerge when the strongest suction is applied, i.e., for the case with I = 0.2. As
can be seen in Fig. 3, the flame in the configuration without the counterflow (I = 0)
and also for I = 0.1 is attached to the nozzle, whereas the strong counterflow (I = 0.2)
stabilizes the lifted flame. The flames at I = 0 and I = 0.1 look like a smooth laminar
flame expanding across the thin shear layer where the fuel is mixed with the oxidizer.
The situation for the case with I = 0.2 is significantly different. Increasing the suc-
tion triggers global instability before auto-ignition occurs. In fact, at strong suction,
the velocity field drastically changes revealing the formation of strong coherent struc-
tures close to the nozzle (see the blue iso-surfaces in Fig. 3). These vortices pair and
subsequently break up further downstream. The presence of such well-organised struc-
tures is recognized as a sign of the global instability phenomenon [4,6]. The genera-
tion and pairing of the vortices repeat in time. Figure 4 shows the amplitude spectra of
the axial velocity expressed in terms of a non-dimensional frequency defined through
the Strouhal number StD = fD/Uj. The spectra were calculated on the basis of time
signals registered at the jet centerline at downstream positions y/D = 1 and 4. Well-
defined distinct peaks at StD = fD/Uj = 0.41 are found immediately above the inlet
plane for I = 0.2. These indicate self-excited global oscillations [4,6]. The character-
istic frequency remains unchanged at further axial distances. Downstream of y/D= 4,
the vortices break up. In contrast, the flow fields in the cases with I = 0 and I = 0.1
are ruled by completely different phenomena. The amplitudes of the oscillations are
approximately two orders of magnitude smaller. Moreover, their spectra do not reveal
any distinct peaks.

As can be seen in Fig. 5 showing velocity profiles along the jet axis the velocity
decays close to the nozzle exit for the case with I = 0.2. In this situation, the mixing is
drastically intensified directly behind the inlet plane. Figure 6 presents the radial profiles
of time-averaged mixture fraction. Its values are reduced already at y/D = 1. Further
downstream, at y/D = 5 a large amount of fluid is taken from the surroundings and
transported toward the periphery of the jet by large vortices. This makes the mixture
significantly leaner across the whole jet. The enhanced mixing of fuel and oxidizer does
not necessarily mean more favourable regimes for flame development. The mixed gases
have a lower temperature while local values of the scalar dissipation rate are higher. All
this prevents upstream flame propagation and the flame lifts off.
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Fig. 7. Temporal evolution of the flame volume

The above results revealed that by applying sufficiently strong suction one can cre-
ate a counter-current flow conducive to the generation of the global instability phe-
nomenon. Significant differences in the instantaneous flame dynamics due to global
instability are demonstrated in Fig. 7 presenting the temporal evolution of lift-off
heights and the flames volumes for I = 0.1 and I = 0.2. The former was obtained
from analysis of the temperature distribution in the main ‘x-y’ cross-section, i.e.,
LH =min(yT≥1.01Tc f ). The latter was calculated as the sum of the volumes of the com-
putational cells in which the temperature is larger than 1200 K (Vflame = ∑VT≥1200K

cell ).
The auto-ignition is weakly dependent on the suction strength. As can be seen theVflame

starts to increase later for I = 0.2. Shortly after, the flames propagate quickly and attain
their final position at t ≈ 2 ms. The flame with I = 0.1 is attached to the nozzle whereas
the flame at I = 0.2 anchors at the distance y/D≈ 6. The lift-off height changes slightly
depending on the flow variations upstream of the flame front. Before both flames stabi-
lize, the values of Vflame for I = 0.1 and I = 0.2 are very similar. Then, the profiles of
Vflame start to deviate significantly and eventually become approximately constant. For
I = 0.1, where the flame has a shape similar to a slightly widening tube (see Fig. 3), its
volume is approximately three times smaller than the volume of the flame at I = 0.2. In
this case, the flame lift-off is accompanied by growth in size of the flame. Hence, it can
be said that global instability makes the mixing process very dynamic which ensures a
much faster combustion process.

4 Conclusions

The present study shows that the critical velocity ratio for which global instability is
triggered in the considered configuration is between 0.1 and 0.2. The global mode
observed at sufficiently strong counter-current flow (I = 0.2) causes qualitative changes
in the flame characteristics. It was demonstrated that the position and size of the flame
can be effectively modified by the application of suction around the fuel jet. This may
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be desirable from a practical point of view since a suitable alteration of the flame would
lead to a considerable improvement in efficiency, safety or pollution reduction.
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1 Introduction

Large Eddy Simulation (LES) introduces a low-pass filtration of the Navier-Stokes
equations distinguishing large resolved scales from small subfilter scales. Large scales
are approximated by the solution of the filtered equations in which the influence of the
small scales is introduced as a model for the subfilter stresses. However, one should
distinguish between two types of filtering in LES [1]. Firstly, the numerical discretisa-
tion and mesh truncate the unknown exact solution, acting like an implicit filter with
a cutoff lengthscale determined by the mesh resolution and the numerical scheme that
is applied. Secondly, a filter operator with a cut-off length scale that can be explicitly
applied to the discretised equations. Both types of filtration introduce additional terms
to the filtered equations in the form of subfilter stresses. Subfilter stresses can be mod-
eled in various ways, e.g., by the eddy viscosity and the resolved strain rate magnitude
or using somehow estimated unfiltered velocity field. The present paper deals with the
implicit filter induced by the numerical discretisation only. Knowing the explicit form
of this numerical filter enables to partially recover by approximate deconvolution the
corresponding small-scale dynamics in which the deconvolved velocity field can be
used to evaluate subfilter stresses. As shown by Geurts and van der Bos [3] any finite
difference scheme can be understood as an exact differentiation of the filtered function
with a filter characterized by a filter kernel composed of top-hat filters. This reason-
ing can readily be extended to implicit compact differencing. Hence, for any explicit
or implicit finite differencing scheme of arbitrary order we may apply a deconvolution
procedure to recover part of the subfilter scales eliminated by the numerical scheme.
In this work, we show the results of such a deconvolution for the sixth-order compact
differencing method. As a test case, two-dimensional decaying turbulence is studied.
Special attention will be given to the importance of the filter kernel discretization in
relation to the quality of the deconvolution procedure.
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2 Approximate Deconvolution of Induced Filters

Consider a general finite difference method for numerically approximating the first-
order partial derivative of a function u in one spatial dimension given by

δxu(xi) =
1
h

m

∑
j=−n

a jui+ j (1)

where we denoted ui+ j = u(xi+ j), i.e., the solution in the point xi+ j of the grid {xk}.
For convenience we restrict to discretization on a uniform grid with grid spacing h, and
adopt a general stencil of m+ n+ 1 nodes, defining the stencil [−n,m]. The implied
filter L can be related to the discretization weights {a j} and expressed in terms of a
series of explicit top-hat filters [3]. It can be expressed as a weighted average of skewed
top-hat filters of width h

L(u(xi)) =
m

∑
j=−n+1

b j

(1
h

∫ xi+ jh

xi+( j−1)h
u(η)dη

)
(2)

where

b j =
m

∑
i= j

ai, j = −n+1, . . . ,m (3)

To specify the implied filter (2) on a numerical mesh, the integral in (2) should be
approximated. Several possible quadrature rules can be selected to approximate L -
here we consider the trapezoidal rule, the Cavalieri-Simpson rule [4] and the Fourier
series approximation [5], for periodic problems.

We start the analysis by selecting the trapezoidal rule for the numerical integration
in (2), which implies

L(u(xi)) =
m

∑
j=−n+1

b j
ui+ j−1+ui+ j

2
(4)

Rearranging the sum one can arrive at the discrete form of the implied filter

∑m
j=−n+1 b j

ui+ j−1+ui+ j
2 (5)

= b−n+1
2 ui−n+∑m−1

j=−n+1
b j+b j+1

2 ui+ j+ bm
2 ui+m ≡ ∑m

j=−nG
(−n,m),tr
j ui+ j

with the discrete filter kernel defined as

G(−n,m),tr
−n = b−n+1

2

G(−n,m),tr
j = b j+b j+1

2 f or j = −n+1, . . . ,m−1 (6)

G(−n,m),tr
m = bm

2

Here, the superscript ‘tr’ is used to emphasize that the discrete filter adopts the trape-
zoidal rule for integration. Knowing the discrete form of the implied filter kernel its
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approximate inverse can be found. First, Wiener [7] type inverse filtering will be consid-
ered, focussing attention on periodic problems in the domain 0< x< 1. Taking Fourier
series of the discrete filter kernel over the computational domain

Ĝ(−n,m),tr
k =

1
N

N−1

∑
i=0

G(−n,m),tr
i e−2πikxi ; k = −K, . . . ,K (7)

where i =
√−1 and N = 2K+ 1 is the odd number of mesh points, the inverse filter

kernel in Fourier space is defined as

Q̂(n,m),tr
k =

1

Ĝ(−n,m),tr
k N2

(8)

and the inverse filter kernel in physical space is found by the inverse Fourier transform

Q(−n,m),tr
i =

K

∑
k−K

Q̂(−n,m),tr
k e2πikxi ; i= 0, . . . ,N−1 (9)

An analogous procedure to discretize the filter kernel can be applied using more pre-
cise methods of integration in Eq. (2). Examples include Simpson-Cavalieri [4] with
parabolic interpolation, higher order Lagrange polynomials or, in the periodic test case
under consideration, Fourier series.

In the present paper trapezoidal, Simpson-Cavalieri and Fourier series methods are
compared for the case of compact differencing of sixth order. The discrete form of the
filter kernel induced by the numerical scheme and its inverse enables the subfilter stress
tensor [2] to be expressed as

τi j = G [Q(ui)Q(u j)]−uiu j (10)

where ui, u j denote the resolved velocity components and G and Q general filtration
in two dimensions with filter corresponding to the numerical scheme and its inverse,
respectively. We will investigate LES that employs Eq. (10) as sub-filter stress tensor
model.

Fig. 1. Evolution of energy spectra, DNS, Re = 500, mesh density testing. Figures from left to
right correspond to times t = 2, 4, 6
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Fig. 2. Evolution of energy spectra. LES compared to DNS and the results with no model. Figures
from left to right correspond to times t = 2, 4, 6. Abbreviations stand for: F-Fourier spectral
method, CD-compact differencing of 6th order, NM-no model, DM - deconvolution model, T, S,
F-trapezoidal, Simpson, Fourier integration, respectively.

3 Homogeneous Turbulence: Spectral and Vorticity Dynamics

The initial field has been obtained following the method proposed by San and Staples
[6]. Two-dimensional freely decaying incompressible flow on a square domain of length
2π and with periodic boundary conditions has been taken into consideration. The initial
energy spectrum is assumed to be

E (k) =
as
2

1
kp

(
k
kp

)2s+1

exp

[
−

(
s+

1
2

)(
k
kp

)2
]

(11)

where s is a shape parameter assumed to be equal 3 and as =
(2s+1)s+1

2ss! . The maximum
value of the initial energy spectrum is obtained for kp = 12. The calculations were
performed for relatively low Reynolds number, Re = 500, applying sixth-order com-
pact differencing and ADM models with trapezoidal, Cavalieri-Simpson, and Fourier
methods for integration in Eq. (2). Figure 1 shows the evolution of kinetic energy spec-
tra obtained with various mesh sizes using the Fourier spectral method. It is seen that
for the mesh size 257×257 and finer all the scales are captured precisely, hence the
results are considered as Direct Numerical Simulation (DNS). Only the coarsest mesh
129×129 appears to require LES and modelling. All further LES were performed on
this coarsest mesh. The evolution of the kinetic energy spectra obtained with LES is
shown in Fig. 2. The LES-ADM results are compared with the DNS and compact dif-
ferencing solution without any subfilter stress model. It can be seen that the application
of the trapezoidal method introduces slightly excessive damping of the small scales. The
Cavalieri-Simpson method for small scales is close to the trapezoidal results, however,
a small accumulation of energy at the cut-off wave-length is visible. In the range of the
small scales, the solution with the Fourier series used for integration coincides best with
the DNS results within the time period analyzed. The results obtained without any sub-
filter model are seen to overpredict energy at the small scales close to the cut-off wave
number. The influence of the ADM method applied to the numerically induced filter on
large-scale dynamics is illustrated by the vorticity fields. Figure 3 shows the vorticity
field at time t = 5. The rectangle indicates two merging structures to be compared with
LES-ADM results shown in Fig 4. Visual comparison of these two merging structures
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Fig. 3. DNS-vorticity, iso-contours, time instant t = 5

Fig. 4. LES-vorticity iso-contours, time instant t = 5. Figures from left to right correspond to the
trapezoidal, Simpson, and Fourier methods applied for integration

predicted with various ADM versions shows that all methods perform accurately. On
closer inspection, the trapezoidal results show these two structures are distorted some-
what when compared to the DNS results while Cavalieri-Simpson and Fourier ADM
models predict the merging process in better agreement with the DNS.

4 Conclusions

A new deconvolution method to recover small scales filtered implicitly by the filter
induced by the spatial discretisation scheme is proposed. It is shown that for each
explicit and implicit finite difference method a dedicated filter kernel can be formed
and its inverse can be applied to find an approximately unfiltered velocity field with
which the subfilter stress tensor can be evaluated. The importance of the type of quadra-
ture used to define the discrete filter kernel corresponding to the discretisation scheme
was analyzed showing best results in combination with the Fourier spectral method. An
extension to non-periodic problems is the subject of current research, as is an extension
to 3D.
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1 Introduction

A new Grey-Area Mitigation (GAM) method for hybrid RANS-LES is presented.
In regions of variable resolution, the transfer of turbulence energy between RANS-
modeled and LES-resolved turbulence is quantified by a commutation residue term,
as proposed for Partially-Averaged Navier Stokes (PANS) modeling [1]. Girimaji and
Wallin [1] showed that the commutation residue term needs to be accounted for in
regions with a variable PANS parameter, fk, which is the ratio of modeled to total turbu-
lence energy, in order to have a proper transition from modeled to resolved turbulence,
and vice versa. A model was proposed for this term in PANS, of which an extension
was also indicated for other hybrid RANS-LES formulation based on length scales [1].

Commutation residue stemming from length scale variation was quantified by
Hamba [2] for fully developed turbulent channel flow, by a filtering operation with
the filter width varying between RANS and LES length scales in different regions. The
magnitude of the commutation term was found to be of the same order as the turbulence
production term. This was further investigated by Arvidson et al. in their hybrid RANS-
LES method based on the K−ω model [3]. It was shown that the commutation residue
term can significantly accelerate the transition from modeled to resolved turbulence,
and thus effectively mitigating the grey area.

In this work, an effort has been made to exploit the formulation proposed by Giri-
maji and Wallin and expand it further in DES-type modeling aiming for a more rapid
transition between modeled and resolved turbulent scales in the vicinity of a RANS-
LES interface.

2 Mathematical Formulation

The turbulence energy cascade in the spectral space is illustrated in Fig. 1 with κc ∝
1/Lre f as the spectral cut-off wave number dividing the turbulence energy into the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 299–305, 2024.
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resolved and modeled turbulence energy, denoted by Kr and Ku, respectively. It is noted
further that Lre f is a reference length scale. For constant resolution, where κc is con-
stant in space, the energy cascade σ is responsible for the energy exchange between the
resolved and unresolved scales.

κc

Kr

Ku

σ

κ

E
(κ
)

Fig. 1. Illustration of energy spectrum with cut-off wave number.

With variable Lre f , κc can vary in time or space and, correspondingly, the position
of the interface between Kr and Ku will change. This leads to an additional mechanism
of energy exchange between Kr and Ku. Following Girimaji and Wallin [1], this energy
exchange can be described by integrating the unresolved turbulent kinetic energy in
spectral space

dKu

dt
=

d
dt

∫ ∞

κc
E(κ, t)dκ =

∫ ∞

κc

dE
dt

dκ −E(κc, t)
dκc

dt
(1)

The first term on the RHS represents the change of Ku considering non-varying κc. The
second term on the RHS corresponds to energy exchange between Kr and Ku in the
vicinity of κc, denoted by PTr. By assuming a standard spectrum in the Kolmogorov
inertial subrange, E(κ) =Cε2/3κ−5/3, one can show that

PTr = −E(κc, t)
dκc

dt
= ...= −2

3
Ku

κc

dκc

dt
(2)

where d
dt is the material derivative, i.e. advection by the resolved flow field. Using the

relation κc ∝ 1/Lre f , one can express the commutation residue in terms of the variation
of the hybrid length scale Lre f :

PTr =
2
3

Ku

Lre f

dLre f
dt

(3)

The commutation residue term PTr in Eq. (3) acts as a source/sink term in the equation
for Ku. If a K − ω based hybrid model is used, as in this work, it can be shown that
a corresponding term has to be added to the ω-equation, namely −(Ku/ωu)PTr [1].
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In the case of decreasing Lre f , energy is transferred from the RANS-modeled to the
LES-resolved scales and PTr < 0. Energy conservation dictates that the energy transfer
rate, PTr, removed from the unresolved scales must be added to the resolved scales.
The energy transfer to/from the resolved scales is modelled as a diffusion term in the
momentum equation [1]

νTr =
PTr
S2

(4)

where S=
√
2Si jSi j. It should be emphasized that νTr and νt represent different physics

and should not be mixed up. In the momentum equations the total turbulent viscosity
reads:

ν∗ = νt +νTr (5)

With increasingly refined resolution in space/time, energy is transferred from unre-
solved to resolved turbulence. This will bring up a negative νTr. Decreasing resolution
will, on the other hand, transfer energy from resolved to unresolved scales through pos-
itive νTr and PTr. We limit νTr ≥ −νt to ensure positive total turbulent diffusion for
numerical stability. Note that Eqs. (3) and (4) are deployed in the whole computational
domain.

3 Numerical Setup

The computations have been conducted using the M-Edge code, which is an edge-
and node-based Navier-Stokes flow solver applicable for both structured and unstruc-
tured grids [4]. The compressible Navier-Stokes equations are discretized with a finite-
volume approximation and integrated in time using a 2nd-order backward difference
scheme. The viscous fluxes are estimated with a 2nd-order central scheme. The inviscid
fluxes are based on the low-dispersive and low-dissipative (LD2) scheme, which com-
bines a low-dissipative convection operator with a low-dispersive reconstruction of the
face values [5].

All computations have been carried out using the K−ω SST DDES model [6,7] in
combination with the proposed GAM formulation. The hybrid length scale in Eq. (3) is
computed as

Lre f = LRANS − fdmax(0,LRANS −LLES) (6)

where LRANS = β ∗Kuωu and LLES = CDESΔ are the RANS and LES length scales,
respectively, and fd is the DDES shielding function. The LES filter width is computed
as Δ = Δ̃ω [8], which adapts the subgrid-scale based on the local vorticity direction
of the flow. Furthermore, another modification of the sub-grid model aiming at accel-
eration of the RANS-LES transition in separated shear layers for the DDES method is
evaluated. The σ -DDES model [9,10] replaces the standard strain rate invariant S in the
production term by a blended variant

Sσ−DDES = S− fd pos(LRANS −LLES)(S−BσSσ ) (7)

where pos(a) = 1 if a > 0, otherwise 0. The subgrid model of SST σ -DDES then per-
forms as the algebraic σ -model [11] instead of the Smagorinsky model in the LES
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domain, and the empirical constant Bσ = 60 is calibrated in decaying grid turbulence.
In quasi two-dimensional flow regions, Sσ , which is the strain rate operator in the σ -
model, is close to zero and ensures the decrease of the eddy viscosity in shear layers by
rapidly reducing the production term in the LES mode of DDES.

4 Results and Discussion

The commutation term is evaluated and verified for the mixing shear layer. Simulations
using the commutation term (i.e. Eqs. (3) and (4)) are indicated by CT. The baseline
case is the SST DDES version with length scale Δ̃ω , while the variations with GAM
methods are made by incorporating σ −DDES and/or the commutation term. Figure 2
presents the Q-criterion highlighting the resolved flow features.

4.1 Mixing Shear Layer

The free shear layer flow was investigated experimentally by Delville [13]. The compu-
tational domain includes a very thin flat plate, with turbulent boundary layers on each
side, a mixing layer is formed in the region downstream of the flat plate trailing edge.
The experimental boundary layer properties at the trailing edge are presented in Table 1.
The focus region, i.e. the region from the flat plate trailing edge at x = 0 to x = 1 m,
is meshed with (nx,ny,nz) = (640,196,96) cells. The grid is equidistant in the stream-
wise x-direction and spanwise z-direction, Δx= Δz= 1.5625 mm. The total number of
hexahedral grid cells are 13.7 million. A timestep of Δ t = 2.5× 10−5 second is used.
The upstream boundary layers are treated in RANS mode and the DDES automatically
switches to LES after the trailing edge.

The growth of the mixing layer, the vorticity thickness, is presented in Fig. 3a. The
baseline model clearly underpredicts the growth of the shear layer. With either of the
two GAMmethods the results are improved. By using a combination of both σ −DDES
and the commutation term the agreement with the experimental result is significantly
improved for x> 0.2 m. However, it is observed that all tested models underpredict the
initial growth of the mixing layer just behind the trailing edge, between x ∈ [0,0.2] m.
The very initial developing shear layer is thin with small-scale turbulence. The grid in

Fig. 2. Q-criterion coloured by vorticity magnitude contours for mixing shear layer. Results are
acquired using SST σ -DDES with commutation terms.



Seamless Interface Methods for Grey-Area Mitigation 303

Table 1. Flow parameters of mixing-layer case. Data from experiment [13].

Measure Notation High vel. BL Low vel. BL

Velocity U∞ 41.54m/s 22.40m/s

Thickness δ 9.6mm 6.3mm

Displ. thick δ1 1.4mm 1.0mm

Mom. thick θ 1.0mm 0.73mm

Shape factor H 1.35 1.37

Re based on θ Reθ 2900 1200

Turbulence level u′/U∞ ∼0.3% ∼0.3%

Fig. 3. (a) Vorticity thickness. (b) Maximum eddy viscosity. (c) Resolved shear stress at locations
x= 0.2 m (left), x= 0.65 m (middle) and x= 0.95 m (right).
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this region is most likely not fine enough to contain these scales, in particular in the
spanwise direction. Moreover, some amount of synthetic turbulence might be needed
initially for boosting the initial transition from the steady upstream RANS boundary
layer. The maximum eddy viscosity at the initial part of the shear layer is shown in
Fig. 3b. The effect of the commutation term is large, as indicated by a rapidly reduced
eddy viscosity. Without the commutation term, such a reduction is relatively slow. A
reduced eddy viscosity level contributes to a rapid growth of resolved turbulence, which
is visualised in Fig. 3c. As shown, the resolved shear stress is better predicted at station
x = 0.2 m, where the prediction incorporating both the commutation terms combined
with σ -DDES gives the best result.

5 Conclusions

A new Grey-Area Mitigation (GAM) method is proposed in this paper. The work
presents hybrid RANS-LES computations undertaken in the verification of GAM for-
mulations incorporated into the SST DDES model. A mixing shear layer test case has
been computed. The proposed GAM method, aiming to mitigate the grey area over the
RANS-LES interface, is based on a commutation term stemming from the variation of
the local hybrid length scale. Furthermore, a sub-grid model enabling to reduce the eddy
viscosity in a shear layer, the σ -DDES model, is also evaluated. Both methods require
no additional manipulation of, or explicitly defining, the RANS-LES interface and are
applied in a global manner.

It is shown that the effect of both the commutation term and the σ −DDES model
improve the results for the mixing shear layer and are able to trigger a rapid transition
of modeled to resolved turbulence. This is indicated by improved predictions of both
vorticity thickness and resolved shear stress. Although not shown here, a verification
made for the NASA hump flow has also shown similar GAM function.
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1 Introduction

CFD codes that are used for industrial applications commonly use a collocated grid
arrangement to calculate the physical flow variables. When using a central differencing
gradient (CDG) to discretise the continuous operators of the Navier-Stokes equations, a
wide stencil is obtained for the Laplacian operator. This wide stencil, in turn, leads to a
decoupling between odd and even grid points of the pressure field that results from the
pressure Poisson equation. This decoupling can lead to non-physical, spurious modes
in the solution, a problem commonly known as the checkerboard problem (Ferziger et
al., 2002).

Generally, this problem is avoided by using a compact stencil Laplacian. A method
to do so was first developed by Rhie and Chow (Rhie and Chow, 1983). This method
solves the problem of decoupled grid points and eliminates the possibility of spuri-
ous modes in the pressure field. However, this method introduces nonphysical, numer-
ical dissipation of kinetic energy (Rhie and Chow, 1983, Felten and Lund, 2006). This
dissipation disrupts the delicate interaction between convective transport and physical
dissipation, especially at the smallest scales of motion. By doing so, it becomes impos-
sible to capture the essence of turbulence, which is of high importance in accurate DNS
simulations (Verstappen and Veldman, 2003). Moreover, for LES simulations this dis-
sipation was shown to be of the same order of magnitude as the dissipation introduced
by the LES model, decreasing the effectiveness of the model (Komen et al., 2021).

Many general purpose codes favour the extra stability that this method offers at
the price of a lower accuracy. Unconditional stability, however, can also be achieved
by mimicking the underlying symmetry properties of the continuous operators of the
Navier-Stokes equations, when discretising them. A method that does this was devel-
oped for staggered Cartesian grid arrangements by Verstappen and Veldman (Verstap-
pen and Veldman, 2003) and later extended to collocated unstructured grids by Trias
et al. (Trias et al., 2014). Since the kinetic energy is conserved and stability is uncon-
ditional, using the method of Rhie and Chow comes at a higher price and an alterna-
tive method should be sought after. One method mentioned here is the one described
by Larsson and Iaccarino (Larsson and Iaccarino, 2010), in which the kernel of the
discrete Laplacian operator matrix is determined and used to eliminate the spurious

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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modes. However, on non-Cartesian grids, this method involves performing a singu-
lar value decomposition (SVD), for which the computational cost grows exponentially
with the number of grid points, as O(N3

grid), making this method non-viable for indus-
trial applications (Golub and Van Loan, 1996).

In this work, properties of the discrete wide stencil Laplacian, its kernel and the
relation to the connectivity of the mesh will be examined. By understanding this relation
better, a prediction can be made for a set of vectors that span the nullspace, and by
projecting the pressure solution field onto this nullspace, the spurious modes can be
eliminated.

2 Relation Between the Mesh and the Kernel

The greatest advantage of the collocated grid formulation is the possibility to extend
the solution domain to complex geometries using unstructured meshes. Therefore, the
continuous operators will be discretised in a manner that is suitable for unstructured
meshes. For these meshes, however, a central node will not necessarily lie between two
neighbouring nodes and therefore the CDG is not defined. Here, a discretisation is used
that simplifies to the CDG on uniform Cartesian meshes. Moreover, it mimics the prop-
erty of CDG that gradients at a central node i only depend on values of neighbouring
nodes n, i.e.:

[∇φ ]i = ∑
n

cnφn (1)

where cn is some coefficient.
Let the discrete wide stencil Laplacian operator be denoted by Lc = MΓ M

cs Γ M
sc G,

which follows the discretisation of Trias et al. (Trias et al., 2014) and is a chain of oper-
ations: (1) face gradient G, (2) midpoint face-to-cell interpolation Γ M

sc , (3) midpoint
cell-to-face interpolation Γ M

cs and (4) divergence M. The cell-centered gradient at node
i is given by:

[
Γ M

sc Gφc
]

i =
1

2 [Ωc]i
∑

f∈Ff (i)
[Ωs] f

φn −φi

δn f
ni f

=
1

2 [Ωc]i
∑

f∈Ff (i)
A f φnni f (2)

where ni f is the outward-pointing face-normal vector of face f w.r.t. node i, δn f is
the face-normal distance between neighbouring nodes, Ωs denotes the face volumes,
where [Ωs] f = δn f A f with face area A f , Ωc denotes the cell volumes and finally ∑ f∈Ff (i)
denotes a sum over the faces f that constitute cell i. The second line of Eq. 2 follows
from the fact that φi can be taken out of the summation and the sum of outward-pointing
surface normal vectors, Si f = A fni f , equals zero:

∑
f∈Ff (i)

Si f = 0 (3)
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Therefore, the value in the central node i does not contribute to the gradient in the
central node itself and Eq. 1 holds. Similarly, the cell-centered divergence at node i is
given by:

[MΓcsψc]i =
1
2 ∑

f∈Ff (i)
(ψi +ψn) ·ni f A f

=
1
2 ∑

f∈Ff (i)
ψn ·ni f A f (4)

Again, the value in the central node i does not contribute to the divergence in the
central node itself. Lc is a sequence of both operators connecting nodes i to k if they
share a neighbour j, its entries are given by:

[Lc]i,k = ∑
j

1
4 [Ωc] j

Si j ·S jk (5)

where Si j is the surface-normal vector, pointing from node i to j. This implies that the
Laplacian in node i does not depend on the values in its neighbours j, only on its second
neighbours k.

On certain meshes, this can create checkerboard-like patterns. Non-trivial pressure
modes can exist on these meshes of which the Laplacian equals zero, i.e. the pressure
modes given by a vector in the nullspace of Lc. Several examples of two-dimensional
meshes are shown in Fig. 1, in which cells are coloured the same way if they are con-
nected with non-zero entries in Lc, given by Eq. 5. Meshes in which the number of
faces that meet each other is always even, Fig. 1(left), show a parity. In this example
the nullity of Lc is increased to 2. In the case of Cartesian meshes, Fig. 1(middle), the
dot product in 5 equals zero for diagonal second neighbour pairs, giving rise to a nul-
lity of Lc of 2Ndim , which equals 4 in the two-dimensional example. Finally, meshes
in which an uneven number of non-orthogonal faces meet each other, Fig. 1(right), the
disconnection vanishes and the nullity of Lc reduces, in this example to 1.

Fig. 1. Several mesh structures showing mesh connectivity. Triangular with parity (left), Cartesian
(middle), triangular without parity (right)

For the current definition of Lc, the nullity can simply be seen from the connected
groups in the mesh. In practice, a nullity higher than 1 will mostly occur in Cartesian
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meshes, therefore other mesh types are disregarded for now. What remains is to define
a set of vectors that span the nullspace of Lc for Cartesian meshes.

To do so, the pressure field pc is decomposed into its physical modes, p⊕
c , and

the non-physical modes, p�
c , which lie in the nullspace of Lc: pc = p⊕

c +p�
c , such that

Lcpc = Lcp⊕
c , because Lcp�

c = 0c. Any p�
c will then be a linear combination of nullspace

spanning vectors. For Cartesian meshes, such a set was given by (Larsson and Iaccarino,
2010), in the two-dimensional example this set is visualised in Fig. 2 and given by:

[p�(1)
c ]i, j = 1, [p�(2)

c ]i, j = (−1)i, [p�(3)
c ]i, j = (−1) j, [p�(4)

c ]i, j = (−1)i+ j (6)

Fig. 2. Visualisation of a set of vectors spanning the nullspace of Lc

The kernel of Lc only depends on the mesh and the choice of interpolator. There-
fore, all that remains is to generalise the set of Eq. 6 to other types of interpolators.
Definitions of the most commonly used interpolators, linear and volumetric, are given
by:

[
Γ L

cs φ
]

f =
δn f ,n

δn f
φi +

δn f ,i

δn f
φn,

[
Γ V

cs φ
]

f =
δn f ,i

δn f
φi +

δn f ,n

δn f
φn (7)

respectively. Where δn f ,i and δn f ,n are the perpendicular distances between face f and
centroids i and n respectively, so that:

δn f = δn f ,i +δn f ,n (8)

Now it is important to note that, in the symmetry preserving framework, the cell-to-face
and face-to-cell interpolators are related to each other by (Trias et al., 2014):

Γsc = Ω−1Γ T
cs Ωs (9)

This leaves only one degree of freedom in Lc, namely the choice of Γcs.
To find a set of nullspace spanning vectors, the cell-centered gradient, ΓscG, is first

rewritten to a Gauss gradient form, which is more commonly used in code implemen-
tations:

[GGφ ]i =
1

[Ωc]i
∑

f∈Ff (i)
S f φ f (10)

Next, as an example, the volumetric cell-centered gradient is rewritten to a Gauss Gra-
dient form:
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[
Γ V

sc Gφ
]

i =
[
Ω−1Γ V T

cs ΩsGφ
]

i
from Eq. 9

= 1
[Ωc]i

∑ f∈Ff (i)S f δn f

(
1

δn f

δn f ,i
δn f

φn − 1
δn f

δn f ,i
δn f

φi

)
from Eq. 7

= 1
[Ωc]i

∑ f∈Ff (i)S f

(
δn f ,i
δn f

φn −
(
1− δn f , f

δn f

)
φi

)
from Eq. 8

= 1
[Ωc]i

∑ f∈Ff (i)S f

(
δn f ,i
δn f

φn +
δn f , f
δn f

φi

)
from Eq. 3

=
[
GGΠ L

csφ
]

i from Eq. 10

(11)

where in the final step it is simply noticed that the weights are the same as for a scalar
linear interpolator, given by Π L

cs. Any cell-centered gradient can be rewritten to a Gauss
gradient and a scalar interpolator, by rewriting the interpolation weight of φi as: w f ,i =
1−w f ,n. The interpolators considered in this work are rewritten by:

Γ M
sc G = GGΠ M

cs , Γ L
sc G = GGΠV

cs, Γ V
sc G = GGΠ L

cs (12)

These relations can be used to find the nullspace spanning vectors any Laplacian
operator, since we can simply find vectors for which GGΠcs = 0c. Moreover, many
codes use linear interpolation for the predictor velocity on the source side of the Pois-
son equation, combined with a linear interpolation of pressure before taking the Gauss
gradient: Lc = MΓ L

cs GGΠ L
cs = MΓ L

cs Γ V
sc G, which is non-symmetric. This non-symmetry

in the operator can disrupt the conservation of physical properties or it may even be the
cause of spurious pressure modes to arise in the first place, since the image of Lc and the
kernel are not orthogonal if Lc is non-symmetric. To predict a set of nullspace spanning
vectors a simple adjustment can be made to the set in Eq. 6:

[p�(1)
c ]i, j = 1, [p�(2)

c ]i, j = (−1)i(Δxi)α

[p�(3)
c ]i, j = (−1) j(Δy j)α , [p�(4)

c ]i, j = (−1)i+ j(ΔxiΔy j)α (13)

where α = [−1,0,1] for volumetric, midpoint and linear interpolations respectively. It
can be easily verified that these vectors lie in the nullspace of their respective Lc. More-
over, although the vectors are not necessarily orthogonal, they are linearly independent
and therefore span the nullspace of Lc. This is required since pc is projected onto the
nullspace and the result is subsequently subtracted to obtain p⊕

c .

3 Conslusions

It was shown in this work that there is a strong relation between the nullity of Lc and
the used mesh. Moreover, it was shown that the nullity will in practice most often be
1 for unstructured meshes, in which case the nullspace consists of the constant vector.
For Cartesian meshes the nullity is known and a set of nullspace spanning vectors was
derived for the most commonly used interpolators in the Laplace operator. Thereby in a
strict mathematical sense, the spurious modes can effectively be filtered in almost any
case. This leads to the question if the wide stenciled Laplacian can also give rise to
decoupled pressure modes that do not strictly lie in its nullspace, and if they can be
filtered easily as well. These questions will be addressed in future work.
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Trias, F.X., Lehmkuhl, O., Oliva, A., Pérez-Segarra, C.D., Verstappen, R.W.C.P.: Symmetry-
preserving discretization of Navier-Stokes equations on collocated unstructured grids. J. Com-
put. Phys. 258, 246–267 (2014)

Verstappen, R.W.C.P., Veldman, A.E.P.: Symmetry-preserving discretization of turbulent flow. J.
Comput. Phys. 187(1), 343–368 (2003)



Finite-Difference Viscous Filtering
for Non-regular Meshes

R. Perrin1(B) and E. Lamballais2

1 Department of Mechanical Engineering, Faculty of Engineering at Sriracha, Kasetsart
University Sriracha Campus, Sriracha, Chonburi, Thailand

rodolphe@eng.src.ku.ac.th
2 Curiosity Group, Pprime Institute, CNRS - Univ-Poitiers - ISAE/ENSMA, Poitiers, France

eric.lamballais@univ-poitiers.fr

1 Introduction

In a recent study [1], the authors have proposed a new solution filtering technique
for direct and large-eddy simulation (DNS/LES). This method can represent both the
molecular and artificial viscosity. It is particularly easy to code in a conventional finite-
difference framework where only the scheme coefficients have to be designed to ensure
the expected dissipation. The main strength of this viscous filtering technique lies in its
numerical stability features. In this sense, it can be considered as a simple and compu-
tationally efficient alternative to implicit time integration of the viscous term.

The concept of viscous filtering and its advantages in the context of DNS/LES are
presented in [1]. However, as a limitation of the technique, only the case of a regular
mesh has been addressed. It was a way to design the coefficients for ensuring favourable
spectral features defined in the Fourier space. In particular, the accuracy conditions are
derived through Taylor’s expansions expressed in wavenumbers.

The purpose of this contribution is to extend this viscous filtering technique to non-
regular meshes. This generalization requires to express the expected features in the
physical space in order to obtain the various relations to reach a given order of accuracy.
The principles of these developments are first presented. Then, a preliminary validation
is shown for the Burgers equation. Finally, to assess the method in a DNS/LES context,
the case of a transitional boundary layer is considered with the use of a highly stretched
mesh in the near-wall region.

2 Methodology

To present the general ideas of the approach, let us consider the simple one-dimensional
equation

∂u
∂ t

= F(u)+ν
∂ 2u
∂x2

(1)

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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where u(x, t) is the solution and ν the constant molecular viscosity. The basic principle
of the method is to split the time advancement into two steps with

u∗ = un+
∫ tn+Δ t

tn
F(u)dt (2)

un+1 = ũ∗ (3)

with un = u(x, tn) and un+1 = u(x, tn+Δ t). Step (2) consists in the time advancement
of the inviscid version of Eq. (1) where the integral can be evaluated for instance by
an Adams-Bashforth scheme. Step (3) corresponds to the application of a spatial fil-
ter denoted .̃ to restore the influence of viscosity. For simplicity, the splitting error
is ignored here, but it has been shown in [1] that this error is negligible for typical
DNS/LES while being removable if necessary.

The spatial discretization is based on a stretchedmesh xi = h(si)where si =(i−1)Δs
corresponds to regularly distributed nodes on the computational coordinate s. This coor-
dinate transformation enables to write successive derivatives as

∂u
∂x

= g
∂u
∂ s

,
∂ 2u
∂x2

= g2
∂ 2u
∂ s2

+gg′ ∂u
∂ s

∂ 3u
∂x3

= g3
∂ 3u
∂ s3

+3g2 g′ ∂ 2u
∂ s2

+
(
g2 g(2) +gg′2

) ∂u
∂ s

,
∂ nu
∂xn

= gn
∂ nu
∂ sn

+ ... (4)

where g = 1/h′. To mimic the contribution of this viscous term in step (3), a finite-
difference filter scheme of the form

αpũi+1+ ũi+αmũi−1 = aui+
bp
2
ui+1+

bm
2
ui−1+

cp
2
ui+2+

cm
2
ui−2 (5)

is used where ui = u(xi, t). As it is usual in a finite-difference framework, Taylor’s
expansion in space

ui+k = ui+
n

∑
p=1

(kΔs)p

p!
∂ pu
∂ sp

∣∣∣∣
i
+O(Δsn+1)

∂ qu
∂ sq

∣∣∣∣
i+k

=
∂ qu
∂ sq

∣∣∣∣
i
+

n

∑
p=1

(kΔs)p

p!
∂ p+qu
∂ sp+q

∣∣∣∣
i
+O(Δsn+1) (6)

provides relation orders in Δsn between the coefficients (αp,αm,a,bp,bm,cp,cm) in (5).
Then, by Taylor’s expansion in time

ũi = ui+Δ t
∂u
∂ t

∣∣∣∣
i
+

Δ t2

2
∂ 2u
∂ t2

∣∣∣∣
i
+

Δ t3

3!
∂ 3u
∂ t3

∣∣∣∣
i
+O(Δ t4) (7)

while switching the time derivative by their spatial counterparts, requiring that step (3)
has to match a purely diffusive equation with

∂u
∂ t

= ν
∂ 2u
∂x2

,
∂ 2u
∂ t2

= ν2 ∂ 4u
∂x4

,
∂ 3u
∂ t3

= ν3 ∂ 6u
∂x6

, (8)
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expansion (7) can also be written as

ũi = ui+FΔs2
∂ 2u
∂x2

∣∣∣∣
i
+

F2Δs4

2
∂ 4u
∂x4

∣∣∣∣
i
+

F3Δs6

3!
∂ 6u
∂x6

∣∣∣∣
i
+O(F4Δx8) (9)

where F = νΔ t
Δs2

is the Fourier number based on the constant cell Δs. To enable an identi-
fication between the relation orders given by (6) and (9) in the scheme (5), a conversion
of the spatial derivatives from x to s is required. This can be done easily through rela-
tions (4) so that a 7× 7 system MX = N can be obtained where the component of
X = (αp,αm,a,bp,bm,cp,cm)T are the unknown scheme coefficients of (5). This sys-
tem can be solved analytically (using a symbolic calculation tool) leading to extremely
long expressions for each coefficient which is a function of F , g, g′, g′′, g(3), g(4) and
g(5). More conveniently, the same can be done numerically up to the machine accuracy
before starting the simulation.

Specific versions of this new scheme have also been developed for performing
implicit LES. In that case, an artificial dissipation can be imposed by checking

a− bp
2

− bm
2

+
cp
2
+

cm
2

−d = (1−αp −αm)exp
[
−π2

(ν0
ν

+1
)
g2F

]
(10)

where d= dp = dm is a stencil extension of the initial scheme (5) while ν0 is a numerical
viscosity chosen to ensure regularization as a substitute of subgrid-scale modelling. The
resulting 8×8 system can be solved as previously, leading to scheme coefficients with
an extra dependency on ν0.

Finally, the same methodology can be straightforwardly followed for the develop-
ment of one-sided schemes at the boundaries.

3 Validation for Burger’s Equation

To validate this new type of filter scheme, Burgers’ equation has been solved, namely
F(u) = u∂u/∂x in (1). As explained in the previous section, every time step, the invis-
cid Burger equation is solved and then, the viscous filter scheme (5) is applied on the
discrete solution to restore the influence of the viscosity. A time interval after the shock
formation is computed and the solution is compared to its exact counterpart. The mesh,
composed of N nodes, is regular when using the initial scheme given in [1] whereas
the mesh is stretched in the shock region when using the new scheme developed here.
The sixth-order version is assessed, namely the highest-order enabled by scheme (5)
because of its compact stencil.

As expected, at low resolution using a regular mesh, the solution is subjected to
Gibbs’ phenomenon, leading to unphysical grid-to-grid oscillations in the near-shock
region as exhibited in Fig. 1-left. This problem can be fixed through the increase of
the resolution everywhere in the domain, which is computationally inefficient. Alter-
natively, the use of a stretched grid enables us to remove the unphysical oscillations
without any increase of the computational cost (see Fig. 1-left for N = 64).

The numerical convergence analysis is based on the computation of L∞ to estimate
the numerical error defined by reference to the exact solution. Figure 1-right shows
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Fig. 1. Computation of a shocked Burgers’ solution. Top: solution at t = 0.05. Bottom: evolution
of L∞ with the number N of mesh nodes.

that the expected sixth-order is correctly recovered for both the regular and non-regular
meshes, but only at high resolution for the former as the signature of the Gibbs phe-
nomenon at low resolution. The spectacular increase of the accuracy provided by the
use of a stretched mesh can be observed, with for the two largest stretching parameters
β = (0.05,0.025), a reduction by more than 2 orders of magnitude of the maximum
error located near the shock. For a constant error, the computational saving corresponds
to a factor of about 8 by comparison to a regular mesh.

4 Assessment by Implicit LES

For further validation, implicit LES of a spatially-evolving boundary layer subjected
to bypass transition has been carried out as in [2]. To handle the present flow config-
uration, a Cartesian mesh of (nx × ny × nz) = (961,411,156) nodes is used to cover
a computational domain (Lx ×Ly ×Lz) = (1500δ1,145δ1,125δ1) where δ1 is the dis-
placement thickness of the laminar boundary layer at the inlet of the computational
domain and Re =U0δ1/ν = 300. The inlet boundary conditions are provided by pre-
cursor simulations in which the flow in the leading edge region of the flat plate is
computed together with realistic free-stream turbulence outside the boundary layer
in order to trigger physically relevant bypass transition (see [2] for more details).
Based on the maximum friction velocity uτ , the resulting cell sizes in wall-units are
(Δx+,Δy+,Δz+) ≈ (23,1− 27,12) through the use of a highly stretched mesh in the
wall-normal direction y. The near-wall cell-size Δy+ ≈ 1 is favourable for accuracy but
penalizing for numerical stability when using an explicit time advancement, in particu-
lar for the high value of numerical viscosity used here with ν0/ν = 25. For the present
second-order Adams-Bashforth (AB2) scheme, numerical stability is ensured only if
the maximum Fourier number Fmax = νΔ t/Δ 2

min is less than 3.910
−3, imposing the use

of a time step Δ t reduced by a factor 18 by comparison to its maximum value allowed
by the CFL condition. To alleviate this problem, the traditional approach is to make
implicit the time integration of the viscous term using for instance a Crank-Nicolson
(CN) scheme, leading to an hybrid AB2-CN time advancement. Here, the present vis-
cous filtering (VF) technique is proposed as a simpler alternative designated as AB2-VF.
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Fig. 2. Implicit LES of bypass transition of a boundary layer [2]. Maps of longitudinal and span-
wise velocities at y= δ1 and z= δ1 respectively. Q-criterion isosurface in grey.

It has been observed that both AB2-CN and AB2-VF strategies enable the use of
large time steps only restricted by the CFL condition while leading to virtually identi-
cal instantaneous solutions as illustrated in Fig. 2 where significant differences are only
observed in flow regions where the dynamics becomes chaotic. This point can be con-
firmed by plotting time signals of velocity as shown in Fig. 3 for deterministic (top-left)
and intermitently chaotic (top-right) boundary-layer regions. In the free-stream turbu-
lence zone, the agreement is almost perfect up to the most downstream region because
of the low level of velocity fluctuations with respect to the convection velocityU0. Sim-
ilar agreements are observed for other quantities (not shown for brevity) leading to the
conclusion that AB2-CN and AB2-VF strategies are equivalent in terms of numerical
accuracy and stability.
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Fig. 3. Time signals of the longitudinal velocity at (x,y) = (400δ1,0.8δ1,50δ1) left-top, (x,y) =
(700δ1,0.8δ1) right-top, (x,y) = (400δ1) left-bottom, (x,y) = (700δ1) right-bottom with z =
50δ1.

5 Conclusion

The main conclusion of these one-dimensional and full-scale tests is that viscous fil-
tering can be extended to non-regular meshes while ensuring accuracy and quasi-
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unconditional stability, as a valuable alternative to an implicit treatment of the viscous
term in time. By comparison to the latter, viscous filtering can easily handle multidimen-
sional problems thanks to its essentially explicit nature based on operator splitting. In
particular, it does not require the use of sophisticated and iterative methods to deal with
large-size and sparse matrices while enabling the use of large time steps not restricted
by viscous numerical stability conditions. Among the perspectives of the present app-
roach, one may refer to an adaptation for flows with variable viscosity in space. The
extension of the present concept of viscous filtering to other frameworks of numerical
methods such as finite volume/element would also deserve further developements.
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1 Introduction

A finite-volume discretization over unstructured meshes is the most used formulation to
solve Navier-Stokes equations by many general purpose CFD packages codes such as
OpenFOAM or ANSYS-Fluent. These codes work with collocated stencil formulations,
that is, once the equations are discretized, an algorithm goes cell by cell computing the
required quantities.

On the other hand, algebraic formulations maintain the discrete equations in matrix-
vector form, and compute the required quantities by using matrices and vectors. A collo-
cated fully-conservative algebraic symmetry-preserving formulation of incompressible
Navier-Stokes equations was proposed by Trias et al. [1]. Assuming n control volumes
and m faces:

Ω
duc

dt
+C(us)uc = Duc −ΩGc pc, (1)

Mus = 0c, (2)

where uc ∈ IR3n and pc ∈ IRn are the cell-centered velocity and the cell-centered pres-
sure, respectively. The staggered quantities, such as us ∈ IRm are related to the cell-
centered quantities via an interpolation operator Γc→s ∈ IRm×3n:

us = Γc→suc. (3)

Finally, Ω ∈ IR3n×3n is a diagonal matrix containing the cell volumes, C(us) ∈ IR3n×3n

is the discrete convective operator, D ∈ IR3n×3n is the discrete diffusive operator, Gc ∈
IR3n×n is the cell-to-cell discrete gradient operator and M ∈ IRn×m is the face-to-cell
discrete divergence operator. The velocity correction after applying the Fractional Step
Method (FSM) to the Navier-Stokes equations reads:

un+1
c = up

c −Γs→cGpn+1, (4)

where Γs→c ∈ IR3n×m is the face-to-cell interpolator, which is related to the cell-to-face
interpolator via the volume matrices Γs→c = Ω−1Γc→sΩs, and G ∈ IRm×n is the cell-to-
face gradient operator [1].
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All the operators needed to formulate the equations can be constructed using only
five discrete ones: the cell-centered and staggered control volumes (diagonal matri-
ces), Ωc and Ωs, the face normal vectors, Ns, the scalar cell-to-face interpolation, Πc→s

and the cell-to-face divergence operator, M. For more details of these operators and its
construction see [1]. Due to its simplicity, these operators can be easily implemented
in existing codes, such as OpenFOAM [2], which is used for the simulations of this
work. However, as it was shown in [3], this code introduces a large amount of numer-
ical dissipation. In our opinion, this is not an appropiate approach for DNS and LES
simulations since this artificial dissipation interferes with the subtle balance between
convective transport and physical dissipation. Hence, reliable numerical methods for
DNS/LES must be free of numerical dissipation (or, at least, have a small amount), and
unconditionally stable, i.e. simulations must be stable regardless of the mesh quality
and resolution.

2 An Energy-Preserving Unconditionally Stable FSM

2.1 Conservation of Energy

Left-multiplying Eq. (1) by uT
c and summing the result with its transpose we obtain the

global discrete kinetic energy equation:

d
dt

||uc||2 = −uT
c (C(us)+C(us)T )uc −uT

c (D+DT )uc

− uT
c ΩGc pc − pT

c G
T
c Ωuc. (5)

Respecting the symmetries of these differential operators is crutial in order to
respect the physical structure of the equations. In absence of diffusion, that is D = 0,
energy must be preserved. This will happen, if and only if, the convective operator
is skew-symmetric and G = −Ω−1

s MT [1]. These two conditions are also mimicking
the symmetries of the continuous level operators [4]. So, we do not only have physi-
cal arguments to do so, but also mathematical ones. In fact, mathematical arguments
(continuous symmetry-preserving), directly imply discrete symmetry-preserving and
automatically conservation of energy, but the converse is not true.

The turbulence phenomenon arises from a balance between convective transport and
diffusive dissipation. These two physical processes are described (in its discrete form)
by C(us) and D, respectively. At continuous level, the convective operator is skew-
symmetric, and the diffusive operator is symmetric and negative-definite. If we retain
these properties at the discrete level (namely C(us) being a skew-symmetric matrix, D
being a symmetric negative-definite matrix andG=−Ω−1

s MT ), the discrete convective
operator is going to transport energy from resolved scales of motion to others without
dissipating energy, as one should expect.

2.2 Stability of the Pressure Gradient Interpolation

Due to the fact that the pressure gradient is computed at the faces and we need to
interpolate it back to the cells in order to correct our (collocated) velocity (see Eq. 4),
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this interpolation can lead us to some instability issues (see Eq. 5). This problem
was studied in [5], thus showing the utility of an algebraic formulation. In that work,
the matrix-vector formulation is used in order to study the stability of the solution
in terms of the pressure gradient interpolation. To do so, the eigenvalues of L−Lc

were deeply studied (L = MG ∈ IRn×n is the compact Laplacian operator whereas
Lc =MΓc→sΓs→cG∈ IRn×n is the so-called collocated wide-stencil Laplacian operator),
and the cell-to-face interpolation that leads to an unconditionally stable FSM turned out
to be the volume weighted:

Πc→s = Δ−1
s Δ T

sc ∈ IRm×n, (6)

where Δs ∈ IRm×m is a diagonal matrix containing the projected distances between two
adjacent control volumes, and Δsc ∈ IRn×m is a matrix containing the projected distance
between a cell node and its corresponding face [5].

3 Test Case: Turbulent Channel Flow at Reτ = 395

In this section, the robustness and the accuracy of the method is tested in a channel
flow at Reτ = 395, using different meshes. The domain chosen to carry out the simu-
lations is the same as in Moser et al. [6]: 2πx2xπ . All the meshes had a y+ around 1.
Other interpolations used in our work are the midpoint interpolation ( 12 interpolation
coefficients) and the linear interpolation. An example of the robustness of the method
for highly-distorted unstructured meshes can be found in [7].

3.1 Accuracy of the Interpolator in High Quality Meshes

The mesh shown in Fig. 1 was chosen to test the accuracy. It is stretched towards y-
direction. Figures 2 and 3 show the normalised mean velocity (in wall units) and the
< u′v′ > component of the Reynolds stress tensor. We compare the results obtained
against the DNS data obtained by Moser et al. [6]. The results are very similar for
the three interpolators. We expected this because for regular Cartesian meshes all three
interpolators collapse to the same one (midpoint), and if the stretching is very soft, the
mesh is almost regular and Cartesian (locally).

Fig. 1. 64× 64× 64 mesh used to test our method with different interpolators.
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Fig. 2. Normalised mean velocity profile in
wall units for channel flow at Reτ = 395.
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Fig. 3. Normalised turbulent shear stress
profile − < u′v′ > in wall units at Reτ =
395.

3.2 Robustness in Distorted Meshes

Figure 4 shows the mesh chosen to test the robustness of the method. It is stretched
towards the beginning and the end, while having very long control volumes in the cen-
ter. As expected with this kind of meshes, the results are not even qualitatively good
(turbulence is not even triggered, the control volumes in the center filter any kind of
eddy), but the only one that converges to a solution is the volume weighted, while the
others were unstable.

Figure 5 shows a less distorted mesh, that could be used in daily simulations. Even
for this (not so bad) mesh, the linear interpolation is not able to trigger turbulence. For
the midpoint and the volume weighted interpolations, the results are very similar, as
shown in Figs. 6 and 7 (results obtained with linear interpolation are so inaccurate that
are not shown here):

Fig. 4. Highly distorted mesh used to test the robustness of the method. Maximum aspect ratio is
250.
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Fig. 5. Mesh which starts growing the control volumes at 1/3 of total length. Maximum aspect
ratio is 5.
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Fig. 6. Normalised mean velocity profile in
wall units for channel flow at Reτ = 395.
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Fig. 7. Normalised turbulent shear stress
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395.

As expected, results are worse than those obtained with a regular Cartesian mesh,
but they are still reasonable. What can be surprising is that the midpoint and the vol-
ume weighted interpolators seem to give the same results, while the linear interpolation,
although it is converging, gives very bad results. A possible explanation of this fact, tak-
ing into account also the results of Sect. 3.2, is that while we start stretching the mesh,
the results are similar, until some point where the linear interpolation starts failing, but
the other two still give similar results. Then, under more stretching, the midpoint fails
while the volume weighted is unconditionally stable.

4 Conclusions and Future Work

An energy-preserving unconditionally stable fractional step method on collocated grids
has been presented. Three interpolators have been tested for the pressure gradient: vol-
ume weighted, linear and midpoint. All three seem to have the same accuracy in high
quality meshes. When distorting the mesh, the first one that loses accuracy and eventu-
ally blows up is the linear. The midpoint seems to be more stable than the linear, but it is
still blowing up in highly distorted meshes, and the volume weighted is unconditionally
stable.
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Future and ongoing work related to our method would be to test the accuracy of
the solution when varying progressively the distortion of the mesh, and to test it on
unstructured meshes. Furthermore, it would be also interesting to test the preservation
of energy using different interpolators.
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1 Introduction

Buoyancy-driven flows have always been an important subject of scientific stud-
ies with numerous applications in environment and technology. The most famous
example thereof is the thermally driven flow developed in a fluid layer heated
from below and cooled from above, i.e. the Rayleigh-Bénard convection (RBC).
It constitutes a canonical flow configuration that resembles many natural and
industrial processes, such as solar thermal power plants, indoor space heating
and cooling, flows in nuclear reactors, electronic devices, and convection in the
atmosphere, oceans and the deep mantle.

In the last decades significant efforts, both numerically and experimentally,
have been directed at investigating the mechanisms and the detailed scaling
behavior of the Nusselt number as a function of Rayleigh and Prandtl numbers
in the general form Nu ∝ RaγPrβ [1]. In this regard, Fig. 1 shows the predic-
tions of the Nu-number based on the classical Grossmann-Lohse (GL) theory [2]
and its subsequent corrections [3,4] where different scaling regimes, character-
ized by their corresponding exponents γ and β, are identified. Assuming this
power-law scalings and following the same reasoning as in Ref. [5] leads to the
estimations for the number of grid points shown in Fig. 2 (top). This corresponds
to mesh resolution requirements for DNS and it clearly explains why nowadays
DNS of RBC is still limited to relatively low Ra-numbers [1]. However, many
of the above-mentioned applications are governed by much higher Ra numbers,
located in the region of the {Ra, Pr} phase space where the thermal boundary
layer becomes turbulent (i.e. below the black dash-dotted line in Fig. 2). This
region corresponds to the so-called asymptotic Kraichnan or ultimate regime of
turbulence [6], with γ = 1/2. On the other hand, reaching such Ra-numbers
experimentally while keeping the basic assumptions (Boussinesq approximation,
adiabaticity of the closing walls, isothermal horizontal walls, perfectly smooth

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 324–330, 2024.
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surfaces...) is a very hard task; therefore, the observation of the Kraichnan regime
also remains elusive [3,4].

10−4

10−2

100

102

104

106 108 1010 1012 1014 1016

Pr

Ra

Nusselt number

Ra=1e8 Ra=1e10 Ra=1e11
1.7e7 6.0e8 5.7e9

Ra=7.14e6 7.14e7
3.0e8 1.9e9

Onset turb−BL
water

air
liquid sodium

−0.5

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 4.5

lo
g1

0(
N

u)

4

4

4

4

4

4

4

4
4

4

3.5

3.5

3.5

3.5

3.5

3.5

3.5

3.5
3.5

3.5
3.5

3.5

3

3

3

3

3
3
3

3

3
3

3
3

3

2.5

2.5

2.5

2.5

2.5

2.5

2.5

2.5
2.5

2.5
2.5

2.5
2.5

2

2

2

2

2

2

2
2

2
2

2
2

2

1.5

1.5

1.5

1.5

1.5

1.5
1.5

1.5
1.5

1.5
1.5

1.5
1.5

Fig. 1. Estimation of the Nusselt number of a RBC in the {Ra, Pr} phase space given
by the classical GL theory [2] and its subsequent corrections [3]. Green solid isolines
represent the log10 of the Nusselt. Three dashed horizontal lines correspond to three
different working fluids: water (Pr = 7), air (Pr = 0.7) and liquid sodium (Pr =
0.005). Dots displayed in the top figure correspond to the DNS simulations carried
out in previous studies [5,7,8]. Black dash-dotted line is an estimation for the onset of
turbulence in the thermal boundary layer.

2 LES of Buoyancy-Driven Turbulence

In this context, we may turn to LES to predict the large-scale behavior of incom-
pressible turbulent flows driven by buoyancy at very high Ra-numbers. In LES,
the large-scale motions are explicitly computed, whereas the effects of small-scale
motions are modeled. Since the advent of CFD, many subgrid-scale (SGS) models
have been proposed and successfully applied to a wide range of flows. However,
there still exist inherent difficulties in the proper modelization of the SGS heat
flux. This was analyzed in detail in the PRACE project entitled “Exploring
new frontiers in Rayleigh-Bénard convection” (33.1 millions of CPU hours on
MareNostrum 4 in 2018–2019), where DNS simulations of air-filled (Pr = 0.7)
RBC up to Ra = 1011 were carried out using meshes up to 5600M grid points
(see dots displayed in Figs. 1 and 2, top). These results shed light into the flow
topology and the small-scale dynamics, which are crucial in constructing the
turbulent wind and energy budgets [7]. Moreover, it also provided new insights
into the preferential alignments of the SGS and its dependence with the Ra-
numbers [8], highlighting that the modelization of the SGS heat flux is the main
difficulty that (still) precludes reliable LES of buoyancy-driven flows at (very)
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Fig. 2. Estimation of the mesh sizes for DNS (top) and LES (bottom) simulations of
RBC in the {Ra, Pr} phase space. LES estimations assume that thermal scales are
fully resolved, i.e. no SGS heat flux model is needed. Green solid isolines represent
the log10 of the total number of grid points. Three dashed horizontal lines correspond
to three different working fluids: water (Pr = 7), air (Pr = 0.7) and liquid sodium
(Pr = 0.005). Dots displayed in the top figure correspond to the DNS simulations
carried out in previous studies [5,7,8] whereas the dots shown in the bottom figure are
the set of LES simulations (being) carried out in the present work. Black dash-dotted
line is an estimation for the onset of turbulence in the thermal boundary layer.

high Ra-numbers. This inherent difficulty can be by-passed by carrying out simu-
lations at low-Prandtl numbers. In this case, the ratio between the Kolmogorov
length scale and the Obukhov-Corrsin length scale (the smallest scale for the
temperature field) is given by Pr3/4; therefore, for instance, at Pr = 0.005 (liq-
uid sodium) we have a separation of more than one decade. Hence, it is possible
to combine an LES simulation for the velocity field (momentum equation) with
the numerical resolution of all the thermal scales. Results obtained in Ref. [8]
suggest that accurate predictions of the overall Nu can be obtained with meshes
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significantly coarser than those needed for a DNS (e.g. in practice for Pr = 0.005
we can expect mesh reductions in the range 102–103 for the total number of grid
points leading to computational cost reductions in the range 103–104). This can
be clearly observed in Fig. 2 (bottom), where estimations of the mesh size for
LES are given with the assumption that thermal scales are fully resolved. This
opens the possibility to reach the ultimate regime carrying out LES at low-Pr
using meshes of “only” 1010–1011 grid points. Nevertheless, to do so, we also need
to combine proper numerical techniques for LES (also DNS) with an efficient use
of modern high-performance computing (HPC) systems.

3 Numerical Methods and Algorithms for Large-Scale
Simulations on Modern Supercomputers

The essence of turbulence are the smallest scales of motion. They result from
a subtle balance between convective transport and diffusive dissipation. Math-
ematically, these terms are governed by two differential operators differing in
symmetry: the convective operator is skew-symmetric, whereas the diffusive is
symmetric and negative semi-definite. At discrete level, operator symmetries
must be retained to preserve the analogous (invariant) properties of the con-
tinuous equations: namely, the convective operator is represented by a skew-
symmetric matrix, the diffusive operator by a symmetric, negative semi-definite
matrix and the divergence is minus the transpose of the gradient operator. In
our opinion, this is a basic requirement for reliable DNS and LES simulations.
Furthermore, these (large-scale) simulations should run efficiently on the variety
of modern HPC systems (CPUs, GPUs, ARM,...) while keeping the code easy
to port, optimize and maintain.

In this regard, a fully-conservative discretization for collocated unstructured
grids was proposed [9]. It exactly preserves the symmetries of the underlying
differential operators and is based on only five discrete operators (i.e. matrices):
the cell-centered and staggered control volumes (diagonal matrices), Ωc and Ωs,
the face normal vectors, NS , the cell-to-face interpolation, Πc→s and the cell-to-
face divergence operator, M. Therefore, it constitutes a robust approach that can
be easily implemented in existing codes such as OpenFOAM R© [10]. Then, for
the sake of cross-platform portability and optimization, CFD algorithms should
rely on a very reduced set of (algebraic) kernels [11] (e.g. sparse-matrix vector
product, SpMV; dot product; linear combination of vectors). In this approach,
the basic kernels of the code shrink to dozens of lines; therefore, the portability
becomes natural, and maintaining multiple implementations for different HPC
architectures takes minor effort.
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Fig. 3. Nu-vs-Ra results obtained with LES simulations at Pr = 0.005 using the same
RBC configuration as in Ref.[8] where the two DNS results (solid black dots) were
computed. The vertical dash-dotted line corresponds to the estimated Ra (for this
particular Pr) where the thermal boundary layer becomes turbulent.

4 First Results and Conclusions

The above explained numerical techniques are being used to carry out a set of
LES simulations of RBC at Pr = 0.005 for a wide range of Ra numbers (see
dots in Fig. 2, bottom). The configuration is the same as in Ref.[8] where two
DNS simulations (solid black dots in Fig. 3) were computed using meshes with
488×488×1280 ≈ 305M (Ra = 7.14×106) and 996×996×2048 ≈ 1911M (Ra =
7.14×107) grid points, respectively. A detailed analysis on the flow topology and
how this may be affected by the discretization can be found in Ref.[5], whereas
details of the parallelization strategy of the in-house STG code can be found
in Ref.[12]. For the LES simulations, two levels of mesh refinement are being
used: namely, a fine level that approximately corresponds to estimations shown
in Fig. 2 (bottom) and a coarse level which is approximately twice coarser in each
spatial direction. For instance, LES meshes at Ra = 7.14×107 have respectively
44 × 44 × 96 ≈ 0.19M and 90 × 90 × 160 ≈ 1.3M grid points, i.e. ≈ 10000 and
≈ 1500 coarser compared with the DNS mesh. Meshes are designed to properly
resolve the boundary layer whereas the much coarser bulk region is fine enough
to guarantee that thermal scales are fully resolved, i.e. no SGS heat flux model
is needed. Then, the SGS stress tensor is modelled using the S3PQ model [13]
which was already tested for this RBC configuration in Ref. [8].

Results of the overall Nusselt number are displayed in Fig. 3. LES simula-
tions up to Ra = 7.14× 1010 (for the coarse level) and Ra = 2.26× 1010 (for the
fine level) are being computed using 3872 and 6272 CPU-cores on the MareNos-
trum 4 supercomputer. These points are located beyond the transition point
for this Pr-number (see Fig. 2, bottom). Nevertheless, these simulations are not
statistically converged yet and, therefore, results are not shown here. At first
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sight, we can observe an accurate agreement with previous DNS results. Fur-
thermore, there is a rather good agreement with the Nu-vs-Ra scaling predicted
using the DNS data. In any case, these preliminary results show the capability to
obtain accurate predictions of the Nu-number using LES simulations. Accord-
ingly to the GL theory, on-going LES simulations at higher Ra-number may
show a change in the Nu-vs-Ra scaling indicating that we are finally hitting the
ultimate regime of thermal turbulence.
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1 Introduction

Naturally occurring plumes such as wildland fires [17], smoke plumes [18], volcanic
plumes [16], and dust storms are all examples of buoyancy-driven turbulent flows at
geophysical scales in which the active scalar, such as temperature, density, or concen-
tration [8] dominates the flow physics. Turbulence kinetic energy (TKE) production
from the buoyancy generated turbulence and the correlation between the scalar (e.g.
density) and the velocity contribute to the flow physics. Our understanding of buoyancy-
generated turbulent flows with active scalar contributions is still not clear. The focus of
the present work is to present a high-fidelity large-eddy simulation (LES) to simulate
turbulent buoyant plumes released from a circular heat source with an active scalar
transport. A new numerical model - bplume-WRF-LES -to simulate buoyant plumes
in the atmospheric boundary layer to account for the interactions between the macro-
and micro-scale turbulence was developed. The focus of the present study is to under-
stand the influence of atmospheric stratification on plume-generated turbulence and to
quantify the TKE processes that influence plume development using the modifiedWRF-
LES-bplume tool that has been developed. The effect of the wind is ignored in this study
and the thermally stratified convective boundary layer is simulated for the case where
the geostrophic forcing is set to zero. Convective rolls form in the convective boundary
layer (CBL), which is referred to it as the roll-dominated CBL. The study will pro-
vide insights into the role of the relative strength of the atmospheric stratification to the
source buoyancy forcings of the plume on the plume structure.

2 Numerical Methodology

In theWRF-ARMmodel, the governing equations are the fully-compressible Euler non-
hydrostatic equations in flux form. To introduce the buoyant gas into the domain, an
additional equation for the gas-mixture ratio(qp, units: kg/kg) is introduced as follows,

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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∂ (μqp)
∂ t

+∇ ·Vqp = μ
∂Qp

∂ z
, (1)

where, Qp is the gas-mixture surface-flux,V = (U,V,W ) = μ · (u,v,w) represents the
horizontal (u,v) and vertical (w) velocities

The density (ρm) and the pressure of the gas mixture (Pm) are modified as follows,
1/ρm = 1/(ρd +

p0
RpT0

qp), and Pm = Pd +qpPp
where, ρd and Pd are the density and pressure of dry air, respectively. ρp and Pp are

the density and pressure of the released gas.
Within the WRF-LES framework, the unresolved turbulence is approximated using

the Eddy viscosity boundary layer parameterization. The existing WRF-LES has an
option for using the 1.5 order Turbulence Kinetic Energy (TKE) scheme, in which, the
TKE is predicted using a prognostic energy equation. The buoyancy production term in
the equation of the 1.5 TKE scheme is modified by adding the vertical gradient of the
newly added gas-mixture mixing ratio. Further details and validation of the scheme are
given in BhimiReddy and Bhaganagar 2020 [7].

3 Background

The background atmospheric boundary layer (ABL) is characterized by Buoyancy fre-
quency or the Brunt-Vaisala frequency, N2, which is given as, N2 =−g 1

ρ
∂ρ
∂ z . The buoy-

ancy frequency represents the local stability of the density stratification. The CBL con-
vective velocity scale is w∗ = ( g

Θo
w′θ ′h)

1
3 .

The convective time scale is defined as Δ/w∗, where Δ is the boundary layer (inver-
sion layer) depth and w∗ is the friction velocity. The time scales associated with the
plume with respect to the buoyancy are given as to =

√
D/go′. In a convective bound-

ary layer, the positive contribution of buoyancy forcings to the turbulence kinetic energy
lifts the streaky surface structures resulting in the formation of convective rolls or ther-
mal eddies in the atmosphere [12,13]. Buoyant plumes released into the atmosphere
from a source with high source strength rise to the top of the convective boundary layer
[11]. However, the interaction between the convective rolls and the plumes for different
source strengths is still not clear.

Ambient fluid is entrained into the plume at the plume interface due to shear insta-
bilities [12]. The plume consists of a central core flow with dense hot fluid which is
capped by a buoyant cloud. Close to the source, the central core is surrounded by a
shear layer [19] with lighter buoyant fluid [14]. As the plume ascends, the plume den-
sity and the temperature approaches that of the atmosphere.
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Table 1. Details of cases simulated for the heated plumes released into the atmosphere. The value
of zi which is the inversion height estimated from temperature and velocity profiles is 2100m.
RiB and N2 are the Bulk Richardson number and Buoyancy frequency estimated at 50m from the
ground.

Case HFX gρ ′ B0 RiB N2 L w∗ t∗ u∗ z fmax/zi fp

1 0.24 0.043 0.58×104 –2206 −1.07×10−4 –8.37 2.54 0.297 1.18 0.48 0.0022

2 0.24 0.086 1.07×104 –2206 −1.07×10−4 –8.37 2.54 0.297 1.22 0.44 0.0034

3 0.24 0.17 2.14×104 –2206 −1.07×10−4 –8.37 2.54 0.297 1.31 0.38 0.0048

The focus of this study is to quantify the plume mixing released in a roll-dominated
convective boundary layer with zero mean wind and to understand the turbulence gen-
erated in plumes of varying strengths with respect to the strength of the ambient con-
vective rolls. The CBL has been simulated using Weather Research and Forecast model
[15]. The plume is simulated using the Large-Eddy simulation framework developed
by Bhaganagar and BhimiReddy [5]. The tool has been validated to simulate thermal
plumes [5], and accidental and man-made plumes [3,4,6].

4 Results

WRF simulations are conducted with a constant heat flux on the lower boundary and
with periodic lateral boundary conditions. A zero geostrophic forcing is imposed. The
domain is of size 10D× 10D× 7.5D, where, D is the source diameter. The buoy-
ant plume is released into the domain after the boundary layer is fully developed.
The diameter D is 400m. The simulation was run for 43200 time-steps with a time-
step of 1/6 s and the first 28000 time-steps taken for the development of the thermal
boundary layer. Table 1 gives the details of cases simulated. A total of three cases
are simulated with plume source buoyancy fluxes varying from low- to high values
of 0.58× 104, 1.07× 104, 2.14× 104m4 s−3, and 3.52× 104m4 s−3 corresponding to
Cases 1–3. The sensible surface-flux value is 0.24 Kms−1. The boundary layer depth
(zi) is obtained as 2100m. The Monin-Obukhov length scale (L) estimated is –8.37m.
The convective motions in the form of rolls have formed before releasing the plume into
the ambiance. The temperature jump across the inversion layer is 8 K.

4.1 Plume Dynamics

The release of heated buoyant plumes into roll-dominated thermally stratified bound-
ary layer is discussed. The stratification of the CBL is kept constant and the effect of
increasing source buoyancy flux is analyzed. The details of the three cases discussed in
this paper are given in Table 1.
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Fig. 1. For the three cases, the variation of the (a) plume rise in time. The dashed line shows the
t
3
4 power law, (b) plume half-width in time. The solid line shows the linear curve.

Figure 1a shows the plume rise, which is the distance traveled by the leading edge of
the normalized by the source diameter. The time coordinate is normalized by the plume
time scale, to. Initially, there is a transient regime evident till t = 1.0to, beyond which
the plume rise follows a power law, which varies between t0.71–t0.82 scaling law. The
plume spread obtained from the buoyancy profiles, which is defined as the horizontal
distance from the centerline, plotted versus time is shown in Fig. 1b. After traveling a
distance of around 5D from the source, the plume expands linearly with time, before
reaching the boundary layer top.

Figure 2 a and Fig. 2 b shows plume temperature in the x− z (left column) and y− z
(right column) plane of the plume at t = 6300 s after the release. Case 1 is shown in
the top panel. The forcings due to the atmospheric stratification are stronger than the
plume buoyancy resulting in a significant portion of the plume overturning along with
the ambient atmospheric convective rolls. The consequence of this is the plumes spread
radially to a height of 2.5D from the source and bend towards the left side of the cen-
terline. This is due to the clockwise rotation (x− z plane) of the background convective
rolls. This results in a loss of symmetry about the centerline. Initially, the plume rises
vertically and it is axisymmetric as it is released from a circular area source. However,
the plume is subsequently influenced by ambient forcings. As the plume reaches the



New Insights on Buoyancy-Driven Turbulent Flows 337

Fig. 2. Plume temperature in the x− z plane (left) and y− z (right) of Case 1 (top panel), Case 2
(middle panel) and Case 3 (top panel)

inversion height due to the strong mixing with the ambient rolls the plume is diluted
very quickly. We refer to this as regime 1 in which the ambient convective rolls are
dominant compared to the buoyancy forcings resulting in the bending of the plume
and a rapid dilution before the plume reaches the inversion height. Case 2 is shown
in the middle panel. The buoyancy forcings of Case 2 are higher than Case 1. Due to
the initial buoyancy of the plume, it moves vertically without being influenced by the
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ambient rolls. However, beyond the height of 2D the plume loses the symmetry about
the centerline. Beyond the height of 3D, the plume bends clockwise along the x− z
plane (or counterclockwise along the y− z plane). The plume reaches the inversion
height and spreads laterally, however the strong ambient circulation dilutes the lateral
spread quickly. We refer to it as regime 2 in which the ambient convective rolls result
in the bending of the plume. Case 3 is shown in the top panel. The buoyancy forcings
is the highest of the three cases considered. Unlike the other two regimes, the plume
is not significantly influenced by the ambient convective rolls. The plume rises verti-
cally entraining and mixing with the ambiance and at the inversion height, it spreads
laterally. A similar form of lateral spreading of the plume has been observed before
[18]. The ambient rolls enhance the mixing and the dilution after the plume reaches
the inversion height. We refer to regime 3 in which the plume buoyancy forcings are
dominant compared to the ambient convective rolls which mainly enhances the dilu-
tion rather than the direction of the plume rise. Regime 1 is the low buoyancy case,
Regime 2 is the intermediate buoyancy case and Regime 3 is the high buoyancy case
for a given stratification. The ratio of the ambient stratification to the plume buoyancy
is an important metric to characterize the plume rise.

To understand the physical processes of Regime 1, Regime 2, and Regime 3 the
mean and the turbulence characteristics are analyzed next.

The turbulent kinetic energy (TKE) profiles shown in Fig. 3 are analyzed next. The
TKE in the background ABL before the release of the plume is shown in Fig. 3d. The
maximum TKE in the ABL is around z = 2D which corresponds to the center of the
rolls. Figure 3a shows the TKE profile at the centerline (r = 0) and at axial locations
r = 1.0D (right of the centerline) and at r = −1.0D (left of the centerline) for case
1 (Regime 1). For Regime 1, at the centerline (r = 0) after the initial transience, the
turbulence is well-mixed as the TKE is nearly constant. On the other hand, at r = −1D
(left of the centerline) two distinct peaks are evident, at z= 1.7D and at z= 4.5D above
the source. A significant amount of mixing occurs in the near-source region due to
interactions between the ambient rolls and the plume. There is high TKE concentrated
in the lower portion of the plume at off-radius locations. At the inversion height, the
intense interaction of the circulating rolls with the plume results in high TKE. In regime
2, as seen in Fig. 3b, due to the strong interaction between the ambient rolls and the
plume there is a high TKE is generated which results in a well-mixed plume in the
region z= 1.5−4D on the left side of the plume (i.e. at r = −1.D). For all the regimes,
the source generates TKE which is of high value in the near-source region, z= 0.5D−
1D at the centerline. For regime 3 as seen in Fig. 3c the ambient rolls do not influence
the bending of the plume as observed in the previous cases. The high TKE is mainly
generated at the centerline. At off-radius locations a well-mixed region is evident.

The turbulence production due to the buoyancy (temperature and density differ-
ences) is discussed next. As shown in Fig. 4, for all the three regimes, the buoyancy
production from the density source (w′g′) is generated at the centerline, and higher the
source buoyancy flux, the further away from the source is the peak buoyancy produc-
tion. On the other hand, significant differences in the TKE production from the thermal
source (Θ ′g′) exist between the three regimes. TKE production dominates off-radius
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Fig. 3. TKE (a) Case 1 (b) Case 2 (c) Case 3 at r = 0, r = +1D (right of the centerline), r = –1D
(left of the centerline), (d) TKE in the background ABL

locations for regime-1 and regime-2, whereas high TKE production occurs at the cen-
terline for regime-3.

The TKE production from the shear component is given in Fig. 5. The shear stress
contributes to the TKE production near the inversion layer and the higher the buoyancy
flux, the larger the TKE production. As seen in Fig. 5a-c, in the region between 2.5−
4.0D a peak value of TKE is evident, the value of which increases from regime 1 to
regime 3. However, in regime 1, the interaction of the convective rolls with the plume
results in additional TKE shear production in the lower portion of the plume at the off-
radius locations. Similarly, the higher shear production correlates with the regions with
active mixing in regime 2.

The time-averaged root-mean-square (r.m.s) of g′ρ at different radial locations is
shown in Fig. 6. At the centerline, g′ρ is high at the source and due to dilution, the value
decays with height. The higher the source buoyancy flux, the further the mixing region
before the fluctuations decay to zero. Both regime 1 and regime 2 are diluted quickly
and the r.m.s. of g′ρ vanishes by z = 1D, whereas for regime 3, it decays and vanishes
only beyond z = 4D. However, the trend of the fluctuation is different at the off-radius
locations: At r = −1.0D, At r = 2D, the lateral spreading in regime 2 and regime 3 is
associated with high r.m.s. g′ρ near the inversion height as seen in Fig. 6d
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Fig. 4. Buoyancy production due to density fluctuations (a) Case 1 (b) Case 2 (c) Case 3 at r
= 0 (centerline), r = +1D (right of the centerline), r = –1D (left of the centerline), Buoyancy
production due to temperature fluctuations (d) Case 1, (e) Case 2, (f) Case 3

Fig. 5. Shear stress component that contributed to shear production of TKE (a) Case 1 (b) Case 2
(c) Case 3 at r = 0 (centerline), r = +1D (right of the centerline), r = –1D (left of the centerline),
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Fig. 6. The time-averaged profiles of r.m.s. of gΘ ′ fluctuations, r.m.s. of buoyancy fluctuations at
(a) Centerline (r= 0) (b) r=−1.0D (left of the centerline) (c) r=−2.0D (left of the centerline),
(d) r = 1.0D (right of centerline)

5 Conclusions

Quantifying the mixing and entrainment of buoyant plumes released into the atmo-
sphere is extremely complicated due to the dynamic interactions between the buoyant
plumes and the background atmospheric boundary layer[9,10]. Towards this direction,
the effect of the atmospheric stratification of the CBL with no winds on the plume
dynamics has been investigated. In a convective atmospheric boundary layer (CBL),
the convective rolls are the characteristic features of the unstably stratified atmosphere.
WRF-LES has been used to simulate the background atmospheric state with convec-
tive rolls. Three cases of plumes with increasing buoyancy strength have been analyzed
by releasing heated buoyant plumes into the ambient stratified CBL. Strong plumes
(released with higher source boundary flux) rise vertically through the convective rolls
and laterally expand at the inversion height. The buoyancy forcings generated are higher
than the convective forcings of the atmosphere and the frontal part of the plume follows
the convective rolls and spreads radially. On the other hand, for the weak plumes, the
convective forcings are stronger causing the plume body and the plume head to move
along with the rolls and resulting in radial bending of the plumes. Case 2 is the inter-
mediate case where the buoyancy forcings are strong near the source and beyond which
the convective forcings tilt the plume in the direction of the rolls.
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In regime 1 (weak plume), due to the bending of the lower part of the plume, it
results in enhanced TKE in this region (i.e. z = 2D) and hence causes fast dilution or
mixing. In regime 2 (intermediate plume), due to the bending of the upper part of the
plume, there is an enhanced TKE in this region (i.e. z− 2D− 6D), which restricts the
lateral spreading of the plume near the inversion height. In regime 3 (strong plume), as
the ambient circulation does not influence the plume, the high TKE is at the centerline
and close to the source. The plume rises vertically up and spreads laterally near the
inversion height. In all three regimes, the shear production of TKE is high near the
inversion layer, moreover, the bending of the plume in regime 1 results in higher shear
production values in the lower part of the plume.

Overall, the buoyancy production terms dominate the TKE production in plumes of
all regimes. Depending on the relative strength of the buoyancy flux with respect to the
strength of the ambient rolls, the bending of the plumes results in enhanced buoyancy
production and shear production in the bent region of the plume. The shear production
of TKE is mainly dominant at the top of the inversion (boundary) layer.

The work is offered as an important contribution to our understanding of the tur-
bulence production and mixing processes in heated buoyant plumes, such as wildland
fire and smoke plumes. As the effect of the crosswinds and mean winds have not been
included in the numerical model, the role of atmospheric stratification on the plumes
has been isolated. The concept of classifying the plumes into regime 1 (weak), regime 2
(intermediate), and regime 3 (strong) based on the strength of the convective rolls with
respect to buoyancy forcings of the plume offer new insights into the plume dynamics
in the convective boundary layer. Future work will focus on estimating the entrainment
using first-principles [1,2].
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1 Introduction

Emulsions are suspensions of immiscible liquids, in which the dispersed liquid is
present in the carrier liquid in the form of poly-disperse droplets. In order to
obtain and maintain an emulsion, a constant energy input in the form of kinetic
energy is required to deform and break up droplets. Both processes increase the
total droplet surface area, and thus the surface energy. Dodd and Ferrante [4]
show that the power of the surface tension is either a source or a sink of tur-
bulent kinetic energy (TKE), depending on whether the rate of change of the
interfacial area between the two fluids is positive or negative. Consequently, the
surface energy, or surface tension contribution, plays a central role for the emul-
sification process and the required energy input. In the present study, we focus
on direct numerical simulations (DNS) of emulsions in homogeneous isotropic
turbulence (HIT), and especially on the temporal evolution of global and local
surface tension contributions during emulsification.

For the forcing, we employ a physical space forcing method introduced by
Lundgren [6]. We have extended this linear forcing for two-phase flows with a
PID controller to ensure a constant and prescribed TKE k and to analyze the
emulsification process [2].

2 Governing Equations and Computational Method

The forced momentum equations for a two-phase flow read

ρ
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with the density ρ, the dynamic viscosity μ, the ith velocity component ui and
the pressure p. F∗ is the pseudo shear term for the forcing. For the forcing
augmented by a PID controller this term is F∗ = βPID · F, where βPID denotes
the controller output and F denotes the forcing parameter determined by k and
the domain size.

Assuming incompressibility and homogeneity, the TKE equation derived from
the momentum equation reads [4]

dk

dt
= −ε + 2F∗ k + Ψσ. (2)

Here, Ψσ denotes the surface tension contribution defined as [4]

Ψσ =
−σ

Vdρd

∂A

∂t
, (3)

where Vd, ρd and A are the volume and the density of the dispersed phase, and
the interface area.

All simulations are conducted with the state-of-the-art open-source code
“PArallel Robust Interface Simulator” (PARIS) [1], which is based on the finite-
volume method. It employs a red-black Gauss-Seidel solver with overrelaxation
to solve the Poisson pressure equation in the framework of the projection method.
A cubic staggered grid is used. The velocity components are computed at the
cell faces, whereas the pressure, the density, the viscosity and the VOF marker
function are stored in the cell centers. Time integration is realized with a second-
order predictor-corrector method. The convective term of the momentum equa-
tion is discretized using the “Quadratic Upstream Interpolation for Convective
Kinematics” (QUICK) scheme, and the viscous term is computed using central
differences.

3 Numerical Setup and Configuration

We consider a cubic box with an edge length of L = 2π and periodic boundary
conditions in each direction. First, we perform single-phase simulations to obtain
a fully developed single-phase HIT, and subsequently we initialize the dispersed
phase as spherical droplets. This procedure is described in detail in [2].

To demonstrate the effect of Ψσ, we compare and discuss the emulsification
of two configurations with different surface tension coefficients adapted from
Begemann et al. [2]. In both configurations, the density ratio of the dispersed and
the carrier phase ρd/ρc is 0.9, resembling an oil-in-water emulsion, and the global
volume fraction of the dispersed fluid is 12.5%. The targeted turbulent kinetic
energy is k0 = 0.5 m2/s2, and it is immediately reached and then maintained by
our linear forcing approach, see also [2].

Emulsions can be characterized by the Hinze scale dH [5], which is expected
to be the most stable maximum droplet diameter in emulsions for HIT. It is
given as
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dH = (Wed,crit/2)3/5 (ρc/σ)−3/5
ε−2/5 , (4)

where Wed,crit denotes the critical droplet Weber number, for which we assume
Wed,crit = 1.17 following Hinze [5] and recent numerical studies [3,7].

For emulsions, a Weber number Wel using a characteristic length scale l can
be defined as

Wel =
ρcu

′2l
σ

, (5)

taking into account the effect of surface tension. For HIT, l can be approximated
with the integral length scale of the turbulent flow field l = ((3/2)u′ 2)3/2/ε. Here,
u′ can be determined from the turbulent kinetic energy k = (3/2)u′ 2. Hence,
emulsions at stationary state can be characterized by Wel, as also demonstrated
and discussed in Begemann et al. [2].

We here consider two different configurations obtained by altering the surface
tension coefficient σ, and therewith Wel . The case with the high σ value exhibits
Wel = 21, and the one with a low σ value leads to Wel = 70.

Fig. 1. Time series visualizing the emulsification process. (a) Wel = 21 (high σ value),
(b) Wel = 70 (low σ value) at t/τ = 0 (i), t/τ = 0.5 (ii), t/τ = 1 (iii), t/τ = 2 (iv),
and t/τ = 5 (v).

4 Results

Figure 1 visualizes the emulsification of both configurations at t/τ = 0 (i),
t/τ = 0.5 (ii), t/τ = 1 (iii), t/τ = 2 (iv), and t/τ = 5 (v). Figure 1(i) shows the
initialized droplets of the dispersed phase, which are identical for both configura-
tions. The forcing leads to a deformation of the droplets and already at t/τ = 0.5
(Fig. 1(ii)), the initialized droplets are significantly deformed. As expected, with
decreasing σ (increasing Wel), the interfaces become more deformed and wrin-
kled. With increasing time, the dispersed structures are increasingly deformed
and break up into smaller structures.
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Figures 2 to 4 show the temporal evolution of the interface Area A/A∞,
the normalized interface area (A − Ainit) / (A0 − Ainit), and the surface tension
contribution Ψσ. The time is normalized by the eddy turn-over time τ = k/ε
evaluated with k0 and ε0 in the statistically stationary state. A0 and A∞ =
L2 refer to the interface area at stationary state and at fully segregated state,
respectively. Ainit is the initial interface area of the inserted droplets.

Figure 2 shows that the current forcing method reaches a statistically sta-
tionary state of the normalized interface area A/A∞ within about 4τ . Further,
Fig. 3 demonstrates that the slope of the normalized change of the interface area
is nearly the same for both configurations. Figure 4 plots the temporal evolution
of the surface tension contribution Ψσ, which is not directly considered by the
linear forcing. During the emulsification process, droplet break-up is the prevail-
ing mechanism. Since this sink of TKE is not compensated, the time to reach the
stationary state increases with decreasing surface tension due to more frequent
break-ups. To compensate this effect, a higher energy input is required which
leads to a different forcing parameter during emulsification. At statistically sta-
tionary state, break-up and coalescence are more or less balanced, and thus the
net contribution of Ψσ vanishes.

Fig. 2. Temporal evolution of the normalized interface area A/A∞.
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Fig. 3. Temporal evolution of the normalized interface area (A − Ainit) / (A0 − Ainit).

Fig. 4. Temporal evolution of the normalized surface tension contribution Ψσ/ε0.

5 Conclusion and Outlook

With our study, we have investigated the effect of the surface tension contribution
on the emulsification in linearly forced turbulence. Although configurations with
a higher surface tension coefficient require more turbulent kinetic energy input
for the emulsification, a stationary state is reached after around four eddy turn-
over times. Building on these observations, we plan to study the local effect
of breakup and coalescence of single droplets to the net contribution in future
studies.

The surface tension contribution, i.e., the surface tension coefficient, also
affects the segregation of emulsions. A higher surface tension coefficient pro-
motes the coalescence and therewith the segregation (or demixing) of an emul-
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sion. Additionally, the surface tension coefficient also plays a role for gravity-
driven segregation since it affects the droplet size distribution. Larger droplets
are subject to a higher buoyancy force and rise faster, while smaller droplets have
a stronger mutual interaction and rise slower. The effect of the surface tension
coefficient on the segregation process and the energy release rates of the surface
tension energy during the segregation process are studied in detail in our recent
work [8].
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1 Introduction

The shipping sector contributes a rising share to anthropogenic greenhouse gas emis-
sions. The International Maritime Organisation reported that in 2018 total shipping,
i.e., international and domestic shipping and fishing, contributed a 2.89% share (1,076
million tonnes) to global anthropogenic emission, a significant increase over its 2.76%
share (977 million tonnes) in 2012 [1].

Friction drag makes the dominant contribution to the total resistance of typical mer-
chant ships [2]. The drag of a ship hull significantly increases if the ship is affected by
biofouling. Of the different forms of biofouling, calcareous macrofouling, i.e., fouling
by organisms such as barnacles, tubeworms, or mussels, which have a calcareous outer
shell, is considered one of the most severe forms of biofouling. Schultz [3] predicted
for a typical naval surface ship of the US Navy (Oliver Hazard Perry class frigate) an
increase of the total resistance by approximately 36% for medium calcareous fouling
and 55% for heavy calcareous fouling. Therefore, understanding the effects of different
forms of biofouling on frictional drag is of importance for the assessment of resistance
of biofouled ship hulls and the cost-effective scheduling of maintenance intervals [4].

In the present study, direct numerical simulations are used to investigate the
Reynolds number dependency of turbulent flow over a surface affected by a common
form of calcareous macrofouling, namely fouling by acorn barnacles (order Sessilia).
A 10% coverage state is considered, which falls into the ‘sparse’ roughness regime [5].
The results are compared to the flow statistics of a generic Gaussian rough surface [6].

2 Methodology

A barnacle-fouled surface was generated using the BaRGE algorithm which mimics the
settlement behaviour of barnacles [7]. Barnacles are represented in simplified form as
conical frustra following the approach of Sadique [8]. 10% of the surface is covered
by barnacle features, while the rest of the surface remains smooth. This surface can
also serve as an example for heterogeneous roughness, a class of roughness that has
received to date far less attention than homogeneous rough surfaces which are statisti-
cally uniformly covered by roughness features [9]. Data from an earlier study [6] on an
homogeneous irregular rough surface fully covered by roughness features with approx-
imately Gaussian height distribution is used for comparison. This surface serves as a
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representative example for many forms of engineering roughness which mostly show
moderate skewness and kurtosis values [6]. Key surface parameters for both surfaces
are summarized in Table 1, where δ is the mean channel half-height. For the barnacle
surface, the geometric roughness height k is defined as the maximum barnacle height.
In the case of the Gaussian roughness, k is set to the mean peak-to-valley height.

Table 1. Overview of key surface topographical parameters: Sa: mean roughness height; Sq:
rms roughness height; k: geometric roughness height; Ssk, Sku: skewness and kurtosis of height
distribution; ES: effective slope, λp: planform solidity (fraction of surface covered by roughness
features). Note: height and length scales are given for the full-scale roughness pattern. For case
180hs height measures need to be multiplied by a factor of 1/2.

Surface Sa/δ Sq/δ k/δ Ssk Sku ES λp

barnacle 10% 0.0089 0.018 0.1267 4.06 19.5 0.067 0.10

Gaussian 0.023 0.029 0.1667 −0.10 2.99 0.37 1.0

Table 2. Overview of simulation parameters: k geometric roughness height; Nx, Ny number of
grid points in streamwise and spanwise direction. Δz+min, Δz+max : minimum and maximum wall-
normal grid spacing. All cases expect for 180hs use the full-scale (fs) roughness pattern. Case
180hs uses 2×2 tiles of the roughness pattern scaled by a factor of 1/2 (half-scale: hs).

case Reτ k/δ k+ Nx Ny Δz+min Δz+max

180hs 180 0.0634 11.8 1536 768 0.667 2.58

180fs 180 0.1267 22.8 768 384 0.667 2.58

270fs 270 0.1267 34.2 768 384 0.667 2.92

395fs 395 0.1267 50.0 768 384 0.667 3.03

540fs 540 0.1267 68.4 864 432 0.667 2.58

720fs 720 0.1267 91.2 960 480 0.667 2.54

Direct numerical simulations of rough-wall turbulent channel flow driven by a con-
stant mean streamwise pressure gradient were conducted using the in-house code iIMB
[10] which employs an iterative version of the embedded boundary method of Yang
& Balaras [11] to resolve the roughness features. The roughness was applied to both
the lower and the upper wall of the channel (see Fig. 1); periodic boundary condi-
tions were used in the streamwise and spanwise direction. A small wall-normal offset,
z0/δ = −0.0049 was applied to the barnacle surface, so that the roughness mean plane
〈h(x,y)〉, where h(x,y) is the heightmap, is located at z= 0.
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Fig. 1. Schematic illustration of the channel flow domain. The rough surface is applied to both
walls of the channel. On the upper wall, the rough surface pattern is shifted to minimize local
blockage effects.

Key simulation parameters are summarised in Table 2. Uniform grid spacing was
used in the streamwise and spanwise direction of the flow; in the wall-normal direction,
uniform spacing was set across the height of the roughness, above which the grid was
stretched, reaching its maximum wall-normal spacing at the channel centre. The rough-
ness Reynolds number k+ = k/�d , where k is set to the maximum barnacle height and
�d is the viscous length scale of the flow, was varied using the method of Thakkar et
al. [12]: For high k+ the friction Reynolds number Reτ of the channel flow was var-
ied, while for low k+ the friction Reynolds number was kept fixed and the size of the
roughness features in outer units k/δ , where δ is the channel half-height, was decreased
using a ‘scaling and tiling’ approach. In all cases, a domain length Lx = 2πδ and width
Ly = πδ was used. Similar conditions were employed in the previous investigation on
the Gaussian rough surface where simulations were conducted at Reτ = 180, 240, 360,
and 540 using a domain length of Lx = 6δ and width Ly = 3δ (for full details see [6]).
The intrinsic average was used for the computation of the mean flow and turbulence
statistics; a triple decomposition of the velocity field was applied to separate Reynolds
from dispersive stresses.

3 Results

The Hama roughness function ΔU+, i.e., the downwards shift in the mean streamwise
velocity profile compared to smooth-wall conditions, is shown in Fig. 2. Fully rough
behaviour is approached at the highest Reynolds number and the equivalent sand grain
roughness ks corresponds to approximately 0.5k. Compared to Nikuradse’s [13] sand-
grain roughness a more gradual increase in ΔU+ can be observed over the transitionally
rough region with the barnacle surface showing a trend that is close to Colebrook for-
mula [14] approaching the fully rough asymptote from above; in contrast, the Gaussian
roughness shows a more Nikuradse like-behaviour with a steeper increase in ΔU+ in the
upper transitionally rough region. For the Gaussian surface, the streamwise Reynolds



Reynolds Number Dependency of Turbulent Flow over a Surface Fouled by Barnacles 353

Fig. 2. Roughness function ΔU+ versus k+s for the barnacle surface with 10% coverage. For
comparison, data for a Gaussian roughness [6], sand grain roughness data by Nikuradse [13] and
Colebrook’s empirical formula [14] are shown.

stress (shown in Fig. 3) decreases with increasing Reτ . For the barnacle surface, a simi-
lar decrease can be observed at low Reynolds numbers, but 〈u′u′〉 levels do not reduce
further for Reτ = 270 and above. For the higher Reynolds number cases, the stream-
wise Reynolds stress profiles display a ‘roughness’ peak which is associated with the
crests of the barnacle features. In addition, a smooth-wall like ‘inner’ peak emerges,
which falls into the buffer layer relative to the smooth surface. No such feature can be
observed for the Gaussian rough surface.

Fig. 3. Streamwise Reynolds stress profiles. (a) Barnacle 10% surface; (b) Gaussian roughness

To look into the reasons for the emergence of the inner peak, a simple geomet-
ric decomposition is applied to compute the contribution to the streamwise Reynolds
stress profiles that arise above the barnacle features (‘rough patches’) and above the
surrounding smooth surface sections (‘smooth patches’) by defining a corresponding
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Fig. 4. Illustration of the mask used for the decomposition of the streamwise Reynolds stress
profiles. Areas in blue correspond to ‘smooth’ patches and areas coloured in yellow to ‘rough’
patches.

mask ψ(x,y) (see Fig. 4). Results for the decomposed profiles are shown in Fig. 5. It
is evident that the inner peak arises from the smooth-wall patches, indicating a partial
recovery of smooth-wall behaviour over the large connected smooth sections of this
surface. This inner peak also appears to become Reynolds-number independent at the
highest three Reτ values investigated. In contrast, above the rough patches, only the
outer peak can be observed, which consistently is located around the maximum barna-
cle height. A test of the decomposition performed on data of flow over barnacle surfaces
with increasing coverage [5], shows that partial recovery of smooth-wall behaviour can
only be observed at low coverage states (not shown).

Fig. 5. Decomposed streamwise Reynolds stress profiles: (a) contribution above smooth patches;
(b) contributions above rough patches. The coloured dotted vertical lines indicate the maximum
barnacle height. The vertical black dash-dotted line indicates the approximate peak location of
the smooth-wall Reynolds stress profile.
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4 Conclusions

A surface lightly fouled by barnacles was investigated using direct numerical simula-
tions. A comparison to data for a generic Gaussian roughness shows clear differences in
the Reynolds number dependency, with the barnacle surface exhibiting a Colebrook-like
behaviour whereas the Gaussian rough-surface is closer to Nikuradse’s data. A charac-
teristic feature that emerges in the 〈u′u′〉 profiles for the barnacle case is an inner peak.
Using a simple geometric decomposition, this was shown to arise from a partial recov-
ery of the smooth-wall behaviour over the blank patches. No inner-peak features were
observed for the 〈v′v′〉 and 〈w′w′〉 profiles, which can be attributed to the fact that the
smooth-wall peak locations of these profiles occur at significantly higher wall-normal
locations.
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13. Nikuradse, J.: Strömungsgesetze in rauhen rohren. VDI Forschungsheft 361, 1–22 (1933)
14. Colebrook, C.F.: Turbulent flow in pipes with particular reference to the transition region

between the smooth- and rough-pipe laws. J. Inst. Civil Eng. 11, 133–156 (1939)

http://www.archer.ac.uk
http://www.archer.ac.uk
https://doi.org/10.1007/978-3-030-11887-7_6
https://doi.org/10.1007/978-3-030-11887-7_6


A Turbulent Plume in Crossflow

Daniel Fenton1, Andrea Cimarelli2, Jean-Paul Mollicone3, Maarten
van Reeuwijk4, and Elisabetta De Angelis1,5(B)

1 Cardiff University, Cardiff CF24 3AA, UK
FentonD@cardiff.ac.uk
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5 Università di Bologna, Forl̀ı, Italy

e.deangelis@unibo.it

Abstract. The behaviour of a turbulent forced buoyant plume sub-
jected to uniform crossflow is investigated utilising Direct Numerical
Simulation (DNS) employing a fourth-order finite difference scheme and
third-order Adams-Bashforth temporal integration. The flow features are
assessed phenomenologically in the statistically steady state obtained by
averaging 1,200 instantaneous 3D fields. Preliminary results on the struc-
ture of turbulent production and dissipation are shown in view of future
discussions on LES modeling assumptions.

Keywords: plumes · direct numerical simulation

1 Introduction

Buoyancy driven flows are highly abundant in both industry and nature, with
examples ranging from volcanic ash clouds to pollutant dispersion. Their preva-
lence and importance has led to great interest across many fields, from dis-
aster management to the impact of industry on the climate. Despite decades
of research, their often turbulent nature leaves their behaviour still difficult to
understand and predict. In the present study, the behaviours of turbulent buoy-
ant forced plumes subjected to uniform crossflow are investigated by means of
Direct Numerical Simulation (DNS), building on the infinitely lazy plume with
zero source momentum studied by Jordan et al [1], utilising the solver SPARKLE
[2]. The present simulation closely resembles one of the cases studied by Jordan
et al., in order that the effect of plume forcing can be inferred by comparison.

2 Statement of the Problem

The subject of the present study is that of the buoyant plume exiting from a
circular source with initial velocity w0 in the vertical z-direction subject to a
uniform crossflow U = (U, 0, 0) in the streamwise x-direction. The governing
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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equations for such a flow are the Navier-Stokes equations under the Boussinesq
approximation, given by

∇ · u = 0 (1)
∂u
∂t

+ u · ∇u = −∇p + ν∇2u + bk̂ (2)

∂b

∂t
+ u · ∇b = κ∇2b (3)

where u = (u, v, w) is the fluid velocity and b = g(ρ0 − ρ)/ρ0 is the buoyancy
field, with ρ0 a constant reference density and g the gravitational acceleration.
The kinematic pressure perturbation is given by p = p̃/ρ0+gz with the standard
pressure p̃. Kinematic viscosity and thermal diffusivity are given respectively by
ν and κ.

3 Direct Numerical Simulation

The simulation was performed utilising the DNS code SPARKLE [2], which spa-
tially employs a fourth-order symmetry-preserving central difference method,
and integrates temporally via a third-order Adams-Bashforth scheme. The
domain dimensions Lx × Ly × Lz were chosen to be large enough for the plume
to fully evolve to turbulence inside the domain with no boundary interactions
[3]. The boundary conditions were chosen to be periodic in the horizontal x and
y directions, and free-slip on the vertical boundaries z = 0 and z = Lz, with the
exception of a constant top-hat velocity function u0 = (0, 0, w0) imposed on the
plume source x0 with radius r0. Neumann boundary conditions were imposed
on the buoyancy at z = 0 and z = Lz, again with the exception of the plume
core, which possessed a constant top-hat buoyancy b0 as per the inflow velocity.

In order to enforce the uniform inflow in the x-direction that serves as the
crossflow source under the periodic boundary conditions, a nudging region of
length Ln = 4r0 was introduced at the end of the domain from x = Lx − Ln. In
this region, the velocity was gradually reduced to that of the ambient field by
setting the velocity to u∗ = (1 − x∗/Ln)u+ (x∗/Ln)U, where x∗ is the distance
downstream from the beginning of the nudging region - similar treatment was
performed on the buoyancy to reduce it to a null field at the inflow. It is evident
that therefore any dynamics in this region do not represent the physical flow
and are omitted from the analysis of the results. The flow fields were initialised
such that they were those of the ambient crossflow U.

The non-dimensional parameters that define the plume in crossflow naturally
must be formed by the plume source and crossflow velocities w0 and U , the source
buoyancy b0 and the viscous and thermal diffusivities ν and κ. The five relevant
non-dimensional parameters are

R0 =
w0

U
, Ri0 =

b0r0
w2

0

, RiU = Ri0R
3
0, Re0 =

2r0w0

ν
, Pr =

ν

κ
(4)
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where R0 is the source-to-crossflow ratio of velocities, Ri0 the source Richardson
number, RiU the crossflow Richardson number, Re0 the source Reynolds number
and Pr the Prandtl number. These are reported for the present simulation in
Table 1, along with the domain and grid dimensions. The plume source was
centred at x0/r0 = (5, 12, 0), to fall in the middle of the domain in the y-
direction, and was far enough downstream from the periodic boundary in the
x-direction to avoid boundary interactions. Time averaging was performed in
post-processing, utilising approximately 1,200 fully 3D snapshots of the entire
domain taken once the initial transient behaviour had ended.

Table 1. Simulation parameters.

(Lx × Ly × Lz)/r30 Nx × Ny × Nz R0 Ri0 RiU Re0 Pr

28 × 24 × 24 1350 × 744 × 744 1.0 1.0 1.0 1000 1.0

4 Instantaneous and Mean Flow

Figure 1 is a representative snapshot of the instantaneous pressure p and enstro-
phy fields ω2, where ω = ∇×u. In the left plot, the iso-surface at a very low value
of enstrophy demonstrates the characteristic topology of the Turbulent/Non-
Turbulent Interface (TNTI) showing the plume expansion as it is swept down-
stream by the crossflow. In the right plot, tube-like Intense Vorticity Structures

Fig. 1. 3D snapshots of the instantaneous flow fields. Left: 1% enstrophy threshold,
demonstrating the turbulent non-turbulent interface. Right: enstrophy ω2 (blue) over-
laid with pressure (red), demonstrating the difference between IVSs and LVSs, respec-
tively.
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(IVSs) in blue, visualized by the iso-surface of a large enstrophy value, demon-
strate the tell-tale signs of turbulent flow developing, almost immediately out of
the plume source. Two Large Vorticity Structures (LVSs) are indeed shown by
a iso-surface of the pressure (red).

In order to study the general features of the flow, as customary, the Reynolds
decomposition of the velocity is introduced, u = ū + u′, pressure p = p̄ + p and
buoyancy b = b̄ + b′, in which a prime denotes the fluctuating component and
an overbar the temporal average over the available three-dimensional fields.

As the transported property, the buoyancy field allows one to easily identify
the fluid within the plume. Cross sections in the y-z plane are shown in Fig. 2
for two positions along the plume. At the downstream edge of the plume source
x/r0 = 6, one can see the double roll structures already begin to form. In the
turbulent region at x/r0 = 20 we see these have concentrated into a pair of core
structures symmetrical about the centreline, connected by a weak buoyancy layer
across the top of the plume, which is bounded by the pressure induced by the
interaction of the crossflow with the plume as it is bent over.

(a) x/r0 = 6. (b) x/r0 = 20.

Fig. 2. Average buoyancy b̄ in the y-z plane (a) on the downstream source edge, (b)
within the fully turbulent region, outlined by the 1% threshold of the maximum buoy-
ancy on each slice.

5 Turbulent Energy

Turbulence kinetic energy k = u′
iu

′
i/2 measures the kinetic energy associated

with the fluctuating part of the flow. The balance equation reads

D

Dt
k = −1

ρ

∂u′
ip

′

∂xi
− ∂ku′

i

∂xi
+ ν

∂2k

∂x2
j

+ u′
ib

′δi3 − u′
iu

′
j

∂ui

∂xj
− ν

∂u′
i

∂xk

∂u′
i

∂xk
(5)
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where D/Dt represents the mean-flow material derivative, where the convective
term is calculated using the mean velocity ui. The first term on the right hand
side represents spatial transport due to pressure, the second and third terms
represent the turbulent and viscous transport respectively. The fourth accounts
for turbulent kinetic energy production due to buoyancy. The final two quantities
fundamental for understanding the transfer of turbulent kinetic energy within
the flow are the turbulence production,

Π = u′
iu

′
j

∂ūi

∂xj
, (6)

and the viscous dissipation rate of k,

ε = ν
∂u′

i

∂xj

∂u′
i

∂xj
. (7)

The turbulence production Π acts as a source of k when negative and a sink
when positive, and describes the transfer between mean and turbulent energy,
whereas ε is by definition positive in sign, and thus always acts as a sink of k.

(a) k and Π (b) ε.

Fig. 3. Turbulence kinetic energy and contributions around the plume source in the
y-z plane in the turbulent region at x = 15 outlined by the 1% b̄ threshold in this
plane. (a) Iso-contour of total k overlaid with contours of source turbulence production
(white) and sink turbulence production (red). (b) Dissipation rate ε

From Fig. 3a, it is shown that the turbulent kinetic energy peaks remain
confined to the centre of the two LVSs that have been identified by the pressure
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in Fig. 1. It is also possible to observe regions of turbulence production acting
as a source of k (white contours) towards the upper edge of the plume, where it
interacts most strongly with crossflow. Furthermore, Fig. 3b shows that there is
considerable dissipation in the lower regions of the LVSs, where, as shown Fig. 1,
the eddies break down to form smaller and smaller structures.

Figure 3a also demonstrates sinks of turbulence kinetic energy, represented
by the regions outlined in red. They indicate that energy is being transferred
from the turbulence back into the mean flow in these regions. While these sinks
are smaller than the sources in magnitude they are not entirely negligible, with
a maximum value of approximately 4% of the maximum source. It is worth
mentioning that the statistical analysis of the this flow presents a number of
challenges owing to the lack of homogeneous geometrical directions. Nonetheless,
as shown by the quality of the plots in Fig. 3, the large number of fully 3D fields
collected and used for temporal averaging allows a statistical convergence even
in second order and derivative quantities.

6 Conclusions and Perspectives

The present work has discussed the first results obtained by the analysis of a
large DNS dataset to study turbulence dynamics in a forced buoyant plume
in crossflow. Instantaneous flow fields demonstrate the structure of the TNTI,
the IVSs and the LVSs, and the time-averaged buoyancy field gives the mean
structure of the bent over plume. Future work aims at investigating the full three-
dimensional behaviour of the turbulent kinetic energy budget and at performing
a priori analysis by filtering the DNS results for assessing Large Eddy Simulation
models for buoyancy driven flows with Turbulent/Non-Turbulent interfaces.
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Abstract. Direct numerical simulations of the fully developed turbulent flow
through helical pipes are performed. The numerical procedure is described, and a
validation of the volume force driving the flow is presented. A comparison of the
turbulence statistics against literature data is also reported.

1 Introduction

The flow in straight pipes has been studied extensively since the 19th century [9], and
therefore it is commonly referred to as a canonical flow. It is both axisymmetric and
homogeneous in the streamwise direction. Note that these properties should be inter-
preted in a statistical sense for turbulent flows. For the flow in toroidal pipes, the axial
symmetry does not hold anymore, although symmetry with respect to the equatorial
plane can be observed. A secondary motion of Prandtl’s first kind arises because of the
curvature. It can be observed for any non-zero curvature [1], and it increases the cross-
plane mixing and heat transfer. On the other hand, no symmetry can be retrieved if the
pipe has non-zero torsion, i.e. its centreline is not a planar curve, as in the case of the
flow in a helical pipe.

Curved pipe flows are ubiquitous in several industrial applications and biologi-
cal systems. Amongst them, toroidal pipes serve as a more idealised case to study
the effects of curvature alone [1,2,8], whereas helical pipes represent a more realis-
tic geometry for applications. The parameters governing the flow in helical pipes are
the curvature δ , the torsion τ and the bulk Reynolds number Reb, based on the bulk
velocityUb, the diameter of the pipe cross-section D= 2Rp and the kinematic viscosity
ν . The non-dimensional geometrical parameters are defined as

δ =
RcRp

R2
c + p2s

, τ =
ps Rp

R2
c + p2s

, (1)

where Rp, Rc and ps are the quantities shown in Fig. 1.
To the best of the authors’ knowledge, the only direct numerical simulations of

turbulent helical pipe flows present in the literature are those performed by Hüttl &
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Friedrich [5,6], who solved numerically the Navier–Stokes equations in the orthogonal
helical coordinate system introduced by Germano [4], driving the flow with a mean
pressure gradient in the streamwise direction. In the present work, the flow is driven by
a volume force that mimics the effect of a pressure gradient in the streamwise direction,
in the same fashion as Canton et al. [1]. A validation of the numerical implementation of
the forcing is proposed, together with a comparison of the turbulence statistics obtained
with the current methodology against the results present in the literature.

2πps

Rc

Rp

Fig. 1. Sketch of the helical pipe indicating the relevant geometrical quantities.

2 Numerical Method

The governing equations for the viscous, incompressible flow of a Newtonian fluid in a
helical pipe are the incompressible Navier–Stokes equations, which read

∂u
∂ t

+
(
u ·∇∇∇)

u= −∇∇∇p+
1
Reb

∇2u+ f, (2a)

∇∇∇·u= 0, (2b)

where f is the volume force employed to drive the flow, as described in Sect. 2.1. The
equations are formulated in Cartesian coordinates to avoid the treatment of the singular-
ity at the pipe centreline, and the spatial discretisation is carried out using the spectral
element method (SEM) implemented in the open source code Nek5000 [3]. Within each
element, Lagrangian interpolants of order N built on Gauss–Lobatto–Legendre (GLL)
nodes are used to represent the velocity, whereas the pressure is expressed as a linear
combination of Lagrangian basis functions of order N − 2 based on Gauss–Legendre
(GL) grid points, following the so-called PN − PN−2 formulation. The semi-implicit
BDF3/EXT3 scheme is employed for the integration in time. A third-order backward
differentiation formula (BDF3) is used to discretise the equations, and an extrapolation
scheme of order three (EXT3) is then applied to express the non-linear term at the new
time step.
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2.1 Driving Force

The most practical way to drive the flow in a pipe or channel, whether straight or bent,
is by applying a pressure gradient between the two far ends. Indeed, this approach is
mainly used in experimental investigations [11]. Another valuable method is to pre-
scribe a volume force that mimics the effect of the pressure gradient. This procedure
has been used by Canton et al. [1] for the flow in a toroidal pipe. Indeed, in this case,
a prescribed pressure gradient would cause a pressure discontinuity after a complete
revolution.

In a straight pipe, the pressure difference between two points is

Δ p=
dP
ds

Δs, (3)

since the pressure depends only on the streamwise coordinate s. For a curved geometry,
e.g. a bent channel, it can be shown that the pressure also varies with the distance
from the centre of curvature [1]. However, when considering two points at different
streamwise stations but at the same distance from the axis of revolution of the bent
channel, the pressure difference can be computed using Eq. 3. Therefore, a volume force
resembling the effect of the pressure gradient in a curved pipe needs to be formulated
such that the difference between two points at different streamwise locations but at the
same position in the cross-section depends only on Δs. For a toroidal pipe, this leads to
a volume force that acts only in the streamwise direction and is inversely proportional
to the distance from the axis of the torus [1]. For a helical pipe, following the same
reasoning, one can find the following expression for the volume force

f=
F
hs
es, (4)

where F is a scalar constant and hs is the scale factor for the streamwise coordinate s of
the orthogonal helical reference system {s,r,θ}. This formulation is also employed in
the analytical work by Kumar [7].

2.2 Validation

In order to validate the proposed forcing, non-linear direct numerical simulations (DNS)
of the flow in helical pipes with the same governing parameters Reb, δ and τ , but
with different boundary conditions at the two far ends, are performed. In one case, an
inflow velocity profile is prescribed at the inlet, and the stress-free boundary condition
is imposed at the outlet. This configuration is referred to as inflow-outflow. In the other
case, periodic boundary conditions are applied between the two far ends, taking care
of the rotation of the velocity components if the outward normal has a different direc-
tion on the inlet and outlet planes, and the volume forcing described above is used to
drive the flow. For both cases, no-slip and impermeability conditions are applied at the
wall. The validation is carried out for Reb = 100, δ = 0.698, τ = 0.267. In the inflow-
outflow case, the computational domain is a helical pipe with a centreline 32Rp long,
whereas the length of the helix centreline is only 0.2Rp in the periodic case. Indeed, a
development length needs to be considered in the inflow-outflow simulation to let the
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Fig. 2. L∞-norm of the difference in the streamwise velocity component between the inflow-
outflow case and the periodic one.

flow become homogeneous in the streamwise direction. It needs to be remarked that
the flow is homogeneous along the sw-coordinate lines of the non-orthogonal reference
system proposed by Wang [10].

The velocity components at different streamwise locations of the inflow-outflow
case are compared with those at the final cross-section of the periodic case. The L∞-
norm of the difference in the streamwise velocity componentUs between the two cases
is shown in Fig. 2 as a function of the streamwise coordinate. At s/D≈ 9, the difference
reaches its minimum, suggesting that the value of the error is sufficiently low to indicate
that a fully developed state has been reached. The difference increases for s/D ≥ 12
because of the influence of the outflow boundary condition.

3 Fully Developed Turbulent Flow

Validation of the forcing procedure for a fully developed turbulent flow is carried out by
performing a DNS at Reb = 5613, δ = 0.1, τ = 0.11 and comparing statistical quantities
averaged both in time and along the sw-coordinate lines with those obtained by Hüttl &
Friedrich [6] for the same governing parameters. The no-slip and no-penetration con-
ditions are prescribed at the wall, whereas periodic boundary conditions are imposed
in the streamwise direction since the flow is driven by the volume force described
in Sect. 2.1. A helical pipe with a centreline 25Rp long is used as the computational
domain, more than 50% longer than the one used by Hüttl & Friedrich [6]. Moreover,
the first off-wall point is at r+ ≈ 0.7, and the grid spacing in the streamwise direction is
almost half of that in the reference.

The mean velocity profiles are in good agreement, as shown in Fig. 3. However, a
poorer agreement is observed for the second-order moments, as displayed in Fig. 4. In
particular, the present study finds a peak of the turbulent kinetic energy at the outer wall
of the pipe, which is much less pronounced in the work by Hüttl & Friedrich [6]. It is
worth noting that the outer wall of the pipe is the least resolved region since the mesh
is conforming and the viscous length scale is smaller because of the higher friction
velocity. For this reason, it is argued that the disagreement in the results is linked to a
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Fig. 3. Profile of the mean streamwise velocity component us. ( ) Present study, ( )
Hüttl & Friedrich [6].
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Fig. 4. Profiles of (top) turbulent kinetic energy and root-mean-square (rms) values of (middle)
streamwise and (bottom) azimuthal velocity components. ( ) Present study, ( ) Hüttl &
Friedrich [6].

lack of resolution at the outer wall of the pipe in the literature data, most likely due to
a limitation in the available computational power. Note also that Hüttl & Friedrich [6]
discretised the equations using a second-order finite volume method, whereas spectral
accuracy is obtained in the present study.

For very high values of the Reynolds number, the resolution requirements at the
outer wall might prohibitively increase the computational cost. A possible strategy to
tackle this issue is the usage of a non-conforming mesh with a higher resolution where
required.
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4 Conclusions and Outlook

Validation of a DNS of the turbulent flow in a helical pipe is presented and compared
to the only available previous study. Good agreement is generally found while dis-
crepancies are observed in high-order moments, ascribed to the better resolution of
the present simulation. Future work aims at investigating turbulence characteristics at
higher Reynolds numbers and their variation with the torsion τ . Coherent structures will
also be extracted through modal decomposition techniques.
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1 Introduction

Flows with non-uniform roughness, in which regions of varying roughness-height are
adjacent to each other, occur often in engineering and in the natural sciences. The sim-
plest prototype of heterogeneous roughness is the abrupt transition from a rough patch
oriented normal to the flow to a smooth one; this configuration can be found very often
in atmospheric boundary layers [1]. Downstream of the transition, an internal boundary
layer is formed that can be separated into two regions: an equilibrium inner-layer, in
which the flow has adjusted to the change of the wall boundary-condition, and an outer
layer, where the flow still has memory of the upstream condition.

Several investigations of this flow have been conducted, either experimentally [1–4]
or numerically [5,6]. These studies have demonstrated that, after the transition, the flow
variables return to equilibrium values at different rates, with the skin-friction adapting
more rapidly to the new condition than the mean velocity and Reynolds shear stresses.
Direct numerical simulations (DNS) or wall-resolved large-eddy simulations (WRLES)
may provide more insights than experiments, since the flow inside the roughness sub-
layer is resolved. Unfortunately, the prediction of high Reynolds-number flows cannot
be obtained by means of these computationally expensive techniques, while Reynolds-
Averaged Navier-Stokes (RANS) simulations have difficulties in predicting flows that
are strongly out of equilibrium, as in the case for heterogeneous roughness. Further-
more, typical corrections used to include the effects of roughness [7] are developed
using equilibrium assumptions, and are, therefore, not very accurate in non-equilibrium
rough-wall boundary layers.

Methods that combine the LES approach in the outer region with a simpler
methodology, on the other hand, have the ability to capture the outer-layer non-
equilibrium naturally, with much lower computational costs. The two most common
techniques of this type are Wall-Modelled Large-Eddy Simulation (WMLES) and
hybrid RANS/LES [8,9]. In the former case, the outer-layer is obtained from the solu-
tion of the LES equations, and approximate methods are used to derive the wall stress
from the outer-layer data. In hybrid RANS/LESmethods, the character of the turbulence
model changes in such a way that the RANS approach followed near the wall switches
to LES at some distance from the surface. Corrections for modelling roughness have
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been developed for both of these approaches. WMLES of the flow over heterogeneous
roughness, for strips normal to the flow direction, for instance, was performed in [5],
where it was pointed out that surface heterogeneity leads to sharp variations in the
velocity profiles and discontinuities in the shear-stress.

To predict the flow behavior caused by step changes in roughness, identifying the
limitations of the different methods is crucial. The purpose of the present work is to
complement existing investigations by assessing the accuracy of two typical techniques,
WMLES and hybrid RANS/LES, in predicting the sudden transition from a smooth sur-
face to a rough one and vice-versa. Roughness is included using two different methods:
the modification of either the log-law or the model equations, and the use of a localized
drag force.

2 Methodology

The governing equations can be formally written the same way for both LES and
unsteady RANS approaches, namely,

∂ui
∂xi

= 0,
∂ui
∂ t

+
∂

∂x j
(uiu j) = − ∂P

∂xi
+ν

∂ 2ui
∂x j∂x j

− ∂τi j
∂x j

, (1)

where the overbar represents either the LES spatial filtering or the Reynolds-averaging
operation. In the momentum equation, τi j = uiu j − uiu j are the unresolved stresses,
which have to be considered as either the subfilter-scale (SFS) stresses in LES or the
Reynolds stresses in unsteady RANS. The unknown stresses are approximated using
the eddy-viscosity model, namely,

τi j − 1
3

δi jτkk = −2νT Si j, (2)

where Si j is the resolved strain-rate tensor. In this work, WMLES uses the eddy-
viscosity SFS model proposed in [11], and hybrid RANS/LES follows the Improved
Delayed Detached-Eddy Simulation (IDDES) approach, based on the Spalart-Allmaras
turbulence model. The RANS and LES fields are coupled by introducing a hybrid tur-
bulent length-scale. Near the wall, the distance from the wall is used, whereas, in the
outer layer, it is proportional to the grid size.

The present simulations were conducted for open channel flow, in the computational
domain Lx ×Ly ×Lz = 56δ × δ ×14δ , where δ is the open-channel height. The rough
patch occupied two thirds of the domain, resembling the experimental setup in [4].
The Reynolds number based on bulk velocity was Reb =Ubδ/ν = 1.21×105, roughly
corresponding to the experimental value at the rough-to-smooth interface. A fractional-
step method was used for time integration, with the Crank-Nicolson scheme for the
wall-normal diffusion, and a third-order Runge-Kutta scheme for the remaining terms.
Spatial discretization was performed using central second-order finite differences on
a staggered grid. In the WMLES, the spatial grid was uniform and isotropic, while,
for the IDDES, it was suitably stretched in the wall-normal direction (with y+ < 1 for
the first grid point). Periodic boundary conditions were applied in the homogeneous
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directions, while a symmetry condition was imposed at the top boundary. For IDDES,
no-slip conditions were applied at the wall. For WMLES, the wall-stress was obtained,
given the velocity at the interface, by satisfying the log-law of the wall. Two different
methods were used to incorporate the effect of roughness. One possibility was to modify
either the model for the unresolved scales (for IDDES) or the wall boundary condition
(for WMLES). The other one was based on the addition of a drag force to the resolved
momentum equations [10]. In the WMLES the wall stress was obtained by imposing
either the smooth- or rough-wall form of the logarithmic law-of-the-wall:

u+i f =
1
κ
logy+i f +B (for x< xo), (3)

u+i f =
1
κ
logy+i f +B−ΔU+ (for x> xo) (4)

where the subscript i f denotes quantities evaluated at the inner-outer layer interface,
located at y = 0.05δ , κ = 0.41 is the von Kàrmàn constant, and B = 5.0. The rough-
ness function ΔU+ was chosen to match the experimental value [4]. Following [7],
the Spalart-Allmaras model was modified to include the effect of roughness, changing
the boundary condition for the eddy-viscosity, using a Neumann condition at the wall,
instead of the traditional Dirichlet condition. Alternatively, the roughness effects are
included by adding a forcing term to the right-hand-side of the momentum equation.
The drag force, which is active below the roughness crest, is defined by:

fi = αi j|urz|urz, j (5)

where αi j = diag{αt ,αt ,αn} determines the force intensity, with the subscripts t and
n denoting wall-tangential and wall-normal components, respectively. In this study, the
normal component was set to zero, and the tangential component was chosen to match
the equivalent sand-grain roughness-height of the experiment. Combining the two tur-
bulence models and the two roughness models, four different methods were tested.

Fig. 1. (a) Skin-friction coefficient over rough and smooth strips, and (b) normalized skin-friction
coefficient over the smooth strip. Triangles and circles correspond to the experimental data in [1]
and [4], respectively.
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3 Results

A preliminary grid-convergence study was conducted for the WMLES, by using the
mean velocity profiles as diagnostics. The present results were obtained by employing
1792× 60× 448 points, corresponding to the converged grid. For IDDES, the same
wall-parallel resolution was employed, but the number of points in the wall-normal
direction was increased, leading to 1792×121×448 points.

The skin-friction coefficient predicted by the four models is shown in Fig. 1(a). In all
cases the sudden variation ofCf is captured. At the end of the rough strip, the WMLES
are in good agreement with each other, reflecting the fact that both the wall modified
boundary conditions and the drag model were calibrated using fully developed rough-
channel data. However, there is a significant difference between the IDDES results due
to the sensitivity of the drag-model coefficient to the grid resolution. Apparently, the
recovery length on the smooth strip predicted by the IDDES models is much shorter
than that obtained from the WMLES.

In Fig. 1(b), the skin-friction coefficient, normalized by its value at 95% of the
smooth strip, is compared to experimental data [1,4]; the position is normalized by
either the open-channel height or the boundary-layer thickness at the transition loca-
tion. It is worth noting that the experiments in [1] were carried out at a much higher
Reynolds number, Re∞ = U∞δ/ν � 2.73× 105 (where U∞ is the freestream velocity
and δ the boundary-layer thickness), while the equivalent sandgrain roughness height
was k+s � 479. The discrepancy between the experimental datasets can be attributed to
this difference [4].

The type of roughness modelling (equation modification or drag model) does not
affect the recovery length significantly; theWMLES agrees better with the experimental
data at the same Re [4], while the IDDES follows the higher-Re results. An important
distinction between IDDES and WMLES is the fact that, for WMLES, the wall stress
depends on the velocity at the interface; the boundary-condition change does not affect
the velocity at the interface immediately, but requires some downstream distance to
penetrate to the height of the interface; practically, for WMLES, the wall stress has
memory of the upstream flow. For IDDES, on the other hand, the different boundary
condition is immediately felt throughout the layer because of the model modifications.
Furthermore, the Reynolds shear-stress predicted by IDDES is higher than that obtained
by WMLES, and the enhanced mixing causes the mean-velocity profile to be flatter.
The mean velocity profiles are shown in Fig. 2, for four streamwise locations after the
transition. The velocity is normalized by the centerline velocity 〈U〉cl , wall distance
by the displacement thickness δ ∗. Again, the WMLES is in better agreement with the
experimental data, and little difference is observed between the two roughness models.
The IDDES gives a flatter velocity profile, corresponding to the above mentioned shear-
stress prediction.

Figure 3 shows the streamwise development of various quantities of interest, across
the rough-to-smooth interface. Three y positions are chosen for the IDDES solutions:
one very close to the wall, one near the peak of νT in the RANS region, and another one
in the outer LES zone. It is worth noting the jump in νT , which becomes less significant
away from the wall, Fig. 3(b), and the smoother behaviour of the drag model; the two
IDDES solutions collapse at a distance of less than 2δ downstream of the interface.
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Fig. 2. Mean velocity profiles in outer units at (a) 3%, (b) 10%, (c) 19%, and (d) 63% of the
length of the smooth strip, compared to experimental data [4].

Fig. 3. Streamwise development of velocity, eddy-viscosity, and total Reynolds shear-stress.

The total stress reaches the values expected for a smooth wall very quickly, Fig. 3(c).
This decrease causes the flow acceleration downstream of the interface, Fig. 3(a), also
reflected in the skin-friction coefficient and mean-velocity profiles shown above. In the
WMLES case, on the other hand, the eddy-viscosity and the total stress are continuous
across the interface, and decrease quite slowly downstream, reflecting the lower turbu-
lence level over the smooth wall. As a consequence, the flow acceleration is milder, as
illustrated in Fig. 3(a).

4 Conclusions

Different modelling approaches were tested to predict the flow over alternating rough
and smooth strips, oriented normal to the mean stream. Comparison with experimental
data highlighted that WMLES captures the skin-friction recovery, and predicts fairly
accurately the mean-velocity profile. In IDDES the abrupt change of the model and
boundary conditions results in the excessively rapid variation of the Reynolds shear-
stress, and a disproportionate flow acceleration. In the WMLES, on the other hand, the
wall shear-stress is calculated based on outer-layer information and, thus, the perturba-
tion introduced by the change in boundary condition must propagate away from the wall
before the model is able to react. WMLES effectively retains memory of the upstream
conditions, producing a smooth recovery of the modelled shear-stress and skin-friction
coefficient. In this particular arrangement of roughness strips, WMLES are found to
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give better prediction of the flow field than IDDES. Also, IDDES has a much higher
computational cost, and the model length-scale appears to be extremely sensitive to
flow conditions.
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1 Introduction

Mass transport processes across the interface between a porous medium and a turbu-
lent flow field are relevant in a wide range of natural and industrial systems: Prominent
examples for technical applications range from food drying up to processes within fuel
cells. In the environment, the exchange of substances within the hyporheic zone is vital
for the health of aquatic ecosystems, whereas the evaporation from soils must be con-
sidered for sustainable land use. Despite the apparent heterogeneity of these fields, mass
transport processes within the interface region are driven by a common set of mecha-
nisms. In this contribution, we will focus on hyporheic mass exchange to gain a better
understanding of these fundamental processes of interdisciplinary interest.

Richardson and Parr (1988) reported experiments in a laboratory flume and sug-
gested an effective diffusivity model for the mass transport over a porous media-free
flow interface. Later, O’Connor and Harvey (2008) and Grant et al. (2012) combined
different data sets to refine the effective diffusivity model. Voermans et al. (2018) con-
cluded that dominant interfacial mass transport processes are determined by the perme-
ability Reynolds number ReK . A double-averaging framework using horizontal planes
was proposed and applied by atmospheric scientists (e.g. [5]). Later, the framework was
generalized for three-dimensional roughness [1] and gained popularity in environmental
hydraulics (e.g. [3]).

The objective of our research is to contribute to a more comprehensive mechanistic
understanding of scalar transport in the interface region. Beyond (i) distinguishing dif-
ferent scalar transport processes, we (ii) identify the regions of influence of individual
processes and shed a light on (iii) the interaction between processes. A brief introduc-
tion of the methods and the parameter space is followed by a validation of the flow
field. Mass transport processes are analysed, and their relative influence is assessed.
In conclusion, the critical role of the permeability Reynolds number ReK is confirmed,
whereas its effect is shown to be highly depth-dependent.
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2 Methods

For the numerical simulations, the porous medium was represented by a static random
sphere pack with uniform sphere diameter D. We used LAMMPS [6] to simulate the
process of pouring the spheres into an x-y-periodic domain. Thus, the resulting sediment
bed showed no macro-topography like dunes or riffles, which was confirmed by the
auto-correlation of the bed elevation. The position of the interface was defined by the
inflection point of the porosity profile, i.e. where ∂ 2θ/∂ z2 = 0.

Our MPI-parallel in-house code MGLET [2] uses a Finite-Volume discretization to
solve the incompressible Navier-Stokes equations. The complex geometry of the sphere
pack is included by an Immersed Boundary Method of second order. Based on the flow
field, the advection-diffusion equation for a passive scalar with Schmidt number Sc= 1
is solved. Local grid refinement near the interface ensures that the Kolmogorov and
Batchelor scales are resolved within the complete domain. All simulation cases were
configured with periodic boundary conditions in the bed-parallel x- and y-direction.
By means of a volume force, the flow was driven into the positive x-direction. A slip
boundary condition at the top boundary of the domain was applied to approximate a free
water surface. As scalar boundary conditions, fixed concentration values are imposed
at the bottom and top of the domain to induce a mass flux in bed-normal direction. The
surface of the spheres in the sediment bed was defined as no-slip and as impermeable
to scalar fluxes. By means of a single-domain Direct Numerical Simulation (DNS), all
temporal and spatial scales were resolved both in the free flow region and in the pore
space of the porous medium. Thus, no a-priori assumptions are made, that may distort
the observations.

In total, eight cases were simulated representing sample points within a parameter
space spanned by Reτ = uτh/ν and ReK = uτ

√
K/ν . As shown in Fig. 1, we considered

shear Reynolds numbers in the range of Reτ = 150–500 and permeability Reynolds
numbers of ReK = 0.4–2.8. For a monodisperse sphere pack, ReK is tightly, yet not
linearly, linked to the roughness Reynolds number k+s . Accordingly, cases S-150, M-
150, and S-300 can be categorized as transitionally rough, whereas the remaining cases
(k+s > 90) lie within the hydraulically fully rough regime.

To discuss the strongly three-dimensional flow situation, we resort to a double-
averaging technique [5]. An arbitrary quantity φ is first averaged in time and, con-
secutively, the temporal mean is averaged within a bed-parallel horizontal plane:

φ(x,t) = φ (x) +φ ′
(x,t), φ (x) =

1
T

∫ T

0
φ(x,t) dt (1)

φ (x) = 〈φ〉(z) + φ̃ (x), 〈φ〉(z) =
1
Af

∫∫
Af

φ (x) dxdy (2)

In the chosen notation, 〈φ〉 symbolizes the intrinsic average within a horizontal plane,
while spatial deviations therefrom are indicated by a tilde. Via the relation 〈φ〉s(z) =
θ(z)〈φ〉(z), a connection to the superficial horizontal average 〈φ〉s(z) is established, where
θ (z) = Af (z)/A0 represents the in-plane porosity.
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The simulated flow field of case M-150 was validated against experimental data
from [8]. We estimated the sampling uncertainty in the experiment by reproducing the
same sampling technique on the numerical data at different locations. Under considera-
tion of the spatial heterogeneity, the plots in Fig. 2 demonstrate good agreement for the
horizontally averaged streamwise velocity and the Reynolds stresses.

3 Results and Discussion

The double-averaging framework allows a decomposition of the superficially double-
averaged scalar flux

〈
Jc

〉s
through any horizontal plane at a height z within the domain:

Eq. 3 shows that turbulent transport, dispersive transport, and transport due to molecular
diffusion contribute to

〈
Jc

〉s
, which is constant over z.

〈
Jc

〉s
(z) = θ

〈
w′c′〉︸ ︷︷ ︸
turb.

+ θ
〈
w̃ c̃

〉
︸ ︷︷ ︸

disp.

− θ
〈

Γc
∂c
∂ z

〉

︸ ︷︷ ︸
diff.

= const ∀ z (3)

To get an impression of the different processes, we consider the spatial distribution of
the effective contributions to dispersive transport turbulent transport transport due to
molecular diffusion. For this purpose, Fig. 3 shows an arbitrarily chosen vertical x-z-
slice through simulation case M-500. Hotspots of dispersive transport in vertical direc-
tion coincide with regions of upwelling flow in the sediment bed. Directly above and
slightly downstream of these hotspots, increased activity of the turbulent transport in
bed-normal direction is observed within the free flow region. Diffusive transport is pre-
dominantly observed in deeper regions of the sediment where steeper gradients in the
scalar concentration field are present.

Fig. 1. Dimensionless parameter space, including data points from literature. Gray dashed lines
represent fixed ratios of flow depth h (= boundary layer thickness) and sphere diameter D.
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We further exploit the double-averaging framework to identify the dominant scalar
transport processes in dependency of the vertical position z. For this purpose, the con-
tribution of individual transport processes is set in relation to the total superficially
averaged scalar

〈
Jc

〉s
in bed-normal direction. Unsurprisingly, turbulent scalar trans-

port dominates within the free flow region above the interface. In the interface region
around z = 0, the impact of turbulent transport declines rapidly with increasing depth.
Instead, dispersive transport realizes most of the scalar flux below the interface. Without
limitation by the bottom boundary of the domain, the influence of dispersive transport
can even extend further into the sediment bed (not shown here). Only at greater depth,

Fig. 2. Validation of the flow field of case M-150 against experiment S3 of [7]. The uncertainty
was estimated by reproducing the experimental sampling approach on the simulation results.

Fig. 3. Spatial distribution of the effective contributions to dispersive, turbulent, and diffusive
transport within an arbitrarily chosen vertical x-z-slice through simulation case M-500.
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scalar transport due to molecular diffusion becomes the most important process. As
shown in Fig. 4, the relative importance of individual processes mainly depends on the
permeability Reynolds number ReK . In contrast, curves representing cases that only
differ in the friction Reynolds number Reτ seem to collapse near the interface. With
increasing ReK , the relative influence of turbulent transport increases at the interface
and reaches into greater depth. For all cases, however, dispersive transport remains the
dominant process below the interface, as it also gains influence with increasing ReK .
In contrast, the relative importance of scalar transport due to molecular decreases with
higher ReK .

Fig. 4. Relative contribution of different scalar transport processes to the total scalar flux 〈J〉stotal
in bed-normal direction. Darker curves represent a higher permeability Reynolds number ReK .

4 Conclusion

Though the sediment bed does not exhibit any macro-topography like dunes or riffles,
the chimney-like hotspots of the dispersive transport indicate a non-negligible role of
advective transport in vertical direction, which agrees with the observation of [4]. Above
the interface, the impact of dispersive transport decreases rapidly as turbulent mixing
reduces in-plane fluctuations of the scalar concentration. The results confirm that the
relative importance of the individual scalar transport processes in the interface region is
predominantly determined by the permeability Reynolds number ReK , as stated by [8]:
With increasing ReK , turbulent scalar transport becomes dominant near the interface,
whereas its impact declines quickly within the topmost layers of sediment grains. In
contrast, dispersive scalar transport also affects deeper regions within the sediment bed,
while its influence similarly grows with ReK . As different processes are dominant at and
slightly below the interface, a comprehensive model approach would have to consider
the interaction between these processes to predict hyporheic scalar transport accurately.
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1 Introduction

Surfaces with spanwise variation of topology, such as ridge-type roughness, are known
to generate secondary currents, which originate from turbulence anisotropy and spatial
gradients of Reynolds stresses and represent Prandtl’s secondary flows of the second
kind [1]. The presence of secondary currents is reflected in spanwise heterogeneity
of the time-averaged streamwise velocity field in the form of alternating high- and
low-momentum pathways (HMPs and LMPs), which correspond to downwash and
upwash flow regions, respectively. In surfaces with ridge-type roughness, LMPs are
typically observed above the ridges and HMPs occur in between them [2,3]. However,
a swap in their locations can be observed when ridge spacing exceeds channel half-
height [4].

Spacing between adjacent ridges is one of the primary parameters that characterises
spanwise heterogeneity of ridge-type rough surfaces and consequently influences the
size and strength of secondary currents [2,4]. Most previous computational investiga-
tions on spacing dependency effects considered ridges with a rectangular cross-section.
Thus, due to the low number of systematic studies on other ridge shapes, it is unclear
whether results obtained for rectangular ridges, for example the appearance of tertiary
flows for very wide ridges [3,5], can be extrapolated to other ridge shapes. In the present
ongoing study, flow over triangular ridges, which are expected to produce strong sec-
ondary currents [5], is studied in a closed channel configuration using direct numerical
simulations (DNS). In the current paper, the effects of ridge spacing and Reynolds num-
ber on secondary currents and mean flow and turbulence statistics are investigated, and
the results are compared to the data of Zampiron et al. [6], who conducted experiments
with ridges with equilateral triangular cross-section, but placed on a rough bed in an
open channel configuration.

2 Methodology

Direct numerical simulations of turbulent channel flow over equilateral triangular ridges
(see Fig. 1) are conducted using the code iIMB [7]. The simulations are performed for
four ridge spacings, s, namely, πδ/8, πδ/4, πδ/2, and πδ , where δ is the channel
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half-height, to study the influence of this parameter on secondary currents and turbu-
lence statistics. To investigate the Reynolds number dependency of the results, DNS
are conducted at two friction Reynolds numbers, Reτ = δuτ/ν = 550 and 1000, for
each spacing. Reference smooth wall simulations are also performed at both considered
values of Reτ .

In all ridge simulations, the channel size is 3πδ ×πδ ×2δ in streamwise, spanwise,
and wall-normal directions, respectively. Periodic boundary conditions are applied in
the streamwise and spanwise directions. The flow is driven by a constant mean stream-
wise pressure gradient. In all considered cases, the ridges have a triangular cross-section
of constant height, h/δ = 0.08, and are placed on both walls of the channel, which are
mirrored with respect to the channel centreline (Fig. 1). The ridge geometry is resolved
using an iterative version of the embedded boundary method by Yang and Balaras [8].
The computational grid is uniform in the streamwise and spanwise directions maintain-
ing Δx+ < 5 and Δy+ < 5 in all simulations. The grid spacing in spanwise direction is
sufficiently fine to ensure a minimum of 16 points across ridge width, b, at both consid-
ered Reτ . In the wall-normal direction, uniform grid spacing is applied up to the ridge
height (Δz+min = 2/3); above, the grid-spacing is gradually increased up to the channel
centre. The maximum wall-normal grid spacing is limited to Δz+max < 5 in all cases.

In all ridge simulations, statistical data are acquired for a minimum of 140 flow
through times. For the computation of statistical quantities, such as Reynolds and dis-
persive stresses, the double-averaging approach [9] is used combined with intrinsic
averaging [10], i.e., only the fluid occupied region is considered when computing aver-
ages below the ridge height.

Fig. 1. Schematic of a channel with triangular ridges. δ is the channel half-height, s the spacing
between ridges in spanwise direction, h the height of the ridge, and b the width of the ridge.

3 Results

The time and phase averaged streamwise velocity fields for all studied ridge spacings
are presented in Fig. 2 for both considered Reτ . In each case the presence of secondary
currents can be observed with the upwash flow regions above the ridges and downwash
flow regions in between them. No swap in their location occurs even at the largest
ridge spacing s = πδ , which exceeds channel half-height by more than 3 times. The
present results for a closed channel configuration are consistent with previous studies
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Fig. 2. Contours of time and phase averaged streamwise velocity ū/uτ with vectors of v̄/uτ and
w̄/uτ for all studied ridge spacings: a) s = πδ/8, b) s = πδ/4, c) s = πδ/2, d) s = πδ at both
considered friction Reynolds number. The left half of each panel shows the velocity field at
Reτ = 550 and the right half at Reτ = 1000.

on surfaces covered with ridges of different cross-sections in turbulent boundary layers
[2,3] and experimental results of open channel flow over triangular ridges on a rough
bed [6].

At the lowest spacing s = πδ/8 the secondary currents are confined to the near-
wall region and for higher y/δ the mean flow field appears homogeneous. As the ridges
are placed further apart, secondary currents increase in size until they extend up to the
channel half-height at s= πδ/2. As expected from the experimental study by Zampiron
et al. [6] on triangular ridges, the degree of spanwise flow heterogeneity increases as
ridges are placed further apart due to increase in the size of secondary currents.

This trend is reversed at the largest considered spacing s= πδ . For this case, in addi-
tion to secondary currents, which are still present on both sides of each ridge, tertiary
flows are observed in between ridges in the form of a pair of counter-rotating stream-
wise vortices. The emergence of tertiary flows can be explained by the full development
of secondary currents, which cannot grow in size beyond δ . With the appearance of ter-
tiary flows, the flow field in between ridges becomes more homogeneous in spanwise
direction compared to the s = πδ/2 case, where only secondary currents are present.
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Fig. 3. Profiles of (a) Reynolds shear stress and (b) dispersive shear stress for all studied ridge
spacings at both considered friction Reynolds numbers. Reference smooth-wall data is also
shown. Solid lines show data for Reτ = 550; dashed lines show data for Reτ = 1000. The ridge
height is marked with a thin dotted vertical line.

However, above the ridges upwash regions reach up the channel half-height. Reynolds
number does not affect the topology of the flow including locations and size of sec-
ondary currents, and the mean flow fields at Reτ = 550 and Reτ = 1000 look qualita-
tively the same, except for the higher mean velocities at the higher Reτ .

The Reynolds 〈u′w′〉+ and dispersive 〈ũw̃〉+ shear stress profiles from all simula-
tions are presented in Fig. 3. As the ridge spacing is increased from πδ/8 to πδ/2 the
levels of Reynolds shear stress in the outer layer drop and this drop is compensated by
an increase in the dispersive shear stress. However, at the maximum ridge spacing πδ ,
where tertiary flows are present, some recovery in the Reynolds shear stress profile is
observed, and the level of dispersive shear stress drops compared to spacing of πδ/2.
These results are in line with the experimental study of Zampiron et al. [6], where results
obtained above ridge height were reported. In addition, the present DNS provide insight
into the behaviour of shear stresses below the ridge crests and their overall behaviour
with Reynolds number. At all considered ridge spacings, the Reynolds shear stress pro-
files exhibit two peaks, one above the ridge crest and one below. At the narrowest ridge
spacing, these two peaks are clearly separated and the magnitude of the peak below the
roughness height is significantly lower compared to the one above. As the ridges are
placed further apart, the two peaks move closer to each other and the difference in their
magnitude reduces. These trends hold at both considered friction Reynolds numbers.

Looking at the influence of Reτ on the individual ridge spacing cases, it can be
observed that for the smallest ridge spacing s= πδ/8 the effect of increasing Reynolds
number is evident only below and immediately above the ridge crest, where 〈u′w′〉+
levels increase with Reτ , whereas the dispersive shear stress profiles follow an opposite
trend. At both friction Reynolds numbers the profiles collapse onto the smooth wall
profile for y/δ ≈ 0.3 and above.
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However, as the spacing between ridges increases and secondary currents grow
in size, the dispersive shear stress levels below the ridge height do not change with
Reynolds number. In contrast, above the ridges a significant increase in 〈ũw̃〉+ can be
observed with Reynolds number. The magnitude of this increase depends on the ridge
spacing with the highest change with Reynolds number observed for spacing s= πδ/2.
The Reynolds shear stress follows exactly the opposite trends. In addition, 〈u′w′〉+ pro-
files for surfaces with strong secondary currents deviate from the smooth wall reference
data almost up to the channel centreline.

4 Conclusions

Turbulent channel flow over triangular ridges with varied spacing and friction Reynolds
number was investigated numerically using direct numerical simulations. Variation in
ridge spacing was found to have significant influence on both size and strength of sec-
ondary currents generated by triangular ridges. The secondary currents grow in size as
spacing between ridges is increased until they occupy all available space in the channel.
With the further increase in s, secondary currents cannot grow larger as they already
reach δ scale, and tertiary flows emerge. At all considered ridge spacings, high- and
low-momentum pathways are observed in between and above ridges, respectively, and
no swap in their location is recorded at any investigated s. These findings are consistent
with the experimental results of Zampiron et al. [6].

Overall, secondary currents over triangular ridges are found to exhibit similar
behaviour as secondary flows over rectangular ridges, where the size of the secondary
currents increases with spanwise spacing and their strength is maximised when s
reaches the outer length scale of the flow [2]. The present study shows that while varia-
tion of Reynolds number has no effect on topology of the flow at any ridge spacing, Reτ
influences the levels of Reynolds and dispersive shear stresses. For cases with strong
secondary currents, 〈ũw̃〉+ levels in the outer layer increase with Reτ , while for nar-
row ridge spacings this increase is not observed (s = πδ/8) or significantly smaller
(s= πδ/4).

While spanwise ridge spacing is the primary parameter that influences the level of
secondary currents, other parameters, such as ridge base width, also affect secondary
currents [3,5]. However, base width has mainly been investigated for rectangular ridges
and far less is known for its effect in the context of other ridge shapes. Tertiary flows
were observed above very wide rectangular ridges [3,5], but it is not known whether a
similar effect could be observed above ridges with triangular cross-section. Although
linearised models suggest that even very wide triangular ridges cannot generate tertiary
flows [11], this prediction still needs to be tested either experimentally or using DNS.
Furthermore, only limited shape variation is possible for a rectangular cross-section
where all internal angles are fixed to 90◦ by definition, while other ridge cross-sections,
such as triangles, can allow a wider range of modifications.

Some of these questions will be addressed in the next stage of this project, where the
influence of triangular ridge configuration on secondary currents and turbulence statis-
tics will be studied. First, the effect of ridge base width will be considered by changing
equilateral triangular ridge cross-section to isosceles triangles. Next, the cross-section
will be changed to scalene triangles to establish the influence of varied side length.
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