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Preface

This book examines the complex science of biogeochemistry from a novel perspec-
tive, examining its comparatively recent development, while also emphasizing its 
interlinked relationship with the earth sciences (including the complementary sci-
ence of geochemistry), the geographical sciences (biogeography, oceanography, 
and geomatics), and the chemical sciences (including environmental chemistry, and 
overlapping with geochemistry). Biogeochemistry may be defined as the science 
that combines biological and chemical perspectives for the examination of the 
Earth’s surface, including the relations between the biosphere, lithosphere, atmo-
sphere, and hydrosphere. Biogeochemistry is a comparatively recently developed 
science that incorporates scientific knowledge and findings, research methodolo-
gies, and models linking the biological, chemical, and earth sciences. Therefore, 
while it is a definitive science with a strong theoretical core, it is also dynamically 
and broadly interlinked with other sciences. Biogeochemistry is highly scaled, from 
the smallest environmental units (chemical elements) through larger units (chemical 
compounds) to the largest units (hydrological, biological, geological, and atmo-
spheric systems such as oceanic differentiation, climate change, and global ecosys-
tems such as biomes). It is also highly temporalized, as past and current environments 
may necessarily be studied as a continuum. It is also highly spatial, as concepts such 
as regions, global energy flows, and latitudes assume relevance. This creates close 
links with the sciences of biogeography and biological oceanography, which are 
fundamentally spatial sciences. Biogeochemistry is also increasingly technological, 
linking to scientific developments such as geomatics and computing, and chemical 
analyses, which have increased the analytical and explanatory power of derived 
models and applied concepts. Links to the earth sciences, especially geochemistry 
and chemical oceanography, are also essential to the origins and current develop-
ments of biogeochemistry. These characteristics make biogeochemistry a vast sub-
ject, the full extent of which is beyond the coverage of a single volume.

Several detailed studies have been published on biogeochemistry and related sci-
ences, to enhance the knowledge of inquirers and stakeholders of the essence of this 
fascinating discipline, which is emerging from an integrated cluster of disciplines. 
However, few studies have examined the current and developing links between 
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biogeochemistry and related sciences, and how these complex and frequently even 
interdisciplinary sciences may assist in the development of biogeochemistry. This 
book covers cutting-edge topics on the science of biogeochemistry, examining its 
development, structure, interdisciplinary, multidisciplinary, and transdisciplinary 
relations, and the future of the current complex knowledge systems, especially in 
the context of technological developments. It also explores the links between this 
subject and the related sciences of geochemistry, biogeography, oceanography, 
earth systems science and systems ecology, environmental pollution, conservation 
biology, urban development, and technological developments such as geomatics. 
The origins of these highly complicated subjects are explored, as well as their roots 
in the basic sciences of chemistry, biology, and physics, using literature sources and 
research findings, as well as academic and scientific developments.

Writing such a book is an interesting challenge and reflects the author’s back-
ground in the ecological sciences, conservation biology and biogeography, geomat-
ics, environmental chemistry, and the issues of the Anthropocene. This book 
emerges as an acknowledgment of the importance of environmental change in cur-
rent and future scenarios, and a desire to communicate some of the exciting new 
developments between biogeochemistry and its founding, associated, and codevel-
oping disciplines. Although acknowledging the strong focus of biogeochemistry as 
a defined discipline, it also argues that the borders and wider relationships of this 
discipline are fluid, conditioned by technological and scientific developments, 
social and political requirements, and environmental change. Concepts emerge and 
decline in importance, and technological advancements may increase the analytical 
possibilities in scientific research. In writing this volume, the author acknowledges 
the current context of computerization, Big Data, Big Tech, modeling, global inter-
connectedness, and the rapidity of scientific development of current scientific 
developments.

This book is divided into eight chapters. Chapter 1 introduces biogeochemistry 
as a clearly defined but broad subject, within a larger multidisciplinary, cross- 
disciplinary, and interdisciplinary complementary network. It is argued that biogeo-
chemistry sits between the biological and geological sciences, hence the prefixes 
“geo” and “bio” which imply a link with both the earth sciences (e.g., geography, 
geology, geophysics, and geochemistry) and the life sciences (e.g., biology, bio-
chemistry, and biophysics). This gives biogeochemistry its fundamentally biogeo-
graphical character, the latter science comprising the spatial and networked issues 
of the biosphere, lithosphere, and hydrosphere. The main stem word of biogeo-
chemistry, “chemistry” also implies an  allegiance to the chemical sciences. The 
history of the discipline is explored, which emerged with studies of chemical ele-
ments and compounds and their spatial and temporal movements through various 
materials, networks, and spatial scales. It developed from the basic, earth, and envi-
ronmental sciences during the nineteenth and twentieth centuries, into a discipline 
that studies the cycling of chemical elements, namely carbon (C), nitrogen (N), 
phosphorous (P), potassium (K), oxygen (O), iron (Fe), calcium (Ca), selenium 
(Se), sulfur (S), and mercury (Hg). These components of compounds move through 
the lithosphere, atmosphere, hydrosphere, and biosphere. The chapter examines 
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case studies of such developments and explains how the breadth of the subject con-
tributes to knowledge of integrated environmental research. This provides a back-
ground for the remaining chapters.

Chapter 2 examines the environmental and earth science of geochemistry as the 
background discipline for biogeochemistry and for studies of the lithosphere and 
biosphere. The placing of a chapter covering geochemistry just after the introduc-
tion to biogeochemistry is justified on the grounds that geochemistry is among the 
principal sciences from which biogeochemistry emerged, and a basic cover of this 
founding science is therefore essential for the study of biogeochemistry. 
Geochemistry is defined as the study of the interfaces of geology and chemistry, 
using the methodology of the chemical sciences to investigate the Earth’s surface 
and interior composition. Geochemistry is presented as an extremely broad subject, 
as it uses a chemistry-based methodology to examine any part of the lithosphere and 
the links with the hydrosphere, atmosphere, and even the biosphere. Biogeochemistry 
is partly an offshoot of geochemistry, combined with biological inputs, as much of 
biogeochemistry lies between the biological sciences and geochemistry. The chap-
ter also examines selected topics of chemistry, and branches of chemistry are 
explored for their relevance to geochemistry. The development of chemistry as a 
subject has had significant developments for geochemistry and consequently 
advanced the science of biogeochemistry.

Chapter 3 examines the related, emerging science of Earth systems science (ESS) 
and refers to the application of systems science to the earth’s surface, and its links 
with biogeochemistry. The modern subject of Earth systems science is important for 
any consideration of biogeochemistry, as it considers the systems within which the 
biological and chemical interactions of biogeochemistry exist (the biosphere, litho-
sphere, hydrosphere, and atmosphere). The bases of Earth systems science, includ-
ing systems science, provide spatial and integrated methodologies that support the 
study of biogeographical and ecological relations, and the wider disciplines of the 
environmental sciences. Earth systems science is a comparatively new discipline, 
generally within or linked to physical geography. The breadth of Earth systems sci-
ence is strongly relevant to biogeochemistry, especially due to the shared multidis-
ciplinary, interdisciplinary, and transdisciplinary methodologies and subject matter, 
that overrides the artificial disciplinary boundaries between biological, chemical, 
and physical sciences. Earth systems science develops broader knowledge systems 
and integrates this knowledge while offering specialization to solve environmental 
issues. Earth systems science and biogeochemistry also relate to changes in the 
approaches of the basic sciences (chemistry, physics, mathematics, biology) and the 
applied environmental sciences (geochemistry, environmental chemistry, biochemi-
cal and chemical engineering, biochemistry, geophysics, environmental and atmo-
spheric physics, civil, geological, and environmental engineering, biogeography, 
oceanography, statistics, etc.). These analyses contribute to the development of bio-
geochemistry as a strong, emerging discipline, and its role in wider environmental 
research.

Chapter 4 examines the contribution of the modern discipline of geography to 
biogeochemistry, especially through the geographical subdisciplines of 
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biogeography and geomatics, these being expanding, interconnected, hybrid 
branches of life, earth, conservation, spatial, and technical sciences. The chapter 
notes that the geographical subdisciplines contribute to biogeochemistry as a region-
ally and globally scaled subject, by acknowledging spatial scales from the local to 
the global, the interconnected linking of multiple ecosystems through which the 
biogeochemical relations interact, and the use of increasingly sophisticated, 
computer- generated research methodologies. The chapter also acknowledges the 
lack of studies that examine the increasingly complex relationship between biogeo-
chemistry and geographical subdisciplines. Biogeography is defined and compared 
with biogeochemistry, using studies that compare the two disciplines. Geomatics- 
based studies mostly center on the use of GIS, radar, satellite imaging, and LiDAR- 
based research to uncover new assessments of biogeochemical parameters such as 
vegetation, water, and soil. Case studies are taken from the global scale of biomes 
and earth systems and local contexts, including the role of human action on these 
ecosystems.

Chapter 5 examines the biogeochemistry of the oceans and marine life, within 
the larger context of global biogeochemistry. The science of oceanography is pos-
ited as a major scientific contribution to biogeochemistry. As the links between 
oceanography are largely through biological and chemical (including geological) 
systems, the four branches of oceanography (biological, chemical, physical, and 
geological oceanography) are examined in relation to marine biogeography and 
biology, marine chemistry, marine physics and marine geology, and marine applica-
tions of geomatics techniques, especially LiDAR. Biological oceanography is con-
trasted with the overlapping science of marine biology, the former being more 
focused on broader marine ecosystems, and the latter more focused on narrower, 
species-focused studies. Marine biogeography is also examined, as the links 
between the sciences of biogeochemistry and biogeography apply strongly in the 
oceanic context. Chemical oceanography or marine chemistry is argued to be situ-
ated within the larger global biogeochemical cycles, with the ocean being an impor-
tant or even dominant component and storage of these systems. The relationship 
between biogeochemistry, biogeography, and oceanic sciences is still evolving, but 
more studies are required that seek explanations of this complex relationship at 
global levels. The biogeochemistry of oceanic systems enables the existence and 
variables in animal and plant biogeography, and the biogeography of the ocean also 
plays a role in the biogeochemistry of these oceans. Living and dead organisms 
interact strongly with the chemical elements and compounds of the oceans, with 
compounds enabling and constraining the distributions of each other. Case studies 
are cited from all the Earth’s oceans. It is concluded that the biogeochemistry and 
the biogeography of the Earth’s oceans are linked as explanatory factors, within the 
wider scenario of the Earth, life, and environmental sciences.

Chapter 6 examines the interface of biogeochemistry and environmental chemis-
try, from conservation biology and conservation biogeography perspectives. Natural 
processes and human-constructed systems have changed the environmental chemis-
try of many ecosystems, and hence the biogeochemistry and the biogeography of 
several species at all levels of the food webs. This has compromised the 
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conservation biogeography of these species. Topics covered include the deliberate 
and accidental poisoning of animals with artificial toxicants, heavy metals, and 
other compounds such as anti-inflammatory drugs (NSAIDs), polychlorinated 
biphenyls (PCBs), and pesticides such as herbicides, fungicides, zoocides, insecti-
cides, and rodenticides. The chapter argues that the information on these relations is 
largely scattered, focusing on the impacts of particular chemicals on particular spe-
cies, rather than on combined chemical groups on ecosystems, and the possibilities 
for conservation science and policy, within the larger biogeochemical scenario. 
Additionally, current research findings indicate an increasing shift from case studies 
of global-scale chemical flows to smaller scales at the regional, local, and micro- 
level scenarios. Case studies are presented on the impacts of lead, pesticides, and 
veterinary compounds on large raptorial and scavenging birds, toxic pollution of 
aquatic and marine life, and the associated impacts of land cover change on ecosys-
tems. Conservation policies are also assessed, with case studies from several conti-
nents. As chemical systems are increasingly studied as linked to conservation 
biology, some positive results have emerged.

Chapter 7 examines the field of urban biogeochemistry, with Asian and South 
American examples. The perspective is the examination of the relations between 
urban biogeochemistry and the related biological, hydrological, chemical, and geo-
logical sciences, especially urban biogeography and urban geochemistry. It is 
argued that human population increases in a coevolutionary relationship with eco-
nomic development, and developmental activities (especially that of linear infra-
structure) impact the human environment, and some studies examine the ecological 
aspects of linear infrastructure developments while neglecting the biogeochemical 
issues of these developments. Examples of biogeochemical issues linked to linear 
infrastructural developments include changes in soil hydrology, invasions of exotic 
species with road and highway construction, changes in biological composition and 
ecological balances, complicated synergistic interactions, and feedback loops for 
surface runoff from roads, hydrocarbon pollution from groundwater and oil spills 
from pipelines, and the Urban Heat Island effect. Local environmental chemistry, 
hydrology, and plant nutrient levels and productivity may be negatively impacted by 
construction work. Urban infrastructure development may contribute to drainage 
disruption and rapid slope runoff, varied water discharge, slope instability, soil com-
paction and disturbance, the creation of impermeable ground layers, drainage dis-
ruption, deforestation, and pollution, which affect chemical cycling, especially 
elements such as carbon and nitrogen, and pollutants. Therefore, the biogeochemis-
try of such developments must be taken into consideration, in addition to profits and 
sustainable planning. This contributes to the investigation of the biogeochemical 
bases of linear development projects.

Chapter 8 covers the possible future of biogeochemistry, including its supporting 
research methods and relations with supporting and complementary sciences. 
Biogeochemistry has a bright and even decisive future as a discipline and as a sci-
entific background for applied research, partly due to its association with other 
complementary disciplines, which may feed the biogeochemical studies with 
research methods and scientific advancements. Examples of relevant developments 
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include the increasing sophistication of the geographical and geomatics-based 
research methodologies, such as LiDAR and computer techniques within the bio-
geographical and other environmental sciences, and the growing international 
acknowledgment of the relevance of multidisciplinary and interdisciplinary meth-
ods in scientific research on the environment. Predictive modeling is mentioned as 
an important development for future research methodologies. Additionally, devel-
opments based on human impacts on the environment are increasingly relevant. The 
increasingly complex nature of biogeochemical changes indicates that future assess-
ments may be dominated by models, some analytical, others predictive, and even 
retrospective.

Burnaby, BC, Canada Michael O’Neal Campbell  
Project Associates, Wildlife Institute of India  
Dehradun, India 

Adil Khan
  Indushree Maharana   

The original version of the book has been revised. A correction to this book can be found at 
https://doi.org/10.1007/978-3-031-47017-2_10
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Chapter 1
Biogeochemistry and Its Complexity

Michael O’Neal Campbell

Abstract This chapter provides a background to the science of biogeochemistry, 
examining its history, content, and relationship with other disciplines. This supports 
the novel approach of this book, which is to examine biogeochemistry from the 
perspective of its relationship with other disciplines, and thus illustrates its impor-
tance in current scientific research in the biological, environmental, and earth sci-
ences. Biogeochemistry is an extremely broad, yet detailed subject, with a 
multidisciplinary, cross-disciplinary, and interdisciplinary focus. Although it is fun-
damentally a biological science, it is deeply rooted in the study of chemical ele-
ments and compounds and their spatial and temporal movements through global, 
regional, and local physical spaces. Its name, including the prefixes “geo” and “bio,” 
implies a concern with the earth sciences (e.g., geography, geology, geophysics, and 
geochemistry), the life sciences (e.g., biology, biogeography, biochemistry, and bio-
physics), and pure and environmental chemistry. With the word “chemistry” as the 
main stem word, biogeochemistry is conceived as a branch or an allied discipline of 
the chemical sciences. Currently, biogeochemistry has developed into a vast field of 
study, including studies of biological, chemical, and geological aspects of the envi-
ronment, their interactions, and the chemical cycling between these spheres. This 
chapter examines the historical development of biogeochemistry and the chemical 
cycling of the main chemical elements. Biogeochemistry developed from the basic, 
earth, and environmental sciences during the nineteenth and twentieth centuries, 
and later included topics such as atmospheric chemistry, carbon cycling, climate 
change and weathering, biological sciences, and links between climate and the solid 
earth. Chemical elements studied included carbon (C), nitrogen (N), phosphorous 
(P), potassium (K), oxygen (O), iron (Fe), calcium (Ca), selenium (Se), sulfur (S), 
and mercury (Hg). Each of these elements is examined as a component of com-
pounds that comprise and move through the lithosphere, atmosphere, hydrosphere, 
and biosphere. For example, common compounds that contain carbon include dia-
mond, graphite, Carbon-14 (pure), calcium carbonate (CaCO3), and dolomite 
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(CaMg(CO3)2). Compounds containing oxygen include carbon monoxide (CO), 
carbon dioxide (CO2), calcium hydroxide (Ca (OH)2, and calcium oxide (CaO), 
while those with nitrogen include ammonium (NH+4), nitrite (NO−2), nitrate 
(NO−3), nitrous oxide (N2O), and nitric oxide (NO). In recent decades, biogeo-
chemistry has evolved into a complex discipline beyond the chemical bases of its 
development, including the broader issues of global chemical cycling, and the inter-
facial relations between the biosphere, lithosphere, hydrosphere, and atmosphere. 
This breadth is shared with the related sciences. This chapter, therefore, explores the 
rudiments of these relationships, for the greater detail of the later chapters.

 Introduction

Biogeochemistry is a broad, yet deep, discipline, with a regional and global focus, 
serving as the backbone of some other large-scale spatial sciences like biogeography 
and oceanography, and is strongly linked to its background subjects including geo-
chemistry, environmental chemistry, and ecology (Butcher et al., 1992; Libes, 1992; 
Dobrovolsky, 1994; Malyuga, 1995; Schlesinger, 1997; Kabata-Pendias & Pendias, 
1999; Bashkin & Howart, 2002; Campbell, 2017, 2018; Schlesinger & Bernhardt, 
2020). With this breadth, the definitions of the science of biogeochemistry may vary 
(Campbell, 2020). The only common terms in the definition are usually based on the 
biological, geological and chemical bases of the subject (bio, geo, chemistry), and 
the global focus (e.g., global chemical cycling), with varying focus on these compo-
nents. The study of chemical element movements through the Earth’s solid, water, 
and air systems (the lithosphere, hydrosphere, and atmosphere, respectively) has 
come to dominate some research developments (Butcher et al., 1992; Libes, 1992; 
Dobrovolsky, 1994; Malyuga, 1995; Campbell, 2017, 2018; Schlesinger & Bernhardt, 
2020). Britannica (2020) refers to the term biogeochemical “as a contraction that 
refers to the consideration of the biological, geological, and chemical aspects of each 
cycle” and biogeochemical cycling as “any of the natural pathways by which essen-
tial elements of living matter are circulated.” Zavarzin (2008) writes that the biogeo-
chemical cycles “represent the major chemical machinery on the Earth.” These 
chemical movements are also fundamental to the understanding of modern physical 
geography, environmental science, and ecology (Campbell, 2018).

Citing the location of biogeochemistry between the physical/chemical sciences 
and the life sciences, up to the global level, Cutter (2005) notes that biogeochemis-
try can be defined “as the mutual interactions (two-way) between the biology and 
chemistry of the Earth system, and as such is clearly an important component of the 
broader discipline of geobiology.” Karl and Schlesinger (2014) give an extremely 
wide definition, as biogeochemistry refers to “the holistic study of the Earth sys-
tem,” and biogeochemical research includes “theoretical, observational, experimen-
tal, and modeling components, and now spans from molecular studies to the largest 
scales in space and time that affect our planet. Therefore, as a scientific discipline, 
biogeochemistry is both integrative and transdisciplinary, and it is attracting a new 
and diverse spectrum of investigators each year.” According to this definition, an 
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important distinguishing point is the focus on the interactions of living organisms 
within the lithosphere, atmosphere, and hydrosphere. There is also an acknowledg-
ment of the increasing relevance of biogeochemistry to the current global climate 
changes and anthropogenic impacts (Karl & Schlesinger, 2014). It is further argued 
that “while there are no rigid intellectual boundaries between biogeochemistry and 
other fields that also seek a fundamental understanding of our universe, a distin-
guishing characteristic is the interaction of living organisms within the crust of the 
Earth and its atmosphere and hydrosphere” (Karl and Schlesinger, 2014).

Schlesinger (2004) also gives a very broad definition, mostly from chemical per-
spectives, but inclusive of other sciences, as basically, “the chemistry of the arena of 
life – that is Earth’s biogeochemistry – will be at the center of how well we do, and 
all biogeochemists should strive to articulate that message clearly and forcefully to 
the public and to leaders of society, who must know our message to do their job 
well.” Biogeochemistry is defined as a recently developed discipline, while also 
being an integrative subject that attempts an understanding of the functioning of the 
planet Earth, which is a closed chemical system supportive of life for possibly over 
3.5 billion years. The interdisciplinary nature of biogeochemistry is important, as 
the subject is studied by different specialists; “for example, it is pursued by physi-
cists who want to understand what determines Earth’s climate, also by molecular 
biologists who want to understand what controls the gene expression for certain 
biochemical pathways, and by geologists who want to understand what controls the 
breakdown of rocks and the composition of the oceans through geologic time” 
(Schlesinger, 2004). It is further noted that “biogeochemistry is often described as 
the chemistry of the surface of the Earth, where the imprint of life is pervasive. 
Biogeochemistry is at the heart of global-change biology  – trying to predict the 
human impact on the surface chemistry of the planet” (Schlesinger, 2021a).

Recent developments in biogeochemistry have engaged with dynamic changes in 
global, regional, and local ecological, biogeographical, and environmental issues, 
and according to Karl and Schlesinger (2014), there have been “collaborations 
among individuals who do not normally interact, where the whole of the coordi-
nated effort is much greater than the sum of its parts,” the reduction of the “rigid 
intellectual boundaries between biogeochemistry and other fields,” new sections in 
biogeosciences in the Ecological Society of America and the American Geophysical 
Union, new professional journals, and increased links between biogeochemistry and 
geochemistry (Karl & Schlesinger, 2014). The authors also defend the “bio” in bio-
geochemistry, as “biota – ranging from bacteria to higher plants” relating to “the 
level of CO2 in the atmosphere, the amount of precipitation that falls on land, the 
content of nitrogen and phosphorus in rivers, and the silicon that is deposited in 
ocean sediments,” which therefore indicates that “life’s diversity – the bio in bio-
geochemistry – performs a great service to us, which we must understand better if 
we are to preserve its function” (Karl & Schlesinger, 2014).

Academic institutions have also cited definitions that support their research, and 
relate to current realities, which are important as such definitions may reflect the 
rapidly changing world of scientific work and student education in the twenty-first 
century. The Scripps Institution of Oceanography (2022) states that 
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biogeochemistry studies the “chemical interactions between living things and the 
natural environment, ranging from how organisms incorporate and respond to ele-
ments in their environment to the alterations biological systems make to the chemi-
cal environment of the Earth.” The Department of Marine Sciences (2022) of the 
University of Georgia also prioritizes the biological aspect of the discipline, as “bio-
geochemistry examines the role of biological processes in mediating the chemical 
and geological dynamics of the Earth’s atmosphere, hydrosphere, and lithosphere. 
It is an inherently interdisciplinary science… The integrative nature of this work 
requires the application of tools from a wide range of disciplines such as microbiol-
ogy, geochemistry, ecology, hydrology, mathematics, and physics.” This integration 
between the life and physical sciences was acknowledged by the Woods Hole 
Oceanographic Institution (2022), which offers a broader definition: biogeochemis-
try “explores the physical, chemical, biological, and geological processes and reac-
tions that govern the composition of and changes to the natural environment… the 
cycles of crucial elements, such as carbon and nitrogen, and their interactions with 
other substances and organisms as they move through Earth’s atmosphere, hydro-
sphere (water and ice), biosphere (life), and lithosphere (rock).” Additionally, bio-
geochemistry “focuses especially on the diverse and interlinked chemical cycles 
that are either driven by or have an impact on biological activity, in particular car-
bon, nitrogen, sulfur, and phosphorus” (Woods Hole Oceanographic 
Institution, 2022).”

Historically, biogeochemistry traces its roots to the developments of the basic, 
earth, and environmental sciences, mostly during the nineteenth and twentieth cen-
turies (Bianchi, 2021) (Table  1.1). For example, Laane and Middleburg (2011) 
describe the concept of biogeochemistry as about one hundred years old, being 
originated by the Russian scientist Vernadsky in 1926. Bianchi (2021, see also 
Gorham, 1991; Butcher et  al., 1992; Libes, 1992; Dobrovolsky, 1994; Malyuga, 
1995; Schlesinger, 1997; Schlesinger & Bernhardt, 2020) notes that biogeochemis-
try evolved with new methodologies and understandings of earth science topics 
such as atmospheric chemistry, carbon cycling, and climate change and weathering, 
and biological (including microbial) links between climate and the solid earth, with 
links to ecology, evolution and biogeography. Unlike Ecosystem Science and Earth 
System Science, “the roots of biogeochemistry are… not… as centrally linked with 
ecology and geology, respectively” (Bianchi, 2021). Twentieth-century develop-
ments included increased knowledge of carbon cycling, agricultural technology, 
human demographic change, and environmental events such as eutrophication. By 
the twenty-first century, molecular technologies, genetics, geomatics, and Earth 
system models had also made important contributions (Bianchi, 2021) (Table 1.1).

At the beginning of the twentieth century, there was a pronounced tendency for 
scientific disciplines to divide into variably related, specialized subdisciplines. The 
biosphere concept, originated by the Austrian geologist Eduard Suess in his work 
Die Entstehung der Alpen (1875), was further developed by Vernadsky, who by 
contrast, sought to create a trend toward increased integration of the biological and 
physical sciences. Bianchi (2021) notes that biogeochemistry was “born from mul-
tidisciplinary interactions between biological, geological, and chemical sciences 
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Table 1.1 History of biogeochemistry

Time cluster Dominant themes References

2433–2374 BP Physical world divided into air, water, fire, and 
earth

Empedocles 
(483–424 BC)

Seventeenth to 
nineteenth 
centuries

Geology and earth science links, spatial 
biochemistry, including elementary chemical 
modeling, Earth as a superorganism

Hutton (1795), Gorham 
(1991)

Late nineteenth 
century

Increased links between geochemistry and the 
biosphere, chemistry as a sophisticated science.

Suess (1875), Arrhenius 
(1896), Vernadsky 
(1926)

Twentieth century Broader studies of links between earth, 
atmospheric, oceanic and life sciences

Vernadsky (1926, 1944, 
1945), Bianchi et al. 
(2018)

Twentieth to 
twenty-first 
century

Increased recognition of human role in changing 
biogeochemical relations

Campbell (2020)

Sources: Bianchi (2021). The scientists listed in the reference column participated in the founda-
tion of some sciences that later were relevant to the development of biogeochemistry. For example, 
Arrhenius was among the founders of the science of physical chemistry, including the theory of 
electrolytic dissociation, and the hypothesis of the greenhouse effect as a result of burning fossil 
fuels. Hutton, a geologist, and polymath, sometimes referred to as the “Father of Modern Geology,” 
helped in the development of geology as a modern science. Vernadsky was a mineralogist and 
geochemist, and a founding influence on geochemistry, biogeochemistry, and radiogeology. 
Empedocles developed the theory of four elements composing the Earth: fire, air, water, and earth

early in the 19–20th centuries,” and “has continued to expand its scope in the 
twenty-first century on scales that range from microbiological/‘omics approaches 
(genomics, transcriptomics, proteomics, and metabolomics) to global elemental 
flux transfers in Earth System models” (see also Steffen et al., 2020), and that bio-
geochemistry enabled clustering of geobiology and geochemistry. Other research-
ers have published related pieces on the development of biogeochemistry within the 
earth, environmental, and even socio-economic sciences (Campbell, 2017, 2018).

Laane and Middelburg (2011) note that eventually, biogeochemistry gained 
much greater attention, “especially because the footprint of man on his own envi-
ronment is increasing and integrated information and knowledge is necessary to 
understand man’s impact,” and “an enormous explosion has been observed in the 
number of scientific papers containing the keyword biogeochemistry,” making the 
examination of the content and changing trends of biogeochemistry a historically 
timely endeavor (Laane & Middleburg, 2011). These studies may involve chemical 
as well as biological foundations. Numerous chemical elements may be studied, and 
these may form complex compounds (Tables 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 
1.10, 1.11, and 1.12). These tables show some of the chemical elements and the 
compounds that may be formed between these compounds. Further, it is noted that 
“elements within biogeochemical cycles flow in various forms from the nonliving 
(abiotic) components of the biosphere to the living (biotic) components and back” 
(Britannica (2020). See Figs. 1.1, 1.2, 1.3, 1.4, and 1.5 for examples of the compo-
nents of the Earth’s system.
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Table 1.2 Examples of chemical elements of earth systems, involved in biogeochemical cycling

Element Symbol A few examples of related compounds

Carbon C Diamond, graphite, carbon-14 (pure); calcium carbonate (CaCO3), 
dolomite (CaMg(CO3)2)

Nitrogen N Ammonium (NH+4), nitrite (NO−2), nitrate (NO−3), nitrous oxide 
(N2O), nitric oxide (NO)

Phosphorous Phosphophyllite Zn2 (Fe, Mn)(PO4)2 4H2O, apatite group 
Ca5(PO4)3(F,Cl,OH), Triphylite Li(Fe,Mn)PO4

Potassium K Potassium chloride (KCl), sylvite (KCl), carnallite (MgCl2.KCl), 
polyhalite (2CaSO4.K2SO4.2H2O)

Oxygen O Carbon monoxide (CO), carbon dioxide (CO2), calcium hydroxide (Ca 
(OH)2, calcium oxide (CaO)

Iron Fe Hematite (Fe2O3), magnetite (Fe3O4), siderite (FeCO3), pyrite (FeS2), 
ferrous oxide (FeO), ferric oxide (Fe2O3)

Calcium Ca Calcium chloride (CaCl2), calcium carbonate (CaCO3), calcium oxide 
(CaO), calcium sulfate (CaSO4)

Selenium Se Selenium dioxide (SeO2), selenous acid (H2SeO3), selenium oxychloride 
(SeO2Cl2), selenic acid (H2SeO4)

Sulfur S Lead sulfide (PbS), zinc sulfide (ZnS), iron disulfide, (FeS2), barium 
sulfate (BaSO4)

Mercury Hg Methylmercury (CH3Hg), mercury chloride (Hg2Cl2), mercuric oxide 
(HgO), mercury hydride (HgH)

Sources: Klein and Hurlbut Jr. (1985), Thomas and Weller (1992), Greenwood and Earnshaw 
(1997), Appl (1999), Schultz et  al. (2000), Warren (2000), Wildermuth et  al. (2000), Rytuba 
(2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and Vydra (2006), 
Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger et  al. (2010), 
Bodnar et al. (2012), Böcker et al. (2013), Calvo and Lamberg-Allardt (2015), Rieuwerts (2015), 
Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table lists the main chemical elements that occur in global biogeochemical cycling, and com-
pounds that are formed from combinations of the elements. Carbon, nitrogen, and oxygen are 
among the most important elements, and may form the most important compounds for life. These 
elements may move through the lithosphere, atmosphere, biosphere, and hydrosphere, the last of 
which is illustrated below

Biogeochemical cycles transform energy and matter into forms usable for eco-
system functioning and relate to the movement of matter between the Earth’s main 
reservoirs (the atmosphere, the terrestrial biosphere, the oceans, and the solid soil 
and rock geosphere) (Brusseau et al., 2019). The study of biogeochemical cycles 
assumes the existence of two main components. These are “a reservoir (nutrient) 
pool – a larger, slow-moving, usually abiotic portion- and an exchange (cycling) 
pool – a smaller but more-active portion concerned with the rapid exchange between 
the biotic and abiotic aspects of an ecosystem” (Britannica, 2020). The biogeo-
chemical cycles can be defined as gaseous, in which the reservoir is either the air or 
the oceans (through evaporation), or sedimentary, where the reservoir is the Earth’s 
crust. The gaseous cycles include those of nitrogen, oxygen, carbon, and water, 
while the sedimentary cycles comprise those of iron, calcium, phosphorus, sulfur, 
and other more-earthbound elements (Britannica, 2020). These biogeochemical 
cycles are crucial for biological systems and influence global, regional, and local 
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Table 1.3 Carbon-included compounds that are involved in biogeochemical cycling

Associated 
element Examples of compounds

Nitrogen Cyanogen (C2N2), dicyanoacetylene (C4N2), hydrogen cyanide (HCN), 
tetracyanoethylene (C2(CN)4)

Phosphorous Carbon phosphate (C3O16P4), adenosine triphosphate (C10H16N5O13P3), 
organophosphorus compounds

Potassium Potassium carbonate (K2CO3), potassium bicarbonate (KHCO3)
Oxygen Carbon dioxide (CO2), carbon monoxide (CO), ethanol (C2H6O), glucose (C6

H12O6)
Iron Siderite (FeCO3), ferric carbonate (Fe2(CO3)3, iron carbide (Fe3C), Iron 

pentacarbonyl (Fe(CO)5)
Calcium Calcium carbonate (CaCO3), calcium bicarbonate (Ca(HCO3)2)
Selenium Carbon diselenide (CSe2), selenomethionine (C5H11NO2Se), dimethyl selenide 

((CH3)2Se)
Sulfur Carbon sulfur (CH6S), organosulfur compounds (e.g., sulfides – carbon 

disulfide CS2, carbon monosulfide CS
Mercury Organomercury compounds: methylmercury (II) CH3Hg+; ethylmercury(II) 

C2H5Hg+; dimethylmercury, (CH3)2Hg)

Sources: Klein and Hurlbut Jr. (1985), Thomas and Weller (1992), Greenwood and Earnshaw 
(1997), Appl (1999), Schultz et  al. (2000), Warren (2000), Wildermuth et  al. (2000), Rytuba 
(2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and Vydra (2006), 
Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger et  al. (2010), 
Bodnar et al. (2012), Böcker et al. (2013), Calvo and Lamberg-Allardt (2015), Rieuwerts (2015), 
Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table lists the main chemical compounds that contain carbon and the elements listed in the 
first column. The National Ocean Service (2023) notes that “Carbon is the foundation for all life 
on Earth,” and “carbon atoms continually travel from the atmosphere to the Earth and then back 
into the atmosphere” and “carbon is continually exchanged between the ocean’s surface waters and 
the atmosphere or is stored for long periods of time in the ocean depths”

biogeography (Campbell, 2018). The commonest elements for organic molecules, 
which are the basis of life forms are carbon, nitrogen, hydrogen, oxygen, phospho-
rus, and sulfur (Table 1.2). Boero et al. (2019) add the importance of biogeochemi-
cal studies for the “understanding of primary producers, these often termed 
‘nutrients’… and hence biogeochemical cycling may be an indication of ecosystem 
functioning and ecological processes” (Boero et al., 2019) and a measure of eco-
logical processes (Campbell, 2022).

Biogeochemical studies, as noted in several definitions of the research focus 
(e.g., Karl & Schlesinger, 2014), may also examine the impact of biological organ-
isms on the Earth’s chemistry, a complex subject due to the vast number of biologi-
cal species which may impact variously on the chemical environment, increasing 
the size of the biogeochemical subject area (Hellweger, 2008; Campbell, 2017, 
2018; Schlesinger & Bernhardt, 2020). Tartowski and Howarth (2013) support this 
definition, stating that biogeochemistry is the “discipline which studies biotic con-
trols on the chemistry of the environment and geochemical controls on the structure 
and function of ecosystems.” Woods Hole Oceanographic Institution (2022) points 
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Table 1.4 Nitrogen-included compounds that are involved in biogeochemical cycling

Associated 
element Compounds

Carbon Cyanogen (C2N2), dicyanoacetylene (C4N2), hydrogen cyanide (HCN), 
tetracyanoethylene (C2(CN)4)

Phosphorous Nitrogen phosphorus carbonate (C3NO9P), ammonium dihydrogen phosphate 
(NH4)(H2PO4), diammonium phosphate (NH4)2HPO4)

Potassium Potassium nitrate (KNO3), potassium nitride (K3N), potassium nitrite (KNO2)
Oxygen Nitric oxide (NO), nitrogen dioxide (NO2), nitrogen trioxide (NO3), nitrous 

oxide (N2O).
Iron Iron nitrides (Fe2N, Fe3N4, Fe4N, Fe7N3 and Fe16N2), Fe-NH(2) to Fe-NH(3), 

ferric nitrate (Fe(NO3)3
.(H2O)n)

Calcium Calcium nitride (Ca3N2), calcium nitrite (Ca(NO2)2), calcium nitrate 
(Ca(NO3)2(H2O)x

Selenium Nitrogen selenide (N4Se4), selenium nitride (Se2N2), selenium-nitrogen halides 
[N(SeCln)2]+

Sulfur Sulfur mononitride (NS), tetrasulfur tetranitride, S4N4, disulfur dinitride, S2N2

Mercury Mercury-nitrogen (Hg-N), mercury(I) nitride (Hg2)3N2, mercury II nitrate 
(Hg(NO3)2)

Sources: Klein and Hurlbut Jr. (1985), Thomas and Weller (1992), Greenwood and Earnshaw 
(1997), Appl (1999), Schultz et  al. (2000); Warren (2000), Wildermuth et  al. (2000), Rytuba 
(2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and Vydra (2006), 
Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger et  al. (2010), 
Bodnar et al. (2012), Böcker et al. (2013), Calvo and Lamberg-Allardt (2015), Rieuwerts (2015), 
Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table presents the nitrogen-included compounds that occur through biogeochemical cycling. 
As noted by Kuypers et al. (2018: 263), “Nitrogen is an essential component of all living organ-
isms and the main nutrient limiting life on our planet” and “by far, the largest inventory of freely 
accessible nitrogen is atmospheric dinitrogen”

to the importance of biological phenomena, as “biogeochemistry is the study of the 
nearly limitless “transactions” that drive the entire planetary system, including life 
on Earth. Understanding these fundamental processes provides crucial insights into 
how life formed, has evolved, is sustained, and is threatened on our planet, and how 
the various chemical cycles govern and regulate Earth’s climate and environment.”

Table 1.2 shows the common chemical elements and some of the compounds 
created when these elements combine with other elements. Tables 1.2, 1.3, 1.4, 1.5, 
1.6, 1.7, 1.8, 1.9, 1.10, 1.11, and 1.12 show more details on the combinations of 
elements into compounds. These tables are provided to illustrate the chemical ele-
ments and compounds that compose the materials of biogeochemical cycling. The 
models in Figs. 1.6, 1.7, 1.8, 1.9, 1.10, 1.11, 1.12, 1.13, 1.14, 1.15, and 1.16 show 
simplified examples of the biogeochemical cycles. All the cycles include stages in 
the lithosphere, biosphere, hydrosphere, and atmosphere. All the compounds 
described may be formed naturally or through human scientific action, but fre-
quently occur in the environment and may have variable impacts on plant and ani-
mal ecologies. Some compounds are relatively insoluble solids, while others may be 
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Table 1.5 Phosphorus compounds that are involved in biogeochemical cycling

Associated 
element Compounds, including phosphorus

Carbon Carbon phosphate (C3O16P4), adenosine triphosphate (C10H16N5O13P3), 
organophosphorus compounds

Nitrogen Nitrogen phosphorus carbonate (C3NO9P), ammonium dihydrogen phosphate 
(NH4)(H2PO4), diammonium phosphate (NH4)2HPO4)

Potassium Potassium phosphorus (H3KP), tripotassium phosphate (K3PO4), potassium 
phosphate (K3PO4)

Oxygen Phosphorus pentoxide (P4O10), phosphoryl chloride (POCl3), 
triphenylphosphine oxide (OP(C6H5)3)

Iron Ferric phosphate (FePO4), iron phosphide (FeP), ferrous ammonium phosphate 
(FeNH4PO4)

Calcium Hydroxyapatite (Ca5(PO4)3(OH), calcium phosphate (Ca3(PO4)2)
Selenium Phosphorus selenide (P4 Se3), triphenylphosphine selenide (C6H5)3PSe
Sulfur Phosphorus pentasulfide (P2S5), phosphorus sesquisulfide (P4S3)
Mercury Mercury phosphate (Hg3O8P2), mercury(ii) phosphite (Hg3O6P), 

mercury(2+);phosphate (HgO4P−)

Sources: Klein and Hurlbut Jr. (1985), Thomas and Weller (1992), Greenwood and Earnshaw 
(1997), Appl (1999), Schultz et  al. (2000), Warren (2000), Wildermuth et  al. (2000), Rytuba 
(2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and Vydra (2006), 
Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger et  al. (2010), 
Bodnar et al. (2012), Böcker et al. (2013), Calvo and Lamberg-Allardt (2015), Rieuwerts (2015), 
Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table describes the phosphorus-included compounds that may circulate in global biogeo-
chemical cycles. Phosphorus cycling is nonatmospheric as phosphorus-based compounds are 
mostly solids (Turner et al., 2005). “Organic phosphorus is involved in almost every biological 
process.” (CABI Digital Library, 2023)

dissolved into water or gaseous form, especially those containing nitrogen, oxygen, 
and carbon (Campbell, 2022).

 Links Between Biogeochemistry and Other Sciences

Biogeochemistry is strongly linked to numerous environmental and earth sciences, 
as it is scaled from the study of microbial ecologies and chemical elements to the 
characteristics of vast Earth systems (Figs. 1.17, 1.18, 1.19, and 1.20). At the most 
basic level, the primary science is chemistry (Campbell, 2017, 2018). The basic 
components of biogeochemistry include the atmospheric, solid earth, biological and 
water sciences. Branches of biogeochemistry may link with associated disciplines, 
or even disciplines less related, but relevant to chemistry or even biology, such as 
urban planning and pollution. The spatial, global perspective of biogeochemistry 
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Table 1.6 Potassium compounds that are involved in biogeochemical cycling

Associated 
element Compounds

Carbon Potassium carbonate (K2CO3), potassium bicarbonate (KHCO3)
Nitrogen Potassium nitrate (KNO3), potassium nitride (K3N), potassium nitrite (KNO2)
Phosphorus Potassium phosphorus (H3KP), tripotassium phosphate (K3PO4), potassium 

phosphate (K3PO4).
Oxygen Potassium Oxide (K2O), potassium peroxide (K2O2), potassium hydroxide 

(KOH).
Iron Potassium ferrate (K2FeO4), potassium ferrioxalate (K3[Fe(C2O4)3].) or 

K3[Fe(C2O4)3]·3H2O (trihydrate)
Calcium Potassium calcium citrate (C6H5CaKO7), calcium potassium phosphate 

(CaKO4P).
Selenium Potassium selenocyanate (CNKSe), potassium; selenium2-(KSe2

−3), 
potassium selenate (K2SeO4)

Sulfur Potassium sulfate (K2SO4), potassium sulfite (K2SO3), potassium 
metabisulfite (K2S2O5).

Mercury Potassium mercuric iodide (K2HgI4), mercuric potassium cyanide 
(C4HgN4.2K)

Sources: Klein and Hurlbut Jr. (1985), Thomas and Weller (1992), Greenwood and Earnshaw 
(1997), Appl (1999), Schultz et  al. (2000), Warren (2000), Wildermuth et  al. (2000), Rytuba 
(2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and Vydra (2006), 
Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger et  al. (2010), 
Bodnar et al. (2012), Böcker et al. (2013), Calvo and Lamberg-Allardt (2015), Rieuwerts (2015), 
Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table lists some potassium-included compounds that may circulate in global biogeochemical 
cycles. Schlesinger (2021b: 427) notes that “Potassium presents a conundrum for biogeochemists. 
Potassium is cycled wastefully at the plant level, but it appears to be conserved in the nutrient 
budgets of entire ecosystems, where it sometimes limits net primary productivity”

also links it with the geographical sciences, including oceanography (Figs. 1.26, 
1.27, 1.28, 1.29, 1.30, and 1.31).

 Biogeochemistry and Physical Geography

Biogeochemistry is also closely linked to physical geography, and in some cases 
may even be seen as almost synonymous to physical geography (Campbell, 2017, 
2018). As pointed out by Warf (2010), “biogeochemistry is the chemistry of Earth’s 
surface. Or, in other words, it is physical geography through the lens of chemistry” 
and a “biogeochemical cycle examines how a particular chemical element moves 
through the physical geographic spheres (i.e., the atmosphere, biosphere, litho-
sphere, and hydrosphere).” While some classifications of physical geography divide 
the discipline into the sections of geomorphology, climatology, pedology, biogeog-
raphy and sometimes oceanography and geomatics, the perspective of 
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Table 1.7 Oxygen compounds that are involved in biogeochemical cycling

Associated 
element Compounds

Carbon Carbon dioxide (CO2), carbon monoxide (CO), ethanol (C2H6O), glucose (C6

H12O6)
Nitrogen Nitric oxide (NO), nitrogen dioxide (NO2), nitrogen trioxide (NO3), nitrous 

oxide (N2O)
Phosphorus Phosphorus pentoxide (P4O10), phosphoryl chloride (POCl3), 

triphenylphosphine oxide (OP(C6H5)3)
Potassium Potassium oxide (K2O), potassium peroxide (K2O2), potassium hydroxide 

(KOH)
Iron Iron oxide (Fe2O3), iron (II, III) oxide (Fe3O4), iron (II) sulfate (FeSO4·7H2O)
Calcium Calcium hydroxide (Ca(OH)2, calcium oxide (CaO), 

Calcium;hydron;oxygen(2-) (CaH2O2)
Selenium Selenium dioxide (SeO2), selenium trioxide (SeO3), selenic acid (H2SeO4), 

sodium selenate (Na2SeO4)
Sulfur Thionyl dichloride (SCl2O), sulfuric acid (SH2O4 (s), sulfur dioxide (SO2), 

sulfur trioxide (SO3)
Mercury Mercury (II) oxide (HgO), mercury(I) acetate (C2H3HgO2), 

hydroxymethylmercury (CH3HgOH or CH4HgO)

Sources: Klein and Hurlbut Jr. (1985), Thomas and Weller (1992), Greenwood and Earnshaw 
(1997), Appl (1999), Schultz et  al. (2000), Warren (2000), Wildermuth et  al. (2000), Rytuba 
(2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and Vydra (2006), 
Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger et  al. (2010), 
Bodnar et al. (2012), Böcker et al. (2013), Calvo and Lamberg-Allardt (2015), Rieuwerts (2015), 
Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table lists some oxygen-included compounds that may circulate in global biogeochemical 
cycles. Oxygen is one of the most important elements and is included in many biogeochemical 
cycles. Testa and Kemp (2011) note that “the biogeochemical cycling of many important inorganic 
elements is highly oxygen dependent. Consequently, spatial, and temporal variations in oxygen, 
and the forces that control such variation, are of central importance in the study of coastal ecology 
and biogeochemistry”

biogeochemistry would be to integrate these disciplines or subdisciplines to exam-
ine their interrelationships, the better to study and explain the dynamic and highly 
holistic nature of the Earth’s environment, without artificial, disciplinary boundaries 
(Campbell, 2020). Figures 1.21, 1.22, 1.23, 1.24, 1.25, 1.26, 1.27, 1.28, 1.29, 1.30, 
and 1.31 show the links between the components of physical geography and biogeo-
chemistry including some urban issues.

 Biogeochemistry and Ocean Sciences

The oceans are an important study area for both biogeochemistry and physical 
geography/oceanography. They represent a large portion of global biogeochemistry, 
and they are an important focus of such studies, both within and outside the 
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Table 1.8 Iron compounds that are involved in biogeochemical cycling

Associated 
element Compounds

Carbon Siderite (FeCO3), ferric carbonate (Fe2(CO3)3, iron carbide (Fe3C), iron 
pentacarbonyl (Fe(CO)5)

Nitrogen Iron nitrides (Fe2N, Fe3N4, Fe4N, Fe7N3, and Fe16N2), Fe-NH(2) to Fe-NH(3), 
ferric nitrate (Fe(NO3)3

.(H2O)n)
Phosphorus Ferric phosphate (FePO4), iron phosphide (FeP), ferrous ammonium 

phosphate (FeNH4PO4)
Potassium Potassium ferrate (K2FeO4), potassium ferrioxalate (K3[Fe(C2O4)3].) or 

K3[Fe(C2O4)3]·3H2O (trihydrate)
Oxygen Iron oxide (Fe2O3), iron (II, III) oxide (Fe3O4), iron(II) sulfate (FeSO4·7H2O)
Calcium Calcium iron oxide (CaFe2H8O4), calcium aluminoferrite (Ca2(Al,Fe)2O5)
Selenium Iron (II) selenide (FeSe), bis(selanylidene)iron (FeSe2), iron(III) selenide 

(Fe2Se3)
Sulfur Iron sulfide (FeS), ferrous sulfate (FeSO4), ferrous sulfate heptahydrate 

(H14FeO11S), ferric sulfate Fe2(SO4)3

Mercury Rare alloy

Sources: Klein and Hurlbut Jr. (1985), Linderoth and Mørup (1992), Thomas and Weller (1992), 
Greenwood and Earnshaw (1997), Appl (1999), Schultz et al. (2000), Warren (2000), Wildermuth 
et al. (2000), Rytuba (2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and 
Vydra (2006), Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger 
et  al. (2010), Bodnar et  al. (2012), Böcker et  al. (2013), Calvo and Lamberg-Allardt (2015), 
Rieuwerts (2015), Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table lists some iron-included compounds that may circulate in global biogeochemical cycles. 
Kappler et al. (2021: 360) note that “biogeochemical cycling of iron is crucial to many environ-
mental processes, such as ocean productivity, carbon storage, greenhouse gas emissions and the 
fate of nutrients, toxic metals and metalloids”

discipline of physical geography (e.g., biological, chemical, physical, and geologi-
cal oceanography, and marine biology/ecology, marine geology, marine chemistry, 
and marine physics) (Scripps Institution of Oceanography, 2022). Such oceano-
graphic studies may focus on both physical and biological parameters. For example, 
Brasseur et al. (2009, 206) hold that “monitoring and predicting the biogeochemical 
state of the ocean and marine ecosystems is an important application of operational 
oceanography that needs to be expanded... most of these applications require accu-
rate estimates of both physical and biogeochemical ocean conditions over a wide 
range of spatial and temporal scales.”

In another example, ocean ecology and biogeochemistry may be integrated, as 
indicated in recent university led research (College of Earth, Ocean, and Atmospheric 
Sciences, 2022). Ocean ecology and biogeochemistry is defined as “the study of the 
ocean’s biological, chemical, and geological processes, and their interplay” and the 
study of the “structure and function of ecosystems across space and time, including 
feedbacks between land, atmosphere and ocean” (College of Earth, Ocean, and 
Atmospheric Sciences, 2022). Falkowski (2003: 163) notes that a major character-
istic of the Earth is that it is the only planet in the solar system with known water 
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Table 1.9 Calcium compounds that are involved in biogeochemical cycling

Associated 
element Compounds

Carbon Calcium carbonate (CaCO3), calcium bicarbonate (Ca(HCO3)2)
Nitrogen Calcium nitride (Ca3N2), calcium nitrite (Ca(NO2)2), calcium nitrate 

(Ca(NO3)2(H2O)x

Phosphorus Hydroxyapatite (Ca5(PO4)3(OH), calcium phosphate (Ca3(PO4)2)
Potassium Potassium calcium citrate (C6H5CaKO7), calcium potassium phosphate 

(CaKO4P)
Oxygen Calcium hydroxide (Ca (OH)2, calcium oxide (CaO), 

Calcium;hydron;oxygen(2-) (CaH2O2)
Iron Calcium iron oxide (CaFe2H8O4), calcium aluminoferrite (Ca2(Al,Fe)2O5)
Selenium Calcium selenide (CaSe)
Sulfur Calcium sulfate (CaSO4)
Mercury Calcium–mercury (3/1) (Ca3Hg)

Sources: Klein and Hurlbut Jr. (1985), Thomas and Weller (1992), Greenwood and Earnshaw 
(1997), Appl (1999), Schultz et  al. (2000), Warren (2000), Wildermuth et  al. (2000), Rytuba 
(2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and Vydra (2006), 
Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger et  al. (2010), 
Bodnar et al. (2012), Böcker et al. (2013), Calvo and Lamberg-Allardt (2015), Rieuwerts (2015), 
Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table lists some calcium-included compounds that may circulate in global biogeochemi-
cal cycles
Fantle and tipper (2014: 148) argue that “at the Earth’s surface, calcium (Ca) is a critical element 
at a variety of scales: it is soluble in natural waters, a biological nutrient, and a major constituent 
of the dominant mineral sink for carbon in the ocean (CaCO3)”

supplies, and with an atmosphere with concentrations of free molecular oxygen. It 
is argued that these two features, oceans, and an atmosphere, were derived from the 
photobiologically catalyzed splitting of water by unicellular photosynthetic organ-
isms that existed in the oceans for millions of years, during which the organisms 
used the hydrogen atoms from water and Earth materials to form organic matter 
from carbon dioxide (CO2) and other hydrated equivalents, this being the process by 
which organic matter was formed from inorganic carbon. This primary production 
“is the basis for all life on Earth” (Falkowski, 2003: 163).

Achterberg (2011) justifies the development of an ocean-focused biogeochem-
istry: The ocean is vital for the Earth’s climate system, ecosystem services, chemi-
cal element cycling between the sea floor, ocean, land and atmosphere, and human 
actions increasing emissions of nitrogen, phosphorus, carbon, and trace elements. 
Hence, a “detailed understanding of biogeochemical processes, including their 
rates, is essential to the identification and assessment of climatic and chemical 
feedbacks associated with changes in the chemical and physical environment that 
are mediated through ocean biology, chemistry and physics” (Achterberg, 2011). 
Research areas include “the cycling of organic and inorganic forms of carbon, 
nitrogen and phosphorus, the cycling and biological roles of essential trace 
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Table 1.10 Selenium compounds that are involved in biogeochemical cycling

Associated 
element Compounds

Carbon Carbon diselenide (CSe2), selenomethionine (C5H11NO2Se), dimethyl selenide 
((CH3)2Se)

Nitrogen Nitrogen selenide (N4Se4), selenium nitride (Se2N2), selenium-nitrogen 
halides [N(SeCln)2]+

Phosphorus Phosphorus selenide (P4 Se3), triphenylphosphine selenide (C6H5)3PSe.)
Potassium Potassium selenocyanate (CNKSe), potassium;selenium2-(KSe2

−3), potassium 
selenate (K2SeO4)

Oxygen Selenium dioxide (SeO2), selenium trioxide (SeO3), selenic acid (H2SeO4), 
sodium selenate (Na2SeO4)

Calcium Calcium selenide (CaSe)
Iron Iron (II) selenide (FeSe), bis(selanylidene)iron (FeSe2), Iron(III) selenide 

(Fe2Se3)
Sulfur Selenium disulfide (S2Se)
Mercury Bis(methylmercuric) selenide ((CH3Hg)2Se)

Sources: Klein and Hurlbut Jr. (1985), Linderoth and Mørup (1992), Thomas and Weller (1992), 
Greenwood and Earnshaw (1997), Appl (1999), Schultz et al. (2000), Warren (2000), Wildermuth 
et al. (2000), Rytuba (2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and 
Vydra (2006), Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger 
et  al. (2010), Bodnar et  al. (2012), Böcker et  al. (2013), Calvo and Lamberg-Allardt (2015), 
Rieuwerts (2015), Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019), 
Nogara et al. (2021)
This table lists some selenium-included compounds that may circulate in global biogeochemi-
cal cycles
Sharma et al. (2015: 49) note that “Selenium levels and speciation in environmental compartments 
and the dynamics of global Se cycling continue to be a subject of intense interest largely because 
Se is both an essential element and a toxicant at elevated levels”

elements, and the fate and climatic impact of marine produced trace gases” 
(Achterberg, 2011).

 Urban and Pollution Biogeochemistry

Urban biogeochemistry is another recently developed and continually developing 
branch of biogeochemistry that links this science to urban planning, ecology, and 
management (Bianchi, 2021). Bianchi (2021) observes that the subdisciplines of 
biogeochemistry are increasing in number, and the emergence of urban biogeo-
chemistry partially represents an integration of urban ecology and environmental 
sciences (see also Grimm et al., 2008; Pickett et al., 2011; Schulze, 2015). Bianchi 
(2021) further notes that urban biogeochemistry is related to the early developments 
of ecology, such as that of Odum, who noted that cities are more wasteful of energy 
consumption than are natural systems, and urban areas are more dependent on 
external matter and energy, with higher human impacts than other ecosystems. 
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Table 1.11 Sulfur compounds that are involved in biogeochemical cycling

Associated 
element Compounds

Carbon Carbon sulfur (CH6S), organosulfur compounds (e.g., sulfides – carbon 
disulfide CS2, carbon monosulfide CS

Nitrogen Sulfur mononitride (NS), tetrasulfur tetranitride, S4N4, disulfur dinitride, S2N2

Phosphorus Phosphorus pentasulfide (P2S5), phosphorus sesquisulfide (P4S3)
Potassium Potassium sulfate (K2SO4), potassium sulfite (K2SO3), potassium metabisulfite 

(K2S2O5)
Oxygen Thionyl dichloride (SCl2O), sulfuric acid (SH2O4 (s), sulfur dioxide (SO2), 

sulfur trioxide (SO3)
Iron Iron sulfide (FeS), ferrous sulfate (FeSO4), ferrous sulfate heptahydrate 

(H14FeO11S), ferric sulfate Fe2(SO4)3

Calcium Calcium sulfate (CaSO4)
Selenium Selenium disulfide (S2Se)
Mercury Mercury sulfide (HgS)

Sources: Klein and Hurlbut Jr. (1985), Thomas and Weller (1992), Greenwood and Earnshaw 
(1997), Appl (1999), Schultz et  al. (2000), Warren (2000), Wildermuth et  al. (2000), Rytuba 
(2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and Vydra (2006), 
Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger et  al. (2010), 
Bodnar et al. (2012), Böcker et al. (2013), Calvo and Lamberg-Allardt (2015), Rieuwerts (2015), 
Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table lists some sulfur-included compounds that may circulate in global biogeochemical 
cycles. Fox et al. (2022) point out that “Sulfur (S) is an essential macronutrient and important 
component of the earth’s crust, and its cycling has critical impacts on trace metal mobility, water 
quality, and human health. Pyrite weathering is the primary pathway by which sulfur enters surface 
waters. However, biogeochemical cycling of sulfur in soils and the river corridor mediates sulfate 
exports”

Urban areas are also linked with human constructed drivers such as engineering, 
urban demographic trends and household-scale actions which may be important for 
future biogeochemical research (Bianchi (2021, see also Odum, 1971; Kaye 
et al. 2006).

One factor for the increasing importance of urban biogeochemistry is the 
increased human populations living in urban areas (Gardner et  al., 2014). From 
1950 to 2014, the proportion of the world’s population living in urban centers 
increased from 30% to 54%, and the United Nations’ World Urbanization Prospects 
estimates this number will reach 66%, or 6.3 billion, by 2050. Most of this growth 
is projected to occur in Africa and Asia, which today are mostly rural in cultural 
land cover. Cities in more developed countries will also have to combat aging infra-
structure and the spread of toxic metals, organic contaminants, and “emerging” con-
taminants, just to name a few issues” (Gardner et al., 2014). These authors describe 
an academic meeting on urban biogeochemistry under the International Association 
of Geochemistry’s (IAGC) Urban Geochemistry Working Group. This meeting 
emphasized “quantifying anthropogenic and natural sources of CO2 in urban areas, 
the transformation and fate of everyday chemicals in urban watersheds, and geo-
chemistry and urban health” (Gardner et al., 2014).
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Table 1.12 Mercury compounds that are involved in biogeochemical cycling

Associated 
element Compounds

Carbon Organomercury compounds: methylmercury (II) CH3Hg+; ethylmercury(II) 
C2H5Hg+; dimethylmercury, (CH3)2Hg)

Nitrogen Mercury-nitrogen (Hg-N), mercury(I) nitride (Hg2)3N2, mercury II nitrate 
(Hg(NO3)2)

Phosphorus Mercury phosphate (Hg3O8P2), mercury(ii) phosphite (Hg3O6P), 
Mercury(2+);phosphate (HgO4P−)

Potassium Potassium mercuric iodide (K2HgI4), mercuric potassium cyanide 
(C4HgN4.2K)

Oxygen Mercury (II) oxide (HgO), mercury(I) acetate (C2H3HgO2), 
hydroxymethylmercury (CH3HgOH or CH4HgO)

Iron Rare alloy
Calcium Calcium–mercury (3/1) (Ca3Hg)
Selenium Bis(methylmercuric) selenide ((CH3Hg)2Se)
Sulfur Mercury sulfide (HgS)

Sources: Klein and Hurlbut Jr. (1985), Linderoth and Mørup (1992), Thomas and Weller (1992), 
Greenwood and Earnshaw (1997), Appl (1999), Schultz et al. (2000), Warren (2000), Wildermuth 
et al. (2000), Rytuba (2003), Hartikainen (2005), Lide (2005), Smart and Moore (2005), Nehb and 
Vydra (2006), Devillanova and Mont (2007), House (2008), Hoffmann and King (2010), Jäger 
et  al. (2010), Bodnar et  al. (2012), Böcker et  al. (2013), Calvo and Lamberg-Allardt (2015), 
Rieuwerts (2015), Gandhi and Sarkar (2016), Kirschner et al. (2017), Grenne and Slack (2019)
This table lists some sulfur-included compounds that may circulate in global biogeochemical 
cycles. Singh et al. (2023) write that mercury “is among the naturally occurring heavy metal with 
elemental, organic, and inorganic distributions in the environment… These toxicants have high 
persistence, toxicity, and widespread contamination in the soil, water, and air resources”

Fig. 1.1 Biogeochemical cycles. Some more elements have been added to the six usually included. 
The 11 circles illustrated flow through the four main global systems, interactively, as the basis of 
all life and ecologies
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Fig. 1.2 Images of the biosphere. Clockwise from top left: deciduous shrub; coniferous stand; 
deer; cormorants. (Sources: Author)

Additionally, there are “eight key issues to be addressed in urban geochem-
ical research” these comprising the alteration of global biogeochemical cycles 
in the urban setting, the evolution of urban infrastructure and impacts on geo-
chemical processes, the measurement of urban systems to assess chemical 
issues, the role of urban geochemists in policy decisions, the impacts of geo-
chemistry of urban environments on human and ecosystem health, the impact 
of “episodic perturbations” including natural disasters on the urban environ-
ment, impacts of the past disturbances on present geochemical systems and 
how the “geochemical ‘footprint’ of urban areas may be defined” (Gardner 
et al., 2014).

There is also the biogeochemistry of pesticides, mostly linked to the agricul-
tural supports of urban populations (Campbell, 2015, 2022). Barbash (2014: 
535) argues that the use of synthetic pesticides from the early twentieth century 
has created “the most extensive release of synthetic compounds that Earth’s 
ecosystems have ever experienced,” and the assessment and analysis of this 
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Fig. 1.3 Images of the lithosphere. Clockwise from top left: rocky ground, Canada; flat coastal 
land, Canada; volcano, El Salvador; mountain range, El Salvador. (Sources: Author)

development requires knowledge of the physical, chemical, biological, and 
hydrologic factors that may contribute to the concentrations of pesticide com-
pounds, which may include pesticide parent compounds, pesticide adjuvants or 
inerts, and compounds created by the transformation of pesticides or adjuvants. 
These may occur in air, water, soil, or biota (Barbash, 2014: 535). Effective 
management requires an approach that investigates the factors for the pesticide 
compounds in the environments, and the transformations, as well as the use, 
management, and media attention (Barbash, 2014: 535). The Figures 1.27, 1.28, 
1.29, 1.30 and 1.31 above illustrate some of the features of urban and related 
environmental changes that may create chemical and, hence, biogeochemical 
changes.
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Fig. 1.4 Images of the hydrosphere. Clockwise from top left: rain clouds, Canada; waterfall, El 
Salvador; Pacific Ocean, El Salvador; river, El Salvador. (Sources: Author)
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Fig. 1.5 Images of the atmosphere. Clockwise from top left: low cumulus clouds over Costa Rica; 
high cirrus clouds over Canada; nimbostratus clouds over Canada; cumulus clouds over Central 
America. (Sources: Author)
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Fig. 1.6 The hydrological cycle
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Fig. 1.7 The carbon cycle

Fig. 1.8 The nitrogen cycle
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Fig. 1.9 The phosphorous 
cycle. This is one of the 
most important cycles. 
Kvakić et al. (2020) note 
that “phosphorus (P) is the 
second most important 
nutrient after nitrogen (N) 
and can greatly diminish 
plant productivity if P 
supply is not adequate. 
Plants respond to soil P 
availability by adjusting 
root biomass to maintain 
uptake and productivity 
due to P use”

Fig. 1.10 The potassium cycle
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Fig. 1.11 The oxygen cycle
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Fig. 1.12 The iron cycle

Fig. 1.13 The calcium 
cycle
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Fig. 1.14 The selenium cycle
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Fig. 1.15 The sulfur cycle

Fig. 1.16 The mercury 
cycle
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Fig. 1.17 Relationship between biogeochemistry and atmospheric sciences, based on changing 
emissions. The chemical compounds change the chemical composition of the air and increase the 
aerosols, contributing to atmospheric change. (Source: Denman et al., 2007)

Fig. 1.18 Global change. Relationship between biogeochemistry and solid earth sciences. Earth, 
water, and air cycling are influenced by chemical changes, which are studied by the disciplines in 
the first column. (Adapted from Bianchi et al., 2020)
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Fig. 1.20 Relationship between biogeochemistry and water sciences. Chemical elements and 
compounds in the air are strongly influenced by both nature and human influenced hazards. 
(Example derived from Campbell (2020))

Fig. 1.19 Relationship between biogeochemistry and biological sciences. Here, chemical cycling 
occurs as carnivores at the top of the food chain kill and eat herbivores, which also eat plants and 
associated water. Decomposers in association with soil chemistry start the process again. The 
remains of animals and plants. (Source: Example derived from Schmitz (2020))
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Fig. 1.21 The background subjects of physical geography. Note that these subjects cover the focus 
of biogeochemistry

Fig. 1.22 The spatial systems approach of physical geography, with related subjects
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Fig. 1.23 Background of geomorphology, which includes geochemical bases of biogeochemistry. 
The pure sciences are listed in the column on the right, these forming the backbone of the applied 
earth sciences listed to the left, which may be part of the “geo” in biogeochemistry, and link 
strongly to the geomorphological part of physical geography
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Fig. 1.24 Background of climatology, the bases for biogeochemical atmospheric cycling. The 
sciences on the right provide inputs to the more applied sciences on the left

Fig. 1.25 Links between hydrology and other sciences, including biogeochemistry. All the hydro-
logical sciences are vital to biogeochemistry, as water is a principal means of movement for chemi-
cal elements and compounds within biogeochemical systems
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Fig. 1.26 Links between biogeography and other sciences, including biogeochemistry. The pure 
science of biology is basic for the study of the applied biological sciences listed in the left column. 
These study the dynamics of the “bio” area of biogeochemistry

Fig. 1.27 Factories in 
Poznań, Poland. (Source: 
Marcin Jozwiak-Unsplash)
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Fig. 1.30 Pollution in 
Myanmar. (Source: Stijn 
Dijkstra-Pexels)

Fig. 1.29 Decaying Port, 
Jakarta, Jakarta, Indonesia. 
(Source: 
Tom Fisk – Pexels)

Fig. 1.28 Factories in 
North Bend, OH, United 
States. 
(Source: Kelly – Pexels)
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Fig. 1.31 Pollution in 
South Tangerang, Banten, 
Indonesia. (Source: Tom 
Fisk, Pexels)

 Conclusions

This chapter has examined the basis of the multidisciplinary, interdisciplinary, and 
transdisciplinary science of biogeochemistry, including its history, composition, 
and approaches. The main focus of the chapter was the relationship of biogeochem-
istry with related sciences, an important factor for the development, and importance 
of the current science of biogeochemistry. The breadth and depth of this science 
identifies it as the backbone of many of the environmental and earth sciences. 
Considering the breadth of this subject, the chapter only covers the main topics that 
have been cited in the current literature. There is a tendency for biogeochemistry to 
diverge into close relations with some related sciences, such as the atmospheric, 
water, biological and earth sciences. The basic study topics of biogeochemistry 
were noted to be the chemical elements, especially carbon, nitrogen, phosphorous, 
potassium, oxygen, iron, calcium, selenium, sulfur, and mercury. Compounds 
including these elements included calcium carbonate, dolomite, carbon monoxide, 
carbon dioxide, calcium hydroxide, calcium oxide, ammonium, nitrite, nitrate, 
nitrous oxide, and nitric oxide. The model system illustrative approach was fol-
lowed to give the reader a clear insight into the intra- and interrelations within and 
outside biogeochemistry. The succeeding chapters will explore these ideas and pos-
sibilities in more detail.
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Chapter 2
Geochemistry as the Core 
of Biogeochemistry

Michael O’Neal Campbell

Abstract This chapter examines the science of geochemistry, as the core, back-
ground discipline of biogeochemistry. Biogeochemistry is based on geochemistry; in 
that, it is the framework for those aspects of biology that link to the chemical bases 
of earth materials, which are defined as within the study of geochemistry. Therefore, 
the justification for this chapter is that a fuller understanding of biogeochemistry 
requires a study of geochemistry and the possibilities for its linkage with the biologi-
cal sciences. Geochemistry is the study of the interfaces of geology and chemistry, 
using the methodology of the chemical sciences to investigate the composition of 
earth materials and the occurrence and movements of chemical elements and com-
pounds within the earth system. Geochemistry is consequently an extremely wide 
subject, as it examines all aspects of the chemistry of earth materials. However, few 
studies have explored the links between geochemistry and the biological sciences, as 
the basis for biogeochemical studies. This chapter examines the relevant topics of 
chemistry, the content of geochemistry, and the developments that have forged a 
closer link with biogeochemistry. The branches of chemistry, namely, analytical, 
inorganic, organic, physical chemistry, and biochemistry, are examined, as is their 
relationship with geochemistry. The branches of geochemistry include organic geo-
chemistry, inorganic geochemistry, isotope geochemistry, aqueous geochemistry, 
cosmochemistry, trace-element geochemistry, igneous rock geochemistry, metamor-
phic rock geochemistry, photogeochemistry, and low-temperature or environmental 
geochemistry. The literary evidence indicates that developments in chemistry, biol-
ogy, geology, and even archaeology and astronomy (the last two linked to isotope 
geochemistry and cosmochemistry) have benefited geochemistry as a discipline, and 
in combination, these have contributed to the advancement of biogeochemistry. 
Variable issues in biogeochemistry are principally the concern of some branches of 
geochemistry, such as carbon, inorganic and marine chemistry, and organic, inor-
ganic, isotope, and aqueous geochemistry. This examination contributes to knowl-
edge on the interfaces between the biological, chemical, and geological sciences.
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 Introduction

Geochemistry, the science of the chemistry of the solid Earth, and its interactions 
with biological and biochemical topics are arguably core backgrounds to biogeo-
chemistry; hence, a description of geochemistry is a necessary prelude to a detailed 
study of biogeochemistry (Campbell, 2020). Here, a short description of geochemi-
cal links to biogeochemistry is presented, followed by a detailed set of definitions of 
geochemistry. As geochemistry refers to the chemistry of the Earth, Hellweger 
(2008: 386) argues that “the field of biogeochemistry deals with the effect of bio-
logical organisms on the chemistry of the Earth. Since there are numerous living 
organisms, all of which affect the chemistry of their environment in multiple ways, 
biogeochemistry is a large subject area covering many processes.” The noted author-
ity Hallberg (2009: 435) adds that “biogeochemistry tries to combine biology and 
geochemistry to achieve a deeper understanding of the whole complex of chemical 
transformations occurring in nature, in the continuous interactions between its 
biotic and abiotic components.” Biogeochemistry is argued to straddle three disci-
plines (Hallberg, 2009: 436), namely biology, geology, and chemistry, and as the 
“root of the term biogeochemistry is chemistry and above all chemistry related to 
geoscience: geochemistry,” it is noted that “adding the prefix bio to geochemistry 
implies that biogeochemistry is concerned with the activities of living organisms in 
the migration, distribution, dissipation, and concentration of chemical elements” 
(Hallberg, 2009: 436).

Commenting on geochemistry’s important, developing role in recent scientific 
development, White (2017) writes that “geochemistry has grown over the last 50 or 
60 years to touch virtually every aspect of earth science. The contributions of geo-
chemistry to this advance have been simply enormous. Much of this progress has 
come from innovation in analytical techniques and the ability to assess the nature of 
natural materials with evermore precision and on evermore finer scales.” Bianchi 
(2021: 154) gives a copious account of the development and relevance of geochem-
istry to the development of a complex model of biological, geological, and chemical 
interactions (biogeochemistry) at the global and smaller scales, arguing that geol-
ogy still played a role in the evolution of biogeochemistry in the twentieth and 
twenty-first centuries, including topics such as global sedimentary modeling, plate 
tectonics theory, carbon and climate change, and increasingly global chemical 
cycling (see also Gaillardet & Galy, 2008). Bianchi (2021, 155) further argues that 
geochemistry evolved out of the writing mostly of Clarke and Washington (1924) 
on the chemical composition of the Earth’s crust, Goldschmidt (1954), and Strunz 
(1941). It is argued that “these important chemical developments now allow in part, 
for perspectives on how biological compounds interact with minerals in nature and 
how organic matter is chemically altered after being buried for millennia – we now 
see the emergence of yet another new discipline inherently linked with biogeochem-
istry, organic geochemistry” (Bianchi, 2021, 155; see also Kvenvolden, 2006).

The development of organic chemistry, and related topics in geochemistry also 
played a role in the development of biogeochemistry (Bianchi, 2021). This 
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development acknowledged the importance of organic compounds in previously 
inorganic-focused analyses. Organic geochemistry redirected the focus to biochem-
ical issues, such as botanical physiology and productivity, and climate change, and 
links to organic residues such as crude oil and other carbon compounds in the 
Earth’s crust. Early writings in this regard included those of Treibs (1936) (consid-
ered by some as the father of organic geochemistry) and of Trask and Patnode 
(1942), which in some cases “introduced the broader geological linkages between 
bulk organic material in source sedimentary rock and source beds of petroleum” and 
examined links between organic geochemistry and biogeochemistry (Bianchi, 
2021). These studies developed the notion that some fossils and fossil organic mol-
ecules can be used as chemical biomarkers to provide a window to the past ecosys-
tems (Bianchi, 2021, 155; see also Peters et al., 2005; Kvenvolden, 2006; Gaines 
et al., 2009; Bianchi & Canuel, 2011; Greenwalt et al., 2013; Killops & Killops, 
2013; Briggs & Summons, 2014; Whiteside & Grice, 2016). Bianchi (2021: 155) 
further elaborates that “the application of novel chemical biomarkers/proxies, both 
organic and inorganic, in paleoreconstruction has been particularly useful in under-
standing major biogeochemical shifts in Earth’s 4-billion-year history, which are 
central in making predictions about future changes in global biogeochemical cycles” 
(see also Lenton & Daines, 2017).

Geochemistry is defined as the study of the Earth using the techniques of chem-
istry, which may also be used for studies linked to the relevant biological sciences, 
and hence biogeochemistry (Campbell, 2020). Geochemistry, as a complex disci-
pline, has been defined and described by numerous authorities with sometimes vari-
able foci, since its development in the late nineteenth century. These definitions 
point to geochemistry as principally a chemical science, which uses the techniques 
of the chemical sciences for the study, analyses, and understanding of Earth studies. 
Victor Goldschmidt (1888–1947) is the oft-cited “father” of geochemistry, espe-
cially due to his systematization of the “behavior of the chemical elements in an 
Earth Sciences context via his classification of them according to their preferred 
host phases on silicate Earth (Lithophile, siderophile, chalcophile and atmophile)” 
(Mather, 2013). Mather (2013) further notes that geochemistry is “a broad and fas-
cinating subject both in terms of the topics it addresses, and the techniques 
employed.” Lastovicka (2009) writes that “Goldschmidt’s definition of this scien-
tific discipline from the 1930s is reasonably applicable even now,” which was “the 
distribution and amounts of the chemical elements in minerals, ores, soils, waters, 
and the atmosphere, and the circulation of the elements in nature, on the basis of the 
properties of their atoms and ions.”

White (2017) argues that based on the name “geochemistry,” this science is “a 
marriage between chemistry and geology, or more broadly geosciences or earth sci-
ence, and it is arguably a subdiscipline of both. A better explanation of geochemis-
try is that it is applies chemistry and chemical principles to understanding the Earth 
and its cosmic environment and to using that understanding to better the human 
condition.” Britannica (2014) defines geochemistry as the “scientific discipline that 
deals with the relative abundance, distribution, and migration of the Earth’s chemi-
cal elements and their isotopes.” Inamuddin et al. (2021: xiii) give a much broader 
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definition: geochemistry is “a branch of earth science” and note that “since it is a 
field of study that uses the tools and principles of chemistry to explain the mecha-
nisms in geologic environments, it often focuses on determining processes that con-
trol the abundance and composition of minerals and their distribution in the earth’s 
crust…” and the subject also “plays a vital role in environmental soil and water 
systems in identifying and modulating environmental problems, and in studying the 
composition, structure, and processes of the Earth.” Yale University (2022) gives a 
similar definition as “the branch of Earth Science that applies chemical principles to 
deepen an understanding of the Earth system and systems of other planets” and its 
practitioners “consider Earth composed of discrete spheres – rocks, fluids, gases 
and biology – that exchange matter and energy over a range of time scales.”

Sarala (2015) writes that “geochemistry can be broadly defined as the science 
concerned with all geological studies involving chemical change. It includes the 
study of the distribution of elements in minerals, rocks, and soils along with the 
interaction between these earth materials.” Mather (2013) points out that geochem-
istry “utilizes the tools and principles of chemistry to explain the mechanisms regu-
lating the workings – past and present – of the Earth. The reach of geochemistry is 
broad and extends to the study of the formation of the Earth and the Solar System as 
well as topics such as the origins and evolution of the Earth’s crust, oceans, and 
atmosphere.” Lastovicka (2009) defines geochemistry as dealing with “the distribu-
tion and cycling of the chemical elements, and their isotopes, throughout nature. It 
is of great importance to understanding the Earth and planets, and their origin and 
nature” and as eventually evolving from “a substantially descriptive to a highly 
quantitative and predictive discipline.”

Trueman et al. (2019: 271) look further at the geochemical research methods, 
defining geochemistry as the study of “the chemistry of natural earth materials and 
the chemical processes operating within and upon the Earth, both now and in the 
past,” with geochemical analyses “carried out on any natural sample such as air, 
volcanic gas, water, dust, soil, sediment, rock, or biological hard tissues (especially 
ancient biological tissues) and also on anthropogenic materials such as industrial 
effluent and sewage sludge. Geochemical analyses, therefore, involve a wide range 
of materials and analytes of interest and may be performed for industrial, environ-
mental, or academic reasons.” They further argue that “all of the naturally occurring 
elements in the periodic table are important for one geochemical investigation or 
another.” The application of geochemical research techniques may focus on the 
“analysis of the inorganic constituents of the materials most closely associated with 
geology  – rocks and rock forming minerals” or may be broader, including “the 
chemical analysis of soils, waters, biological tissues, and organic geochemistry” 
(Trueman et al., 2019: 271).

Another set of definitions deals with the development and components of geo-
chemistry as a discipline. Currently, geochemistry has developed into a well- 
established discipline, with numerous subdisciplines (Campbell, 2020). Mather 
(2013) determines the subdisciplines of geochemistry as distinguishable from each 
other variably, with considerable overlaps between them. The criteria for the divi-
sion include “analytical geochemistry in contrast to theoretical studies, the 
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technique being employed or the types of measurements an area is concerned with 
(e.g., isotope geochemistry); the type of sample (e.g., igneous geochemistry and 
organic and petroleum geochemistry); the class of scientific questions being 
addressed (e.g., cosmochemistry); the pressure-temperature regime that a certain 
subset of geochemists are engaged with (e.g., low-temperature geochemistry).” 
Geochemistry is also increasingly linked to other, related sciences (Campbell, 
2020). For example, Lastovicka (2009) argues that geochemistry as an interdisci-
plinary subject links with the earth sciences of geology, geophysics, astronomy, 
planetary sciences and atmospheric science, and the more basic sciences of physics, 
chemistry, biology, and material sciences. Geochemical research methods also have 
important practical functions, including “the search for deposits of various raw 
materials like oil, gas, and various metallic ores” and “direct environmental applica-
tions” (Lastovicka, 2009). These complexities may intrude into the relationship 
between geochemistry and biogeochemistry, with both fields being extremely com-
plex and variously linked to other disciplines (Campbell, 2020).

Lastovicka (2009) further notes that “the study of geochemistry is of great 
importance to the Earth and planetary sciences, on both purely scientific and more 
immediate practical grounds, because chemical processes are fundamental to under-
standing how the planetary bodies formed and evolved at all scales, from atomic to 
solar system.” This vital background means that “geochemistry plays a central role 
in understanding a diverse set of scientific questions, such as the formation and dif-
ferentiation of the Earth and planets, the origin and evolution of life, the controls on 
global climate and climate change, and the formation and management of natural 
resources” (Lastovicka, 2009). Scott (2014) concurs: “Geochemistry plays an 
essential role in our understanding of processes that produce economic concentra-
tions of minerals whether by hydrothermal, magmatic, metamorphic, hydraulic 
(both surficial and subterranean) or weathering agents, or a combination of these. 
Geochemistry also contributes importantly to exploration.”

The rest of this chapter continues the trend of the main thesis of this book, that 
an understanding of biogeochemistry requires an in-depth study of the associated 
sciences that contribute to the theoretical developments, methodologies and research 
technologies of biogeochemistry. The relevant developments in geochemistry 
include those within the fields of organic, inorganic, aqueous, trace-element and 
isotope geochemistry, which may link with biogeochemistry through chemical 
cycling, and some of the more solid earth subdisciplines such as igneous and meta-
morphic rock geochemistry. Cosmogeochemistry and photo-geochemistry are also 
important developing areas.

 Links of Geochemistry with Biogeochemistry

The main link between geochemistry and biogeochemistry appears to be the extent 
of connections between geochemistry and biological topics, which add the “bio” 
prefix to the name of the science. Both disciplines retain similar structures. Indiana 
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University (2022) notes that “geochemistry and biogeochemistry are inherently 
multidisciplinary, positioned at the intersection of biology, geology, and chemistry, 
and typically combining field investigations and sampling with laboratory analyses 
and experimentation to yield empirical data that can constrain computational mod-
els.” Recent, cutting-edge developments concerning the links between the two dis-
ciplines concern the addition of biological links to geochemistry, from which the 
foundations of biogeochemistry emerge.

Sahai et  al. (2016: 389) note that the link between geochemistry and biogeo-
chemistry is mostly concerned with two multidisciplinary subjects, but the addition 
of biological studies may include the origin of life to the Earth science perspective. 
Notably, “paradigm-changing discoveries about stellar and planetary evolution, the 
survival of organic molecules and microorganisms under extreme conditions, and 
geochemical environments on early Earth and other planets are sparking a synergis-
tic dialogue between geoscientists, chemists, and biologists to understand how life 
originated” (Sahai et  al., 2016: 389). It is argued that a principal approach is to 
“explain the non enzymatic synthesis of biologically relevant organic molecules 
under geologically plausible conditions,” “overcome the rigid conceptual dichot-
omy of the “RNA world” versus the “metabolism-first” hypotheses” and “develop 
high-throughput analytical systems to sample the myriad possible combinations of 
environmental conditions to find those that could initiate life” (Sahai et al., 2016: 
389). Hence, the links between geochemistry and biogeochemistry may include the 
study of developments with organic chemistry, and the organic molecules and other 
links with possible origins of life, this adding the “bio” to geochemistry. Sahai et al. 
(2016: 389) remark, concerning the issue of the journal Elements that it is vital to 
“highlight the roles of minerals and geochemical environments in the emergence of 
protocells, the cell-like entities that might have preceded the Last Universal 
Common Ancestor.”

Bianchi (2021: 141) notes, concerning the development of biogeochemistry with 
its links with geochemistry, that “the development of organic geochemistry as a 
discipline, allowed for new roots to develop in the evolution of biogeochemistry 
through linkages between short and long-term carbon cycles.” Mather (2013) adds 
points on the importance of organic geochemistry to the links with biogeochemistry, 
as “organic geochemistry studies the distribution, composition, and fate of organic 
matter in the geosphere on both bulk and molecular levels, combining aspects of 
geology, chemistry, and biology. This is often concerned with biogeochemical 
cycles, with the carbon cycle probably being one of the most fundamental, without 
which life could not exist.” Sinha (2013) explores the area between organic geo-
chemistry and biogeochemistry, as the former is “the study of the organic com-
pounds found in geologic materials and meteorites, including those of problematic 
biological origin” and the latter is “the study of the behaviour of inorganic chemical 
elements in biological systems of geologic scope.” The subject areas classified 
within biogeochemistry and organic geochemistry include ore deposit, petroleum 
and life origins, coal chemistry, the composition of primitive atmospheres, biogeo-
chemical prospecting for mineral deposits, the chemistry of natural waters, and soil 
formation. As “almost all geologic processes that occur at Earth’s surface are 
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affected by biological activity” (Sinha, 2013), these links underscore the role of 
organic geochemistry and of geochemistry in general for the understanding and 
development of biogeochemistry.

 Subfields of Geochemistry

Subfields of geochemistry are listed in Table 2.1. These are differentiated by their 
methodologies, and element, isotope, and regional focus (Langmuir, 1997; Dickin, 
2005; Killops & Killops, 2013; Mather, 2013; Schlesinger & Bernhardt, 2013; Rass 
et  al., 2014; Doane, 2017; White, 2020; Organic Geochemistry, 2022). Each of 
these subfields share a common interest: the distribution, change and formation of 
chemical elements and compounds on the Earth’s surface (land, soil, water, rock) 
and sometimes that of other space bodies. Such chemical changes may be due to 
volcanism, deposition, erosion, heat, or even light. With such a broad range of fac-
tors for composition and change, each subfield may be related to other fields, such 
as geophysics and atmospheric physics, hydrology, biology, sedimentology, and 
stratigraphy, as well as the subfields of chemistry, including physical, organic, and 
inorganic chemistry (Housecroft & Sharpe, 2008; Atkins & de Paula, 2009; Burrows 
et  al., 2009; White, 2020). Each of these subfields will be examined, including 
examples of some of the recent, cutting-edge research on related topics, based on 
published articles in refereed journals and critical book chapters.

Recent studies of geochemistry generally focus on ever more detailed examina-
tion and analyses of the composition of Earth surface materials, using increasingly 

Table 2.1 Subfields of geochemistry

Subfield Main research focus

Organic geochemistry Role of organic compounds in geochemistry
Inorganic geochemistry Role of inorganic and organometallic compounds (not 

carbon-based)
Isotope geochemistry Element isotopes, measured with isotope ratio mass 

spectrometry
Aqueous geochemistry Elements in natural waters (e.g., copper, sulfur, mercury)
Cosmochemistry The chemical composition and formation of space bodies
Trace-element geochemistry Elements too small to be included in a mineral’s chemical 

formula
Igneous rock geochemistry Igneous rock formation, including magmatic processes
Metamorphic rock 
geochemistry

Geochemical changes due to metamorphism

Photogeochemistry Sunlight-induced chemical reactions on Earth surface materials
Low-temperature geochemistry Chemical processes under normal Earth surface conditions, 

ecology

Sources: Langmuir (1997), Dickin (2005), Killops and Killops (2013), Mather (2013), Schlesinger 
and Bernhardt (2013), Rass et al. (2014), Doane (2017), White (2020), Organic Geochemistry (2022)

Subfields of Geochemistry



48

sophisticated methods. This can be seen by an examination of the articles published 
in the leading geochemically oriented journals. As noted by Lu et al. (2019: 682) 
“academic journals are important carriers of scientific activities, important aca-
demic communication media, and channels in the process of scientific development, 
and an important research unit in the structure and classification system of scientific 
knowledge.” Leading journals include: Geochemistry, Geochemistry International, 
Organic Geochemistry, Applied Geochemistry, Results in Geochemistry, 
Geochimica et Cosmochimica Acta, Geochemical Journal, Geochemical 
Exploration, International Journal of Coal Geology, Lithos, Journal of Asian Earth 
Sciences: X, Journal of Palaeogeography, Journal of South American Earth Sciences, 
Engineering Geology, Geoscience Frontiers, Physics and Chemistry of the Earth, 
Parts A/B/C, and Marine and Petroleum Geology.

Others are Chemical Geology, Journal of Volcanology and Geothermal Research, 
Precambrian Research, Journal of Geodynamics, Oceanologia, Continental Shelf 
Research, Contributions to Mineralogy and Petrology, Journal of Geophysical 
Research, American Mineralogist, Bulletin of Volcanology, Precambrian Research, 
Earth and Planetary Science Letters, Journal of Volcanology and Geothermal 
Research, Geophysics, AAPG Bulletin, Solid Earth, Journal of Geosciences, 
Environmental Chemistry, Geological Journal, Journal of the Geological Society, 
Australian Journal of Earth Sciences, Tellus Series B: Chemical and Physical 
Meteorology, Nonlinear Processes in Geophysics, Applied Clay Science, 
Environmental Geochemistry, Physics and Chemistry of Minerals and Lithosphere. 
Tables 2.2, 2.3, 2.4, 2.5, 2.6, and 2.7 present the main research foci of these journals, 
topics ranging from geochemistry to related sciences.

Some recent, cutting-edge studies on the various branches of geochemistry are 
listed in the sections below. Geochemical research tends to advance with attention 
to greater detail and specialization, simultaneously with more studies linking geo-
chemistry to developments in related or linked sciences (transdisciplinary, multidis-
ciplinary, interdisciplinary, methodology), such as geophysics and related physics 
subdisciplines, branches of chemistry (including environmental chemistry and even 
pollution), space sciences, oceanography, biology and fossil studies, and computer 
sciences. In these blossoming relations, geochemistry is gradually spanning the 
entire range of the earth and environmental sciences, and with this development a 
possibly broader engagement with biogeochemistry (Geochemical Society, 2022; 
Geoscience Australia, 2022; Imperial College, 2022). Each section below com-
ments on several such recent studies, mainly in the topic listed in the heading. These 
studies are taken from some of the journals listed above and indicate some of the 
directions of geochemistry.

 Organic Geochemistry

Organic geochemistry is the subdiscipline of geochemistry that focuses on organic 
(carbon bearing) compounds found in geologic environments. Research methods 
are mostly focused on the study of organic, carbon-based compounds in earth 
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Table 2.2 Key research areas of leading geochemistry-focused journals

Journal Key topics

Geochemistry Cosmochemistry, meteoritics; igneous, metamorphic, and sedimentary 
petrology; volcanology, low- and high-temperature geochemistry, 
experimental–theoretical–field-related studies, Mineralogy – 
crystallography; environmental geosciences, Archaeometry.
Source: Science Direct (2022i). These points are the main foci of the Journal 
Editors. Cited, “Geochemistry was founded as Chemie der Erde 1914 in 
Jena, and, hence, is one of the oldest journals for geochemistry-related 
topics.”

Geochemistry 
International

Biogeochemistry, cosmochemistry; geochemistry of magmatic, 
metamorphic, hydrothermal, and sedimentary processes; Experimental 
isotope, and organic geochemistry; Chemistry of the environment, 
environmental geosciences, Archaeometry
Source: Springer Nature (2022c).

Organic 
Geochemistry

Biogeochemistry, organic geology, sedimentology, organic-rich rocks and 
soils, organic petrography, environmental geochemistry, aqueous and 
sediment organic matter, chemical oceanography organic hydrology, 
molecular geochemistry, isotopic geochemistry, paleontology, organics in 
element geochemical cycling, petroleum, and natural gas
Source: Science Direct (2022a). It is cited that “Organic Geochemistry 
serves as the only dedicated medium for the publication of peer-reviewed 
research on all phases of geochemistry in which organic compounds play a 
major role.”

Applied 
Geochemistry

Environmental geochemistry and biogeochemical cycling, 
hydrogeochemistry and hydrogeology, geochemical dynamics across 
air-water-soil interfaces, contaminants processes, impacts and remediation, 
medical geochemistry and health, geochemistry in environmental disasters 
and sustainability, mineral and energy resources exploration and recovery
Source: Science Direct (2022c). This journal focuses on any geochemistry 
topics (inorganic, organic and isotope geochemistry, geochemical processes, 
spatial and temporal monitoring case studies, theoretical and fundamental 
studies) “provided they meet the main criterion,” which they have “have 
some practical applications or implications to human endeavour and 
wellbeing” (Science Direct, 2022d).

Results in 
Geochemistry

Biogeochemistry, cosmochemistry, Planetary geochemistry, Isotopic and 
elemental geochemistry, Organic and inorganic geochemistry; Hydrosphere, 
biosphere, lithosphere geochemical processes; Igneous, metamorphic, 
sedimentary petrology; Low- and high-temperature aqueous solutions; 
applied geochemistry; Paleoclimate
Source: Science Direct (2022w). Additionally, the journal includes “papers 
dealing with experimental results and significant analytical advances in 
geochemistry.”

Geochimica et 
Cosmochimica 
Acta

Organic geochemistry, isotope geochemistry, lunar science, planetary 
geochemistry, meteoritics and meteorite impacts, igneous and metamorphic 
petrology, chemical processes in the earth’s surface (lithosphere etc.), 
chemistry of gases, solutions, glasses, crystalline solids
Source: Science Direct (2022j). This includes “research papers in a wide 
range of subjects in terrestrial geochemistry, meteoritics, and planetary 
geochemistry” (Science Direct, 2022j).

(continued)
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Table 2.2 (continued)

Journal Key topics

Geochemical 
Journal

Organic Geochemistry, Isotope Geochemistry and Geochronology, 
Cosmochemistry, Mineral and Rock Chemistry, Volcanology and 
Hydrothermal Chemistry, Atmospheric Chemistry, Hydro- and Marine 
Chemistry, Environmental Chemistry
Source: Geochemical Journal (2022). This is “an international journal 
devoted to original research papers in geochemistry and cosmochemistry” 
(Geochemical Journal, 2022).

Table 2.3 Key research areas of leading geochemistry-focused journals

Journal Key topics

Journal of 
Geochemical 
Exploration

Development of mineral deposits, e.g., element transfer; Boundaries of 
biogeochemistry, metal, mineral accumulation; Quantification of natural 
and technogenic radioactivity; Anomalies, baseline references, 
compositional, geospatial analysis; Pollutant sources, transport in 
surfaces, solid, fluid, aerial matrices; Impacts of mining on the surface 
environment; Ecosystem pollution, health, deterministic, stochastic 
approaches.
Source: Science Direct (2022n). This journal is “mostly dedicated to 
publication of original studies in exploration and environmental 
geochemistry and related topics” and focuses on methods in geochemistry 
(Science Direct, 2022n).

Chemical Geology Biogeochemistry; Cosmochemistry; Chemistry of igneous, metamorphic, 
and sedimentary petrology; Low- and high-temperature aqueous solutions; 
Field, experimentally, or computationally based studies; Not remediation, 
applied geochemistry/economic geology studies; Significant analytical 
advances of wide interest; Broad international topics, rather than regional 
cases
Source: Science Direct (2022e). This journal examines “geochemical 
studies of fundamental and broad significance to enhance the 
understanding of processes of the Earth and the solar system.”

Lithos Lithospheric Geological change; petrology, geochemistry and 
petrogenesis of igneous rocks;
Petrology, geochemistry and petrogenesis of metamorphic rocks; 
Mineralogy related to petrology; Mineral physics related to petrogenetic 
problems; Related to the UN’s sustainable development goals
Source: Science Direct (2022s). The focus is on mineralogy, petrology, 
geochemistry, petrogenesis of igneous and metamorphic rocks.

Journal of Asian 
Earth Sciences

Geology and tectonics; Geophysics, geochemistry, petrology, 
volcanology; Landscape evolution; Ore genesis, hydrocarbon resources; 
Paleontology, paleoenvironment; Geological hazards, environmental 
geology
Source: Science Direct (2022m). This journal publishes “research related 
to the full range of the Earth sciences of the Asian continent and its 
adjacent seas and oceans

(continued)
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Table 2.3 (continued)

Journal Key topics

Journal of 
Palaeogeography

Geochemistry and sedimentary environments; Stratigraphic 
paleogeography; Physiogeographic paleogeography; Paleoclimatology; 
Paleoseismology; Paleokarst (buried karst landforms); Basin analysis; 
Ichnology (tracks and traces); Lithofacies paleogeography and 
paleoecology; Historical environments, human impacts; Prediction, 
exploration, oil, gas, coal, etc.
Source: Science Direct (2022p). The focus is sedimentology and 
paleogeography, with cases from China.

Engineering 
Geology

Geological and geotechnical engineering studies; Applied geomorphology 
and structural geology; Applied geophysics and geochemistry; 
Environmental geology and hydrogeology
Soil and rock mechanics; Applied geotechnical engineering; Remote 
sensing techniques;
Natural hazards; Land use planning; Engineering, environmental 
concerns, and safety
Source: Science Direct (2022h). Engineering Geology. The focus is the 
integration of geological and engineering studies “that are of interest to 
engineering geologists, whether their initial training is in geology or civil/
mining engineering” (Science Direct, 2022h).

Journal of South 
American Earth 
Sciences

Economic geology, metallogenesis, hydrocarbon genesis/reservoirs; 
Geophysics, geochemistry, volcanology, petrology; Tectonics, neo- and 
seismotectonics and geodynamic modeling; Geomorphology, geological 
hazards, environmental geology, climate; Stratigraphy, sedimentology, 
structure and basin evolution; Paleontology, paleoecology, 
paleoclimatology, Quaternary geology; Water/watershed dynamics, water 
cycle/climate change
Source: Science Direct (2022q). This journal focuses on regional studies 
of South America.

Table 2.4 Key research areas of leading geochemistry-focused journals

Journal Key topics

Geoscience 
Frontiers

Petrology/geochemistry of lithosphere and mantle dynamics; Astrogeology; 
Global tectonics (volcanology, seismology); Geophysics; Stratigraphy, 
paleontology, correlations and evolution; Environmental and engineering 
geology
Source: Science Direct (2022k). The focus is on the “interdisciplinary fields 
of Earth and Planetary Sciences” (Science Direct, 2022k).

Physics and 
Chemistry of the 
Earth, Parts 
A/B/C

Geochemistry, tectonophysics, seismology, volcanology; Atmospheric 
sciences of planets, satellites; Cosmochemistry and exobiology; Solar, 
heliospheric, solar-planetary sciences, geophysics; Hydrology, Oceans and 
Atmosphere; Engineering/management, oceanography/oceanic chemistry; 
Lakes, rivers, atmospheric sciences, glaciology, chemistry
Solid Earth and Geodesy; Geodesy, marine and environmental geosciences; 
Paleomagnetism rock magnetism, electromagnetism;
Source: Science Direct (2022u). The journal’s focus includes space, solid 
and water within physics, chemistry, and geological sciences.

(continued)

Subfields of Geochemistry



52

Journal Key topics

Journal of 
Volcanology and 
Geothermal 
Research

Geochemistry of volcanoes, stratigraphy, rocks, lava, ash, degassing; 
Geophysics of volcanoes, rocks, silicate melts, magmas, heat flow; Geodesy 
and remote sensing; Hydrology/lakes, magmatic/hydrothermal fluids, gas, 
mineralization; Computational modeling of magma, lavas, gases, fluids, 
processes; Hazards, zonation methods, forecasting, assessment techniques
Source: Science Direct (2022r). This journal focuses on “volcanic and 
geothermal processes and their impact on the environment and society” and 
“does not accept geothermal or other research papers that are not related to 
volcanism” (Science Direct, 2022r).

Marine and 
Petroleum 
Geology

Organic geochemistry (distribution, composition, of organic matter); Marine 
geology/Continental margins; Basin analysis, evaluation (formation, 
evolution of sedimentary basin); Sedimentary geology (or Sedimentology, 
study of sedimentary rock); Seismic stratigraphy (deep sedimentary rock, by 
seismic data); Structural geology/tectonics; Thermal models of basic 
evolution; Geophysical interpretation (geophysical methods, resource 
detection); Formation evaluation techniques; Reserve/resource estimation; 
Well logging
Source: Science Direct (2022t). This journal publishes in “all areas covering 
marine and petroleum geology,” thereby assisting in “environmentally 
sustainable exploration, exploitation, and utilization of natural resources of 
petroleum and gas hydrate” and in some cases promoting “science and 
engineering advancement in the form of using geological formations for safe 
storage of various gases to help achieve net-zero carbon goals…”

Contributions to 
Mineralogy and 
Petrology

Geochronology; Thermodynamic modeling of petrologic and geochemical 
processes; Experimental petrology; Igneous and metamorphic petrology; 
Mineralogy; Major and trace-element mineral chemistry; Major element and 
trace-element and isotope geochemistry
Source: Springer Nature (2022b). This journal focuses on “igneous and 
metamorphic petrology, geochemistry and mineralogy,” which “investigate 
petrologic, geochemical and mineralogical evidence recorded in rocks and 
minerals to explore these processes and their implications for the 
development of the Earth’s crust, mantle and core through time” (Springer 
Nature, 2022b).

Precambrian 
Research

Cosmochemical, chemical, and biochemical evolution; Oceanic and 
Atmospheric evolution
Paleobiology and fossil records; Geophysics of the early Earth and 
Precambrian terrains; Development of Precambrian lithosphere, mantle, 
processes; Precambrian mineral deposits
Geochronology and isotope and elemental geochemistry
Source: Science Direct (2022v). This journal publishes “all aspects of the 
early stages of the composition, structure and evolution of the Earth and its 
planetary neighbours… especially on process-oriented and comparative 
studies…” (Science Direct, 2022v).

Table 2.4  (continued)

materials, using geochemical techniques. Volkman (1998) defines organic geo-
chemistry as “the study of the origins and fates of organic matter in the geosphere, 
and it encompasses studies of coals, oils, sediments and natural waters” and that 
“much of organic geochemistry can be classified into general themes” on organic 
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Table 2.5 Key research areas of leading geochemistry-focused journals

Journal Key topics

International 
Journal of 
Coal Geology

Geology, geochemistry, mineralogy, petrology of coal, coal seams; 
Metamorphosis of coal and organic matter in rocks; Coal, coal seams, and 
organic matter-rich shales; Exploration and development of coal, carbon, 
petroleum, metals; Formation, transport, storage of carbon; energy gases in 
shales/coal; Critical metals in coal, coal-bearing strata, acid-mine drainage; 
Environmental coal impacts, acid-mine drainage, emissions; Coal fires and 
underground coal gasification; Computation for coal resources, big data, 
artificial intelligence; Analytical methods for geochemistry, mineralogy etc., 
modeling; Machine learning, automated reasoning/inference, reasoning, vision
Source: Science Direct (2022l). This journal examines “fundamental and 
applied aspects of the geology, petrology, geochemistry and mineralogy of 
coal, oil/gas source rocks, and shales” and “aims to advance the 
environmentally sustainable exploration, exploitation, and utilization of these 
resources, as well as advancement of engineering and technology for effective 
resource management towards net-zero carbon goals.”

Journal of 
Geodynamics

Plate tectonic processes: paleogeodynamics, modeling in tectonics; Mantle 
geodynamics: mantle convection, hot spots, plumes, zones; Geodynamics: 
crust, mantle, lithosphere, asthenosphere interactions; Seismic, gravity, 
magnetic, thermal processes, tectonic settings
Stress field and deformation: geodetics of crustal movements; Seismic, 
electrical and magnetic anisotropy, seismicity; Crustal and mantle rheology: 
experiments, modeling, rock properties; Geodynamics of magma/lava flow, 
modeling, transport, igneous rocks; Geodynamics of topographic change: deep 
processes and topography; Geodynamics of ice sheets: melting, glacial isostasy, 
ice-seismicity; Geodynamic control on ore and hydrocarbon mineral deposits
Source: Science Direct (2022o). This journal examines “the entire multitude of 
scientific methods aimed at understanding deep and shallow processes in 
various tectonic settings and acting at different time- and length-scales” and 
“publishes results based on a multitude of research disciplines, including 
geophysics, geodesy, geochemistry, geology, and based on field observations, 
laboratory experiments, and numerical simulations.”

Continental 
Shelf Research

Physical sedimentology and geomorphology; Estuarine, coastal and shelf sea 
modeling and processes; Physical dynamics of ocean with shoreline features; 
Geochemistry of the coastal ocean (inorganic, organic); Coastal water and 
sediment quality, ecosystem health; Physical dynamics (e.g., waves) and 
biogeochemical cycles; Benthic-pelagic coupling (physical and 
biogeochemical); Benthic, phytoplankton and zooplankton ecology; Marine 
environment and anthropogenic effects
Source: Science Direct (2022f). This journal focuses on the “the biological, 
chemical, geological and physical oceanography of the shallow marine 
environment, from coastal and estuarine waters out to the shelf break” and 
encourages “interdisciplinary process-oriented” and “innovative experimental 
studies” (Science Direct, 2022f).

(continued)

Subfields of Geochemistry



54

Table 2.5 (continued)

Journal Key topics

Journal of 
Geophysical 
Research

Earth Surface, physical, chemical, biological processes, temporal, spatial; 
Biogeosciences, Earth system in time series, planetary studies; Oceans, 
physics, chemistry, biology and geology; Earth system. Earth systems, climate 
variability and change; Space Physics, aeronomy, magnetospheric, solar 
physics, cosmic rays; Planets, planetary geology, geophysics, geochemistry, 
atmospheres; Atmospheres,
Source: American Geophysical Union (2022). This journal “publishes original 
scientific research on the physical, chemical, and biological processes that 
contribute to the understanding of the Earth, Sun, and solar system and all of 
their environments and components” (American Geophysical Union, 2022).

American 
Mineralogist

Biogeochemistry and biomineralogy; Mineralogy and crystallography; Mineral 
physics; High- and low-temperature geochemistry; Petrology; Geofluids; 
Relevant synthetic material
Planetary evolution
Source: American Mineralogist (2022). This journal provides “some of the 
most important advances in the Earth and Planetary Sciences with a 
mineralogical focus in the broadest sense” (American Mineralogist, 2022).

Table 2.6 Key research areas of leading geochemistry-focused journals

Journal Key topics

Bulletin of 
Volcanology

Volcanic products; Volcanic eruptive behavior; Deeper structure of 
volcanoes; Evolution of magmatic systems; Geochemical, petrological, and 
geophysical techniques; Volcanic Hazards
Source: Springer Nature (2022a). The main objective is to “improve 
understanding of the deeper structure of volcanoes, and the evolution of 
magmatic systems” (Springer Nature, 2022a).

Earth and 
Planetary Science 
Letters

Earth and Planetary Sciences (miscellaneous); Evolution and general 
properties of the Earth and planets; Geochemistry and Petrology; 
Geophysics; Physical and chemical processes
Interior, surface, and atmospheric dynamics
Source: Science Direct (2022g). This journal focuses on “physical and 
chemical processes, the evolution and general properties of the Earth and 
planets – from their deep interiors to their atmospheres” (Science Direct, 
2022g).

AAPG Bulletin Earth and Planetary Sciences (miscellaneous); Geochemistry and 
Petrology; Geology; Energy; Energy Engineering and Power Technology; 
Energy (miscellaneous); Fuel Technology
Source: American Association of Petroleum Geologists (2022). This 
journal examines “geoscience and the associated technology of the energy 
industry” (American Association of Petroleum Geologists, 2022).

Solid Earth Geochemistry, mineralogy, petrology, volcanology; Stratigraphy, 
sedimentology, and paleontology; Geodesy and gravity; Geodynamics: 
numerical, analogue modeling of processes; Geoelectrics and 
electromagnetics; Geomagnetism; Geomorphology, morphotectonics, and 
paleoseismology; Rock physics; Seismics and seismology; Rock 
deformation, structural geology, and tectonics
Source: European Geosciences Union (2022b). This journal focuses on 
“multidisciplinary research on the composition, structure, dynamics of the 
Earth from the surface to the deep interior at all spatial and temporal 
scales” (European Geosciences Union, 2022b).

(continued)
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Journal Key topics

Environmental 
Chemistry

Biogeochemistry; Atmospheric chemistry; Marine and freshwater 
chemistry; Polar chemistry
Fire chemistry; Soil and sediment chemistry; Chemical aspects of 
ecotoxicology; Climate change
Source: Commonwealth Scientific and Industrial Research Organisation 
(CSIRO) (2022). This journal examines “the chemistry of the environment 
(air, water, earth, and biota), including the behaviour and impacts of 
contaminants and other anthropogenic disturbances,” with primary focus 
on an “interdisciplinary approach, while advancing our understanding of 
the linkages between chemistry and physical or biological processes” 
(CSIRO, 2022).

Journal of the 
Geological Society

Interdisciplinary Earth Sciences; Fundamental geological processes; 
Regional studies
Source: The Geological Society of London (2012). This is a broadly 
focused journal, publishing on the full range of the earth sciences.

Australian Journal 
of Earth Sciences

Earth and Planetary Sciences; Total earth science; Basin studies; Regional 
geophysical studies; Metallogeny (genesis, distribution of mineral deposits)
Source: Taylor and Francis Online (2022a). This is a broad journal, 
covering the fields of the earth sciences (Taylor and Francis Online, 
2022a).

Physics and 
Chemistry of 
Minerals

Atomic structures and crystalline states; General solid state spectroscopy; 
Experimental/theoretical analysis of chemical bonding; Physical 
properties; Thermal expansion, compressibility, elastic constants, atomic 
structure; Electron microscopy for physical and chemical studies; Mineral 
surfaces; Computational methods in mineralogy
Source: Springer Nature (2022d). This journal covers “applications of 
modern techniques or new theories and models to interpret atomic 
structures and physical or chemical properties of minerals” (Springer 
Nature, 2022d).

Table 2.6 (continued)

Table 2.7 Key research areas of leading geochemistry-focused journals

Journal Key topics

Lithosphere Geochemistry and Petrology; Mineralogy and Crystallography; Petroleum 
Geology; Sedimentary Geology, Paleoclimate, Paleontology; Atmospheric 
Science; Geomorphology, Regional Geology, Past Environments; Structural 
Geology and Tectonics; Oceanography
Space and Planetary Science; Applied Geophysics; Economic Geology; 
Engineering Geology and Natural Hazards
Source: GeoScienceWorld (2022). This journal “covers research in all areas of 
earth, planetary, and environmental sciences, providing a unique publishing 
choice for authors in the geoscience community.” The Journal emphasizes the 
topics in the above table, and “the intersections between them.”

(continued)
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Journal Key topics

Journal of 
Geosciences

Major- and trace-element geochemistry, isotope geochemistry; Mineral 
chemistry and mineralogy; Experimental petrology and mineralogy; 
Theoretical models of igneous and metamorphic processes; Mineralizing 
processes and mineral deposits; Igneous and metamorphic petrology; 
Process-oriented studies of igneous, metamorphic complexes; Research in 
structural geology and tectonics; Dating igneous activity and metamorphic 
events
Source: Czech Geological Society (2022). This journal examines “all aspects 
of the nature and origin of igneous and metamorphic rocks” (Czech 
Geological Society, 2022).

Geological 
Journal

Geochemistry and Geochronology, stable/unstable isotopes, elements; 
Metamorphic Geology, regional, fluids, crystallization paths, burial and uplift; 
Volcanic, Igneous Geology, igneous, magma genesis, composition, products; 
Sedimentology/Geomorphology, basin and facies analysis, sedimentation; 
Paleontology, macroevolution, biostratigraphy, taphonomy, ichnology; 
Quaternary Geology, climate/sea-level change, fossils, glaciations; Tectonics 
and Structural Geology, strain analysis, tectonics, deformation
Source: John Wiley and Sons Ltd (2022). This journal “has a particular 
interest in publishing papers on regional case studies from any global locality 
which have conclusions of general interest. Such papers may emphasize 
aspects across the full spectrum of geological sciences” (John Wiley & Sons 
Ltd, 2022).

Applied Clay 
Science

Modification by biological microorganisms; Modification by chemical 
treatments with organic and inorganic molecules; Soil chemistry, agriculture, 
hydrocarbon and geothermal prospection; Interaction with water, with polar 
and apolar molecules; Thermal, structural, crystallographic, mineralogical 
properties of clay minerals; Genesis and deposits of clay minerals; 
Modification by thermal and physical treatments; Structural and textural 
modifications of clay minerals; Radioactive Wastes, Water Engineering, 
Heavy metal Depollution, Filtration; Clay minerals in formulations of 
pesticides, drugs, animal food production; Drilling fluids and muds in 
petroleum industry, Geotechnical applications; Ceramics, construction, iron 
ore and steel industry, paper, catalysis, cosmetics
Source: Science Direct (2022b). For this journal, some of the topics 
mentioned are on the natural chemistry of clay, while others are more focused 
on industrial methods

Tellus Series B: 
Chemical and 
Physical 
Meteorology

Biogeochemical cycles of atmospheric constituents; Air/surface exchange 
processes; Long-range and global transport and dispersion; Atmospheric 
aerosols; Processes affecting atmospheric composition; Atmospheric chemical 
reactions; Cloud physics and chemistry, cloud radiative effects
Source: Taylor and Francis Online (2022b). This journal focuses on “all 
aspects of atmospheric chemical cycling related to Earth science processes” 
(Taylor and Francis Online, 2022b).

Nonlinear 
Processes in 
Geophysics

Geoscience systems, disruption, and innovation; Related social and biological 
systems;
Big data and artificial intelligence; New sensing analysis; Simulation 
technologies; Data-driven research; Mathematical physics
Source: European Geosciences Union (2022a). This journal is committed to 
“breaking the deadlocks often faced by standard approaches in Earth and 
space sciences” and publishes “disruptive and innovative concepts and 
methodologies, as well as original applications of these to address the 
ubiquitous complexity in geoscience systems, and in interacting social and 
biological systems” (European Geosciences Union, 2022a).
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matter. The Geochemical Society defines organic geochemistry as encompassing 
diverse research areas such as “biogeochemistry, aspects of climate change studies, 
petroleum geochemistry, aspects of archaeology, and studies of extraterrestrial 
organic matter” and documents that there is “potential for large, more-than incre-
mental, advances which the diversity of organic geochemical approaches can col-
lectively yield when applied to complex natural systems” (Geochemical Society, 
2022). The definition of organic geochemistry is mirrored in the work of the 
Society’s Organic Geochemistry Division, which is stated as encouraging and fos-
tering “studies on the origin, nature, geochemical significance, and behavior during 
diagenesis and catagenesis of naturally occurring organic substances in the Earth, 
and also studies of extraterrestrial organic matter” (Geochemical Society, 2022). 
Utrecht University (2022) describes the work of organic geochemists as using a 
molecular approach to examine and study the origin and development of organic 
matter in the bio- and geosphere with the focus of research in that university being 
mostly on land-ocean organic carbon movement, paleoclimate reconstructions, 
proxy development, and ecosystem processes and the “the relationships between the 
occurrence, distribution, and/or isotopic composition of specific molecules, so-
called biomarkers, and environmental parameters in modern systems.”

Organic geochemistry may also examine evidence of environmental change in 
the Earth’s crust. For example, Imperial College (2022) describe their Organic 
Geochemistry Research (ICOG) program as including research on the evidence for 
mass extinctions in rock chemistries, especially the big five mass extinctions at the 
end Ordovician, Late Devonian, end Permian, end Triassic, and end Cretaceous, 
examining the organic remains of the organisms that existed during these events, 
which “are entombed in rocks and can be extracted and analysed using organic 
geochemical methods. Interpreting these molecular fossils allows us to reconstruct 
the environments in which these organisms prevailed and thereby understand the 
causes and consequences of the extinction events” (Imperial College, 2022). Other 
research focuses on environmental change, using organic material such as plant 
spores, which contain pigments that protect their genetic materials from mutation 
by UV light. The analysis of the pigment contents of spores collected over long 
periods, it is possible to determine the trends in the amount of UV penetrating to the 
Earth’s surface (Imperial College, 2022). Rock matrices deposited in layers at regu-
lar intervals, can also be examined, and the detailed study of these layers and the 
existing diagnostic molecules enables the abstraction of data that documents long 
term environmental change (Imperial College, 2022).

For practical results, organic geochemistry may also examine sources of petro-
leum in the Earth’s crust, examining sources, compositional changes, and move-
ment of such petroleum sources. Petroleum geochemistry has become one of the 
most important foci of organic geochemistry, with the main issues being the devel-
opment of ever more sophisticated and detailed method for the detection of organic 
compounds and oil being strata in ground materials. Imperial College (2022), 
describes their Organic Geochemistry Research (ICOG) program as also including 
Petroleum Studies, arguing that “recently, the demand for oil is focusing scientific 
attention on unconventional hydrocarbon deposits. Imperial College Organic 
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Geochemistry activities involve research into both conventional and unconventional 
petroleum deposits.” This is echoed by Mather (2013), who writes that “organic 
geochemistry studies the distribution, composition, and fate of organic matter in the 
geosphere on both bulk and molecular levels, combining aspects of geology, chem-
istry, and biology… Given the origins of fossil fuels such as crude oil, natural gas, 
or coal via the incorporation into sediments and burial of biomass from decayed 
organisms (followed by complex chemical reactions under the influence of tempera-
ture, catalysis, and, in shallow sediment layers, microbial activity), organic geo-
chemistry is intimately associated with petroleum geochemistry.”

Philp and Mansuy (1997: 749) point out that petroleum geochemistry is an 
important discipline for several areas of exploration and production for fossil fuels. 
Additionally, there have been recent developments alongside other developments in 
analytical chemistry, including gas chromatography and gas chromatography−mass 
spectrometry. An important development is the use of new techniques for the detec-
tion of usually trace amounts of biomarker compounds, which are compounds in oil 
with source rock extracts, the analysis of which can provide information on the 
origin of the oils in the Earth’s strata. Philp and Mansuy (1997: 749) argue that at 
the time of their publication in the mid-90s, major developments in geochemistry 
included the evolution of methods for reservoir studies (e.g., the use of high- 
resolution gas chromatography to study reservoir continuity, and high-temperature 
gas chromatography to study wax deposits), new methods in exploration and bio-
marker geochemistry (e.g., pyrolysis techniques to study insoluble organic matter in 
source rocks or asphaltenes in oils), techniques which enable “a far more detailed 
and comprehensive picture on the origin of fossil fuels than could ever have been 
imagined a mere two decades ago” (Philp & Mansuy, 1997, 749).

Mukhopadhyay et al. (1995: 86) developed the argument that “the major unre-
solved issues on hydrocarbon generation, migration, and entrapment, include: (a) 
the distribution of source rocks in various stratigraphic intervals; (b) variations in 
maturity for both source rocks and crude oils and condensates; (c) the relation 
between hydrocarbon generation and over pressuring; and (d) possible oil-oil and 
oil-condensate source rock correlation.” Here the issues concern studies that exam-
ined and described some potential source rocks in several stratigraphic intervals, the 
geochemical properties of some oils and condensates, and some possible oil-oil and 
oil-source rock correlations (Mukhopadhyay et al., 1995, 86). Related studies exam-
ine the possibly ways to study and predict oil bearing sediments and the formation 
of such varied physical forms. For example, Zou (2017) writes about “unconven-
tional petroleum geology,” of which an example is the theory of kerogen thermal 
degradation. This was initially based on earlier research, such as that of Bray and 
Van Tuyl (1961) who found that the carbon number distributions of n-alkanes or 
normal alkanes (alkanes are hydrocarbons in which the carbon atoms are held 
together by single bonds, with the general formula CnH2n+2) and further research 
increased knowledge on “the diagenetic evolution mechanism of organic matter and 
its relationship with the formation of oil” (Zou, 2017). Phillippi (1965) is cited as 
one of the founders of such studies, as the research findings indicated that sedimen-
tary organic matter can only be transformed into hydrocarbons if it is at a particular 
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burial depth and temperature. Later studies which examined the links between the 
generation of petroleum and temperature and time, such as those of Connan (1974) 
and Tissot and Welte (1978) “established a petroleum generation model that quanti-
tatively determines the hydrocarbon-generating capacity of source rocks” this sup-
porting the theory of kerogen thermal degradation (Zou 2017).

This theory assumes that deposited organic matter changes into kerogen after 
biochemical and polycondensation processes (Zou 2017). The shrinkage of the ker-
ogen to a greater depth slowly generates oil through thermal degradation. Such 
organic matter includes bitumen, which is soluble in organic solvents, and kerogen 
which is insoluble in organic solvents. The character and hydrocarbon potential of 
kerogen can be measured using these parameters and using theoretical and practical 
analysis may evaluate the sources and amounts of hydrocarbon development. This 
study of hydrocarbon generation is linked to that of the concept of petroleum migra-
tion, the latter being important for the field of petroleum geology. Petroleum became 
a topic of primary interest in petroleum geology. Zou (2017) cites some formative 
literature that explored the relationships of the primary migration of petroleum, 
including those of Magara (1978) who looked at mudstone compaction and other 
primary migration issues, Barker (1972) who examined the role of aquathermal 
pressure, Burst (1969) who investigated the dehydration of clay minerals, Leithauser 
et al. (1982) who examined hydrocarbon diffusions and Dickey (1975) which looked 
at the primary migration phase of oil. Zou (2017) argues that these studies “led to 
the general identification of key scientific issues such as the phase, dynamics, and 
pathways of the primary migration of petroleum.”

Other oil-based geochemical studies include that of Boreham et al. (2021), which 
examines the monoalkene contents of a case study of Australian oils. A wide range 
of oils were selected for study, and the authors argue that “thirteen Australian oils 
and one condensate, covering oil reservoir ages from Mesoproterozoic to Early 
Cretaceous, show monoalkene contents varying from 0.01 to 22.3 wt% of the whole 
liquid” (Boreham et al., 2021). The methodology was based on radiolysis of satu-
rated hydrocarbons (radiolysis refers to the molecular damage to a substance by 
ionizing radiation), which is stated as the “most likely process leading to oils with 
high alkene contents.” Alkanes and alkenes are referred to in this study. Alkanes 
have single bonds between carbon atoms and are called saturated hydrocarbons. 
Alkenes have at least one carbon-carbon double bond and are unsaturated hydrocar-
bons. Boreham et al. (2021) found that the main radiolytic component was an unre-
solved complex mixture (UCM), with most of the resolved alkene compounds being 
positional isomers (the basic carbon skeleton remaining the same, but the important 
groups moved on the skeleton) of n-alkenes), with minor components being methyl 
branched and cyclohexyl alkenes.

Importantly, the authors note that “the oil with the longest reservoir residence 
time shows the highest content of internal n-alkenes relative to terminal 1-alkenes 
as well as the highest trans/cis ratio, suggesting the extended time has resulted in 
rearrangement to near thermodynamic equilibrium of the congruent monoalkenes” 
and the “internal n-alkene isomers have a trans configuration dominant over the cis 
isomer” (Boreham et  al., 2021). Here cis isomer is part of Cis–trans isomerism, 
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“where Cis and trans isomers occur when an alkene has two different atoms or 
groups of atoms attached to each double-bonded carbon atom” (Ouellette & Rawn, 
2019). Boreham et al. (2021) found that the “relative proportion of alkene mimics 
the relative abundance of n-alkanes, suggesting that radiolytic C–C bond cleavage 
is suppressed when the alkene/alkane ratio is elevated and that the preferred path-
way of n-alkane radiolysis favors the production of terminal monoalkenes: and the 
radiolysis of the alkane UCM with the networking of n-alkane-derived radiolysis 
products contribute to the higher relative proportion of the alkene UCM, and con-
clude that the similarity of the carbon and hydrogen isotopic ratios of the n-alkanes 
and n-alkenes supports a parent–daughter relationship, and radiolytic n-alkenes 
have a similar distribution to that of the n-alkanes; and additionally an unresolved 
complex mixture dominates the unresolved complex mixture, there is a similarity of 
the carbon and hydrogen isotope values of n-alkenes and n-alkanes; and a long term 
oil residence results in a near-equilibrium n-alkene isomer distribution (Boreham 
et al., 2021).

Another study by Curiale and Frolov et al. (1998) examined the origin and occur-
rence of alkenes in petroleum, and primary and secondary sources for the alkene 
content in oils. The primary sources of alkenes were from the primary migrating 
phase, expelled from the source rock. The secondary sources of alkenes are 
migration- contamination, usually contamination from lower maturity organic mat-
ter, from the migration pathway or disseminated within the reservoir, and alteration 
within or near the trapped fluid, and the “latter process can involve either thermal 
pyrolysis or low temperature radiolytic dehydrogenation of saturated hydrocarbons 
(Curiale & Frolov, 1998). An igneous intrusion near the hydrocarbons in the reser-
voir or within an organic matter-rich rock may cause transient high temperature 
thermal degradation of the oil and condensate, hence producing an alkene-rich 
migrating fluid (Curiale & Frolov, 1998). The authors conclude that “enrichments of 
radiogenic elements (U, Th and K) within reservoir rock minerals can result in the 
radiolytic-generated alkenes making more than 10 wt% of the altered petroleum 
liquid” (Curiale & Frolov, 1998; see also Frolov et al., 1998).

Apart from oil and petroleum studies, organic geochemistry considers other 
aspects of organic materials in atmosphere, lithosphere and ocean. An important 
issue concerns marine dissolved organic matter (DOM), which is a major bioactive 
reservoir of carbon in the ocean. This reservoir is estimated at a stock of 700 Pg C 
in the global ocean, which is similar in size to the stock of carbon resident in atmo-
spheric CO2 (Hansell & Carlson, 2014 xxi). Hansell and Carlson (2014, xxi) note 
that with the development of studies of the elemental cycles (carbon, nitrogen, and 
phosphorus), searching research has been conducted on such organic matter accu-
mulation, with certain central questions: “can we accurately, with community wide 
consistency, measure the concentrations of dissolved organic matter in the ocean; 
what are the distributions of the dissolved organic C/N/P pools and what processes 
controls these distributions; what are the rates, biogeographical locations, and con-
trols on elemental cycling through the pools; what are the biological and physico-
chemical sources and sinks; what is the composition of the pools and what does this 
tell us about elemental cycling? Finally, do we understand DOM in elemental 
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cycling well enough to accurately represent the processes in numerical models?” 
Answering such questions has become important studies on DOM.

Catalá et al. (2021, 7225) note that marine-dissolved organic matter (DOM) is a 
huge and mostly unexplored molecular space, mostly resident in the ocean for mil-
lennia. This huge reservoir is very diverse one for the most diverse molecular mix-
tures yet documented, and comprises millions of individual compounds. Research 
has been conducted on the role of dissolved organic matter in the processes of bio-
geochemical cycles, climate dynamics, microorganisms, and the molecular compo-
sition of the DOM. Catalá et al. (2021, 7225) nevertheless note that the study of 
DOM bioactivities is still undeveloped, mostly due to the technical challenges of 
analyzing such chemically complex material. The current solution is to develop 
more advanced technologies, for the analysis of DOM bioactivities. The newer 
screening technologies are slowly enabling more detailed studies, especially the 
accelerated identification of bioactivities for small molecules from natural products 
and seek to replace the “laborious chemical fractionation” with the “application of 
untargeted metabolomics and multiplexed high-throughput molecular-phenotypic 
screening techniques that are providing first insights on previously undetectable 
DOM bioactivities” (Catalá et al., 2021, 7225).

In another study, Pötz et al. (2021) note that organic matter held to be an impor-
tant reductant in some sediment-hosted base metal deposits, but the exact nature of 
the interactions between OM and hydrothermal fluids is debatable, and the intercon-
nected reactions that develop over the long term, geological timescales are also 
currently being studied. Their study examined organonitrogen, -sulfur, and -oxygen 
(NSO) compounds, the justification of this focus being that these compounds are the 
most affected by organic–inorganic interactions with mineral surfaces, metals, and 
aqueous fluids (Pötz et al., 2021). The study methodology used ultra-high resolution 
mass spectrometry (FT–ICR–MS). According to Qin et al. (2021, 347) “FT-ICR MS 
measures the mass-charge ratio and abundance of all ions at the same time. FT-ICR 
allows detection of very low ion concentrations due to its ability to amplify signals. 
This way, the method achieves high sensitivity as well as resolution.” In the study 
by Pötz et al. (2021) the findings indicated a generally homogenous deposition of 
type II marine organic matter, hydrothermal issues, losses of extractable organic 
matter and especially long-chain n-alkanes and enrichment in oxygenated com-
pounds and increased molecular oxygen content. Zakaria et al. (2018, 345) refer to 
n-Alkanes as “saturated hydrocarbons…, hydrogen and carbon with solely single 
bonds” with the formula CnH2n+2 showing the maximum bonds between carbon and 
hydrogen atoms. The authors argue that “the main source of global occurrence of 
n-alkanes is petroleum; however, they also occur naturally. n-Alkanes can be 
detected in riverine, estuarine, and marine sediments as well as aquatic organisms” 
Zakaria et al. (2018, 345).” Pötz et al. (2021) conclude that “FT–ICR–MS, com-
bined with determination of stable hydrogen isotope compositions, can provide 
valuable information about interaction time scales and the origin of mineralizing 
hydrothermal fluids.”

Other geochemical studies include micro-assessments of chemical compound 
materials in earth or water systems, sometimes with applications to microbiology. 
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For example, O’Beirne et  al. (2022) write about the “characterization of diverse 
bacteriohopanepolyols in a permanently stratified, hyper-euxinic lake.” The authors 
argue that these bacteriohopanepolyols (BHPs) are a diverse class of bacterial lipids 
that have potential status as biomarkers of some specific microbes, microbial pro-
cesses, and environmental conditions (O’Beirne et al., 2022). The subject study of 
Mahoney Lake in Canada was of a water and sediment environment characterized 
by hyper-euxinic (usually with no oxygen and higher levels of hydrogen sulfide 
H2S) and meromictic (layers of water that do not intermix) conditions (see Wetzel, 
2001; Meyer & Kump, 2008). The findings of the study indicated that there were 
clearly distinct BHP distributions in the oxic mixolimnion (mixolimnion refers to 
the upper layer of a meromictic lake, above the chemocline, mixed by the wind, 
with free circulation and low density, oxic refers to oxygen present), the chemocline 
(this is the zone in a meromictic lake, that transitions between the upper mixolim-
nion and lower monimolimnion layers, with a change from aerobic to anaerobic 
conditions, and monimolimnion refers to the lower layer of a meromictic lake, 
below the chemocline, with dense static water) (O’Beirne et al., 2022).

The findings also indicated that Bacteriohopanetetrol (BHT) and unsaturated 
BHT are the main BHPs in the oxic mixolimnion and the chemocline, a novel BHP 
occurs in the euxinic monimolimnion. Additionally, composite BHPs occurred in 
the euxinic monimolimnion and sediments, showing production by anaerobic bac-
teria. Bacteriohopanepolyols (BHPs) were produced by anaerobic bacteria and 
methylated bacteriohopanepolyols are produced from low oxygen and high osmo-
larity (osmolarity is the number of particles per liter of solution) (O’Beirne et al., 
2022). The authors also found that “BHTs are produced within the euxinic sedi-
ments in response to low oxygen and high osmotic concentrations, as opposed to 
being diagnostic biomarkers of cyanobacteria and aerobic metabolisms” (O’Beirne 
et al., 2022).

Another study by Cooke et al. (2009: 1151), on bacteriohopanepolyols in soils, 
focuses on a group of BHPs, including adenosylhopane and related compounds, 
which enable the transport of terrestrial organic matter (terrOM) to the marine envi-
ronment. The case study was of Russian (estuary surface sediments) and American 
rivers (river sediments). Using the BHP signatures and high performance liquid 
chromatography–tandem mass spectrometry (HPLC–MSn), the study found 15 dif-
ferent BHPs from several different bacteria, and a significant mound of OM from 
terrestrial sources and suggested that increases in terrestrial OM or increased pres-
ervation of OM resulted from of shorter periods of permafrost thawing (Cooke 
et  al., 2009: 1151). In addition to variation between the rivers (great differences 
between the North American rivers in BHP input and higher soil OM contribution, 
and variations between the Russian rivers in “soil-marker” BHPs and tetrafunction-
alized BHPs), “aminobacteriohopanepentol, an indicator of aerobic methane oxida-
tion, was observed in all the sediments, with the source being either the marine 
environment or methane producing terrestrial environments” (Cooke et  al., 
2009: 1151).

Organic geochemistry may be closely linked to biogeochemistry, as carbon has 
strong biological links. Rafferty (2013) describes the relationship between 
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biogeochemistry and organic geochemistry: biogeochemistry is the “study of the 
behaviour of inorganic chemical elements in biological systems of geologic scope 
as opposed to organic geochemistry, which is the study of the organic compounds 
found in geologic materials and meteorites, including those of problematic biologi-
cal origin.” Topics within both biogeochemistry and organic geochemistry are listed 
as petroleum and life origins, biogeochemical prospecting for mineral deposits, 
some ore deposit origins, natural water chemistry, soil formation, and coal chemis-
try (Rafferty, 2013). Organic geochemical studies may apply to biogeochemistry. 
For example, a study of the organosulfur compound dimethylsulfide (DMS) by 
Hopkins et al. (2023: 361) titled “The biogeochemistry of marine dimethylsulfide” 
argued that “advances in molecular genetics and large-scale biogeochemical mea-
surements have revealed the global prevalence of DMS-related processes, including 
in previously overlooked environments and organisms, such as sediment-dwelling 
bacteria.” The study examined the production and cycling of marine DMS and its 
entry into the atmosphere and noted that the study of dimethylsulfide in the atmo-
sphere, which may be based on crudely defined biological parameters, including 
total chlorophyll, require more advanced study of the biogeochemical processes that 
control DMS production (Hopkins et al., 2023: 361).

 Inorganic Geochemistry

Definitions of inorganic geochemistry usually emphasize the role of carbon in 
organic geochemistry and the lack of carbon in studies in inorganic geochemistry. 
For example, Geoscience Australia (2022) notes that “inorganic chemistry is con-
cerned with the properties of all the elements in the periodic table and their com-
pounds, with the exception of organic compounds (compounds containing C-H 
bonds). Inorganic chemistry investigates the characteristics of substances that are 
not organic, such as nonliving matter and minerals found in the Earth’s crust.” 
Inorganic geochemistry is linked to inorganic chemistry: the American Chemical 
Society (ACS) (2022) defines inorganic chemistry as concerned “with the properties 
and behavior of inorganic compounds, which include metals, minerals, and organo-
metallic compounds. While organic chemistry is defined as the study of carbon- 
containing compounds, inorganic chemistry is the study of the remaining (i.e., not 
carbon-containing) subset of compounds. But there can be overlap between the two 
fields. For example, organometallic compounds usually contain a metal or metalloid 
bonded directly to carbon.”

Several authors have written concerning the foci of inorganic geochemistry, 
including the main inorganic elements and minerals, and the techniques for their 
study. For example, Kumar et al. (2021, 149), write about highly sophisticated ana-
lytical methods, including powder X-ray diffraction, scanning electron microscopy, 
electron probe micro-analysis and other methods, which can be used for the study 
of inorganic or geological minerals. Elements and minerals studied with these sys-
tems include iron (Fe), oxygen (O), silicon (Si), magnesium (mg), quartz (SiO2), 
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feldspar (KAlSi3O8 – NaAlSi3O8 – CaAl2Si2O8), among others), amphiboles (SiO4 
tetrahedra, containing ions e.g., iron and/or magnesium, etc.), pyroxene (generally 
the formula ABSi2O6), olivine (Mg2+, (Fe2+) 2SiO 4), kaolinite (Al2Si2O5(OH)4), ben-
tonite ((Na,Ca)0.33(Al,Mg)2Si4O10(OH)2·(H2O)n), also sodium bentonite 
(Al2H2Na2O13Si4), calcium montmorillonite ((Na,Ca)0.33(Al,Mg)2(Si4O10)
(OH)2·nH2O), vermiculite ((Mg,Fe2+,Fe3+)3 [(Al,Si)4 O10](OH)2·4H2O), and biotite 
(K(Mg,Fe)3(AlSi3O10) (F,OH)2).

Geochemistry (2022) reports that the major elements in Earth’s mantle and crust 
are, in order of abundance: oxygen (44%), magnesium (23%), silicon (21%), iron 
(8%), calcium (2.5%), and aluminum (2.4%). Iron is one of the main elements 
described in studies of inorganic geochemistry. For example, Williamson (1998) 
notes that “iron commonly exists in one of three oxidation states: Fe0 (elemental 
iron), Fe2+ (ferrous iron), and Fe3+ (ferric iron). It is the fourth most abundant ele-
ment in the Earth’s crust, exceeded only by oxygen, silicon and aluminum, but is 
believed to be the most abundant in the Earth as a whole.” It exists at a crustal aver-
age of 7–8%, in ultramafic 9.6%, basalt 8.6%, granite 2.2%, limestone 0.33%, and 
sandstone 0.98% (Taylor & McLennan, 1985; Faure, 1991).

Inorganic geochemistry may also be concerned with oil exploration and analysis. 
For example, Ivanov et al. (2021) examined the inorganic geochemistry of crude 
oils of northern Eurasia using mass-spectroscopy with inductively coupled plasma 
(ICP-MS), which enabled the study of the microelement composition of crude oil 
and its derivatives “with the limit of detection (LOD) at the ppt level” taking an 
example from West Siberian and Tatarstan Romashinskoye oilfields. The findings 
using the ICP-MS method indicated variations in microelements in the oil reser-
voirs. Fifty rare, rare earth, and other microelements were detected, and the studied 
crudes were found to have a specific microelement composition. It was argued that 
the main geochemical feature of the crude oil was the extremely low content of 
many trace elements. This study of the inorganic geochemistry of West-Siberian 
and Tatarstan crude oils “using the most modern equipment shows that crude oils (at 
least from these two provinces, and, apparently, others) have an extremely specific 
microelement composition with no comparisons” (Ivanov et al., 2021).

The authors note that “according to modern concepts…, the analysis of the dis-
tribution of rare and rare earth elements in crude oils makes it possible to identify 
the sources and characteristics of naphthide-forming fluids (Naphthalene is an 
organic compound with formula C10H8, and naphthide is a compound of naphtha-
lene or its radical with a metallic element, mercuric naphthide) (Ivanov et al., 2021). 
It was concluded that there was a specific microelement composition to the studied 
crudes, and based on the elevated contents of transit elements and platinoids, the 
study made a conclusion about the “ultrabasic” geochemical–metallogenic special-
ization of studied petroleum systems and the assumption about its origin was pro-
posed” (Ivanov et al., 2021; see also Marakushev et al., 2004; Ivanov et al., 2008; 
Gottikh et al., 2009).

In another example of the application of inorganic geochemistry methods to 
petroleum sources, Ratcliffe et al. (2012, 4) give a case study of oil extraction from 
shale (the commonest sedimentary rock), arguing that as shale continues to be the 
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most actively explored and developed hydrocarbon plays in North America, their 
study “demonstrates how inorganic whole-rock geochemical data can be used to 
help with the development of shale plays.” The authors further note that the elemen-
tal data which is utilized for chemostratigraphy may be used for modeling mineral-
ogy and total organic carbon, and also to assess paleoredox facies and derive 
information on the formation brittleness, which are important pieces of information 
for the exploitation of the shale resource plays (Ratcliffe et al., 2012, 4). Here che-
mostratigraphy may be defined as “the study of the inorganic/organic chemical 
variations within the sedimentary sequences, either based on the elemental or isoto-
pic composition of the rock. It provides a useful tool for unconventional resource 
exploration and development” (Slatt et al., 2021).

Ratcliffe et al. (2012: 4) also argue that recently in the United States, shale has 
become an important oil source, but “the fine grained, macro-scale homogeneity of 
many shale plays currently being exploited has negated some of the more traditional 
approaches to reservoir characterization and stratigraphic correlation, resulting in 
the search for new methodologies that enable better understanding of shale reser-
voirs.” In this study, the technique used was the application of inorganic whole-rock 
geochemical data to shale resource plays. Features measured by this chemostratig-
raphy technique, which help to understand shale reservoirs, include changes in ele-
ment concentrations through time and using those to model changes with respect to 
geological events, such as paleoclimate, and relative rock brittleness (see also 
Pearce et al., 2005; Ratcliffe et al., 2006, 2007, 2010; Tribovillard et al., 2006, 2008; 
Turgeon & Brumsack, 2006; Negri et al., 2009; Jenkyns, 2010; Hildred et al., 2010; 
Wright et al., 2010). Ratcliffe et al. (2012: 9) conclude that although until relatively 
recently, stratigraphic studies were the main objective for deriving whole rock inor-
ganic geochemical data for the petroleum industry, it is now more obvious that these 
same datasets may be used to assess bulk mineralogy and total organic carbon 
(TOC) (both semiquantitatively), temporal and lateral variation in paleoredox con-
ditions, changes in rock brittleness, and changes in mineralogical composition for 
industrial purposes.

Other studies of inorganic geochemistry focus on elements or compounds in the 
earth’s crust, either in solid materials or water. For example, Smith et  al. (2009, 
2348) examine the occurrence of ammonium (NH4

+) and nitrogen processing in 
water from coal-bed natural gas (CBNG) production wells, in a case study of the 
Powder River Basin, Wyoming, USA. The findings of this study indicated that dis-
solved ammonium concentrations ranged from 95 to 527 μM, ammonium concen-
trations decreased with the transport distance (with later increases in nitrite and 
nitrate concentrations) and the removal efficiency, or uptake, of total dissolved inor-
ganic nitrogen also differed between the channel types. The study also found that 
the uptake of dissolved inorganic nitrogen was greater in channels in gentle-sloped, 
vegetated topography, than in the steeper, less vegetated channels. There were also 
high correlations between dissolved inorganic nitrogen and diel (diel refers to 
24 hours; daily diel alternation between night and day) patterns of incident light and 
dissolved oxygen concentration. Other findings were that in a larger main channel 
with several discharge inputs (n  =  13), dissolved inorganic nitrogen (DIN) 
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concentrations were > 300 μM, with pH > 8.5, after 5 km of transport. Ammonium 
comprised 25–30% of the large-channel DIN, and ammonium concentrations were 
relatively constant over with time, and there was only a weak diel pattern (Smith 
et al., 2009, 2348). The authors conclude from the findings that CBNG discharge 
may sometimes be an important DIN source in western watersheds, and that the net 
oxidation and/or removal depends upon the amount of contact with sediment and 
biomass, the type of drainage channel, and the time of day (Smith et al., 2009: 2348).

In another study, Sowder et al. (2010, 1604) studied trace metal occurrence in 
Coalbed natural gas (CBNG)-produced water, which can accumulate in produced 
water retention ponds, taking a case study of the Powder River Basin (PRB) of 
Wyoming. The objective of the study was to ascertain the groundwater pollution 
potential and to explain the factor for the high Arsenic (As) concentrations (Sowder 
et al., 2010: 1604). The parameters were the infiltration characteristics, subsurface 
hydrology, the fall and pond water quality, the isotope signatures, and the trace 
metal balances. The findings indicated that there was little or no infiltration of pond 
water, and there was no measurable contamination of the shallow groundwater. The 
high pond As concentrations were caused by semicontinuous inputs of CBNG- 
produced water with low As concentrations (0.20–0.48 microg L(−1)), which were 
affected by the low pond water volumes during low rainfall. Sowder et al. (2010: 
1604) concluded that “because of reduced infiltration and high evaporation rates, As 
became concentrated over time” and “reduced infiltration was most likely caused by 
the high sodium concentration and high sodium adsorption ratio of the CBNG- 
produced water, which disrupt soil structure.”

In another study, Soldatova et  al. (2021: 441) examined nitrogen compound 
behavior in a shallow groundwater-soil system, which is an important aspect of the 
nitrogen cycle within agricultural landscapes, and a factor for groundwater chemi-
cal composition, with a case study from an agricultural landscape in the Poyang 
Lake area (Jiangxi Province, China). The methodology involved soil and groundwa-
ter samples taken before and after harvesting (spring and fall)., examining the data 
on the chemical and microbiological composition of the soils and groundwater, and 
isotopic data on dissolved nitrate, to determine the entry of nitrogen into the studied 
system. The findings indicated that nitrogen entered through organic nitrogen com-
pounds (mostly through early fertilization), which change into nitrate due to soil 
nitrifiers before entering the aquifer, where there may be denitrification. The authors 
conclude that in the case study, the reducing conditions, and the formation of clay 
minerals from the aqueous solution, may create a geochemical barrier for the accu-
mulation of nitrogen compounds, which may stop the transformation of ammonium 
to nitrate and providing its sorption (sorption refers to the removal of a compound 
from solution by solid phase constituents). They also note that “bacterial diversity 
in the shallow groundwater has a strong relation with the amount of nitrate in the 
system, whereas in the soil, it is connected with sampling depth” (Soldatova et al., 
2021: 441).

Links between biogeochemistry and inorganic geochemistry largely concern the 
presence of inorganic elements and compounds such as those of iron, oxygen, 
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silicon, magnesium, and mercury in the environment and in organisms, especially in 
fresh and saltwater (Campbell, 2020). For example, Morel and Price (2003) detail 
planktonic uptake of metals, which contributes to low concentrations of these met-
als in surface seawater. The study found that microorganisms release complexing 
agents and catalyze redox reactions that may change the bioavailability of trace 
metals and increase cycling in the upper water column, this contributing to the tak-
ing up of the micronutrients. It is also argued that the low availability of some met-
als contributes to photosynthesis rates and the transformation and uptake of nutrients 
such as nitrogen. The authors conclude that “the extremely low concentrations of 
several essential metals are both the cause and the result of ultraefficient uptake 
systems in the plankton and of widespread replacement of metals by one another for 
various biochemical functions” (Morel & Price, 2003: 944).

Another study examines the role of the sulfur biogeochemical cycle in mercury 
methylation in marine sediments (Wang et al., 2022). The basis of the study is that 
“estuaries are sinks for mercury, in which the most toxic mercury form, neurotoxic 
methylmercury (MeHg), is produced by mercury methylators and accumulates in 
estuarine sediments” (Wang et al., 2022). In association, sulfate-reducing bacteria 
may trigger the microbial sulfur cycle and may act as the mercury methylator. The 
study examined sulfur and mercury speciation in sediments from a case study of 70 
estuaries distributed globally. The findings indicated abundant mercury and sulfur 
species, with mercury levels risky to aquatic ecological systems, and significant cor-
relations between sulfur and MeHg concentrations, with the porewater sulfate con-
centration positively correlated to MeHg production. The sulfur cycle contributed to 
MeHg formation by activating mercury methylator activities and reducing the bio-
availability of mercury, which may increase or inhibit MeHg formation at variable 
sulfur speciation concentrations. The authors concluded that the findings suggest 
“sulfur biogeochemical cycle plays an important role in mercury methylation in 
estuarine sediments, and the effect of the sulfur cycle on mercury methylation 
deserves to be further explored in future research.”

In another study, Nóbrega et al. (2013: 7393) also examined the role of iron and 
sulfur, which are “key elements in the biogeochemistry of estuarine soils, in which 
Fe and sulfate reduction (SR) pathways are important for organic matter decompo-
sition.” Taking a case study of the Brazilian coastal mangrove forest with strong 
weather variations and shrimp farms, the objective was to assess the impacts of 
shrimp farm effluents, mostly wastewater on iron and sulfur geochemistry in man-
grove soils. A comparison was of two mangrove forest soils from a mangrove forest 
receiving wastewater from shrimp ponds and a control site). The findings indicated 
a decrease in pyritic iron and degree of pyritization in the soils of the first case study, 
possibly linked to the anaerobic oxidation of pyrite and nitrate reduction, or the 
dominance of denitrification over sulfate reduction. The lower TOC contents in the 
first site suggested that underground decomposition increased in reaction to eutro-
phication. Seasonal variations impacted the semiarid mangrove soils, as during the 
drier period, soils had oxidizing conditions with losses of reduced and oxidized 
iron, which is environmentally significant as iron is biolimiting for marine primary 
production. The authors conclude that the findings indicate “that both factors 
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(seasonal weather variations and shrimp effluents) play important roles in the geo-
chemical processes that occur in these soils and, thus, may affect their functioning 
and maintenance” (Nóbrega et al., 2013: 7393).

 Isotope Geochemistry

Isotopes are defined as atoms of the same element that have different numbers of 
neutrons, but the same numbers of electrons and protons, this translating into differ-
ent physical characteristics. Isotope geology is the study and application of isotopes 
to geological processes and the time scales of these processes (Kendall et al., 1995; 
Kendall & Caldwell, 1998). Isotope geochemistry is defined by Allaby (2008) as the 
“study of the abundance ratios of isotopes (both stable and radioactive) of major and 
trace elements in rocks (e.g., Rb/Sr, Pb/U, etc.), to elucidate a number of geologic 
problems and processes. These include the age relationships of rocks, and the age of 
the Earth itself (see geochronology; isotopic dating; and radiometric dating); paleo-
temperatures and geothermometry (see oxygen-isotope analysis; and geothermom-
eter); and the provenance of natural waters, ore-forming fluids, and magmas (see 
isotope fractionation; SMOW-standard mean ocean water; d/h ratio; oxygen–iso-
tope ratio; and stable-isotope studies).”

Isotope geochemistry may be divided into stable isotope geochemistry and radio-
genic or radioactive isotope geochemistry. Li et  al. (2019) describe isotopes as 
divided into stable isotopes and radioactive isotopes, where stable isotopes refers to 
the isotopes whose nuclear remain stable through time, as opposed to radioactive 
isotopes that decay into daughter isotopes of different elements.” Mamedov (2021: 
6) compares the stable and unstable types, notes that “in contrast to unstable (radio-
active) isotopes or isotopes produced from the decay of another element (radio-
genic), stable-isotope geochemistry uses isotopes whose abundances do not change 
with time.” Yadav et al. (2021, 93) point out that “stable isotopes have shown very 
versatile applications in various fields. Vallero (2014, 139) notes that “stable iso-
topes do not undergo natural radioactive decay, whereas radioactive isotopes involve 
spontaneous radioactive decay, as their nuclei disintegrate.”

Additionally, the stable isotopes of light elements, including hydrogen, carbon, 
nitrogen, oxygen, and sulfur have been used in earth science research from the 
1950s, and have consequently been described as traditional stable isotopes. The 
stable isotopes of other elements (note: most of them are metals such as Mg, Cu, Fe, 
Zn, Hg) have been described as nontraditional stable isotopes, because they have 
mostly received attention since the beginning of the 2000s (Li et al., 2019). Yadav 
et al. (2021: 93) have also written that in the case of geochemistry, two types of 
stable isotopes have been used, namely the traditional stable isotopes including C, 
N, O, S, and H, and nontraditional stable isotopes such as Zn, Cu, Fe, Pd, Cd, and 
other metals. Yadev et al. (2021: 93) also contend that traditional isotopes have been 
used in studies as geothermometers, tracers in hydrological, biological systems, ore 
deposits, hydrothermal systems, among others, while nontraditional isotopes have 
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increasingly been used in several fields, including the tracing of toxic environmental 
pollutants like Cr and Hg, application in mining (Yadav et al. (2021: 93).

Traditional stable isotopes are referred to as “those of carbon, hydrogen, nitro-
gen, oxygen, and sulfur, elements with relatively low atomic masses that play a 
significant role in geological and biological processes” and the basis of traditional 
stable isotope geochemistry, which is “based on using small atomic mass differ-
ences between isotopes of the same element to probe earth system processes. 
Isotopes fractionate themselves between different phases or molecules in ways that 
are related to temperature and reaction mechanism” (Stern & Wieman, 2021,100). 
Nontraditional isotopes are described by Hu and Teng (2021, 114) as “isotope sys-
tems other than those of H, C, N, O, and S”; these authors also point out that “the 
field of stable isotope geochemistry has advanced rapidly with the developing capa-
bility to make high-precision measurements using multi-collector inductively- 
coupled- plasma mass spectrometry (MC-ICPMS) at high mass-resolution.”

ChemEurope (2022, see also Dickin, 2005) describes radioactive isotopes as the 
parents to the radiogenic daughter isotopes, because a radiogenic nuclide is one that 
is produced by a process of radioactive decay. Vallero (2014, 139) maintains that the 
radioactive decay of the radioactive isotopes contributes to the formation of new 
isotopes or elements, and that the stable product of an element’s radioactive decay 
is termed a radiogenic isotope. The example is cited of lead (Pb), which has four 
naturally occurring isotopes, with varying masses (204Pb, 206Pb, 207Pb, 208Pb), 
of which only the first listed is stable. The isotopes 206Pb and 207Pb are classified 
as “daughter” (or progeny) products from the radioactive decay of uranium (U), 
while 208Pb is a product from thorium (Th) decay (Vallero, 2014, 139). ChemEurope 
(2022, see also Dickin, 2005) also cites lead as “perhaps the best example of a radio-
genic substance, as it is produced from the radioactive decay of uranium and tho-
rium. Specifically, Pb-206 is formed from U-238, Pb-207 from U-235, and Pb-208 
from Th-232.” Other adiogenic substances include argon-40, which is formed from 
radioactive potassium, and nitrogen-14, formed by the decay of carbon-14, radon 
and helium (ChemEurope (2022).

Radiogenic isotope geochemistry is important for current scientific research on 
the chronology of rock-forming events, as isotope geochemistry is related to the 
relative and absolute concentration of elements and their isotopes in Earth (Haldar, 
2018). ChemEurope (2022) also states that radiogenic nuclides (more commonly 
referred to as “radiogenic isotopes”) are among the most important tools in the 
Earth sciences, with two main applications: (1) “in comparison with the quantity of 
the radioactive ‘parent isotope’ in a system, the quantity of the radiogenic ‘daughter 
product’ is used as a radiometric dating tool (e.g., uranium-lead geochronology)” 
and (2) “in comparison with the quantity of a nonradiogenic isotope of the same 
element, the quantity of the radiogenic isotope is used as an isotopic tracer (e.g., 
206Pb/204Pb).” Vallero (2014: 139) also adds that “radiogenic isotopes are useful 
in determining the relative age of materials. The length of time necessary for the 
original number of atoms of a radioactive element in a rock to be reduced by half 
(radioactive half-life) can range from a few seconds to billions (109) of years.”

Subfields of Geochemistry



70

Radiogenic isotopes may also be used for studying certain geological forma-
tions. For example, Cooke et al. (2014: 364) argue that radiogenic isotopes (men-
tioning U–Pb, Sm–Nd, Rb–Sr, and Lu–Hf isotopes), “are used extensively to 
investigate the igneous and hydrothermal evolution of porphyry deposits and the 
potential sources of contained metals.” The authors note that the U–Pb (uranium- 
lead) isotopic system is one of the most used tools in the study of porphyry deposits 
(these are deposits of minerals of copper, molybdenum, gold, or other metals, within 
small veinlets within hydrothermally altered igneous formations), as a geochrono-
logic tool and a isotopic tracer for the evaluation of magma and metal sources in 
reservoirs, as lead is a common element in some rock-forming silicate minerals and 
sulfide minerals in porphyry deposits (Cooke et al., 2014 364). It is further argued 
that lead isotopes are useful for the tracking of metal sources and determination of 
magmatic and other ore-forming processes. Isotopic evolution histories can be 
determined by Th/U (Thorium-Uranium, where both uranium and thorium have 
unstable isotopes) and U/Pb ratios, which reveal geological history (see also, e.g., 
Chiaradia & Fontbote, 2002; Kamenov et  al., 2002; MacFarlane et  al., 1990; 
Wooden et al., 1988).

In the Arizonan case study of copper deposits, Cooke et al. (2014: 364) write that 
certain distinct Paleoproterozoic basement terranes impart distinguishable Pb isoto-
pic characteristics to the Mesozoic and Cenozoic igneous rocks which intruded into 
the region and to related hydrothermal systems. The lead isotopic characteristics 
show the igneous processes, where low Pb concentration magmas which are derived 
from the mantle assimilate crustal material as they move upward into the shallower 
crust. As the Paleoproterozoic crystalline crust and the contemporaneous underly-
ing mantle have isotopic compositions which are different from the younger mantle- 
derived magma, (because of the growth of radiogenic daughter isotopes), the 
assimilation of a small amount of the “ancient crystalline crust can change the Pb 
isotopic composition of any magma and derived porphyry Cu hydrothermal system 
to values reflecting the values of the crustal column” (Cooke et al., 2014: 364; see 
also Bouse et al., 1999; Titley, 2001; Wooden et al., 1988).

Radiogenic isotopes may also be used for marine geochemistry. For example, 
Roy-Barman and Jeandel (2016: 129) describe radioactive and radiogenic isotopes 
as chronometers and source tracers in the ocean, because a radioactive isotope of an 
element has a constant probability per unit time (the time constant) to decay into a 
radiogenic isotope of another element. The authors argue that long-lived isotopes 
continually decay though the life of the Earth; therefore, the abundance of the radio-
genic isotopes produced may vary according to the geological history of the rock 
that contains them and provides the source signatures when they are released into 
the ocean (Roy-Barman & Jeandel, 2016: 129). The long-lived isotopes are exem-
plified by 87Rb, 147Sm, 238U, and 235U (rubidium is Rb, samarium is Sm, U is ura-
nium), and produced radiogenic isotopes include 87Sr, 143Nd, 206Pb, and 207Pb 
(Strontium is Sr, Neodymium is Nd, lead is Pb). The authors also hold that the 
short-lived isotopes are produced by spallation reactions (note that spallation refers 
to a reaction when a target is bombarded by very high-energy particles) in the atmo-
sphere (10Be, 14C), during the U and Th radioactive decay chains (230Th, 222Rn, 226Ra) 
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and by anthropogenic nuclear activity (14C, 226Pu). These isotopes are chronometers 
used to determine rates (sedimentation rate with 230Th, circulation rate with 14C and 
3H).” Here, Be refers to beryllium, C refers to carbon, Rn refers to Radon, Ra refers 
to radium, and Pu refers to plutonium, all these elements having radioactive isotopes.

In practical geological studies, applications of isotope geochemistry include 
temperature determination and dating. Britannica (2014) writes about “the enrich-
ment or impoverishment of certain isotopic species that results from the influence of 
differences in mass of molecules containing different isotopes. Measurements of the 
proportions of various isotopic species can be used as a form of geologic thermom-
eter.” Crucially, one method concerns the ratio of oxygen-16 to oxygen-18 in cal-
cium carbonate secreted by marine organisms from solutions of calcium carbonate 
in the oceans. This is related to the ocean temperature; therefore, measurement of 
the proportions of oxygen-16 with respect to oxygen-18 in calcareous shells of 
marine fossils can enable estimations of the ocean temperature during habitation by 
these fossil species. One application is the estimation of the ocean temperatures 
during the ice ages, using the isotopic composition of fossils in sea floor sediment 
(Britannica, 2014).

Another important application of isotopic geochemistry is radiometric age dat-
ing. These radiometric dating methods are based on the timed rate of radioactive 
isotope decay which may produce a daughter isotope. Such radiometric measures 
are “based on the ratio of the proportion of parent to daughter isotopes, others on the 
proportion of parent remaining, and still others on the proportion of daughter iso-
topes with respect to each other” (Britannica, 2014). Cited examples include ura-
nium- 238, which decays to a natural lead isotope, lead-206. Time measurements 
may be based on minerals containing uranium-238, measuring the proportions of 
lead-206 and uranium-238; as “the older the specimen, the greater the proportion of 
lead-206 with respect to uranium-238” (Britannica, 2014). Another dating method 
is based on the decay of potassium-40 to form argon-40, and the isotope of uranium 
(uranium-235), which decays to form lead-207, and thorium-232, which eventually 
decays to lead-208. These decay periods are extremely long: the half-life uranium-
 238 is about 4,510,000,000 years and that of uranium-235 is about 713,000,000 years 
(Britannica, 2014). For shorter periods, carbon-14, which is a radioactive isotope of 
carbon (unlike carbon-12 and carbon-13, which are stable isotopes) has a half-life 
of 5570 years. As carbon-14 is part of all living material, linked to atmospheric 
carbon dioxide, with its short half-life it can be used for dating recent biological 
materials and events such as the recent ice ages (Britannica, 2014).

Devriendt (2016) cites the case of the oxygen isotope ratio (18O/16O) of inorganic 
and biogenic carbonate minerals, which is used to measure past temperatures, and 
sea level, ice volume and hydrologic changes. Devriendt (2016) argues that tem-
perature and temperature-independent factors may be important for the carbonate- 
water oxygen isotope fractionation (αc/w), but “uncertainties surrounding the reasons 
for αc/w variations complicate paleoenvironmental reconstructions based on carbon-
ate 18O/16O” (Devriendt, 2016). Devriendt (2016) argues that an incisive approach 
is a “new general model of oxygen isotope fractionations in the CaCO3-DIC-H2O 
system that quantifies DIC-H2O and CaCO3-DIC fractionation as a function of 
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temperature, pH, salinity, calcite or aragonite saturation state (Ω), DIC residence 
time in solution and the activity of the enzyme carbonic anhydrase.” This model in 
the study is used with supporting data “to explore the cause of αc/w variations for 
inorganic calcite, ostracod calcite and coral aragonite” (Devriendt 2016). “Isotopic 
fractionation is defined as the relative partitioning of the heavier and lighter isotopes 
between two coexisting phases in a natural system” (Tiwari et al., 2015). Tiwari 
et al. (2015) note two types of isotopic fractionation processes, namely, “equilib-
rium” and “kinetic” where Equilibrium fractionation is where “an exchange of iso-
topes takes place, which affects the equilibrium constant…, isotopes can move to 
and fro and equilibrium is attained when the isotopic ratios do not change any more 
with time” and Kinetic fractionation is “associated with incomplete and unidirec-
tional processes..,” affecting the rate constant of the reaction., with no isotopic equi-
librium attained (Tiwari et al., 2015).

Isotope geochemistry is linked to isotope biogeochemistry, the latter referring to 
the methods described above in biologically related studies (Kendall et al., 2014). 
For example, Paytan et  al. (2020) note that “sulfur isotope biogeochemistry has 
broad applications to geological, biological, and environmental studies.” Stricker 
(2023) also points out that “biogeochemical cycling is a cornerstone of ecosystem 
function and structure. Much has been learned about element cycles in a variety of 
systems using standard geochemical techniques.” In a study by Sanders Jr et  al. 
(2011), linked aquatic food webs and groundwater nutrients, in northern Lake 
Huron. Samples were collected from groundwater vents and analyzed using 13C, 
15N, and 34S isotopes, and the findings indicated that dissolved inorganic carbon 
(DIC) in the groundwater was depleted in 13C. The aqueous sulfate was enriched in 
34S, with the mean variation between the groundwater and reference sites were 
−3.9‰ and +12.0‰, respectively. Benthic primary producers, macroinvertebrates, 
and benthivorous fish were found to have lower δ13C values in groundwater environ-
ments. Benthivorous fish were depleted (−2.5‰) in δ34S at the groundwater sites, 
when compared to the reference sites. The δ15N values were similar between 
groundwater and reference sites, and the pelagic ecosystem plankton and planktivo-
rous and piscivorous fish were similar in both δ13C and δ15N. The authors concluded 
that the findings indicated benthic metazoan communities near groundwater vents 
related to benthic primary production from groundwater, but planktivorous and 
piscivorous communities which are not directly linked with the benthos are not reli-
ant on groundwater nutrients.

 Aqueous Geochemistry

Aqueous geochemistry is concerned with the chemical interactions of water (H2O) 
and rocks and may therefore be an offshoot of aqueous chemistry, groundwater 
chemistry, hydrochemistry, or water chemistry (Sen, 2015). As biogeochemistry is 
strongly concerned with chemical cycling between the hydrosphere, lithosphere, 
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biosphere, and atmosphere, this is an extremely important part of the relationship 
between geochemistry and biogeochemistry. Nordstrom (1997) defines this subject 
as “the application of chemistry to reactions between rock and natural water” and 
further argues that this involves the perspectives of physical, analytical, inorganic 
and organic chemistry, with examples of studied processes including “the dissolu-
tion and precipitation of minerals, adsorption and desorption of ions, oxidation- 
reduction or redox reactions, gas uptake or production, transformations involving 
organic matter, complexation and chelation, evaporation, ion exchange, and anthro-
pogenic changes” which may be applied to various aspects of the hydrosphere (e.g., 
rain, riverine, and marine environments) (Nordstrom, 1997).

White (2010: 231) takes the example of springs, which in this context differ from 
other water sources in that “springs result from a concentration of groundwater flow 
paths, so that water issues from a single location instead of diffuse flow into surface 
streams.” The chemistry of spring waters consequently results from the interaction 
of the groundwater with the aquifer host rock and any possible chemical constitu-
ents introduced from surface sources, with little difference between spring water 
chemistry and groundwater chemistry. This author defines the approach to the study 
of aqueous chemistry as examining the composition, thermodynamic properties, 
mineral solubilities, and interactions of the host rock’s minerals, from which the 
water chemistry can be predicted. Common ions in spring water include the cations 
(positively charged ions) Ca2+, Mg2+, Na+, and K+, and the anions (negatively 
charged ions) HCO

3−
, SO4

2− , and Cl−. White (2010: 231) points out that these ions 
are the main indicators for the classification of spring water. There are three main 
groups in such classifications, these being bicarbonate waters, where Ca and Mg 
may be the dominant cations; sulfate waters, where Mg levels may be greater than 
those of Ca, and there are also alkali ions; and chloride waters, where alkali ions 
may be the dominant ions. In such classifications, the dominant chemical composi-
tion of the spring generally depends on the chemistry of the host aquifer rock from 
which it emerges (White, 2010: 231).

Important concepts of aqueous geochemistry include chemical equilibrium and 
mineral saturation. Minerals differ in their reaction to water, with some minerals 
dissolving in the water, and breaking up into their component ions, while other 
minerals may react chemically, with the formation of soluble ions and sometimes 
insoluble residues (White, 2010: 231). Examples are cited of halite (NaCl), gypsum 
(CaSO4 2H2O), and calcite (CaCO3), for which the author notes there is a “certain 
equilibrium concentration, defined thermodynamically by the concentration at 
which the free energies of the species on both sides of the dissolution reaction bal-
ance exactly or kinetically where the rate of dissolution is equal to the rate of pre-
cipitation.” This ideal equilibrium concentration may not be fully present in the real 
world, arguably because “the concentrations of dissolved species are often not at 
equilibrium with the minerals of the host rock. This is particularly true in carbonate 
rocks, where the nonequilibrium is a useful interpretive tool” (White, 2010: 231). 
Calculations of mineral solubilities nevertheless may represent a reference for the 
evaluation of spring water chemistry, as the chemical levels predicted from equilib-
rium calculations may be compared with water chemical samples, using chemical 
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analysis (White, 2010: 231). Literature relevant to these issues are listed by the 
author (Hem, 1985; Morel & Hering, 1993; Stumm & Morgan, 1996; Drever, 1997; 
Langmuir, 1997; Parkhurst & Appelo, 2008).

Aqueous biogeochemistry adds biological themes to aqueous geochemistry, 
when the elements, compounds and processes that exist in the geochemistry of 
water intrude into or relate to organisms. One important process is biomineraliza-
tion, which concerns the precipitation of minerals by living organisms (Hendry 
et al., 2018). Nature Portfolio (2023) defines biomineralization as the “process by 
which living organisms produce minerals” which “often lead to the hardening or 
stiffening of the mineralized materials” and the “formation of silicates in algae and 
diatoms, carbonates in invertebrates, and calcium phosphates and carbonates in the 
hard tissues of vertebrates.” Examples of biomineralization include the formation of 
iron oxide by brown algae, which is affected by environmental conditions, and other 
processes which may be dependent on the metabolism of the organisms under indi-
rect genetic control and the cellular processes that enable biomineral formation. 
There is also “biologically controlled biomineralization” which “requires direct 
genetic control, generates characteristically patterned structures, and involves selec-
tive uptake and pre-concentration of mineral ions” (Hendry et  al., 2018). 
Biomineralization may also concern iron oxide, strontium sulfate, calcareous com-
pounds, and silica (SiO2·nH2O), the last being described as the “taxonomically 
widespread biomineral” and “present in all eukaryotic supergroups” (Hendry et al., 
2018). Hendry et al. (2018) also note that “the most extreme degree of silicification 
is evident in the diatoms, where almost all species have an obligate requirement for 
silicon to complete cell wall formation and cell division” and “biogeochemically 
and ecologically, diatoms are believed to be the most important silicifiers in modern 
marine ecosystems.”

 Cosmochemistry

Cosmochemistry has been variously defined, but the consensus is that it studies the 
chemical composition of the physical constituents of space, including gases, solids 
and even liquids. Numerous books and research articles have examined topics 
related to cosmochemistry, such as those of Wasserburg and Hayden (1955), Schmus 
and Wood (1967), Black and Pepin (1969), Lee et  al. (1977), Hoyle and 
Wickramasinghe (1981), Burke (1986), McKay et al. (1996), Lodders and Fegley Jr. 
(1998), Railsback (2003), Davis (2004), Lauretta and Killgore (2005) and Lauretta 
and McSween Jr. (2006). These studies present increasingly more sophisticated 
analyses of space materials, from the perspectives of chemistry, physics, and astron-
omy, and document the development of related research methods.

Gounelle (2011: 380) defines cosmochemistry as the study of the formation and 
evolution of the Solar System and its individual components through the analysis of 
extraterrestrial samples in the laboratory.” MacPherson and Thiemens (2011: 19130) 
add that “cosmochemistry is the chemical analysis of extraterrestrial materials. This 
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term generally is taken to mean laboratory analysis, which is the cosmochemistry 
gold standard because of the ability for repeated analysis under highly controlled 
conditions using the most advanced instrumentation unhindered by limitations in 
power, space, or environment.” Further, “recent advances in the state of the art of 
cosmochemistry…, range from instrumental analysis of meteorites to theoretical–
computational and astronomical observations” (MacPherson & Thiemens, 
2011: 19130).

McSween and Huss, G. (2010: 1) define cosmochemistry as “the study of the 
chemical composition of the universe and the processes that produced those compo-
sitions” primarily on the immediate solar system, including the compositions of all 
the bodies in the Solar System, namely the Sun, planets and their satellites, the 
asteroids and comets, meteorites, and interplanetary dust particles (IDPs). 
Cosmochemists study the composition, chemistry and formation chronology of 
these bodies, using laboratory measurements of samples and/or remote-sensing 
techniques (McSween Jr & Huss, 2010). The science of cosmochemistry has impor-
tant relationships with other sciences, especially with geochemistry, and astronomy, 
astrophysics, and geology (McSween Jr & Huss, 2010: 1). This view is supported 
by Makishima (2017), who notes that there are important links between cosmo-
chemistry and other Astro sciences, including astronomy, astrobiology, astrogeol-
ogy, and astrophysics.

McSween Jr and Huss (2010) point out that “traditionally, cosmochemistry has 
been treated as a branch of geochemistry – usually defined as the study of the chem-
ical composition of the Earth,” with geochemistry principally focused on the Earth 
(hence the prefix “geo”), with generally little coverage of cosmochemistry in geo-
chemistry textbooks. McSween Jr and Huss (2010) further mention that “the line 
between geochemistry and cosmochemistry has always been somewhat fuzzy. The 
most prominent technical journal in this discipline, Geochimica et Cosmochimica 
Acta, has carried both names since its inception in 1950.” Also mentioned is the ris-
ing field of planetary geochemistry, which is still has the “geo” prefix, despite the 
focus being the non-Earth solar bodies. McSween Jr and Huss (2010) argue that for 
the inclusion of solar bodies in the study of geochemistry “a broader and more 
appropriate definition of geochemistry might be the study of element and isotope 
behavior during geologic processes, such as occur on and within the Earth and other 
planets, moons, and planetesimals. Using this definition, we will include planetary 
geochemistry as an essential part of our treatment of cosmochemistry.”

Another important issue with cosmochemistry concerns the source of research 
materials, which may be derived from direct sourcing in space or from falling mete-
ors. Initially, cosmochemistry studies were dependent on the chance discovery of 
meteorites (from observed falls or chance discovery on the ground). However, in 
1969, Japanese explorers in Antarctica led by Masaru Yoshida found meteorites on 
bare ice, which influenced the formation of meteorite-collecting expeditions to 
Antarctica, and meteorite-collecting in the southwestern United States, Western 
Australia, and North Africa. The meteorites so discovered varied, including carbo-
naceous chondrites (containing carbon-bearing compounds, with primarily organic 
molecules), but disputes arose as to whether the carbon organic molecules were 
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from space or Earth surface contamination (McSween Jr & Huss, 2010). Currently, 
smaller meteorites may be recovered when they fall on bare rock, sand, or ice, while 
larger meteorites may leave craters or other damage evidence on the Earth’s surface.

Research methods in cosmochemistry have also developed. Davis (2014) argues 
that “cosmochemistry has made tremendous progress since the 1960s, largely 
because of improvements in analytical technology” with an important boost experi-
enced by the Apollo space program, which acquired physical samples from the 
moon, which influenced increased investments in analytical laboratories during the 
1960s and 1970s. Developments included “advanced analytical instrumentation 
with isotopic precision (thermal ionization and gas source mass spectrometry), pre-
cise microbeam chemical analysis (electron probe microanalysis), and sensitive 
trace-element analysis (neutron activation analysis)” and the fall of and recovery of 
the Allende (Chihuahua, Mexico, 1969) and Murchison (Murchison, Australia in 
1969) meteorites, which influenced more advanced research on cosmochemistry 
(Davis, 2014). Koeberl (2007: 1) writes about the geochemistry and cosmochemis-
try of impact craters and processes, which is argued to be “a rapidly developing 
research area that encompasses such wide-ranging topics as the simple chemical 
characterization of the various rock types involved (target rocks, impact breccias, 
melt rocks, etc.), the identification of extraterrestrial components in impact ejecta, 
the determination of the impactor (projectile) composition, and the determination of 
the causes of environmental changes from chemo-lithostratigraphic analyses.”

Due to the lack of evidence of life in space, there are few connections between 
cosmochemistry and biogeochemistry. However, Callahan et  al. (2011:13995) 
describe possibilities of chemical substances recorded on meteorites, which may 
indicate extraterrestrial sources for compounds detected on the Earth’s surface. The 
basis of this argument is that organisms depend on nucleic acids, namely ribonu-
cleic acid (RNA) and deoxyribonucleic acid (DNA), which encode genetic informa-
tion using pyrimidine and purine nucleobases. It is speculated that carbon rich 
meteorites may have been a source of organic compounds during the development 
of life on Earth. The authors note that “so far, the few nucleobases reported in mete-
orites are biologically common and lacked the structural diversity typical of other 
indigenous meteoritic organics” (Callahan et al., 2011:13995). Carbonaceous chon-
drites described rare meteorites, which may contain organic compounds, including 
compounds important for biology (see also Sephton, 2002; Schmitt-Kopplin et al., 
2010). The study by Callahan et  al. (2011:13995) investigated nucleobases and 
nucleobase analogs in formic acid extracts of meteorites, using liquid chromatogra-
phy–mass spectrometry, and concluded that the purines in meteorites were consis-
tent with some products of ammonium cyanide chemistry, which might be a 
mechanism for their synthesis in the asteroids. The authors conclude that as “mete-
orites provide a record of the chemical processes that occurred in the solar system 
before life began on Earth” the “discovery of new nucleobase analogs in meteorites 
also expands the prebiotic molecular inventory available for constructing the first 
genetic molecules” (Callahan et al., 2011:13995).
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 Trace-Element Geochemistry

Trace elements are an important focus of geochemical research, and are also exam-
ined within the context of biogeochemistry, when trace elements occur in living 
organisms. A trace element is defined as one with a concentration of less than 
1000 ppm or 0.1% of a rock’s composition. White (2013: 259) notes that “though 
trace elements, by definition, constitute only a small fraction of a system of interest, 
they provide geochemical and geological information out of proportion to their 
abundance” and “trace element geochemistry has been of enormous use in under-
standing the evolution of the Earth.” Kennedy (1998: 221) define trace elements 
(TE) as those elements that occur in a mineral in very small amounts, to the extent 
that they are excluded from the mineral’s chemical formula, and they may also be 
defined as “elements that occur at less than 0.1 wt% in the Earth’s crust; however, 
this is not true of all trace elements” (see Brownlow, 1979). Kennedy (1998: 221) 
argues that “early interest in trace element geochemistry focused on factors contrib-
uting to the occurrence of trace elements in the crystal lattice of various minerals” 
citing Goldschmidt (1937). Rubidium (Rb) is cited as an example of a common 
trace element in orthoclase, a feldspar mineral (KAlSi3O8). Other common trace 
elements (including rare earth elements (REEs), which may be used in research) are 
cited, as barium (Ba), Strontium (Sr), zirconium (Zr), chromium (Cr), vanadium 
(V), rubidium (Rb), zinc (Zn), nickel (Ni), copper (Cu), cobalt (Co), yttrium (Y), 
niobium (Nb), lithium (Li), scandium (Sc), gallium (Ga), lead (Pb), thorium (Th), 
hafnium (Hf), uranium (U), lanthanum (La), cerium (Ce), neodymium (Nd), praseo-
dymium (Pr), gadolinium (Gd), dysprosium (Dy), erbium (Er), ytterbium (Yb), 
europium (Eu), holmium (Ho), terbium (Tb), thulium (Tm), and lutetium (Lu) 
(Kennedy, 1998; see also Wedepohl, 1995).

Recent research on trace elements has underscored their importance for geo-
chemical analyses, but definitions analyses may be problematic. For example, White 
(2013: 260) writes about the difficulty of definition, and notes that for igneous, sedi-
mentary, and metamorphic rocks, a possible definition is that trace elements are 
those elements that “are not stoichiometric constituents of phases in the system of 
interest” which is a “a bit fuzzy” because “a trace element in one system is not one 
in another.” The example is cited of potassium, which may be a trace element in 
mid-ocean ridge basalts but is not a trace element in granites. White (2013: 260) 
further notes that for most silicate rocks, oxygen (O), silicon (Si), aluminum (Al), 
sodium (Na), magnesium (Mg), calcium (Ca), and iron (Fe) are “major elements,” 
while hydrogen (H), carbon (C), sulfur (S), potassium (K), phosphorus (P), titanium 
(Ti), chromium (Cr), and manganese (Mn) “are sometimes ‘major elements’ in the 
sense that they can be stoichiometric constituents of phases. These are often referred 
to as ‘minor elements’” and “all the remaining elements are always trace elements” 
(White, 2013: 260).

For identification and assessment of trace elements in geological formations, 
increasingly sophisticated methods may be employed. For example, Torró et  al., 
2022 presents a study of the trace-element occurrence in sphalerite (a sulfide 
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mineral with the formula (Zn,Fe)S) and chalcopyrite (a copper iron sulfide mineral, 
which is the commonest copper ore mineral, with the formula CuFeS2) from four 
volcanogenic massive sulfide (VMS) deposits. VMS deposits are metal sulfide ore 
deposits, mostly copper-zinc formations linked to volcanic hydrothermal occur-
rences in submarine environments. Torró et al. (2022) defines VMS deposits as fea-
tures which “are exhalative and/or replacive accumulations of sulfide minerals 
formed at or near the seafloor where uprising hydrothermal fluids driven and in part 
generated by synchronous magmatism are entrained with cold seawater or porewa-
ters.” The research method was laser ablation and inductively coupled plasma mass 
spectrometry.

The general findings of this study by Torró et al. (2022) were that for the studied 
sulfide deposits, from the surface downward, for sphalerite there was a progressive 
increase in the trace elements In, Cu, Mn, and Se, and a decline in Ge (Germanium). 
It is argued that this distribution pattern correlates with increasing crystallization 
temperatures and/or volatile magmatic influx near the lower portion of the mineral-
ization (Torró et al., 2022). For chalcopyrite, the distribution of the trace elements 
was “rather uneven except for a sustained enrichment in Se toward the basal portion 
of the sulfide body” (Torró et al., 2022). The author argues that the preservation of 
such trends despite extensive recrystallization during thermal metamorphism in 
parts of the study area massive sulfide mineralization suggests that it is a closed 
metamorphic system and that element interdiffusion was largely local (Torró 
et al., 2022).

The findings also indicated that in sphalerite, Fe, Mn, Cd, Hg, Ag, Sb, Se, In, Ge, 
and Ga are lattice-bound, but Sn, Tl, Bi, and Pb are at least partly mineral micro- 
inclusions. Here lattice-bound refers to the regular arrangement of atoms/molecules 
within a crystal. Frye (1981) defines a lattice as “a three-dimensional array of points, 
each of which has an identical surrounding of neighboring points… Lattices extend-
ing infinitely in three dimensions are used in crystallography to describe the struc-
tural patterns found in all crystalline materials.” Stoll et  al. (2021) define 
micro-inclusions as small particles, for example micrometer-sized (μm, one mil-
lionth of a meter), that occur in a substance. Torró et al. (2022) also found variations 
in the contents trace elements are observed in sphalerite grains from deposits. There 
were also substitutions between the elements, with a strong negative correlation 
between iron and zinc.

For chalcopyrite (a copper–iron sulfide mineral with chemical formula CuFeS2), 
Zn, Ag, Sn, Cd, Se, In, Ga, and Ge were found to be lattice-bound, and Mo, Au, Tl, 
Sb, Pb, and Bi may be micro-inclusions (Torró et al., 2022). Compared with sphal-
erite, chalcopyrite differed in having lower amounts of In and Ga, and higher con-
centrations of Ge. Zinc had the highest concentrations of the other trace elements in 
the examined chalcopyrite, with lower of amounts of silver, selenium, tin, and cad-
mium. The authors noted that “general positive correlation trends between Zn, Cd, 
In, Ge, and Ga in chalcopyrite suggest varied coupled substitution mechanisms of 
Fe and Cu with fluctuating valences due to covalent bonding” (Torró et al., 2022).

Another study using trace elements for geological assessments is that of Dudás 
et  al. (2021), which examined trace and major and trace-element data for the 
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Permian-Triassic boundary (PTB) at Meishan in China, using strata samples cover-
ing the last 75,000 years of the Permian (a 47 million year geologic period and 
stratigraphic system from 298.9 million BP to 251.9 million years BP) and the first 
335,000 years of the Triassic Period (another 50.6 million year geological period, 
lasting from the end of the Permian period, 251.902 million years BP, to 201.36 mil-
lion years BP) (Dudás et  al., 2021).This covers the Permian–Triassic Extinction 
Event (about 251.9 million years BP), when the majority of the Earth’s living spe-
cies were rendered extinct, possibly due to the environmental impacts of rising tem-
peratures. The study ranks layer beds as from before the extinction event or interval 
just before the PTB (beds 22 to 24e), the extinction event beginning (bed 24f) to 
after the extinction event and PTB (beds 28 to 34) (Dudás et al., 2021).

The main rock change documented was from carbonate dominated strata in the 
Permian to mudstone and marl in the Triassic, which the authors argue indicated “an 
increase of siliciclastic input and MgO in and above the extinction interval… and 
silica diagenesis in carbonates below the extinction horizon” with evidence that 
“siliciclastic input dominates trace element distributions in the Triassic” (Dudás 
et al., 2021). During the extinction interval, there were increases in As, Mo, U and 
transition metals, and enrichment of V, Cr, Co, Ni, Cu, Zn, Pb, and Ba. Below the 
strata representing the extinction interval there was enrichment of V, Cr, Co, Ni, Cu, 
Zn, Pb, and Ba within a layer diagenetic silicification. The authors conclude that 
“trace elements thus reflect siliciclastic input, diagenetic redistribution, and 
responses to redox conditions” and such trace element patterns “suggest either a 
change in provenance of the detrital component, or a change in the proportion of 
mechanical to chemical weathering that is coincident with the beginning of the 
extinction” period (Dudás et al., 2021).

Considering the behavior of the trace elements in the layer samples, Dudás et al. 
(2021) report anomalous behavior from Ba, Zr, and Zn, with little variation from 
Ba, despite variations in biological activity and redox conditions. Zinc concentra-
tions decline in the extinction horizon, possibly due to changes in phytoplankton 
productivity. Zr mobility is suggested, as the enrichment factor for Zr is found to be 
variable in the carbonates below the extinction layers. Dudás et al. (2021) conclude 
that a “transition from carbonate-dominated sedimentation in beds 24e and below” 
(below the extinction levels), “to dolomite or ankerite in beds 24f and above” (the 
extinction levels and above), strong correlations between trace elements with Al2O3 
(Sc, Ga, Rb, Ba, Th) within the siliciclastic fraction of the Meishan rocks, and “trace 
element data suggest that there was a change in either the provenance of the detrital 
fraction, or in the proportion of mechanical to chemical weathering coincidentally 
with the extinction beginning at the top bed 24e,” which may not be linked to volca-
nism of the period (Dudás et al., 2021). Note that detrital refers to rock particles 
derived from the physical breakdown of pre-existing rocks, due to weathering and 
erosion (see Marshak, 2009).

Trace-element geochemistry has also been applied to archaeological studies, 
contributing to the field of geoarchaeology, a research field using the methods of the 
sciences of geomorphology, hydrology, sedimentology and pedology, the research 
methods of remote sensing, geophysics, geochemistry, and chemical, radiometric, 
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magnetic, biological methods, including geochronology, and exploration geophys-
ics (Elias, 2021). Geoarchaeology’s research points include site date and formation, 
ancient environmental characteristics, and human decisions about site location. 
Although older geoarchaeological research was mostly on “climate reconstruction, 
paleodiet analysis, or artifact conservation,” recent studies have acknowledged the 
importance of archeological site sediments, and more advanced dating and remote 
sensing techniques for site identification and surveying archeological sites 
(Elias, 2021).

Elias (2021) documents the work of Jenkins (1989) on trace-element geochemi-
cal applications to archaeology, which is described as “a foundational paper on this 
topic,” which highlighted the “great potential use of trace element geochemistry in 
archeological research” and also “highlighted the problem of being able to differen-
tiate between anthropogenic and naturally occurring trace element anomalies, given 
the inherent geochemical diversity of sediments as well as the superimposed chemi-
cal alterations resulting from subsequent pedogenic processes in archeological 
sites” (Elias, 2021). Trace-element analysis has been useful in the chemical finger-
printing of flints/cherts and obsidian, and the origins of artifacts, including glazed 
ceramic ware, and charcoal analysis. The study by Jenkins (1989) illustrated the 
dating of charcoal using trace-element analyses. Elias (2021) notes that the results 
of this study points to the fact that charcoal accumulates certain trace elements sig-
nificantly and selectively, and this concentration provides for greater sensitivity than 
bulk analysis including the nearby soil.

Jenkins (1989: 57) noted that people “can leave a geochemical imprint on an 
archaeological site in several ways” based on “a selective enrichment of elements in 
his body tissues which, upon death and burial, may lead to detectable anomalies,” 
with phosphorus being the most obvious, and other possibilities being metals such 
as tin (Sn), silver (Ag), gold (Au), copper (Cu), lead (Pb) and zinc (Zn) which may 
have been used by ancient cultures, and may be measured in sites. Jenkins (1989, 
57) also states that charcoal is among the commonest finds during excavations, and 
it can adsorb and concentrate metals from percolating solutions progressively from 
its burial time. Careful analysis may therefore derive an important historical record. 
Therefore, “providing care is taken to interpret results in their particular geochemi-
cal and pedochemical context, trace element analysis may thus offer a useful insight 
into the history of man’s activities in an archaeological site” (Jenkins, 1989, 57).

Elias (2021) also describes the development of trace-element analyses of char-
coal, including the recently designed Fourier transform infrared spectroscopy 
(FTIR), which can analyze samples more than 100 times smaller than those of the 
techniques described by Jenkins (1989). Elias (2021) also argues that most trace- 
element studies have focused on copper (Cu), iron (Fe), manganese (Mn), lead (Pb), 
and zinc (Zn), as some of these metals can remain stable in soils for long periods, 
because their ions are adsorbed and precipitated onto clay surfaces, and can form 
stable compounds, including insoluble oxides, sulfates, or carbonates. Examples 
include the study of metallic elements (e.g., hematite Fe2O3 and cinnabar HgS) in 
pre-Columbian Mayan sites for pigments and paints, which may indicate locations 
for pigment processing, and craft workshops. Study methods include trace metal 
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extraction and inductively coupled plasma mass spectrometry (ICP/MS) or atomic 
emission spectroscopy (ICP-AES) analyses of soil and floor samples at the 
Guatemalan archeological sites in Cancuén, Piedras Negras, and Aguateca (Elias, 
2021; see also Terry, 2017).

Trace-element geochemistry may also be linked to cosmochemistry. For exam-
ple, a study by Ollila et al. (2013: 255) examined the findings of the ChemCam 
instrument package on the Mars Rover, Curiosity, which “provides new capabilities 
to probe the abundances of certain trace elements in the rocks and soils on Mars 
using the laser-induced breakdown spectroscopy technique.” The study focused on 
detecting and quantifying lithium (Li), barium (Ba), rubidium (Rb) and strontium 
(Sr). The findings indicated that Li was detected for the first time on Mars, with low 
concentrations (<15 ppm). There were local areas with higher concentrations of Li, 
up to ~60 ppm. Bathurst_Inlet (a rock on the surface of Aeolis Palus, between Peace 
Vallis and Aeolis Mons in Gale crater) is documented as a fine-grained bedrock with 
some evidence of a decrease in Li and other alkalis with depth, possibly indicating 
past low-level aqueous alteration drawing alkalis to the surface. Ba (with a concen-
tration of ~1000 ppm) was found in the Akaitcho sand ripple and may correlate with 
Si, Al, Na, and K, which the authors argue may indicate a “feldspathic composition” 
Ollila et al. (2013: 255). Rb and Sr were found in concentrations of >100 ppm and 
>1000 ppm, respectively. The authors note that these areas also tended to have high 
concentrations of Si and alkali, these combinations being consistent with a feldspar 
composition. Ollila et al. (2013: 255) conclude that “together, these trace-element 
observations provide possible evidence of magma differentiation and aqueous 
alteration.”

Trace-element biogeochemistry is derived from the issues, methods, and findings 
of trace-element geochemistry, which may examine trace elements in inanimate 
matter, and also in organisms and living tissue (Winkel & Sunderland, 2022). The 
International Conference on the Biogeochemistry of Trace Elements (ICOBTE) 
(2023) writes that “trace elements (TEs) play an important role in the biogeochemi-
cal cycle of the whole environment. In various ecosystems TEs are enriched, while 
the sources can be either natural (geogenic) or anthropogenic (human-induced). 
Natural processes releasing TEs into the biosphere include mineral weathering, vol-
cano eruptions, and natural erosion.” In addition to the natural issues of the solid 
earth mentioned earlier, trace-element biogeochemistry may include chemical arti-
ficially introduced and/or increased by human activities. The relevant activities and 
inputs may include the externalities of industrial production, including mining, 
electroplating, smelting, wastewater, aerosol deposition, sewage, and fertilizers 
(ICOBTE, 2023).

Winkel and Sunderland (2022) elaborate on the themed issue of the journal 
Environmental Science: Processes & Impacts by the Royal Society of Chemistry, 
which aims to document advances in trace-element biogeochemistry research, 
where trace elements are defined as including metals, metalloids, and nonmetals. 
They note that this examines “a wide range of biogeochemical processes and envi-
ronmental impacts of toxic and essential TEs,” with a strong focus on research 
across phase- and compartment interfaces and coupled biogeochemical cycles 
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between TEs and/or major elements.” Key issues currently emerging for trace- 
element biogeochemistry include changes in materials science, electronics and 
computing, and “global mining and use of TEs has increased massively over the last 
decades and there has been strong global demand for the production and use of rare 
earth elements and platinum-group elements” (Winkel & Sunderland, 2022). The 
authors therefore argue that new issues include elements important for battery tech-
nology, electric vehicles, renewable energy, a low-carbon economy, and the need for 
less environmental contamination in biota, air, water, and human environments. The 
authors also mention the three main topics of the themed issue as, firstly, the “biotic 
processes involved in cycling of toxic and essential trace elements in soils and 
marine and brackish waters,” secondly the “sediments and soils and their interfaces 
to aquatic systems (e.g., groundwater, river water, and the hyporheic zone and lake 
systems), and thirdly, the “TE distributions at large geographical scales in soils, 
sediments and porewater, lakes, oceans and in the atmosphere” (Winkel & 
Sunderland, 2022).

 Igneous and Metamorphic Rock Geochemistry

The geochemistry of both igneous and metamorphic rocks largely concerns the ele-
ments and compounds that occur in the processes, solid materials and sinks within 
which these chemicals exist. As igneous rocks are created by magmatism, and meta-
morphic rocks are usually pre-existing igneous, sedimentary, and metamorphic 
rocks that have undergone more heating or pressure, there may be differences in the 
geochemistry of igneous and metamorphic rocks, and the possible links with bio-
geochemistry (Campbell, 2020). This section looks at the geochemistry of igneous 
and metamorphic rocks and takes silicon as an example of an element that cycles 
though the igneous and metamorphic geochemical cycles, and is vital to global 
biogeochemical cycles, hence illustrating the links between geochemistry and bio-
geochemistry, the latter when organisms are involved in the cycling.

Igneous rock geochemistry concerns the chemistry of igneous rocks, which are 
rocks that result from volcanic activity (Campbell, 2020). Kudo and Jahns (2022) 
define igneous rocks as “any of various crystalline or glassy rocks formed by the 
cooling and solidification of molten earth material… formed from the solidification 
of magma, which is a hot (600 to 1,300 °C, or 1,100 to 2,400 °F) molten or partially 
molten rock material.” Hence, the immense heating of volcanic activity comprises 
an essential aspect of the development of igneous rock. Mather (2013) states that in 
“igneous geochemistry… processes generally occur at much higher temperatures 
and pressures” than in other fields such as low temperature, earth surface geochem-
istry. Kudo and Jahns (2022) argue that most igneous are composed of silicate min-
erals (compounds including silicon (Si) and oxygen (O), and in some cases 
carbonates). The example is cited of a sodium carbonate lava (Na2CO3), which 
included 0.05 wt% of silica (silicon dioxide, SiO2) from the Ol Doinyo Lengai vol-
cano in Tanzania. Generally, the low levels of silica and in soda (Na2O) and potash 
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(K2O) correlate with increased occurrences of magnesium oxide (MgO) and iron 
oxides (FeO, Fe2O3, and Fe3O4). High levels of silica also correlate with high levels 
of calcium oxide (CaO) and alumina (Al2O3).

Kudo and Jahns (2022) also write that as silica relates to several other chemical 
compounds in rocks, the silica content is the feature that is often used to classify 
igneous rocks. These classifications include “silicic or felsic, rocks having more 
than 66 percent silica; intermediate, rocks with 55 to 66 percent silica; and subsi-
licic, rocks containing less than 55 percent silica. The latter may be further divided 
into two groups: mafic, rocks with 45 to 55 percent silica and ultramafic, those 
containing less than 45 percent” (Kudo & Jahns, 2022). As the subsilicic rocks are 
enriched in iron (Fe) and magnesium (Mg), they may be called femic, a term derived 
from ferrous iron and magnesium. The silicic rocks are called sialic (a combination 
of silica and aluminum) or salic (also from silica and aluminum). Kudo and Jahns 
(2022) write that the terms mafic (from magnesium and ferrous iron) and felsic 
(feldspar and silica) may be used interchangeably with femic and sialic.

Silicate minerals may form from the inclusion of silica from the cooling and 
crystallization of magma, and the combination of silica with other cationic oxides. 
Examples include the combination of SiO2 and MgO to form MgSiO3 (magnesium- 
rich pyroxene, enstatite), the combination of two moles of SiO2 with one mole each 
of CaO and Al2O3 to create CaAl2Si2O8 (calcium-rich plagioclase, anorthite). Note 
that pyroxenes are the commonest group of rock-forming ferromagnesian silicates. 
Kudo and Jahns (2022) point out that there are cases where there are insufficient 
silica levels in the magma to create pyroxene; hence, compounds requiring less sil-
ica may be created (in subsilicic rocks), in addition to pyroxene, such as Mg2SiO4, 
magnesium-olivine (forsterite), and Mg2SiO4, in addition to pyroxene. Such subsi-
licic rocks contain silicate minerals such as magnesium-olivine, sodium-nepheline 
(NaAlSiO4), leucite (KAlSi2O6), which may partially substitute for enstatite, albite 
(NaAlSi3O8), and orthoclase feldspar (KAlSi3O8) which require more silica, and 
there may be no quartz. The first three minerals are termed undersaturated in silica 
and are found in undersaturated subsilicic rocks. There are also cases where there is 
excess silica in the magma; hence, the excess silica after the formation silicate min-
erals (which were formed though combination of silica and oxides) may form into 
quartz (SiO2) or related minerals, and magnesium-pyroxenes (see Simmons, 2014 
for a discussion of pyroxenes). Where rocks have excess silica, the rocks are termed 
silicic and supersaturated rocks, containing quartz and magnesium-pyroxene, con-
sidered saturated minerals (Kudo & Jahns, 2022).

Due to this variation into excess or lower silica content, igneous rocks can gener-
ally be divided into two groups. These are the felsic (derived from feldspar and sil-
ica) and mafic (derived from magnesium and ferrous iron). Feldspars usually contain 
sodium, calcium, potassium, orbarium, with the formulas KAlSi3O8 – NaAlSi3O8 – 
CaAl2Si2O8 (based on these formulae, Orthoclase or Orthoclase feldspar, Plagioclase 
or Plagioclase feldspar, Anorthite, respectively). Ferrous iron refers to Iron (II) 
(Fe2+) (contrasted with iron (III) salts, or Fe3+) (Weiss et  al., 2003; Anderson & 
Anderson, 2010). Felsic minerals include quartz, tridymite, cristobalite, feldspars 
(plagioclase and alkali feldspar), feldspathoids (nepheline and leucite), muscovite, 
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and corundum. They lack iron and magnesium, hence are usually light colored or 
leucocratic. Mafic minerals include olivine, pyroxenes, amphiboles, and biotites, 
which are dark colored or melanocratic. Due to this contrast in color, felsic rocks are 
usually classified as having a color index of less than 50, and mafic rocks with a 
color index over 50, and ultramafic rocks with a color index above 90. These num-
bers refer only to the rock mineralogical content but may not represent chemical 
terms. Kudo and Jahns (2022) cite the examples of a mineral plagioclase rock, 
which would be felsic, but chemically would be a subsilicic mafic rock; and a 
pyroxene igneous rock with a silica content of around 50%, which would be a min-
eralogically ultramafic rock, but a chemically igneous rock. During the magmatic 
formation of these rocks, supersaturated minerals (such as quartz) are separated 
from undersaturated minerals (such as feldspathoids like leucite and nepheline) or 
magnesium-rich olivine. Other minerals termed accessory minerals are also formed 
and exist in igneous rocks in minor amounts include monazite, allanite, apatite, 
garnets, ilmenite, magnetite, titanite, spinel, and zircon (Kudo & Jahns, 2022).

The geochemistry of igneous rocks is relevant to environmental change. For 
example, Bataille et al. (2017) argue that the chemical weathering of silicates trans-
fers elements from the continental crust to ocean waters and hence affects some 
biogeochemical cycles. Chemical weathering of silicates transfers calcium (Ca) and 
magnesium (Mg) to ocean waters and regulates atmospheric carbon dioxide levels 
and temperature at the surface by impacting on the rate of marine carbonate precipi-
tation. Bataille et al. (2017) further remark that there is insufficient knowledge of 
the impact of the composition of igneous rocks on the content of chemical weather-
ing products, and the consequent impacts on ocean waters and atmospheric change. 
The authors use the strontium isotope ratio in seawater [(87Sr/86Sr) seawater] as a 
proxy for chemical weathering and test the sensitivity of (87Sr/86Sr) seawater changes 
to the strontium isotopic composition (87Sr/86Sr) in igneous rocks which were gener-
ated over time.

The use of the Strontium (87Sr/86Sr) isotope is important as a versatile applica-
tion. For example, Salifu et al. (2018: 42) state that “the 87Sr/86Sr ratio is not frac-
tionated by these processes, which refer to the fact that “interpretation of geochemical 
data based primarily on elemental concentrations often leads to ambiguous results 
due to multiple potential sources including mineral weathering, atmospheric input, 
biological cycling, mineral precipitation and exchange processes.” Salifu et  al. 
(2018: 43) also argue that “the Strontium (87Sr/86Sr) isotope ratio is an important and 
powerful investigative tool which has been extensively and successfully utilized in 
petrogenesis, mineral weathering and acidity in soils, discriminating between 
atmospherically- derived Sr and those of mineral weathering inputs as well as dif-
ferentiating between carbonate and silicate weathering sources” (the authors also 
cite Graustein & Armstrong, 1983; Åberg et  al., 1989; Jacks et  al., 1989; Miller 
et al., 1993; Nakai et al., 1993; Bullen et al., 1996; Stewart et al., 2001; Jacobson 
et al., 2002; Chamberlain et al., 2005; Tipper et al., 2006; Shand et al., 2007; Jin 
et al., 2011; Subίas et al., 2015; Kozlik et al., 2016).

Bataille et al. (2017) found that the 87Sr/86Sr ratio in igneous rocks was correlated 
to the epsilon hafnium (εHf) of their hosted zircon grains and used the detrital 
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zircon record to reconstruct the evolution of the 87Sr/86Sr ratio in the zircon-bearing 
igneous rocks. The findings indicated that the reconstructed 87Sr/86Sr variations in 
igneous rocks were correlated with the (87Sr/86Sr) seawater variations over the last 
1000 million years, which suggested a direct controlling link of the isotopic compo-
sition of silicic magmatism on (87Sr/86Sr) seawater variations. The study therefore 
showed that the correlation between 87Sr/86Sr ratio in igneous rocks and seawater 
decreases over long periods, which may indicate changes in the chemical weather-
ing rates which are associated with paleogeographic, climatic, or tectonic events, 
and there is the strong argument that “for most of the last 1000 million years, the 
(87Sr/86Sr)seawater variations are responding to changes in the isotopic composition 
of silicic magmatism rather than to changes in the global chemical weathering rate” 
and that “the (87Sr/86Sr)seawater variations are of limited utility to reconstruct 
changes in the global chemical weathering rate in deep times” (Bataille et al., 2017). 
The suggestion is that when the global isotopic composition of silicic igneous rocks 
increases, the fast cycling and later rock weathering contributes to an increase in the 
(87Sr/86Sr)seawater ratio within a relatively short time period (<20 My)” (Bataille 
et al., 2017).

Bataille et al. (2017) conclude that their analysis represents “a new method to 
reconstruct the evolution of the strontium isotopic composition of silicic igneous 
rocks through time” as the (87Sr/86Sr)i-zig variations exerted dominant control of 
(87Sr/86Sr)seawater evolution over the last 1000 My, and (87Sr/86Sr)seawater variations 
were interpreted as tracking the relative proportion of evolved versus less evolved 
magmas in the continental crust, rather than changes in the chemical weathering 
rate of radiogenic continental surfaces (Bataille et al., 2017). The changes in the 
global isotopic composition of silicic magmas may be related to continental 
mountain- building events, and subduction phases. It is concluded that other 
(87Sr/86Sr)seawater variations could result from variations in the relative Sr flux from 
isotopically distinct sources which may be linked to “specific paleogeographic con-
figurations, mountain-building events, emplacement of LIPs, or climate variations” 
and “the (87Sr/86Sr)seawater variations are of limited utility to reconstruct the long-term 
chemical weathering rate” (Bataille et al., 2017).

Metamorphic (from the root word metamorphosis, meaning change) rock geo-
chemistry concerns the chemical composition and change, mostly of the metamor-
phic process where pre-existing igneous, sedimentary, or metamorphic rocks 
undergo extreme heating (without reaching the melting stage, which would convert 
the rock to igneous rock), pressure or other change and create new, metamorphic 
rocks (United States Geological Survey, 2022). The United States Geological 
Survey (2022) states that “the process of metamorphism does not melt the rocks, but 
instead transforms them into denser, more compact rocks. New minerals are created 
either by rearrangement of mineral components or by reactions with fluids that enter 
the rocks. Pressure or temperature can even change previously metamorphosed 
rocks into new types… metamorphic rocks do not get hot enough to melt, or they 
would become igneous rocks.” Examples of metamorphic rocks include gneiss 
(from the igneous rock granite), slate (from the sedimentary rock shale), marble 
(from the sedimentary rock limestone), greenschist, amphibolite, or eclogite (from 
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the igneous rock basalt), and schist (from mudstone/shale, or some igneous rocks, 
the result of greater heating and pressure, and with coarser, larger crystals than 
slate – i.e., a greater degree of schistosity) (University of Auckland, 2005).

The United States Geological Survey (2022) distinguishes two types of meta-
morphic rocks. Foliated metamorphic rocks, such as granite gneiss and biotite 
schist, which are banded or foliated, where foliated refers to the parallel arrange-
ment of some mineral grains, giving the rock a striped appearance, as the pressure 
forced the elongate minerals in the rock into aligned, platy or sheet-like structure in 
the direction of the pressure that reflects the direction that pressure was applied. 
Nonfoliated metamorphic rocks have nonplaty or nonsheet-like structure and may 
result from the metamorphism of rocks such as limestone, composed of minerals 
that will never be elongated regardless of pressure, or contact metamorphism, which 
results from heating (e.g., a hot, igneous intrusion into pre-existing rock, without 
pressure (United States Geological Survey (2022).

Research on metamorphic rock geochemistry contributes to knowledge on a 
variety of topics on geodynamics. For example, Tang et al. (2007: 48) present of 
geochemical studies of metamorphism for the understanding of the geodynamics of 
continental movement. Using the case study of the Jiaobei terrane northeast of the 
Dabie-Sulu orogenic belt in China, the authors argue that the “tectonic affinity of 
tectono-lithological units close to ultrahigh-pressure metamorphic belt is a key 
issue for understanding the geodynamics of continental collision” (Tang et  al., 
2007: 48). The methodology was based on the use of data from LA-ICPMS zircon 
U–Pb dating, whole-rock elements and Nd–Sr isotopes, and mineral O isotopes for 
the study area. The two Triassic collided continents were the North and the South 
China Blocks. Protolith (the original, unmetamorphosed rock from which the meta-
morphic rock is formed) ages for TTG gneiss, amphibolite and mafic granulite were 
∼2.7, ∼2.5 and ∼2.4 Ga (Ga (for giga annum or billions of years), respectively, and 
regional metamorphism occurred at ∼1.76 Ga (Tang et al., 2007: 48). Here TTG 
refers to tonalite–trondhjemite–granodiorite (TTG) rocks, which are intrusive rocks 
with granitic composition (quartz and feldspar), with only a little potassium feld-
spar (see Winter, 2013).

The findings indicated that the protolith of the TTG gneiss was generated by the 
partial melting of mantle-derived rocks at the bottom of the crust, the protolith of 
the amphibolite could be a product of arc-like magmatism, and the protolith of the 
mafic granulite was derived from a depleted mantle source. The findings indicated 
that both protoliths were contaminated by supracrustal materials, the protoliths of 
paragneiss and schist were largely derived from supracrustal sources, but protolith 
of amphibolite was of mantle-derived signature (Tang et al., 2007: 48). Further find-
ings were that the Jiaobei metamorphic rocks preserved their original mantle-like O 
isotope compositions, unlike the ultra-high-pressure metamorphism (UHP) metaig-
neous rocks in the Dabie-Sulu orogenic belt that did not and showed 18O-depletion 
(18O isotopes). Additionally, the characteristics of the geological events recorded in 
the metamorphic rocks from the Jiaobei terrane are more like those from the North 
China Block than the South China Block. The authors therefore argue that “the 
Jiaobei terrane is concluded to have tectonic affinity to the former but behave like a 
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micro-continent during the Triassic continental collision” and that the “∼1.76 Ga 
regional metamorphism in the Jiaobei terrane is likely related to reworking of the 
arc-continent collisional orogen in the periphery of the North China Block rather 
than the ∼1.85 Ga collision event between the eastern and western North China 
Blocks” (Tang et al., 2007: 48). It is also argued that the findings support the estab-
lished assumption that the suture boundary between the North and South China 
Blocks in the Sulu orogen is along the Wulian-Yantai fault and that tectonic min-
gling along the Wulian-Yantai fault maybe linked to subduction erosion during the 
continental collision (Tang et al., 2007: 48).

Links between biogeochemistry, and igneous and metamorphic geochemistry 
may be based on specific chemical elements that are relevant to metamorphic rocks 
and organisms. For example, Aston (1983) describes silicon as occupying a domi-
nant place in biogeochemistry, as it is an essential nutrient and found in animal 
skeletons. For example, Tréguer et al. (2021: 1269) point out that “the element sili-
con (Si) is required for the growth of silicified organisms in marine environments, 
such as diatoms. These organisms consume vast amounts of Si together with N, P, 
and C, connecting the biogeochemical cycles of these elements. Thus, understand-
ing the Si cycle in the ocean is critical for understanding wider issues such as carbon 
sequestration by the ocean’s biological pump.” Silicon “often combines with oxy-
gen or other elements to form silicates which are regarded as the largest class of 
rock-forming materials” (Geetha Thanuja et al., 2022). Silica is added to soil and 
taken up by plants after weathering from metamorphic rocks, and “weathering is a 
complex function of rainfall, runoff, lithology, temperature, topography, and vegeta-
tion” (Conley, 2002: 68).

Another study is that of Sutton et al. (2018) which acknowledges the crucial role 
of silicon in the regulation of primary productivity and carbon cycling in the oceans 
and continents. The study acknowledges the beginnings of the global Si cycle with 
the chemical weathering of silicate minerals, which may be transformed and redis-
tributed into waterbodies, soils, and organisms, and into mineral form again. 
Through these “transformations, Si interacts with numerous other major (e.g., C, N) 
and minor (e.g., Al, Ge, Zn) elements and, in turn, influences their biogeochemical 
cycles” (Sutton et al., 2018). The study focuses on the analytical methods that are 
used to study the sources, sinks, and fluxes of the silicon cycle though the Earth’s 
spheres, these including the elemental and stable isotope ratio data for silicon, zinc, 
germanium, and other elements (Sutton et al., 2018). The authors note an emphasis 
on the geochemistry (e.g., Al/Si, Ge/Si, Zn/Si, δ13C, δ15N, δ18O, δ30Si) of dis-
solved and biogenic Si, present case studies, such as the Silicic Acid Leakage 
Hypothesis, and investigate the issues associated with the development of these 
environmental proxies for the global silicon cycle (Sutton et al., 2018). Silicon is a 
particularly relevant element for research methods that transcend geochemistry and 
biogeochemistry, as its sources, sinks, and processes are widely distributed in the 
terrestrial, freshwater, and marine systems, and “exists in major pools in dissolved 
and solid forms in all reservoirs: extra-terrestrial, continental (e.g., soil, vegetation, 
hydrothermal), freshwater (e.g., rivers, lakes, groundwater, organisms, sediment), 
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atmospheric (e.g., aerosols), and oceanic (e.g., water column, organisms, sediment 
and pore-waters, oceanic crust, hydrothermal)” (Sutton et al., 2018).

Sutton et al. (2018) argue that “the chemical weathering of silicate minerals and 
the eventual cycling of weathered products (clays, dissolved Si) provide the starting 
point of Si biogeochemistry and its interaction with other elemental cycles such as 
carbon. Silicate weathering represents an important sink of atmospheric CO2 over 
geological time scales.” The main transformation processes are the weathering of 
silicon minerals from rocks, the formation of secondary minerals and dissolved sili-
con, and the uptake of dissolved Si by organisms, which results in the biomineral-
ization of biogenic silicon, and the remineralization of silicon.” The organisms that 
use dissolved silicon include diatoms, silicoflagellates, radiolarians and sponges, 
and in some cases plants, which may create biogenic silica (BSiO2) (Sutton et al., 
2018). Moriceau et al. (2009: 1381) describe biogenic silica is a key factor in bio-
geochemistry, with a study based on the role of biogenic silica in the degradation of 
diatom organic carbon, and the role of organic compounds in biogenic silica disso-
lution. Sutton et  al. (2018) conclude that “the bio-geochemical analyses used to 
study the global biogeochemical cycling of Si (e.g., stable isotopes and associated 
trace elements), are emerging as useful tools to examine the influence that silicify-
ing organisms have on the different reservoirs of Si (e.g., atmospheric, terrestrial, 
freshwater, and marine).” These analyses have been conducted by several tools, 
including low temperature bio-geochemical tools, which have garnered information 
on silicon cycling and environmental interactions, including the role of silicifying 
organisms in other (e.g., nitrogen and carbon) biogeochemical cycles (Sutton 
et al., 2018).

 Photogeochemistry

Photogeochemistry refers to the impact of sunlight on the chemistry of the Earth. 
Doane (2017) defines photogeochemistry as the “photochemistry of Earth-abundant 
minerals in shaping biogeochemistry, and this can be extended to the entire interface 
between photochemistry and geochemistry to include any chemical reaction induced 
by sunlight among naturally occurring substances” (see also Schrauzer et al., 1983; 
Kim et al., 2011; Falkowski, 2015). Doane (2017) also notes that “photogeochem-
istry describes photochemical reactions on Earth that are not facilitated by living 
organisms. The reactions that comprise photosynthesis in plants and other organ-
isms, for example, are not included, since the physiochemical context for these reac-
tions is installed by the organism and must be maintained in order for the reactions 
to continue (the photoreactions cease if the organism dies).” A qualification is that 
“if a certain substance is produced by an organism, and the organism dies but the 
substance remains (e.g., plant residue or biogenic mineral precipitates), photoreac-
tions involving this substance still contribute to photogeochemistry” (Doane, 2017). 
Photogeochemistry therefore represents a combined relationship between photo-
chemistry and surface geochemistry. Doane (2017) argues along this line, in that 
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“by overlaying photochemistry and surface geochemistry, complementary 
approaches can be adopted to identify natural photochemical reactions and discern 
their significance in the environment… principles of photochemistry can be readily 
merged with geochemistry” (Doane, 2017).

Regarding the position of photogeochemistry in Earth scientific research, Kim 
et al. (2011: 10073) argue that “photochemical reactions of minerals are underap-
preciated processes that can make or break chemical bonds” and “that the photo-
chemistry of Earth-abundant minerals with wide band gaps would have potentially 
played a critical role in shaping the biogeochemical evolution of early Earth.” Their 
case study of the photooxidation of siderite (FeCO3) by UV radiation to produce 
hydrogen gas and iron oxides via a two-photon reaction, suggests that the photooxi-
dation of siderite could be a source of molecular hydrogen for the earlier half of 
Earth’s history, which could have resulted in the formation of iron oxides during 
anoxic conditions, from the Archean to possibly the early phases of the Great 
Oxidation Event, which could have provided a process for the oxidation of the 
atmosphere through hydrogen losses to space, while providing a reductant for 
microbial metabolism (Kim et al., 2011: 10073).

Photogeochemistry is important for biogeochemistry, as some research indicates 
close linkages (Kim et al., 2011; Doane, 2017). Doane (2017) argued that photogeo-
chemistry may parallel biogeochemistry, with some previous findings based on bio-
logical research, in efforts to find “analogous photochemical reactions”; some 
studies finding analogous, photochemical counterparts to biochemical reactions 
included in the photochemical disproportionation of acetic acid, which is similar to 
acetoclastic methanogenesis. The latter is a form of methane production, largely 
through the action of two methanogenic microbial genera (Methanosaeta and 
Methanosarcina) (Kraeutler & Bard, 1978; Miyoshi et  al., 1991; Kurade et  al., 
2019). There are also studies of light-induced depletion of O2 through catalytic 
cycles including organic matter and iron, which is similar to microorganism con-
sumption of O2 (Miles & Brezonik, 1981; Doane, 2017).

 Environmental or Low-Temperature Geochemistry

Environmental or low-temperature geochemistry is concerned with the chemical 
processes occurring in the earth’s surficial environments at natural surficial tem-
peratures, and as such may be closely connected to biogeochemistry (Forbes, 2018). 
White (2017) even defines biogeochemistry as “a subfield of low-temperature geo-
chemistry that focuses on the interaction between life and its environment.” Mather 
(2013) notes that “environmental geochemistry refers to the chemical makeup of 
rocks, soil, water, air, and organisms near the surface of the earth and the chemical 
reactions that take place among them. It deals not only with natural processes, but 
also with interactions between humans and their environment.” The Scripps 
Institution of Oceanography (2022) states that this field observes the chemical pro-
cesses affecting minerals, water, and air at or just below the earth’s surface, 
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typically below about 200 °C. Forbes (2018) describes included topics as “acid-base 
equilibrium, reduction-oxidation reactions, and solubility,” within a broad field, and 
major areas of study including “mineral precipitation, chemical weathering, soil 
chemistry, sedimentary processes and diagenesis, biogeochemical cycles, and con-
taminant transport.” Mather (2013) notes that in low-temperature geochemistry, the 
environment is generally cooler than in fields such as igneous geochemistry, as the 
latter may concern volcanism and tectonic pressure and friction. Important topics 
include environmental geochemistry, diagenesis of sediments and geochemical 
exploration for mineral deposits (Mather, 2013). University of Michigan (2022) 
also points out that low-temperature geochemistry research includes “geochemistry 
of sediments, minerals, waters, fossils, soils, and organic matter occurring at tem-
peratures commonly found at or near the Earth’s surface” and topics may focus on 
“noble gas content in groundwater, organic carbon content of modern Arctic perma-
frost and runoff, trace-element behavior in modern and fossil soils and marine car-
bonates, and many more.”

Recent research results in low-temperature geochemistry are both pure science- 
based and more related to technological applications in resource extraction. For 
example, Tranter (2015) describes the development of a wide range of geochemical 
topics over the recent decades, including the rock cycle, rock-water interactions, 
and chemical processes (see also Garrels & Christ, 1965; Garrels & Mackenzie, 
1971); multiple geochemical cycles on the Earth’s surface (see also Holland, 1978, 
1984); the modeling of early diagenesis (physical, chemical and/or biological 
change of sediments into sedimentary rock at relatively low temperatures and pres-
sures, changing the original mineralogy and texture) (see also Berner, 1980); links 
between atmospheric CO2 concentrations and geological timescale (millions of 
years) carbonate and silicate weathering cycles (see also Berner et al., 1983); the 
oceans as CO2 reservoirs regulating atmospheric CO2 levels over glacial-interglacial 
timescales (alternating cold and warm periods over thousands of years) (see also 
Broecker & Peng, 1982; Broecker, 2002); fresh and saline water compositional 
variations (see also Drever, 1997); and the geochemical bases of rock, water and gas 
interactions (see also Stumm & Morgan, 1996; Langmuir, 1997).

Tranter (2015) notes that these low-temperature geochemistry studies are exam-
ples of early developments in the field, and more important contributions are being 
promoted, citing the example of recent advances in biogeochemical processes in the 
cryosphere, where “cold environments are now thought of as a biome, rather than as 
abiotic systems” (see Priscu & Christner, 2004; Anesio & Laybourn-Parry, 2012), 
and more importantly within geochemistry as “potential fertilizers of the polar 
oceans” (Tranter, 2015, see also Raiswell et  al., 2006; Wadham et  al., 2013). 
Glaciation as a field of study has also advanced, acknowledging the glacial agency 
in physical erosion, mostly abrasion, and fracture/traction which create transported, 
suspended, and deposited sediments (see Hallet et al., 1996; Knight, 1999). Tranter 
(2015) points out the role of glacial erosion in producing eroded bedrock, which 
liberates trace reactive components of these rocks, including sulfides and carbon-
ates, and mineral phosphates such as apatite which enter water, creating the high 
rates of P weathering in glaciated areas (see also Föllmi et  al., 2009; Tranter & 
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Wadham, 2013). Tranter (2015) writes that crucially, current understandings 
acknowledge “most geochemical reactions, apart from hydrolysis, are microbially 
mediated… This was a step change for the discipline less than 20 years ago since 
glacier beds were formerly thought to be abiotic” (Sharp et al., 1999; Tranter et al., 
2002; Montross et al., 2013).

Other examples of such low-temperature geochemistry include studies of micro-
bial life, and linked sulfide oxidation and organic matter oxidation, which are pro-
cesses that reduce the Oxidation/Reduction Potential (Eh) of waters distant from 
inputs of oxygenated surface melt, and REDOX reactions which may restrict the 
reaction types, linked to the oxidation of sulfides and organic matter, with oxidizing 
agents including NO3

− , Fe(III), Mn(IV), and SO4
2−  (Tranter, 2015). Tranter (2015) 

argues that “mass balance constraints are also imposed – reaction extents are ulti-
mately decided by the sulfide and organic matter content of the basal debris and 
available oxidants.” Tranter (2015) also cites links between geochemical activity 
(which would be dependent on sulfides, O2, and organic matter) under thick ice 
sheets overlying crystalline bedrock, as therefore, high geochemical activity is 
likely to be linked to areas near “legacy organic matter found in overridden soils and 
sedimentary rocks” rather than the rare or absent recent, rapidly changing (labile) 
organic matter and O2 inputs (see Skidmore et al., 2000; Wadham et al., 2010). As 
the source of organic matter from legacy sources would be limited, the linked 
microbial systems would be rare and declining, with the erosion of the sedimentary 
rock, but Tranter (2015) argues that “the production of H2 by glacial crushing 
removes this gloomy fate” as it creates the possibility of microbial communities on 
crystalline bedrocks supported by the energy generated by physical comminution 
(reduction into smaller particles) of bedrock, this increasing the likelihood subgla-
cial lakes under thick Antarctic ice have microbial life. In research, silicate rocks 
like those of subglacial environments in Arctic and Antarctica were crushed and 
wetted in an inert, laboratory atmosphere, with hydrogen (H2) production resulting 
at 0  °C, like methanogenesis rates in Greenland and Canadian glacier studies 
(Tranter, 2015; see also Siegert et al., 2001; Boyd et al., 2010; Telling et al., 2015).

 Geochemical Techniques

Geochemical research techniques are complex, due to the wide range of environ-
mental contexts and materials explored, as can be seen from the research foci and 
methods of the branches of geochemistry described earlier. These may also link to 
biogeochemical research (Campbell, 2020). These mostly focus on the study of 
chemical elements and compounds, and their movements within inanimate environ-
ments, using methods that may also be used in biogeochemical studies incorporat-
ing biological environments. An example is the research at the interface between 
Environmental Geochemistry and Biogeochemistry, as pursued at the Department 
of Geology and Environmental Science at the University of Pittsburgh. This research 
looks at geochemical processes between biological and geological at several scales, 
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using geochemical and isotopic tracers for chemical constituents, and the modeling 
of processes through soil, plant, and hydrologic systems. The Department notes that 
“the application of a wide variety of isotopic methods is a fundamental strength of 
our department’s research… our understanding of present-day biogeochemical 
cycling is extended to the near and distant past through analysis of unique geo-
chemical signals in lacustrine and marine depositional systems, providing con-
straints on ancient environments and processes” (Department of Geology and 
Environmental Science, 2023).

Another practical application of such geochemical methods is on mineral (includ-
ing oil) exploration, which may also be used for biogeochemical studies. Rose 
(1998) notes that “geochemical exploration is any method of mineral or petroleum 
exploration that utilizes systematic measurements of one or more chemical proper-
ties of a naturally occurring material. The materials analyzed most commonly are 
rock, soil, stream and lake sediment, natural waters, vegetation, and soil air. Ores of 
metals such as Cu, Ni and Au are the most common targets of geochemical explora-
tion, but nonmetallic commodities (diamonds, talc, and fluorite) and deposits of oil 
and gas are also sought by geochemical exploration.” Also, as noted earlier, geo-
chemical research may focus on any of the naturally occurring elements in the 
Earth, and on the inorganic constituents of rocks and rock forming minerals, as well 
as organic chemistry, and soils, waters, and biological tissues (Trueman et al., 2019).

Geochemical prospecting for minerals, examining chemical constituents is a 
major area where the techniques of the geochemical sciences have been applied. For 
example, Hawkes (1957: 226) notes that “geochemical prospecting for minerals, as 
denned by common usage, includes any method of mineral exploration based on 
systematic measurement of one or more chemical properties of a naturally occur-
ring material. The chemical property measured is most commonly the trace content 
of some element or group of elements; the naturally occurring material may be rock, 
soil, gossan (refers to highly oxidized, weathered or decomposed rock), glacial 
debris, vegetation, stream sediment, or water.” This is based on the definition of 
geochemistry, which paraphrases as “the determination of the relative and absolute 
abundance of the elements…in the earth” and “the study of the distribution and 
migration of the individual elements in the various parts of the earth…with the 
object of discovering the principles governing this distribution and migration” 
(Hawkes, 1957).

Sarala (2015: 711) refers to geochemical exploration methods as “mainly based 
on observations of anomalous concentrations of major or trace elements that are 
derived from a core part of a mineral deposit itself or a wider halo surrounding the 
ore body”…in this process the method is the “use of chemical properties of natu-
rally occurring substances (including rocks, glacial debris, soils, stream sediments, 
waters, vegetation, and air) to find economic deposits of metals, minerals, and 
hydrocarbons.” Further, a geochemical survey can be scaled at continental, regional, 
targeting, and local scales and have several purposes and consequent designs, 
including the evaluation of the areal elemental and mineralogical concentrations, 
the geochemical or mineralogical anomalies within a potential mineralized area, or 
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mineral exploration in a known mineralized area (see also McMartin & McClenaghan, 
2001; McClenaghan et al., 2013).

Winterburn et al. (2017: 495) argue that although “geochemistry continues to be 
a major component of mineral exploration and evaluation programs on a global 
basis” recent developments have factored a decline in the cutting-edge research on 
geochemical methods, and “geochemical exploration has required less innovation 
as traditional techniques have continued to be used with success in shallowly cov-
ered or outcropping terrains.” In terms of the application of geochemical techniques 
to mineral exploration, Winterburn et al. (2017, 495) point to the fact that develop-
ments in geochemical methods lie within four main areas, namely the study of metal 
mobility and mechanisms, fast geochemical analyses, effective data use, and inno-
vation in the laboratory-based techniques (see also Winterburn et al., 2020).

SGS (2022) lists some tasks that may be included in their top class geochemical 
services, including sample preparation. These focus on the classic geochemical foci 
of chemical ions, elements and compounds, and trace-element analysis. Mentioned 
techniques include Mobile Metal Ion (MMITM) analysis, Mobile Metal Ion (MMI) 
orientation surveys, ultratrace (an ultratrace refers to a chemical element that may 
be less than one microgram per gram of a given organism but is important for its 
metabolism) and trace-element analysis by Inductively Coupled Plasma Atomic 
Emission Spectroscopy (ICP-AES) and ICP-MS. As noted by Neikov and Yefimov 
(2019), “the ICP-AES is an analytical technique based on the principles of atomic 
spectroscopy for the determination of more than 70 elements with detection limits 
in the parts per billion to parts per million range.” This would enable the detection 
of elements in biogeochemical analyses. Inductively coupled plasma mass spec-
trometry (ICP-MS) is a mass spectrometry method, and the sample is ionized by an 
inductively coupled plasma. The atomization of the sample creates atomic and small 
polyatomic ions, which may be detected, this allowing the detection of low concen-
trations of metals and some nonmetals in liquid samples, and different isotopes of 
the same element (Lee, 2018). Wilschefski and Baxter (2019) describe inductively 
coupled plasma mass spectrometry (ICP-MS) as an analytical technique that can 
measure elements at trace levels in biological fluids, which is superseding older 
techniques including atomic absorption and atomic emission.

Other methods listed by SGS (2022) include X-ray fluorescence, metal specia-
tion studies, carbon and sulfur analysis and reference material services. X-ray fluo-
rescence (XRF) refers to the emission of fluorescent X-rays from materials made 
unstable by contact with X-rays, with applications to the chemical analysis of met-
als and other substances and for research in geochemistry (Van Grieken & 
Markowicz, 2002; Beckhoff et  al., 2006; Pessanha et  al., 2019). Intertek (2022) 
notes that “metals speciation testing provides… precise analysis of metal species 
such as mercury, arsenic, sulfur, and lead in crude oil, chemicals, and many other 
products, as well as aqueous samples such as seawater.”

Applied to biogeochemical research, such methods may be used to the interfaces 
of biological and inanimate environments, and the presence and movements of ions, 
elements, and compounds. One biogeochemically-based study is that of Reid and 
Hill (2010:105), which uses vegetation-based studies for mineral exploration, in 
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this case gold. The authors describe this technique as testing the “ability of plants to 
show signatures of mineralisation as well as the optimum scale of sampling for first- 
pass mineral exploration surveys.” The study is based in the semiarid Tanami Gold 
Province in northern Australia, which includes many plant species. The Snappy 
gum (Eucalyptus brevifolia F.Muell.) had a distribution and sulfur and zinc signa-
ture, which indicated an underlying geological stratum that contained gold mineral-
ization. Soft spinifex (Triodia pungens R.Br. 1810), a species of grass native to 
northwestern Australia, had gold, arsenic, zinc, sulfur, and cerium, which may indi-
cate underground gold mineralization. The authors point out that in the study area, 
mineralization occurs at the contact between granite and dolerite, and biogeochemi-
cal signatures from snappy gum and dogwood (Acacia coriacea) showed higher 
levels of gold, arsenic, zinc, sulfur, and cerium. Therefore, the biogeochemical 
methods can be used to locate mineralization, substrate differences, supported by 
more information on the local soil, hydrology, and geological formations. The 
effectiveness of the biogeochemical method depended on the coverage of an area 
(Reid & Hill, 2010:105).

Another important geochemical method is geochemical mapping (Demetriades, 
2021: 267). This is defined as a method “to document the spatial distribution of 
chemical elements and compounds, and physicochemical properties across the 
Earth’s surface” (Demetriades, 2021, 267). The functions of geochemical mapping 
include mineral exploration, forest assessment, medical research, the location of 
contaminated areas, and even the mapping of the geochemical environment in urban 
areas. Demetriades (2021: 267) notes that geochemical mapping initially developed 
in the Union of Soviet Socialist Republics (USSR) in the 1930s for mineral explora-
tion, a function that eventually developed internationally. Demetriades (2021, 267) 
argues that “this expansion in the usage of geochemical data has been facilitated by 
the production of national multielement and multipurpose geochemical atlases 
compiled at different sample densities and various map scales depending on project 
objectives. The end-product is always an interpretation of the spatial distribution of 
chemical elements and compounds, and the processes that control or influence this 
spatial variation.” Systematic geochemical mapping is therefore the most effective 
method for recording the spatial variation of chemical elements, which can be 
applied to surface and shallow strata (Demetriades, 2021: 267).

Applied to biogeochemistry, geochemical mapping is termed biogeochemical 
mapping, with a greater focus on vegetation and soil constituents related to vegeta-
tion (Higueras et al., 2019). Higueras et al. (2019) mention soil health measurement 
as an important application of biogeochemical mapping, with soil health defined as 
“the continued capacity of the soil to function as a vital living ecosystem that sus-
tains plants, animals and humans” and “an approach to the consideration of soil as 
a living being.” Rinot et al. (2019: 1484) note that “soil health index should reflect 
soil ability to provide ecosystem services (ES)” and “the relationship between soil 
attributes and ES should be quantified” and “The soil health (SH) concept has been 
introduced due to an evolving understanding that soil is not just a growing medium 
for crops but that it provides a foundation for other essential ecosystem services 
(ES).” Laishram et al. (2012: 20) present a definition of soil health and/or quality, 
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which states that “degradation or deterioration in soil health or quality implies loss 
of the vital functions of soil” these functions being those that provide “physical sup-
port, water and essential nutrients required for growth of terrestrial plants,” the regu-
lation of environmental water flow, and the “elimination of the harmful effects of 
contaminants by means of physical, chemical and biological processes.”

Geochemical applications are also complex and varied. For example, petroleum 
geochemistry, as an aspect of organic geochemistry has emerged as an important 
application in current applied technology and industry. Petroleum geochemistry is 
defined as “the science and application of chemical concepts to understand the ori-
gin of petroleum – natural gas, condensate, and crude oil – and its occurrence and 
fate on the earth’s surface and within its crust” (Curiale, 2017). Kvenvolden (2006: 
1) argues that “organic geochemistry had its origin in the early part of the twentieth 
century when organic chemists and geologists realized that detailed information on 
the organic materials in sediments and rocks was scientifically interesting and of 
practical importance.” It is also noted that “organic geochemistry is now a widely 
recognized geoscience in which organic chemistry has contributed significantly not 
only to geology (i.e., petroleum geochemistry, molecular stratigraphy) and biology 
(i.e., biogeochemistry), but also to other disciplines, such as chemical oceanogra-
phy, environmental science, hydrology, biochemical ecology, archaeology, and 
cosmochemistry.”

Dembicki Jr. (2017) lists some of the developments of petroleum geochemistry 
over the past century. While acknowledging that “petroleum geochemistry is a rela-
tively young science, tracing its roots back to the 1934 discovery of chlorophyll-like 
structures in crude oil by Albert Treibs (1934, 1936), major developments have 
occurred, including the discovery of the organic origins of crude oil, the establish-
ment of professional societies and research conferences on organic geochemistry, 
the development of analytical tools, including gas chromatography and mass spec-
trometry, and of the concept of biological maker compounds, and studies of the 
links between chemical fossils and oil sources (see also Breger, 1963; Eglinton & 
Calvin, 1967; Durand, 2003). Other developments in the late twentieth century 
included the study of the hydrocarbon generation process and the oil window con-
cept, the thermal maturity of sediments and the kerogen composition (a solid, insol-
uble organic matter in sedimentary rocks, see Vandenbroucke & Largeau, 2007), 
and the Rock-Eval instrument which used as a standardized pyrolysis method for 
source-rock characterization and evaluation in petroleum geochemistry, and new 
treatises on petroleum geology (Dembicki Jr., 2017; see also Tissot & Welte, 1978; 
Espitalié et al., 1977). Studies included foci on hydrocarbon fingerprinting, forensic 
geochemistry, and gas chromatography (Hunt, 1979). Later developments included 
advances and understandings in pyrolysis techniques, biomarker applications, 
petroleum migration, basin modeling, and the introduction of personal computers 
for use in geochemical studies (Dembicki Jr., 2017; see also Lopatin, 1971; Waples, 
1980; Sluijk & Parker, 1984).

Instructive scientific publications during the late twentieth century included 
those of Sluijk and Parker (1984) on the value of petroleum geochemistry in explo-
ration, Kaufman et  al. (1990) on reservoir continuity, and production problem 
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analysis, Magoon and Dow (1994) on the concept of petroleum systems and the 
associated role of petroleum geochemistry Passey et al. (2010) on understanding 
source rocks and reservoirs, and Dembicki Jr. (2014) on the fluid properties and 
phase behavior for successful oil exploitation. Dembicki Jr. (2017) concludes the 
study of the historical development of geochemical methods by stating that “what-
ever problems the future holds in petroleum exploration and production, innovative 
applications of the concept and methods of petroleum geochemistry will continue to 
contribute to solutions” (Kvenvolden, 2002, 2006; Hunt et al., 2002; Durand, 2003; 
Dow, 2014).

The methods of petroleum geochemistry may be applied to biogeochemistry. For 
example, Head et al. (2014) describe a study of “microbiological, geochemical, and 
biogeochemical data” that contributes to knowledge of processes regulating deep 
life in petroleum reservoir ecosystems and of biotic and abiotic factors that deter-
mine the biodegradation of petroleum in situ, as this phenomenon may oil explora-
tion and production.” This study proposes that reservoir formation water salinity 
affects the occurrence of biodegraded heavy oil reservoirs. The authors note that in 
the study of microbial activity in the ground, the important factors are “temperature, 
pH, salinity, water activity, radiation and availability of resources such as carbon 
and energy sources, electron acceptors and inorganic nutrients” and for in-reservoir 
crude oil biodegradation the important factors are “temperature, salinity, and inor-
ganic nutrient availability” (Head et al., 2014). It is also noted that nutrient avail-
ability is major control for the degradation of crude oil in aerobic environments, as 
such degradation depends on hydrocarbon-degrading organisms, with hydrocarbon 
conversion to biomass for growth requiring nitrogen and phosphorus. Microbial 
biomass has also been found to correlate with organic carbon content (Head 
et al., 2014).

 Conclusions

This chapter has examined the relationship between the highly multidisciplinary 
and related sciences of geochemistry and biogeochemistry, taking the former as the 
background of the latter. Geochemistry, as the science that examines the Earth and 
sometimes other solar bodies from the approach of the chemical sciences, is plainly 
one of the roots for the more recently developed discipline of biogeochemistry, 
which adds more foci on biological roles in chemical cycling. As the evolution of 
life is based on a chemical foundation, mostly the carbon link with water and living 
tissue, the relationship between these two sciences sits on the most interesting sci-
ence issue: the origin and continuing development of life, on a chemical foundation. 
This chapter has skimmed over the main topics of the extremely broad and deep 
science of geochemistry, looking at subdisciplines including organic geochemistry, 
inorganic geochemistry, isotope geochemistry, aqueous geochemistry, cosmochem-
istry, trace-element geochemistry, igneous rock geochemistry, metamorphic rock 
geochemistry, photo-geochemistry and low-temperature or environmental 
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geochemistry. More mention will be made in later chapters of the main points of this 
chapter, to explore further the links between biogeochemistry and the supporting 
Earth sciences.
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Chapter 3
Earth Systems Science (ESS) and Systems 
Ecology

Michael O’Neal Campbell

Abstract Earth systems science (ESS) is a science that is strongly linked to biogeo-
chemistry, through its study of the earth systems (lithosphere, hydrosphere, bio-
sphere, and atmosphere) through which the chemical elements and compounds 
studied by biogeochemistry flow. The two disciplines developed largely separately, 
but this chapter explores common ground, in terms of origins, developments, and 
future possibilities. A basic definition of ESS is that it is the application of systems 
science to the earth’s surface. Systems science and its subsets, systems ecology and 
earth systems science, provide methodologies that can document, describe, analyze, 
and understand spatial and networked ecological relations, within the larger, com-
plex disciplines of the environmental sciences. ESS is a recent development, within 
physical geography and the earth and environmental sciences, with the objective of 
studying the integrated relations, physical, energy, and chemical, to link the contribu-
tions of the increasingly polarized and segmented earth and environmental sciences. 
This science is concerned with, but not limited to, the relations between the global to 
local contexts of the biosphere, hydrosphere, lithosphere, and atmosphere. The 
developmental trend of ESS is particularly relevant to the field of biogeochemistry, 
which itself is also a multidisciplinary field seeking to override the generally artificial 
disciplinary boundaries between biological, chemical, and physical sciences to 
derive answers for complex environmental questions. This chapter examines the 
basics of ESS and then looks at the approach and methodologies of systems ecology 
and the links to biogeochemistry, using recent literature sources on the definition, 
application, and status of ESS and related sciences. It is argued that ESS must battle 
on two fronts: the question for broader knowledge to solve the increasingly complex, 
multidisciplinary environmental issues, and the requirement for deep specialization 
to understand the issues in the first place, some at microscopic level. Institutional 
barriers also creep in, as the topics of ESS may be scattered across departments, 
sometimes different from those of biogeochemistry. The linking between ESS and 
biogeochemistry must also be measured against the changes in the environmental 
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focus of the basic sciences (chemistry, physics, mathematics, biology) and the for-
tunes of the environmentally applied progeny of these disciplines (geochemistry, envi-
ronmental chemistry, biochemical and chemical engineering, biochemistry, geophysics, 
environmental and atmospheric physics, civil, geological, and environmental engi-
neering, oceanography, statistics, etc.). The understanding of these complex issues 
contributes to the development of biogeochemical studies.

 Introduction

Earth systems science (ESS) relates to biogeochemistry, as the former examines all 
the Earth systems that include water, earth materials, air, and living organisms, 
while biogeochemistry studies the chemical element and compound flows within 
these systems, adding the study of organisms to the study of the inanimate systems 
(the field of geochemistry). ESS recently emerged from an amalgamation of sys-
tems science, physical geography, and related environmental and earth sciences 
(Campbell, 2017, 2018). Cornell (2013: 85) contends that “the field of Earth 
Systems Science is just a little over 50 years old. This area of research analyzes the 
interlinked dynamics of the physical and living ‘components’ of Earth, bridging 
local to global-scale processes.” Steffen et  al. (2020: 60) also assert that “ESS 
emerged in the early to mid-20th century from conceptualizations of the Earth that 
emphasized its systemic nature, such as Vernadsky’s observation that life has a 
strong influence on the chemical and physical properties of Earth and the Gaia 
hypothesis of Lovelock and Margulis that Earth functions as a single organism, with 
self-regulating processes and feedbacks that maintain homeostasis.” It is further 
advanced that “ESS then developed rapidly, from the ‘new science of the Earth’s 
movement in the 1980s to the global research efforts of international programs such 
as the IGBP” (International Geosphere-Biosphere Program) (Steffen et al., 2020, 
54–63; see also Vernadsky, 1926; Lovelock, 1979).

But what precisely is ESS? ESS has been variously defined, but the main points 
refer to its broad yet detailed approach, links to systems science, and the physical, 
biological, and sometimes aspects of the social sciences, and its recent development 
through the current scientific dynamics (Jacobson et al., 2000; Stanley, 2005). 
Human systems may be included in the study of Earth systems: as noted by Jacobson 
et al. (2000), ESS “is an integrated discipline that has been rapidly developing over 
the last two decades” and “is the basis for understanding all aspects of anthropo-
genic global change, such as chemically forced global climate change.” 
Environmental dynamics in ESS include material and energy fluxes and connec-
tions, feedback, holistic, spatial, and temporal views, and in terms of subjects, geol-
ogy, meteorology, oceanography, ecology, physical geography, climatology, and 
space science, among others. The Earth’s environmental systems are also named, 
namely the atmosphere, hydrosphere, biosphere, lithosphere, and geosphere, and 
sometimes even the cryosphere (ice) and pedosphere (soils) (Merritts et al., 1998; 
Ohtani et  al., 2000; Hergarten, 2002; Neugebauer & Simmer, 2003; Butz, 2004; 
Kump et  al., 2004; Harris & Murton, 2005; Ehlers and Krafft, 2006; Wilkinson, 
2006; Tsonis & Elsner, 2007; Martin, 2011; Cornell et al., 2012; Marsh & Kaufman, 
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Fig. 3.1 The earth 
systems. Some 
classifications use the 
lithosphere or geosphere, 
but not both. Some others 
include the cryosphere 
(solid ice and frozen 
ground) with the 
hydrosphere. This diagram 
shows the links between 
the systems, as each is 
related to the others, 
sometimes through yet 
others

Fig. 3.2 Interactions of earth systems. Some events are the result of interactions between two or 
more of the systems. Examples include volcanic eruptions, the ice age, mass biological extinctions 
and climatic changes, which engage with various systems

2013; Christiansen & Hamblin, 2014). Figures 3.1 and 3.2 show the topics and for-
mat of earth systems science.

Definitions of ESS may emphasize subject areas, considering functions, subject 
matter, applications and/or interdisciplinary relations. For example, Lenton (2016: 
1) describes ESS as “the research field that seeks to understand how our planet func-
tions as a whole system. Its scope is broad; it spans 4.5 billion years of Earth history, 
how the system functions now, projections of its future state, and its ultimate fate. It 
also considers how humans as a species are reshaping the planet. ESS is a deeply 
interdisciplinary field, which synthesizes elements of geology, biology, chemistry, 
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physics, and mathematics.” The interactions within the system may also be men-
tioned: “due to an almost closed system, all the elements needed by life must be 
efficiently recycled within the Earth system, which then need energy to transform 
materials chemically and to move them physically around the planet. ‘Recycling’ 
introduces the life-sustaining global biogeochemical cycles of matter between the 
biosphere, atmosphere, ocean, land, and crust” (Lenton, 2016, 18). Additionally, 
“regulation introduces the ways in which the biogeochemical cycles of the Earth 
system are self-regulated, how they are coupled to the Earth’s climate, and how 
scientists study this regulation” (Lenton, 2016: 38).

McGill (2022) defines ESS as a discipline that “concentrates on the links between 
the Earth’s biological, chemical, physical, and human subsystems. It examines the 
cycling of energy and matter through the biosphere, the atmosphere, the cryosphere, 
the hydrosphere, and the solid Earth.” This science examines “the six ‘Grand 
Challenges’ fundamental to our understanding of how the Earth operates,” which 
are listed as:” Global biogeochemical cycles, climate variability and change, land 
use and land cover change, energy and resources, earth hazards, such as volcanoes, 
earthquakes and hurricanes, earth-atmosphere observation, analysis, and predic-
tion” (McGill, 2022). A similar definition is given by National Geographic (2022a), 
which claims that the subject matter of earth systems science covers “the five sys-
tems of Earth (geosphere, biosphere, cryosphere, hydrosphere, and atmosphere)” 
that interact to produce the familiar environmental systems, describing the geo-
sphere as the “interior and surface of Earth, both of which are made up of rocks,” 
the biosphere as the “limited part of the planet that can support living things,” the 
hydrosphere as the “areas of Earth that are covered with enormous amounts of 
water,” the atmosphere as the “envelope of gas that keeps the planet warm and pro-
vides oxygen for breathing and carbon dioxide for photosynthesis,” and the cryo-
sphere “which contains huge quantities of ice at the poles and elsewhere, constituting 
the cryosphere.” This point is supported by Berkeley (2022), who adds human 
issues and argues that ESS studies the interconnected components of the Earth’s 
environment (the atmosphere, hydrosphere, lithosphere, cryosphere, and biosphere) 
and the integrated whole that emerges from their interconnections. This science 
“utilizes the fundamental disciplines of mathematics, physics, chemistry, and biol-
ogy and applies them in the context of human activities and landscapes to under-
stand the Earth, at scales ranging from single watersheds to the entire globe” 
(Berkeley, 2022).

Ruzek (2018) also mentions the human dimension and describes ESS as embrac-
ing the basic sciences beyond disciplinary boundaries to treat the Earth as an inte-
grated system and seeks a deeper understanding of the phenomena that determine 
the history, current and future dynamics of the Earth’s environment. Furthermore, 
“Earth Systems Science builds upon the fundamental disciplines, which form the 
scientific integrating basis for any discussion of the system as a whole. This repre-
sentation shows the critical relationship of ESS concepts as a bridge between the 
disciplines and the increasingly interpretive and integrative endeavors of human 
social processes. The future of our planet and the destiny of humankind are depen-
dent upon this interdisciplinary pyramid of earth system processes and phenomena” 
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(Ruzek, 2018). Ruzek (2018) further argues that “knowledge from the traditional 
earth science disciplines… is being gleaned and integrated to form a physical basis 
for Earth System Science” and “Earth Systems Science fosters the synthesis of dis-
ciplinary knowledge into a holistic model of Earth with broader interdisciplinary 
relevance… The intersection of disciplinary specialties often provides the most fer-
tile and interesting fields for study but is easily sidetracked by traditional disciplin-
ary interests.”

The National Aeronautics and Space Administration (NASA) (2003: 8) main-
tains that in ESS, research scientists may employ a contextual approach to research, 
and may examine the cause and effect dynamics that may be behind extreme earth 
events, such as weather, volcanic or forest change, which may have strong effects on 
people and may also be influenced by human action. The example is cited of ocean 
temperatures and circulation to create relatively moderate climate of northern 
Europe, despite its location in the northern latitudes. Another example is that of the 
links between the annual variations of ozone concentration over Antarctica and the 
production of industrial refrigerants in the Northern Hemisphere. The physics and 
chemistry of the atmosphere may also be linked to air quality and freshwater avail-
ability (NASA, 2003).

ESS may also be defined within the links and areas of related, holistic disciplines 
(Campbell, 2017, 2020). For example, Kalipeni (2001) avers that “physical geogra-
phers increasingly refer to their subject matter as earth systems science or global 
change instead of physical geography” and “the emerging idea of earth systems 
science as an integrative science has made the old-fashioned term ‘physical geogra-
phy’ obsolete so that people who used to call themselves physical geographers are 
now able to cross traditional disciplinary boundaries with ease.” ESS is also related 
to systems science, which is a broader field, encompassing systems and networks 
applicable to technical, natural, social, and applied sciences (Campbell, 2020). 
Hieronymi (2013) described systems science as “the ordered arrangement of knowl-
edge acquired from the study of systems in the observable world, together with the 
application of this knowledge to the design of man-made systems.” In these studies, 
and applications, the key foci are interdisciplinarity, networking, modeling, applica-
bility, and artificial representation. Applications at the more detailed level include 
systems design and engineering, social systems theory, systems biology, systems 
psychology, system dynamics, cybernetics, dynamical systems theory, information 
theory, linguistics or systems theory, control theory and operations research (Ison, 
2017; Mobus & Kalton, 2015).

Some definitions of ESS also examine the recent development of this discipline. 
For example, Steffen et al. (2020: 54) declare that, developmentally, “Earth System 
Science (ESS) is a rapidly emerging transdisciplinary endeavour aimed at under-
standing the structure and functioning of the Earth as a complex, adaptive system” 
arguing that “inspired by early work on biosphere–geosphere interactions and by 
novel perspectives such as the Gaia hypothesis, ESS emerged in the 1980s follow-
ing demands for a new ‘science of the Earth’.” More recent developments include 
the International Geosphere-Biosphere Program, with associated international and 
interdisciplinary developments, new concepts such as the Anthropocene, part of the 
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discourse of global-change, the “grand challenge for ESS is to achieve a deep inte-
gration of biophysical processes and human dynamics to build a truly unified under-
standing of the Earth System” (Steffen et al. (2020: 54).

The history of ESS is summarized based on geological developments and 
increasingly sophisticated military developments during the Cold War era, the con-
sequent development of geophysics research, and the International Geophysical 
Year (IGY) 1957–1958 (mostly focused on the geosphere, especially oceanography, 
glaciology, and meteorology) (Steffen et al., 2020). Steffen et al. (2020: 54) add that 
“one of the key impacts of the IGY was a lasting transformation in the practices 
used to understand how the Earth works. The interpretative and qualitative geologi-
cal and climatological research based on field observations – as classically studied 
by geographers – was replaced by field instrumentation, continuous and quantitative 
monitoring of multiple variables and numerical models” with a resulting focus on 
modern climatology and plate tectonics, with parallel developments in ecosystem 
ecology and environmental sciences, the International Biological Program (IBP), 
and the Gaia hypothesis in 1972. This “led to a new understanding of the Earth, 
challenging a purely geophysical conception of the planet, and transforming our 
view of the environment and nature. The stage was now set for the introduction of a 
new science – a more formal and well-organized” (Steffen et al., 2020: 56; see also 
Lovelock, 1979).

The development of ESS during the latter half of the twentieth century was based 
on the acknowledgment of the integrated nature of the earth’s systems, the participa-
tion of powerful stakeholders such as NASA (the organization that originated the 
term Earth Systems Science), theoretical developments from these, and common 
agreement among stakeholders on the internationality and interdisciplinarity of 
ESS, the subject matter of which disregarded national borders and disciplinary 
boundaries. Steffen et  al. (2020: 56) noted that the global and interdisciplinary 
approach (physical, chemical, and biological) “created a significant challenge in 
bringing different disciplines together to study the Earth System as a whole.” 
Reactive developments included the International Council for Science (ICSU), the 
International Geosphere-Biosphere Program (IGBP), the World Climate Research 
Program (WCRP, 1980), and the World Commission on Environment and 
Development (1987), which tackled biogeochemical issues (such as terrestrial eco-
systems, ocean carbon cycles, atmospheric chemistry, the hydrological cycle, etc.) 
and the change from an interdisciplinary approach with multiple disciplines, a 
transdisciplinary approach where the disciplinary boundaries may disappear. Steffen 
et al. (2020: 56) further notes that “by the end of the 1980s, ESS had emerged as a 
powerful new scientific endeavor, triggered by the growing recognition of global 
change and built on the rapid development of interdisciplinary research methods.”

During the 1990s, the international research program DIVERSITAS was created 
(1991) to complement the work of the IGBP, the International Human Dimensions 
Program (IHDP) on Global Environmental Change (1996) was also founded, with a 
stronger focus on social issues, and at the beginning of the twenty-first century, 
sustainability science was developed, as did ideas concerning the possibilities of 
nonlinear multidirectional human-participated environmental change, including the 
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concept of the Anthropocene. An important meeting was the 1999 IGBP Congress, 
and another was the 2001 conference, “Challenges of a Changing Earth” which 
included IGBP, WCRP, IHDP and DIVERSITAS), which influenced the formation 
of the ESS Partnership (ESSP) and the formulation the concept of the “Earth 
System” which included human, as well as biological, physical, and chemical pro-
cesses. By 2015, the IGBP, IHDP and DIVERSITAS were integrated into Future 
Earth, which emphasized greater connections with policy makers, and private 
organizations.

Recent projects included the International Global Atmospheric Chemistry 
(IGAC) project, PAGES ((Past Global Changes, a project is for management of past 
global change research) and the ESS Partnership (ESSP) Global Carbon Project. 
Relevant research centers included the US National Center for Atmospheric 
Research (NCAR), the Potsdam Institute for Climate Impact Research (PIK), the 
Stockholm Resilience Centre (SRC), and the International Institute for Applied 
Systems Analysis (IIASA). At the theoretical level, mathematical models have 
merged as vital tools for analyses and understandings, these including general cir-
culation models (GCMs), and more human centered integrated assessment models 
(IAMs, which may integrate economic and climate models), both relevant to topics 
such as greenhouse gas emissions, and the Integrated Global System Model (IGSM), 
which further integrate human and climate issues. Earth System Models of 
Intermediate Complexity (EMICs) are also touted as “arguably the most powerful 
tools for exploring the complex dynamics of the Earth System, particularly at long 
timescales” which “include the same main processes as GCMs but have a lower 
spatial resolution and a greater number of parameterized processes, allowing them 
to run longer timescale simulations that include nonlinear forcings and feedbacks 
between components of the Earth System” (Steffen et al., 2020, 59). Steffen et al. 
(2020, 59) further notes that EMICs, “can be run at timescales of up to hundreds of 
thousands of years, allowing the models to be tested against palaeo observations and 
to explore possible climates of the far future. Taken together, GCMs, IAMs and 
EMICs create powerful ways to explore Earth-System dynamics at numerous space 
scales and timescales.”

 Earth Systems Science (ESS) and Systems Ecology

Systems ecology is closely related to ESS, through its theoretical and methodologi-
cal approach, although it may be more biological and hence be a narrower disciplin-
ary cluster (Campbell, 2017, 2018; Odum, 1964). Systems ecology is also vital to 
biogeochemistry, as systems that describe global to local ecologies represent the 
pathways and reservoirs of geochemical and biogeochemical cycling. Odum (1964) 
originated the term “systems ecology” in his publication, “The New Ecology” 
(Odum, 1964). The underlying position of systems ecology is the reliance on broad 
interacting systems and knowledge, while still emphasizing detail. For example, 
Van Dyne (1969, 31, 35) notes that a systems ecologist must be “conversant with 

Earth Systems Science (ESS) and Systems Ecology



120

specialists” but also retain “a holistic or systems viewpoint.” Wiegert (1988) 
reviewed these points from the perspective of Reductionism Versus Holism, an 
enduring debate within ecology and related sciences. Van Dyne (1966) defines sys-
tems ecology, according to the background envisaged by Odum (1964) as related to 
the fact that ecology is inherently a system-based subject: “We have been taught that 
ecology is the study of the relationships between organisms and their environment, 
and that ecology may be subdivided into autecology (of individuals or species), 
population ecology, and community ecology. Systems ecology in a sense approxi-
mates communities’ ecology. The terms system and ecology both imply a holistic 
viewpoint.”

Van Dyne (1966) also elaborates on the role of mathematics in systems ecology, 
holding that many researchers may define systems ecology as the field of applica-
tion to mathematics to ecological systems. This, however, may be a narrow defini-
tion, as “systems ecology can be broadly defined as the study of the development, 
dynamics, and disruption of ecosystems” and has “two main phases – a theoretical 
and analytical phase and an experimental phase” and the “study of problems in 
systems ecology requires three groups of tools and processes: conceptual, mechani-
cal, and mathematical” (Van Dyne, 1966). The complexity of systems ecology 
requires different analytical tools than the simpler science of conventional ecology, 
this complexity including multifactor events, the use of computer technology, logic, 
and complex scientific and statistical methods, including hypothesis testing, and 
modeling (mathematical abstractions of environmental reality). Van Dyne (1966) 
also posits two ways of experimenting with ecosystems. The first involves the pro-
cess of hypothesis formulation, and experimental design and practice, and the anal-
ysis and interpretation of the findings. The second abstracts the system parameters 
and components into a model, applies mathematical arguments, and interprets the 
mathematically derived conclusions. Mathematical modeling is argued to be “some-
what new to many conventional ecologists and, in part, is just as much an art as a 
science” (Van Dyne, 1966). These issues are still important in the current scene 
(Campbell, 2017).

Montague (2014) defines systems ecology as “an approach to ecosystem study 
based on formal procedures of systems thinking, synthesis, and modeling. Its goals 
are those of ecosystem ecology in general: develop and test theory of ecosystem 
organization; detect and manage emergent properties; and predict responses to dis-
turbance.” This discipline includes applications from Mathematical Ecology and 
Simulation Modeling, and ecosystem management aspects of Human Ecology and 
Applied Ecology (Montague, 2014). Systems ecology evolved through computer 
development, and the advancement of technology in engineering projects, both in 
civilian and military systems. These included cybernetics (Marinescu, 2017 defines 
cybernetics as “concerned with concepts at the core of understanding complex sys-
tems such as learning, cognition, adaptation, emergence, communication, and effi-
ciency”) systems and the ecosystem.

Systems ecology emerged with methodologies based on computerized solutions 
in mathematical modeling, applied to the complex issues of ecosystems. Computer 
technology enabled more sophisticated, accurate tools, for the testing of hypotheses 
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and the measurement of problematic issues, and gradually systems ecology was 
integrated into general ecosystem ecology. Montague (2014) notes that “common 
traits of successful systems ecologists include familiarity with systems methodol-
ogy; ability to synthesize a system from a breadth of information; and fascination 
with self-organization, response to disturbance, and emergent properties of ecosys-
tems.” Systems ecology eventually comprised two “visions,” namely “soft systems 
and hard science” (Montague, 2014). Montague (2014) describes the soft systems 
vision as acknowledging ecosystem complexity, continual evolution, and the pos-
sibilities scientific testing (observations, hypotheses, testing, analyses), based on 
tools such as cybernetics, general systems theory, epistemology, anthropology, 
industrial management, and evolutionary theory (Montague, 2014). The hard sci-
ence vision is based on laws applicable to all ecosystems, reliably predictable for 
equilibria even without empirical support, based on thermodynamics, evolutionary 
genetics, and mathematical analyses of population and trophic interactions 
(Montague, 2014). Montague (2014) concludes that both of these visions need the 
use of field observations, experiments, and computer models. The integration of 
these two visions contributes to advances such as adaptive ecosystem management, 
ecological engineering and economics, the theory of complex ecosystems and resil-
ience theory, landscape ecology, and field studies of ecological and biodiversity 
assessment. Literature cited and relevant to the early developments of this topic 
include Odum (1964) Van Dyne (1969), Dale (1970), Shugart and O’Neill (1979), 
and Wiegert (1988).

There are also attempts to link systems ecology more closely to human or human 
integrated systems (Campbell, 2017, 2018). For example, Evans et al., 2013 empha-
size both greater predictability for ecological models and links with human param-
eters. There is a close dependency of human societies on the state of the surrounding 
and linked ecosystems, which may be undergoing rapid change, usually in reaction 
to anthropogenically derived modifications. In consequence, research must develop 
the paradigm of predictive systems ecology, to uncover, analyze, and predict the 
properties and behavior of ecological systems. Prediction is necessary for the 
enhanced utility of ecology in biological and social studies, but prediction is diffi-
cult, due to the inherent complexity of ecological systems, and their nonlinear, and 
variable outcomes. Additionally, “future conditions often lie outside the envelope of 
parameters used to develop models” (Evans et al., 2013). An example is the UK 
National Ecosystem Assessment (NEA), which despite being extremely rigorous, 
with in-depth information for the UK. It was acknowledged by its authors to have 
few relevant assessments (Evans et al. (2013). Evans et al. (2013) nevertheless state 
that “the societal imperative to predict the impacts of environmental change on eco-
systems (usually, but not exclusively, the result of anthropogenic pressures) should 
add impetus to this endeavour.”

Accurate projections generated by effective models are necessary for ecological 
predictions, with process-based models required for predicting biological responses 
to environmental change (Evans, 2012; Grafen & Hails, 2002; Kitano, 2002; Moss 
et  al., 2010; Nicholson et  al., 2009; Purves et  al., 2008; Purves & Pacala, 2008; 
Schmidt, 2007; Strigul et al., 2008; Watt, 1966). Evans et al. (2013) argue that point 
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out that the process-based models of ecosystems would require adequate informa-
tion from “lower levels of organization (populations, individuals, genes and the abi-
otic environment) to allow accurate and realistic ecosystem behaviour to emerge” 
and the emergent properties of these models would be “predictions of ecosystem 
behaviour (the way in which the properties in an ecosystem change over time or in 
response to perturbation) and/or ecosystem services (which are products of ecosys-
tems and often are valuable to society)” (see also Nicholson et  al., 2009; Evans 
et al., 2012).

Points to be considered for systems approaches include uncertainty (due to sto-
chastic effects, and greater instability than biological or climate based models) 
(Wynne, 1992; Forster & Sober, 1994; Beven & Freer, 2001; Regan et al., 2002; Van 
Asselt & Rotmans, 2002; Brentnall et al., 2003; Gneitling & Raftery, 2005; Parry & 
Bithell, 2011; Polasky et  al., 2011; Spiegelhalter & Riesch, 2011; Kujala et  al., 
2013), complexity (due the enormous amount of data involved in modeling, and the 
complicated requirements of ecosystem representation, requiring representation of 
components, and effective mathematics) (Eisinger & Thulke, 2008; Weisberg, 2007; 
Wimsatt, 2006) and constraining models with data (requiring constraining models, 
hypothesis testing multiple generation of multilevel projections) for predictive sys-
tems ecology (Brown et al., 2005; Grimm & Railsback, 2012; Rounsevell et  al., 
2012; Evans et al., 2013).

Currently, there are several types of models in systems ecology type studies 
(Evans et al., 2013). These include terrestrial vegetation models (Kurz et al., 2008; 
Medvigy et al., 2009; Medvigy & Moorcroft, 2012; Moorcroft, 2006; Moorcroft 
et al., 2001; Pacala et al., 1996; Purves et al., 2008; Purves & Pacala, 2008; Seidl 
et  al., 2005; Strigul et  al., 2008), ocean ecosystem models, including models of 
biogeochemical cycles (Fach et al., 2002, 2006; Murphy et al., 2004; Buitenhuis 
et al., 2006; Follows et al., 2007; Christensen et al., 2009; Allen & Fulton, 2010; 
Lehodey et al., 2010; Christensen, 2011, 2013; Fulton et al., 2011; Moloney et al., 
2011; Dueri et al., 2012; Mork et al., 2012; Murphy & Hofmann, 2012; Murphy 
et al., 2012; Maury & Poggiale, 2013; Yool et al., 2013), global ecological models 
(Purves et al., 2013), and humans and ecosystems and human–ecological systems 
models (Bithell & Brasington, 2009; Brown et  al., 2012; Carpenter et  al., 2009; 
Dunlop et al., 2009; Enberg et al., 2009; Fulton, 2010; Fulton et al., 2011; Griffith 
et  al., 2012; Jørgensen et  al., 2007; Milner-Gulland, 2012; Ostrom, 2009; Pahl- 
Wostl et al., 2013; Rounsevell et al., 2012).

Evans et  al. (2013) also advance important challenges for systems ecology, 
including scale, as biological processes have different scales and variably interact 
with variable physical and chemical processes, requiring scaling rules from local to 
global, and in biological systems from genes to ecosystems (Murphy et al.1988; 
Murphy et al., 2007; Nicholson et al., 2009; Murphy & Hofmann, 2012; Murphy 
et al., 2012), hence “developing models that resolve the appropriate physical, chem-
ical, biological and social processes at different scales presents a major challenge, 
but scaling from individual behaviours to changes in population sizes at a regional 
scale is being attempted” (Evans et al. (2013, see also De Young et al., 2004; Robson 
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& Webster, 2006; Travers et  al., 2007; Dutkiewicz et  al., 2009; Allen & Fulton, 
2010; Bocedi et al., 2012; Purves et al., 2013).

Another challenge is evolution, as evolution is fundamental to biological sys-
tems, affecting the development and relevance of models (Pacala et  al., 1996; 
Coulson et  al. 2006a, b; Kokko & Lopez-Sepulcre, 2007; Purves et  al., 2008; 
Matthews et al., 2011). Ecological and evolutionary change are argued to be inter-
twined, as population dynamics relate to life histories of “individuals within the 
population, while the strength of selection is modified by properties of the popula-
tion” (Benton, 2012; Cameron et  al., 2013; Kokko & Lopez-Sepulcre, 2007; 
Matthews et al., 2011), this requiring more attention to evolution systems modeling 
(Evans et al., 2013, see also Grafen, 1999; Beckerman et al., 2006; Whitham et al., 
2006; Grafen, 2007; Schoener, 2011; Cameron et  al., 2013; Diaz et  al., 2013; 
Moustakas & Evans, 2013).

Smith et al. (2012: 311) point out the “great potential” for systems approaches in 
applications to predictive ecology, these systems approaches range from “Bayesian 
calibration techniques at plot scale, through data assimilation methods at regional to 
continental scales, to multi-disciplinary numerical model applications at country to 
global scales.” Ecology, as a science is defined as “almost by definition” a systems 
science, and “ecologists, and other scientists involved in modeling ecological or 
ecosystem interactions, have long considered themselves to be systems scientists.” 
Systems ecology has been contrasted with biological sciences that emphasize reduc-
tionist specialization, and it is argued that both approaches are needed for the full 
understanding of ecological and earth dynamics (Smith et al., 2012).

 The Lithosphere or Geosphere

The lithosphere is the source of most of the chemical elements and compounds 
involved in biogeochemical cycling, including those also found in the other spheres 
(Campbell, 2017). The lithosphere is generally considered as the same as the geo-
sphere (but the geosphere is sometimes referred to as including the lithosphere, 
hydrosphere, and the atmosphere), that is the solid, outer surface of the Earth includ-
ing the crust and the upper mantle, above the asthenosphere (also part of the upper 
mantle) (United States Geological Survey, 2022). The lithosphere includes the con-
tinental lithosphere and the denser oceanic lithosphere (Artemieva, 2011). The 
United States Geological Survey (2022) describes the lithosphere as about 100 km 
thick, but “its thickness is age dependent (older lithosphere is thicker). The litho-
sphere below the crust is brittle enough at some locations to produce earthquakes by 
faulting, such as within a subducted oceanic plate.” Encyclopaedia Britannica 
(2022) writes that the lithosphere is broken into “about a dozen separate, rigid 
blocks, or plates. Slow convection currents deep within the mantle, generated by 
radioactive heating of the interior, are believed to cause the lateral movements of the 
plates (and the continents that rest on top of them) at a rate of several inches per 
year.” The lithosphere contrasts with the asthenosphere in that most of the 
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composing materials (apart from magma) are brittle and nonviscous, while the latter 
is mostly composed of viscous materials; hence, the lithosphere–asthenosphere 
boundary (LAB) marks the difference in ductility between these two layers (here, 
ductility refers to the ability of material to deform under force (Encyclopaedia 
Britannica, 2022).

Plate tectonics, the movement of the huge plates (including the North American, 
Caribbean, South American, Scotia, Antarctic, Eurasian, Arabian, African, Indian, 
Philippine, Australian, Pacific, Juan de Fuca, Cocos, and Nazca) that comprise the 
crust, is a major characteristic of the lithosphere (Artemieva, 2011). The major 
dynamics of the lithosphere include tectonic activity at the boundaries of the plates, 
including earthquakes, volcanoes, and mountain-building. Rychert et  al. (2020) 
describe plate tectonic theory as the framework that Earth processes from the for-
mation of the continents to natural smaller scale disasters including volcanoes, 
earthquakes, and tsunamis. They argue that accuracy and relatedness characterize 
studies of Earth systems; for example, climate change estimates over geologic tim-
escales must depend on the accurate plate tectonic reconstructions analyze the 
paleo-oceans. Rychert et al. (2020) also note that plate tectonic theory, developed 
during the late twentieth century, is basic to the study of the Earth’s evolution, and 
“explains observations of magnetic lineations on the seafloor, linear volcanic island 
chains, large transform fault systems, and deep earthquakes near deep sea trenches” 
(Rychert et  al., 2020). The moving tectonic plates are composed of “chemically 
distinct crust and some amount of rigid mantle, which move over a weaker mantle 
beneath,” and are “the conductively cooling part of the mantle convection system” 
(Rychert et al., 2020). Rychert et al. (2020) contend that the lithosphere is gradually 
thickening with age, as evidenced by the evidence of changes in heat flow, seafloor 
bathymetry, seismic imaging, and magnetotelluric (MT), suggesting “that tempera-
ture is an important factor in determining lithospheric thickness” despite other com-
plex issues.

However, Rychert et al. (2020) also argue that a purely thermal model cannot 
explain certain observations, such as discontinuities from teleseismic scattered 
waves, active source reflections, anomalies from surface and body wave tomogra-
phy and MT imaging. The authors suggest the presence of melt defines the litho-
sphere–asthenosphere boundary (LAB), and that “asthenospheric melt interpretations 
include a variety of forms: in small or large melt triangles beneath spreading ridges, 
in channels, in layers, along a permeability boundary leading to the ridge, at a depth 
of neutral buoyancy, punctuated, or pervasively over broad areas and either sharply 
or gradually falling off with depth.” The authors make the main points that tempera-
ture defines the LAB depth to first order, but the LAB is laterally variable in depth 
and possibly compositional form, with clear discontinuities overlying strong seis-
mic and magnetotelluric differences, which suggest there is in some locations a 
melt-defined LAB, and this is determined by the mantle character changes, includ-
ing those of melting and migration, this having implications for the evolution of the 
Earth (Rychert et al., 2020).

Mukherjee et al. (2022), writing about the lithosphere–asthenosphere boundary 
(LAB), argue that this “is a fundamental element of the plate tectonic hypothesis 
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that accommodates the differential motion of rigid lithosphere over the weaker 
asthenosphere” and take the example of the lithospheric structure beneath the 
Eastern Dharwar Craton (EDC) of the Indian Shield, with their findings indicating 
or suggesting a lithospheric thickness of 98–118 and 94–118 km, respectively, and 
with a sharp transition across the LAB. There is also an indication of a thick thermal 
lithosphere of approximately 200 km for the normal mantle solidus with cold geo-
therm. Mukherjee et  al. (2022) conclude that “to reconcile our observations, we 
invoke partial melts or melts enriched in volatiles, which significantly lowers the 
viscosity of mantle rocks inducing a zone of weakness between the rigid lithosphere 
(∼125 km) and the convective asthenosphere. Further, we favour the view that the 
thick lithosphere beneath the Indian plate has been thinned by a plume during the 
Gondwanaland breakup at ∼ 130 Ma.”

 The Hydrosphere

The hydrosphere is a huge and complex geochemical entity, and is vital for biogeo-
chemical cycling as the waters of the oceans and fresh water bodies carry many 
chemicals that also enter the atmosphere and move between the solid earth and 
water (Campbell, 2020). Speight (2020) notes that “the hydrosphere (often referred 
to as the aquasphere) is generally defined by geochemists as the vapor, liquid, and 
solid water present at and near the land surface, and its dissolved constituents.” An 
inclusive definition is that the hydrosphere comprises the “discontinuous layer of 
water at or near Earth’s surface” including all the free liquids, frozen surface waters, 
groundwater in rocks and soils, and atmospheric water vapour,” thus including 
about 1.4 billion cubic km (326 million cubic miles) of water in the oceans, lakes, 
streams, glaciers, and groundwaters. Britannica (2021a, b) notes that a central issue 
to the definition of the hydrosphere is the concept of the water cycle (or hydrologic 
cycle), which us defined as the complex, networked group of reservoirs containing 
water, the processes by which water is transferred from one reservoir to another, or 
transformed from one form to another), and the rates of transfer linked with such 
processes. These water transfer networks move through the whole hydrosphere, 
extending to the altitude of about 15 km in the atmosphere and to the depth of 5 km 
in the crust.” Tables 3.1 and 3.2 show the percentages of water in some of the more 
important reservoirs on the Earth, and Tables 3.3, 3.4, 3.5, 3.6, 3.7, 3.8 and 3.9 show 
the water bodies of the Earth.

 Origin of Water on Earth

The origin of water on Earth has been debated, with the acknowledgment that water 
is essential to life and the biogeochemical cycles (Campbell, 2020). Sarafian et al. 
(2014: 623) note that “determining the origin of water and the timing of its accretion 
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Table 3.1 Water on the Earth’s surface

Reservoir Volume (cubic kilometers) Percent of total

Oceans 1,338,000,000 96.5
Ice caps, glaciers, permanent snow 24,064,000 1.74
Groundwater (fresh and saline) 23,400,000 1.69
Ground ice, permafrost 300,000 0.22
Lakes (fresh and saline) 176,400 0.013
Soil moisture 16,500 0.001
Atmosphere (water vapor) 12,900 0.001
Rivers and swamps 13,590 0.0010
Biota 1120 0.0001
Total 1,385,984,510 100.0

Source: Adapted from Shiklomanov (1993). The differences between the totals for the table and 
that below may be due to the inclusion or exclusion of some ice

Table 3.2 Volume of 
the oceans

Ocean Volume (cubic kilometers) Percent of total

Pacific 669,880,000 50.1
Atlantic 310,410,900 23.3
Indian 264,000,000 19.8
Southern 71,800,000 5.4
Arctic 18,750,000 1.4
Total 1,335,000,900 100

Source: Adapted from Eakins and Sharman (2010)

within the inner solar system is important for understanding the dynamics of planet 
formation. The timing of water accretion to the inner solar system also has implica-
tions for how and when life emerged on Earth.” Stierwalt (2019) points out that 
“understanding how water arrived on Earth is a key part of understanding how and 
when life evolved here as well. But we don’t even know how it where it came from. 
Scientists are still actively researching how our planet got to be so wet in the first 
place.” Alexander, 2021 argues that “the origin of Earth’s water is an open question 
and quite controversial. It really is part of a larger question about how Earth got its 
very volatile elements that include not just the hydrogen in water, but also carbon, 
nitrogen, and the noble gases (helium, neon, argon, krypton, and xenon) amongst 
others.”

Alexander (2021) further argues that currently majority opinion on the source of 
the Earth’s waters is of an origin based on water-rich objects (planetesimals) that 
composed part of its building blocks, and that such water-rich planetesimals were 
either comets or asteroids. The author cautions that “from what we know about 
comets, they are not a good match to either the volatile element abundances or iso-
topic compositions of the Earth. It may also have been difficult to deliver enough 
comets to the Earth” (Alexander (2021). Therefore, at present, “asteroids up to a 
few hundred kilometers across seem the most likely sources of most of Earth’s 
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Table 3.3 Discharge of the Earth’s largest rivers (above 5000 cubic meters per second – m3/s)

River Continent Discharge (m3/s) Length (km) Drainage area (km2)

Amazon South America 230,000 6500 6,112,000
Congo Africa 41,200 4370 4,014,500
Ganges Asia 38,129 2704 1,731,334
Orinoco South America 37,740 2250 989,000
Yangtze Asia 30,146 6300 1,808,500
Río de la Plata South America 27,225 290 3,182,064
Yenisey Asia 20,000 3487 2,554,482
Mississippi North America 18,434 3766 3,248,000
Lena Asia 17,067 4294 2,490,000
Saint Lawrence North America 16,800 3058 1,344,200
Mekong Asia 16,000 4350 795,000
Irrawaddy Asia 15,112 2210 411,000
Ob Asia 12,692 3697 2,990,000
Amur Asia 11,330 2824 1,855,000
Mackenzie North America 10,338 1738 1,790,000
Pearl (Xi) Asia 9500 2400 437,000
Volga Europe 8256 3531 1,380,000
Columbia North America 7504 2044 668,217
Fly Oceania 7500 1060 76,000
Magdalena South America 7200 1540 257,438
Sepik Oceania 7000 1146 80,321
Salween Asia 6600 2815 320,000
Danube Europe 6546 2860 801,463
Kapuas Asia 6500 1143 98,749
Yukon North America 6428 3187 854,696
Essequibo South America 5650 1014 150,769
Niger Africa 5589 4167 2,090,000
Indus Asia 5533 3180 1,081,718
Mamberamo Oceania 5500 1175 78,992
Barito Asia 5497 1090 81,675
Detroit North America 5300 44 1800
Mahakam Asia 5000 980 77,095

Sources: Bossche and Bernacsek (1990), Kammerer (1990), Povisen (1993), International Union 
for the Conservation of Nature (1995), Guerrero et  al. (1997), Morales (1999), Brabets et  al. 
(2000), Loy et al. (2001), Penn (2001), Firmansyah (n.d.), Water Resources Management Branch 
of the Office of Environment (2002), Mackenzie River Basin Board (2003), Revenga et al. (2003), 
Kumar et al. (2005), Kuusisto (2005), Mekong River Commission (2005), Nilsson et al. (2005), 
Kimbrough et  al. (2006), Gupta (2007), Joesron (2008), Lehner et  al. (2008), Likens (2010), 
Natural Resources Canada (2010), Fei (2011), Ra (2011), Gâştescu and Ţuchiu (2012), Dahl et al. 
(2013), Britannica (2013), Panagiotopoulos et  al. (2014), Córdova and González (2015), Yang 
et al. (2015), Muranov et al. (2016), Huang et al. (2017), Radhika et al. (2017), Dongue et al. 
(2018), Holmes et al. (2018), Kalugin (2018), Micklin and Kuzin (2019), Towner et al. (2019), 
Baronas et  al. (2020), Brunnschweiler et  al. (2020), Osadchiev et  al. (2020), Rivers Network 
(2020), Wang et al. (2020), Dobler et al. (2021), Prabhu (2021), Stadnyk et al. (2021), Denevan 
et al. (2022), Muranov and Greer (2022), Penčev and Pinka (2022) and tl-myubi-tv (2022)
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Table 3.4 Discharge of the Earth’s largest rivers (above 2500 cubic meters per second – m3/s)

River Continent Discharge (m3/s) Length (km) Drainage area (km2)

Ogooué Africa 4935 1200 223,856
Pechora Europe 4533 1809 289,532
Red Asia 4300 1149 143,600
Zambezi Africa 4134 2574 1,331,000
Kolyma Asia 4130 2129 644,000
Digul Oceania 4000 853 45,600
Godavari Asia 3505 1465 312,812
Fraser North America 3475 1375 220,000
Kaladan Asia 3468 450 40,000
Northern Dvina Europe 3332 744 357,052
Khatanga Asia 3320 1636 364,000
Kikori Oceania 3274 405 23,309
São Francisco South America 2943 2830 641,000
Rhine Rhine 2900 1233 198,735
Nile Africa 2830 6653 3,349,000
Koksoak North America 2800 137 133,400
Yellow Asia 2571 5464 752,546

Sources: Energy, Mines and Resources Canada (1985), Beilfuss and Dos Santos (2001), Coleman 
and Huh (2004), British Columbia Ministry of the Environment (2008), Price (2010), Rivers 
Network (2020), R-Arctic Net (2001), Pilarczyk (2003), Nilsson et al. (2005), World Bank (2010), 
Britannica (2013), Fekete et  al. (2014), United Nations Environment Program (2016), Dongue 
et al. (2018), Shibru (2019), Firmansyah (n.d.), Osadchiev et al. (2020), Kumar (2020), Canadian 
Heritage Rivers System (2022), Popov and Greer (2022), Zhu et al. (2022)

Table 3.5 Largest lakes of the world (ranked by volume, above 1000 km3)

Name Continent Surface area (km2) Water volume (km3)

Caspian Sea Europe/Asia 371,000 78,200
Baikal Asia 31,722 23,600
Tanganyika Africa 32,900 18,900
Superior North America 82,100 12,100
Malawi Africa 29,600 8400
Michigan North America 57,800 4920
Huron North America 59,600 3540
Victoria Africa 69,484 2750
Great Bear Canada 31,153 2236
Issyk-Kul Asia 6236 1730
Ontario North America 18,960 1640
Great Slave North America 27,200 1580

Sources: Kodayev (1973), Johnson (1975), Herdendorf (1982), Serruya and Pollinger (1983), 
Savvaitova and Petr (1992), Dumont (1998), Hofer et al. (2002), INTAS Project 99-1669 (2002), 
Hebert (2007), Yohannes (2008), Britannica (2020, 2021a, b), Leontiev et al. (2021), Environmental 
Protection Agency (2022), World Lake Database (2022)
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Table 3.6 Largest lakes of the world (ranked by volume, below 1000 km3)

Name Continent Surface area (km2) Water volume (km3)

Ladoga Europe 17,680 908
Titicaca South America 8372 893
General Carrera South America 1764 705
Van Asia 3755 607
Kivu Africa 2700 569
Khövsgöl or Hovsgol Asia 2770 381
Onega Europe 9890 280
Winnipeg North America 23,750 284
Nipigon North America 4510 248
Toba Asia 1100 240
Nueltin North America 2279 228
Argentino South America 1466 220
Athabasca North America 7900 204
Turkana Africa 6750 204
Vänern Europe 5648 153
Tahoe North America 496 151
Mistassini North America 2115 150
Dead Sea Asia 810 147
Albert Africa 5300 132
Viedma South America 1193 119
Erie North America 25,700 116
Iliamna North America 2590 115
Nettilling North America 5542 114
Baker North America 1887 113
Nicaragua North America 8150 108
Balkhash Asia 18200 106
Qinghai Asia 4583 85

Sources: Degens et al. (1984), Van der Leeden et al. (1990), Murdie et al. (1999), Mathisen et al. 
(2002), Natural Resource Canada (2002), Coskun and Musaoğlu (2004), Evans (2021), The Nature 
Conservancy/World Wildlife Fund (2019), Environmental Protection Agency (2022), International 
Lake Environment Committee (2022), World Atlas (2022), World Lake Database (2022)

water, specifically the types of asteroids that dominate the outer asteroid belt 
between Mars and Jupiter” (Alexander, 2021).

The next stage of water evolution on Earth concerns the development of the 
oceans, rainfall and fresh surface water bodies including lakes, rivers, and surface 
runoff, which may not have existed millions of years ago (Campbell, 2020). Cavosie 
(2016) contends that “for many it would be difficult to envision an Earth without its 
blue blanket of oceans. However, this is precisely what the early stages of our planet 
were like. An ocean-free Earth existed, perhaps for several hundred million years as 
a consequence of extremely high surface temperatures following planetary accre-
tion.” The National Ocean Service (2021) adds that a “primitive ocean” formed over 
“vast periods of time” with water existing as a gas until the Earth’s temperature 
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Table 3.7 Types of lakes

Lake type Formation Examples

Tectonic Lateral, vertical movements of crust, e.g., 
faulting, folding

Caspian, Baikal, Dead 
Sea

Volcanic Volcanism: craters, lava flow restriction Toba
Glacial Glaciated movements, including erosion of crust Superior, Michigan, 

Huron
Fluvial Flow of water from rivers Great Slave
Solution In basin formed by surface dissolution of rock. Ohrid
Landslide River blockage of a river valley slippage materials Quake Lake
Aeolian Water trapped by wind-blown sand deposits/

dunes.
Moses

Shoreline Blockage of estuaries or beach ridge 
development.

Shoreline

Organic/Peat Formed in peatland areas, for example, in bogs Peat
Meteorite Impacts of extraterrestrial objects on crust Pingualuit crater
Anthropogenic Dams and excavations by people Volta, Ethiopian Blue 

Nile

Sources: Hutchinson (1957), Håkanson and Jansson (1983, 2002), Cohen (2003), Håkanson 
(2012), Mitra et al. (2022)

Table 3.8 Types of lakes, by temperature (according to Hutchinson, 1957)

Temperature Description

Amictic Perennially ice-covered.
Cold 
monomictic

Water temperatures below 4 °C, and some circulation in summer at or below 
4 °C.

Dimictic Biannual circulation in the spring and fall, stratified in summer, inverse 
stratification in winter.

Warm 
monomictic

Circulate freely once a year in the winter at or above 4 °C and are stably 
stratified for the remainder of the year; not ice-covered.

Oligomictic Thermally stratified much of the year but cooling sufficiently for rare circulation 
periods at irregular intervals; not ice-covered.

Polymictic Common annual mixing per year, with no ice cover. Cold polymictic is 
circulation around 4 °C, in hot regions, high wind, low humidity, minimal 
seasonal air temperature, with diurnal heating in cold, highlands and nocturnal 
losses.
Warm polymictic, usually tropical lakes include temperatures above 4 °C, with 
little variation, including circulation periods, short heating periods, rapid 
cooling periods, and disruption of stratification from convectional circulation 
and wind.

Sources: Ruttner (1963) and Wetzel (2001)

cooled to below 100 °C, about 3.8 billion years BP, when water condensed into rain 
creating the oceans. It is arguable that “most scientists agree that the atmosphere 
and the ocean accumulated gradually over millions and millions of years with the 
continual ‘degassing’ of the Earth’s interior…According to this theory, the ocean 
formed from the escape of water vapor and other gases from the molten rocks of the 
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Table 3.9 Types of lakes, by ability to support life (according to Fuller & Taricska, 2012)

Classification Total phosphorus (μg/L)1 Chlorophyll-a μg/L)1 Secchi transparency (meters)

Oligotrophic <10 <2.2 >4.6
Mesotrophic 10–20 2.2–6 2.3–4.6
Eutrophic >20 >6 < 2.3

Sources: Fuller and Taricska (2012)

Earth to the atmosphere surrounding the cooling planet… The forces of gravity 
prevented the water from leaving the planet” (National Ocean Service, 2021).

Cavosie (2016) argues that “the timing of this transition – which has implications 
for when surface conditions necessary for the development were established – is 
poorly known. Part of the uncertainty of the timing of this transition is due to the 
fragmentary nature of the rock record for the first ~500 million years of Earth his-
tory.” There is a rock record and a mineral record. For the rock record, there is the 
so-called Isua BIF, which refers to “the oldest direct evidence for the presence of 
surface waters” which are sedimentary rocks about ~3800 million years old called 
banded iron formation (BIF), exposed in southwest Greenland at a location called 
Isua (Cavosie, 2016). These formations are not the oldest recorded, preceded by 
4-billion-year-old metamorphosed and deformed granitoids from northwestern 
Canada termed the Acasta gneiss, which may have crystallized 4030 million years 
BP, but do not record evidence of Earth surface conditions during the rock forma-
tion. Cavosie (2016) adds that “the very existence of the Isua BIF requires the pres-
ence of stable surface water, at least locally for the chemical deposition of the 
sedimentary components at ca. 3800 MA.” For the mineral record, there are detrital 
zircons, as the “oldest known Earth materials are actually not rocks. Sand grains 
comprised of the mineral zircon (ZrSiO4) have been discovered that are almost 400 
million years older than the oldest rocks in the rock record” (Cavosie, 2016). It is 
pointed out that “Zircon is a very useful mineral that is mechanically resistant to 
erosion, chemically resistant to fluids, and can be ‘dated’ with the U-Pb method 
owing to the ubiquitous presence of trace amounts of radioactive U and Th that are 
incorporated in most zircons at the time of crystallization” (Cavosie, 2016).

Although these ancient zircons give evidence of igneous rock at about 4400 mil-
lion years BP, the evidence of ocean development is yet more complex (National 
Ocean Service, 2021). For example, Deming (2002, 137) explains that “the key idea 
necessary for the development of a unified theory that explains the origin of the 
ocean and continents is the recognition that the timing of the growth of continental 
crust is an earmark for the presence of abundant water on the surface of the Earth 
and its entry into the mantle by subduction.” Cavosie (2016) uses the evidence of 
oxygen isotopes in geologic materials to assess ocean formation. The main points 
are that temperatures created by rock and mineral changes affect oxygen isotopes, 
the oxygen isotope ratio (the ratio of 18O-to-16O or δ18O) of the mantle has little 
variation due to the high temperatures (e.g., about ~5.5%), and the oxygen isotope 
ratio of crustal surface materials by contrast has higher variation due to the variable, 
lower temperatures of oceans, etc. (e.g., from 5–6 to 30%). This indicates lower 
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δ18O values for mantle materials, and higher δ18O values for crustal surface mate-
rials (Cavosie, 2016).

Cavosie (2016) argues that due to these relationships, δ18O(zircon) reliably indi-
cates whether the parental δ18O(magma) was “mantle-equilibrated” or whether the 
parental δ18O(magma) was “crustal” (a component of its oxygen budget was 
derived from crustal materials, the latter resulting in higher δ18O values in the rock 
and minerals). Therefore, “to address our question of when oceans first formed on 
Earth we can investigate the δ18O values of the ancient zircons to see if they record 
“mantle-equilibrated” values, meaning no evidence of a crustal component is detect-
able in the oxygen or if they record “crustal” δ18O values meaning that the early 
magmas assimilated crustal materials that were affected by low-temperature inter-
action with water prior to melting” (Cavosie, 2016). With the dating of the igneous 
zircon grains, a sequence emerges: (1) the oldest zircons recorded lower, mantle- 
equilibrated values for the oxygen isotope ratios (δ18O) (about ~5.3 to 5.4‰) dated 
from 4400 to ~4325 million years BP; (2) some more recent zircons, dated from 
4325 to ~4200 million years BP, have δ18O values slightly higher (up to 6.3‰) 
which are in the upper ranges higher than values produced in a mantle melt, with 
some overlaps; and (3) still more recent igneous zircons, dated after 4200 million 
years BP, have higher isotope ratios up to 7.3‰, probably excluding a mantle 
source. These inferences or findings may imply that the igneous protolith of the 
zircon assimilating or remelting crustal materials changed lower temperature pro-
cesses on the Earth’s crust. This may indicate that surface waters existed around 
4200 million years BP (Cavosie, 2016).

The supporting evidence indicates that relevant information is derived from two 
forms: “preserved sediments up to ~3800 million years old” and “oxygen isotope 
studies of detrital zircons up to 4400 million years old” (Cavosie, 2016). Two 
hypotheses are posed: (1) the formation of the oceans occurred around 3800 million 
years BP, with evidence from the Isua banded iron formation (BIF, the Isua 
Greenstone Belt is an Archean greenstone belt in Greenland, dated to 3.7 and 3.8 
billion year BP), although there is no final evidence for the Isua BIF being deposited 
in the Earth’s first ocean; (2) there was an earlier ocean formation, at least 4200 mil-
lion years BP, with the example being the Jack Hills detrital zircons, which show a 
period prior to low-temperature weathering recorded in magmas before around 
4200 million years BP, and change in magmatic oxygen with higher 18O (zircon), 
after 4200 million years BP; therefore, the “detrital zircons actually record a bound-
ary condition that marks when surface weathering, and hence the presence of 
oceans, occurred” (Cavosie, 2016; see also Cavosie et  al., 2004, 2005; Nutman, 
2006; Valley et al., 2005; Valley, 2006).

The oceans further developed due to crustal tectonic movements. As noted by the 
National Ocean Service (2022), 250 million years ago “there was only one conti-
nent, called Pangaea, and one ocean, called Panthalassa. As Earth’s mantle heated 
and cooled over many millennia, the outer crust broke up and commenced the plate 
motion that continues today. The huge continent eventually broke apart, creating 
new and ever-changing land masses and oceans.” The oceans also became the 
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fundamental building block of the hydrological cycle. Webb (2019) postulates that 
“as the early Earth cooled, the water vapor in the atmosphere condensed and fell as 
rain. By about 4 billion years ago, the first permanent accumulations of water were 
present on Earth, forming the oceans and other bodies of water. Water moves 
between these different reservoirs through the hydrological cycle. Water is evapo-
rated from the oceans, lakes, streams, the surface of the land, and plants (transpira-
tion) by solar energy.”

 The Cryosphere

The cryosphere, composed of frozen water, may also be included in the hydrosphere 
(National Ocean Service, 2022), and also act as agents of biogeochemical cycling, 
much as other water forms, though perhaps on a slower scale as ice moves more 
slowly than water. The World Meteorological Organization (WMO) (2022) defines 
the cryosphere as “the part of the Earth’s climate system that includes solid precipi-
tation, snow, sea ice, lake and river ice, icebergs, glaciers and ice caps, ice sheets, 
ice shelves, permafrost, and seasonally frozen ground. Kumar (2022: 47) notes that 
the “cryosphere comprises all regions on and beneath the surface of the Earth and 
ocean where water is in solid form, including sea ice, lake ice, river ice, snow cover, 
glaciers and ice sheets, and frozen ground, including permafrost.” Henshaw et al. 
(2000: 114) point out that the “cryosphere – the portion of the Earth’s water frozen 
in ice caps, glaciers, and sea ice – contains the largest reserves of freshwater on 
Earth.” It is argued that most of the ice-covered areas are remote; hence, the esti-
mates of water storage in such areas are at best imprecise. Estimates (based on 
modern remote sensing technology) measure the ice storage at 3 × 107 km3, with the 
Antarctic ice sheet comprising about 90%, with small inflows and outflows, contrib-
uting to the cryosphere as a static component of the hydrosphere (Henshaw et al., 
2000: 114).

The cryosphere interacts strongly other aspects of the hydrosphere and may be 
differentiated from these other systems. Kumar (2022) argues that “the role of the 
cryosphere in the climate system varies from that of the liquid hydrosphere owing 
to the fact that ice is comparatively immobile and because it reflects almost all of the 
solar energy that falls on it.” Henshaw et al. (2000: 114) note that “ice-covered por-
tions of the planet do contribute significantly to albedo and can affect atmospheric 
circulation, making them important links in climatic feedbacks.” Kumar (2022) 
adds that “the cryosphere draws its importance to the climate system from its high 
reflectivity, also known as albedo, for solar radiation, its low thermal conductivity, 
its large thermal inertia and, especially, its critical role in driving deep ocean water 
circulation; and for the reason that the ice sheets store a large amount of water, 
variations in their volume are a potential source of sea level variations.” The National 
Ocean Service (2022) argues that “the components of the cryosphere play an impor-
tant role in the Earth’s climate. Snow and ice reflect heat from the sun, helping to 
regulate our planet’s temperature. Because polar regions are some of the most 
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sensitive to climate shifts, the cryosphere may be one of the first places where sci-
entists are able to identify global changes in climate.” Kumar (2022) adds that “the 
role of the cryosphere in the climate system varies from that of the liquid hydro-
sphere owing to the fact that ice is comparatively immobile and because it reflects 
almost all of the solar energy that falls on it.”

The World Meteorological Organization (2022) examines the main components 
of the cryosphere in turn. Snow (formed from ice crystals, and comprising soft pre-
cipitates to large, hard hail), which falls as precipitation, “has the largest geographic 
extent of the cryosphere components. It covers nearly 50 million km2 of the Northern 
Hemisphere in winter,” with the high albedo reducing solar energy absorption and 
promoting lower surface temperatures, while also insulating the land from energy 
losses in winter and influencing the land surface energy budget, and atmospheric 
circulation. It is also noted that “the high sensitivity of snow to changes in tempera-
ture and precipitation makes it a primary indicator of climate change and implicates 
it in climate change hypotheses concerning the redistribution and acceleration of the 
water cycle” (World Meteorological Organization, 2022).

Sea ice is another component, which is formed on the sea surface at the freezing 
point of seawater (lower than that of fresh water, ~1.8 °C vs. 0 °C), and does not 
include icebergs, glaciers, ice sheets and ice shelves, which are formed on land from 
fresh water. Sea ice varies in thickness, which may be positively correlated with age, 
from new ice (<5  cm thick) to thick first-year ice (120~180  cm thick). World 
Meteorological Organization (2022) notes that “sea ice limits exchanges of heat and 
moisture between the ocean and the atmosphere, acting as a “thermal blanket.” 
Because of the large difference in reflectivity between ice (bright) and ocean (dark), 
a reduction in the extent of sea ice will result in more heat being absorbed by the 
ocean instead of reflected back into the atmosphere. This is likely to amplify the 
effect of warming in high latitudes, making the extent of sea ice a potential early and 
sensitive indicator of climate change.” In terms of ecology, “the seasonal sea-ice 
zone is highly productive biologically, which makes sea ice a key component in the 
carbon cycle” and is an “important habitat for wildlife, and the shear zone between 
fast and drifting ice frequently results in open water in these regions, to the benefit 
of the biota” (World Meteorological Organization, 2022).

There is also lake and river ice, which is important as lakes cover 15 to 40% of 
the surface of temperate regions, making such lacustrine and riverine ice an impor-
tant aspect of the cryosphere, and a factor for temporal flooding. In the Northern 
Hemisphere ice develops on 29% of river length and seasonal ice occurs on 58% 
(World Meteorological Organization, 2022). The World Meteorological Organization 
(2022) writes that “seasonal ice cover grows and decays in response to heat transfer 
through the ice surface layer that is affected by net radiation, surface albedo, on-ice 
snow depth and density, air temperature, wind speed and water heat flux. Although 
freshwater ice formation and decay processes are influenced by numerous physical 
and climatological factors, it has been determined that the timing of break-up and 
freeze-up correlates best with air temperature during the preceding weeks to months 
of the event (World Meteorological Organization, 2022).
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Permafrost, subsurface ice, and other earth materials that remain at a temperature 
below 0 °C for over two years, exists in polar and subpolar regions, covering about 
23 million km2, with between 52 and 74% of the land area underlain by permafrost. 
The permafrost upper layer is defined as the active layer, where there is seasonal 
thawing. Factors such as climate, soil type, plants, snow, ground gradient, and water 
bodies, affect permafrost conditions. Pingos (mound-shaped ice under the land sur-
face), and ice wedge polygons (smaller ice formations that wedge into soil and grow 
with freezing and thawing) which may grow into pingos. Permafrost also serves as 
store of carbon dioxide, methane, and some other greenhouse gasses. The World 
Meteorological Organization (2022) points out that “the current estimate on the 
amount of carbon stored in permafrost is almost twice what is currently in the 
Earth’s atmosphere. Yedoma, a type of permafrost that has existed since the 
Pleistocene period and is found mostly around Russia and Siberia, contains huge 
amounts of carbon that could be released into the atmosphere if it were to thaw.”

Glaciers are another component of the cryosphere, formed from snow com-
pressed into ice, in areas of perennial snow cover and below-freezing temperatures, 
such as higher latitudes and altitudes (e.g., for the latter, the Himalayas and Andes). 
Meier (2022) defines a glacier as “any large mass of perennial ice that originates on 
land by the recrystallization of snow or other forms of solid precipitation and that 
shows evidence of past or present flow.” The National Snow and Ice Data Center 
(2022) defines a glacier as “a large accumulation of ice and snow that slowly moves 
over land. At higher elevations, more snow typically falls than melts, adding to its 
mass. Eventually, the surplus of built-up ice begins to flow downhill. At lower eleva-
tions, there is usually a higher rate of melt or icebergs break off that removes ice 
mass.” Importantly, “when mass gain (snow accumulation) in the glacier’s accumu-
lation area outpaces mass loss (ablation) in the glacier’s ablation area, the glacier is 
‘surging’ forward; vice versa, and the glacier is ‘retreating’” (World Meteorological 
Organization, 2022). The World Meteorological Organization (2022) further notes 
that although glaciers cover about 10% of the Earth’s surface, it vary greatly in size 
from hundreds of meters to hundreds of kilometers in length, and “average glacier 
thickness can be estimated at about half of the surface width of the glacier.”

Glaciers may be variably classified. For example, Meier (2022) classifies gla-
ciers into three main groups: (1) “glaciers that extend in continuous sheets, moving 
outward in all directions, are called ice sheets if they are the size of Antarctica or 
Greenland and ice caps if they are smaller”; (2) “glaciers confined within a path that 
directs the ice movement are called mountain glaciers”; and (3) “glaciers that spread 
out on level ground or on the ocean at the foot of glaciated regions are called pied-
mont glaciers or ice shelves, respectively.” Meier (2022) argues that “glaciers in the 
third group are not independent and are treated here in terms of their sources: ice 
shelves with ice sheets, piedmont glaciers with mountain glaciers. A complex of 
mountain glaciers burying much of a mountain range is called an ice field.” Another 
classification is given by the National Snow and Ice Data Center (2022), in which 
there are two categories: alpine glaciers and ice sheets (and ice caps and ice fields, 
comparable to small ice sheets). The alpine glaciers are ice rivers that flow slowly, 
under the force of gravity from mountains through valleys. Ice sheets are large, such 
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as those on Antarctica and Greenland and Antarctica, while ice caps are like that 
Iceland, and move over land unrestricted.

The World Meteorological Organization (2022) distinguishes between the “two 
most well-recognized types of glaciers,” which piedmont glaciers formed in steep 
valleys and into a flat plain, and create “a bulb-like lobe,” and tidewater glaciers that 
flow into the sea. There are also glaciers that are “more difficult to differentiate,” 
including mountain glaciers and hanging glaciers (World Meteorological 
Organization, 2022). Glaciers may also be distinguished by their speed of flow, as 
“some glaciers may hardly move over the course of a decade, while others, such as 
the Kutiah Glacier in Pakistan, have been recorded to surge as much as 110 meters 
(360 feet) per day” (World Meteorological Organization, 2022).

The ice sheets are the largest forms of ice flow, covering part of continents. The 
size of the ice sheets is determined by surface snow additions, the margin meltwater 
runoff, the rate of ice flow, and the calving of icebergs, and their long-term existence 
allows the study of past climates through the collection of ice cores (Bradley, 2015). 
Examples of ice sheets include the prehistoric Cordilleran Ice Sheet and the 
Laurentide Ice Sheet (Waitt & Thorson, 1983; Fulton & Prest, 1987). In modern 
times, the main ice sheets are the Antarctica and Greenland ice sheets, which con-
tain nearly 70% of the Earth’s and almost all the freshwater ice (World Meteorological 
Organization, 2022). These ice sheets rest on bedrock, which in Antarctica has been 
depressed by the weight of the ice, up to 2.4 kilometers. Records indicate that the 
ice sheets at the divides (the boundary on an ice sheet, which separates opposing 
flow directions of ice, the thickest parts of the ice sheet) is at least four kilometers 
thick in East Antarctica (averaging 1.9 kilometers thick across the continent, with a 
volume of (27 million km3), and three kilometers in parts of Greenland. At the edges 
of the ice sheets, the ice may be only 200 meters thick, and at the coast may form 
ice shelves (Fretwell et al., 2013; Aschwanden et al., 2019; Morlighem et al., 2020; 
World Meteorological Organization, 2022).

 The Atmosphere

The atmosphere contains numerous chemical elements and compounds, as gases, 
aerosols, or vapors, and is vital for global biogeochemistry. Definitions of the atmo-
sphere emphasize its position on Earth, its structure or composition, and may 
include comparisons between the Earth and other planets (Thomas, 2016). For 
example, Marty (2011) defines the Earth’s atmosphere as “a thin gaseous layer 
made of oxygen, nitrogen, and trace gases. It permits a mild temperature and pro-
vides a protection against cosmic rays, solar wind, and meteorite falls.” National 
Geographic (2022b) defines the atmosphere in terms of its position on Earth, and a 
planetary phenomenon, and its composition as “the layers of gases surrounding a 
planet or other celestial body” and “one of the main components of Earth’s interde-
pendent physical systems.” It is further noted that atmosphere is composed of about 
78% nitrogen, 21% oxygen, and other gases, which occur mixed in layers, termed 
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from the lowest in altitude, the troposphere, stratosphere, mesosphere, thermo-
sphere, and exosphere, differentiated by altitude, temperature, and pressure.

Another similar definition is provided by the American Meteorological Society 
(2017), which writes that the atmosphere is a “gaseous envelope gravitationally 
bound to a celestial body (e.g., a planet, its satellite, or a star).” Interesting compari-
sons are made between the Earth’s atmosphere and those of other planets, the latter 
having sometimes more extreme and opposite characteristics: “Different atmo-
spheres have very different properties. For instance, the atmosphere of Venus is very 
thick and cloudy and is responsible for producing the very high surface tempera-
tures on that planet by virtue of its greenhouse effect. On the other hand, the Martian 
atmosphere is very sparse. Earth’s atmosphere is intermediate between these two 
extremes” (American Meteorological Society, 2017).

The Earth’s atmosphere is however not merely in a continuum between extremes; 
it is also unique, in that it has a “very active hydrologic cycle,” which results from 
heating, the thermodynamics of water vapor, water condensation, the effects of 
planetary rotation, and consequent atmospheric circulation (American 
Meteorological Society, 2017). There are also atmospheric layers, according to ther-
mal and ionization structures. In the troposphere, just above the Earth’s surface, 
temperature decreases due to the upward heat flux. In the layer above it, the strato-
sphere, the temperature increases upward due to ozone absorption of solar radiation. 
In the next layer, the mesosphere, the temperature decreases, and above this layer 
there is the thermosphere, where radiation increases temperature toward the exo-
sphere, at the outer edge of the Earth’s atmosphere, the exosphere. Solar radiation 
ionizes gases in the mesosphere and thermosphere, creating the ionosphere 
(American Meteorological Society, 2017).

Another comparative and compositional definition of the is given by Pielke 
(2022), who notes that the atmosphere is the “gas and aerosol envelope that extends 
from the ocean, land, and ice-covered surface of a planet outward into space.” Pielke 
(2022) adds that “the density of the atmosphere decreases outward, because the 
gravitational attraction of the planet, which pulls the gases and aerosols (micro-
scopic, suspended particles of dust, soot, smoke, or chemicals) inward, is greatest 
close to the surface.” Comparison is made between the Earth’s atmosphere (which 
has water, in solid, liquid and gas phases), the almost nonexistent atmospheres of 
some planets (e.g., Mercury) and stronger atmospheres (still mostly lacking water 
like the Earth’s atmospheric hydrodynamics) of some other planets (Venus, 
Mars, etc.)

Part of the definition of the Earth’s atmosphere concerns its evolution (Ozima, 
1975; Pepin, 1991; Kasting, 1993; Shaw, 2008). Hayes (2020) argues that “the pro-
cess by which the current atmosphere arose from earlier conditions is complex; 
however, evidence related to the evolution of Earth’s atmosphere, though indirect, is 
abundant. Ancient sediments and rocks record past changes in atmospheric compo-
sition due to chemical reactions with Earth’s crust and, in particular, to biochemical 
processes associated with life.” Pielke (2022) argues that “the evolution of Earth’s 
current atmosphere is not completely understood. It is thought that the current atmo-
sphere resulted from a gradual release of gases both from the planet’s interior and 
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from the metabolic activities of life-forms – as opposed to the primordial atmo-
sphere, which developed by outgassing (venting) during the original formation of 
the planet.” It is argued that at the early stages of the evolution of the Earth’s atmo-
sphere, there was water in the oceans, and “carbon dioxide and perhaps ammonia 
(NH3) must have been present in order to retard the loss of infrared radiation into 
space” (Pielke, 2022). Currently, and possibly in some of the evolutionary stages, 
there are gaseous, mostly emissions into the atmosphere, including water vapor, 
carbon dioxide, carbon monoxide, sulfur dioxide, hydrogen sulfide, chlorine, fluo-
rine, and diatomic nitrogen (Pielke, 2022). Regarding life forms, the earliest forms 
may have been anaerobic (adapted to the lack of oxygen), and resistant to ultraviolet 
radiation, but later photosynthesis capable organisms produced oxygen, which 
enabled the evolution of the ozone layer (Pielke, 2022).

Marty (2011) concurs with these assessments, stating that “the Earth’s atmo-
sphere originated probably from the addition of bodies from the asteroid belt 
between Mars and Jupiter toward the end of terrestrial formation,” and “originally, 
the atmosphere consisted of water, carbon dioxide, nitrogen, sulfur, and noble gases, 
and it evolved by condensation of water to form the oceans, trapping of carbon in 
carbonates and organic matter, and biogenic production of oxygen.” Zahnle et al. 
(2010) adds that “the origin of Earth’s atmosphere is a profound question of com-
parative planetology. The basic alternatives are a primary atmosphere captured from 
the solar nebula or a secondary atmosphere degassed from condensed materials 
accreted by Earth. Although the debate has long appeared settled in favor of second-
ary atmospheres, primary atmospheres probably did exist and may have had a minor 
role to play.”

Kasting (1993: 920) looks at the evolution of knowledge of the early Earth’s 
atmosphere, noting that despite an increase in knowledge, “many uncertainties still 
remain.” Current knowledge and agreed positions are that the initial atmosphere 
included minimal or no free oxygen, which oxygen increasing around 2 billion 
years BP, (the latter “precise timing of and reasons for its rise remain unexplained), 
the levels of atmospheric carbon dioxide and other greenhouse gases are largely 
unknown in relation to the atmospheric greenhouse effect, which “must have been 
higher in the past to offset reduced solar luminosity,” and “a better understanding of 
past atmospheric evolution is important to understanding the evolution of life and to 
predicting whether Earth-like planets might exist elsewhere in the galaxy” (Kasting, 
1993: 920).

Shaw (2008: 235) also points to an interesting history, as the geological record 
for this period 2–2.5 billion years BP is “sparse,” and “presents several difficulties 
for attempts to model the atmosphere and its changes through time.” Knowledge 
sources for the last half-century have pointed to atmospheric period as dominated 
by “a moderately oxidized atmosphere of CO2 and N2,” supported recent geochemi-
cal techniques, but such knowledge has also “left several nagging questions unan-
swered” (Shaw, 2008: 235). Shaw (2008: 235) notes several unanswered questions: 
“how was a sufficient reservoir (and concentration) of prebiotic molecules 
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produced? What were the major reservoirs for carbon, and how did they develop 
their isotopic signatures? Is there a solution to the problem of the “faint young sun?” 
Why was surface oxidation delayed following the advent of oxygenic photosynthe-
sis?” A recent idea was “the importance of more reducing capacity at the early 
Earth’s surface, but without abandoning the idea of a mainly CO2–N2 atmosphere” 
(Shaw, 2008: 235). In such a case reducing capacity refers to chemical reduction, 
which is the gain of electrons or a decrease in the oxidation state of a chemical or 
the atoms within it (Haustein, 2019).

Schlesinger and Bernhardt (2020) offer a definition of the atmosphere based on 
its definition of nitrogen, oxygen and argon, and trace gases, particles, and aerosols, 
with ozone screening ultraviolet in the stratosphere. Pielke (2022), supports this 
composition of the atmosphere, including the inert gases such as neon (Ne), helium 
(He), and krypton (Kr). This composition may be compared with past compositions, 
as Hayes (2020), notes that “Earth’s original atmosphere was rich in methane, 
ammonia, water vapour, and the noble gas neon, but it lacked free oxygen. It is 
likely that hundreds of millions of years separated the first biological production of 
oxygen by unicellular organisms and its eventual accumulation in the atmosphere.” 
Hayes (2020) argues that “the atmosphere that developed after primordial gases had 
been lost or had failed to accumulate is termed secondary. Although the chemical 
composition of the atmosphere has changed significantly in the billions of years 
since its origin, the inventory of volatile elements on which it is based has not.”

Hayes (2020) further argues that “the most critical parameter pertaining to the 
chemical composition of an atmosphere is its level of oxidation or reduction. At one 
end of the scale, an atmosphere rich in molecular oxygen (O2) – like Earth’s present 
atmosphere – is termed highly oxidizing, while one containing molecular hydrogen 
(H2) is termed reducing.” The example is cited of current volcanic gases, which are 
near the oxidized end of the scale, with no O2, and contain hydrogen, carbon, and 
sulfur in oxidized forms (water vapor (H2O), carbon dioxide (CO2), sulfur dioxide 
(SO2)) and nitrogen as molecular nitrogen (N2), rather than ammonia (NH3). Hayes 
(2020) notes that “a relationship prevails between the oxidation or reduction of 
outgassing volatiles and the inorganic material with which they come in contact: 
any hydrogen, carbon, or sulfur brought into contact with modern crustal rocks at 
volcanic temperatures will be oxidized by that contact.” Regarding the origins of the 
Earth’s atmosphere, Hayes (2020) also notes that “the abundance of hydrogen in the 
solar nebula, the common occurrence of metallic iron in meteorites (representative 
of primitive solids), and other lines of geochemical evidence all suggest that Earth’s 
early crust was much less oxidized than its modern counterpart. Although all iron in 
the modern crust is at least partly oxidized (to Fe2+ or Fe3+), metallic iron may 
have been present in the crust as outgassing began.” Table 3.10 is an adaptation of 
the information presented by Hayes (2020) on the abundances of elements in the 
Earth and the solar system.
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Table 3.10 Abundances of 
elements

Element Solar system Earth

Hydrogen 27,000,000,000 9500
Helium-4 2,200,000,000 0.00005
Carbon 12,000,000 360
Nitrogen 2,500,000 79
Oxygen 20,000,000 3,400,000
Neon-20 3,300,000 0.000093
Magnesium 1,100,000 1,100,000
Sulfur 520,000 98,000
Argon-36 88,000 0.00018
Argon-40 0.55 0.053
Iron 900,000 1,200,000
Krypton-84 26 0.0000036

Source: Hayes (2020). The abundances show 
the number of atoms of each element (or, in 
the case of the noble gases, isotopes) accom-
panying one million silicon (Si) atoms. An 
example is of the abundance of nitrogen (N) 
in the solar system, which is 2.5 times than 
that of Si, but its “abundance on Earth is less 
than that of Si by a factor of 0.000079. The 
table includes the eight most abundant vola-
tile elements, together with others” 
(Hayes, 2020)

 The Biosphere

The biosphere includes all living systems on the Earth surface (Campbell, 2017, 
2018, 2020), and as an agent for chemical cycling, is the key actor in the global to 
local biogeochemical cycling. Gates et al. (2022) defines the biosphere as “the thin 
life-supporting stratum of Earth’s surface, extending from a few kilometers into the 
atmosphere to the deep-sea vents of the ocean. It is composed of living organisms 
and nonliving factors from which the organisms derive energy and nutrients,” with 
the role of supporting “all life on Earth, 3 to 30 million species of plants, animals, 
fungi, single-celled prokaryotes such as bacteria, and single-celled eukaryotes such 
as protozoans” (Gates et al., 2022). The living part of the biosphere comprises the 
biotic components (plant producers, animal consumers, and animal decomposers). 
The nonliving part of the biosphere is composed of the abiotic components, which 
include water, gases, energy flows, chemical nutrients, and organic and inorganic 
substances. Levchenko et al. (2012: 3) defined the biosphere as “a specific envelope 
of the Earth, comprising totality of all living organisms and that part of planet mat-
ter which is in constant material exchange with these organisms. Biosphere includes 
geospheres, i.e., lower part of the atmosphere, hydrosphere, and upper levels of 
lithosphere. Virtually, it is a spherical layer 6–12 km thick.”
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Gates et al. (2022) further note that “the biosphere is a global ecosystem that can 
be broken down into regional or local ecosystems, or biomes,” “organisms in the 
biosphere are classified into trophic levels (see food chain) and communities” and 
“the major cycles that occur in the biosphere are the carbon cycle, nitrogen cycle, 
sulfur cycle, phosphorus cycle, and hydrological (water) cycle.” The biosphere is 
contrasted with the connected geosphere, which refers to the inanimate lithosphere 
(rocks, soils), hydrosphere (water in gaseous, solid, and liquid states), and the atmo-
sphere (air and gases). Gates et al. (2022), referring to the origins of the biosphere, 
notes that “before the coming of life, Earth was a bleak place, a rocky globe with 
shallow seas and a thin band of gases – largely carbon dioxide, carbon monoxide, 
molecular nitrogen, hydrogen sulfide, and water vapour.”

Gutiérrez-Hernández and García (2021: 239) provide a fundamental definition of 
the biosphere and its relationship with the rest of the Earth systems, arguing that 
“the biosphere can be defined as the entire living organisms on planet Earth and 
their interrelations; this is a life-supporting stratum of Earth’s surface among the 
geosphere, pedosphere, atmosphere, and the hydrosphere It is also called ecosphere 
because it is the worldwide sum of all ecosystems, and this is characterized by both 
biotic components (biota) and abiotic factors (chemical and physical parts of the 
environment) working together as a unique ecosystem” (see also Huggett, 1999; 
Lutgens et al., 2017; Strahler, 2013). Gutiérrez-Hernández and García (2021: 239) 
further argue that biosphere oriented studies are traditional foci of both geography 
and biology, noting that the biosphere as the relatively thin life-supporting stratum 
of Earth’s surface and is historically studied by biogeographers (see also Campbell, 
2017, 2018, 2020; Jones, 1980).

A natural subject for biosphere studies is biogeography, which examines “the 
distribution of life (such as plants, animals) across different spatiotemporal scales,” 
the “biodiversity patterns and the causal factors of variations in the distribution of 
life on Earth” and the “the role of historical factors in the construction of biomes or 
the existence of contrasting patterns of range evolution in animals and plants” 
(Gutiérrez-Hernández & García, 2021: 239; see also Sanmartín, 2012; Lomolino 
et al., 2016). Sanmartín (2012: 555–568) defines biogeography as “the discipline of 
biology that studies the present and past distribution patterns of biological diversity 
and their underlying environmental and historical causes.” The origins of biogeog-
raphy and the sister science of ecology, and the integrative and multiscale format of 
biogeographical information (syntheses of ecology, evolutionary biology, taxon-
omy, general geology, physical geography, paleontology, and climatology) are also 
noted (Cox et al., 2016; Fisher, 2002; Kent, 2005, 2007; Ricklefs & Jenkins, 2011).

Huggett (1999: 425) in attempting a definition of terms, mentions the terms bio-
sphere, ecosphere, and Gaia, as frequently used names for the global ecosystem, but 
notes that the usage of the three terms may indicate different connotations: “bio-
sphere can mean the totality of living things residing on the Earth, the space occu-
pied by living things, or life and life-support systems (atmosphere, hydrosphere, 
lithosphere, and pedosphere)”; ecosphere is used as a synonym of biosphere and as 
a term for zones in the universe where life as we know it should be sustainable” and 
Gaia is similar to biosphere (in the sense of life and life-support systems) and 
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ecosphere (in the sense of biosphere as life and life-support systems), but, in its 
most extreme form, refers to the entire planet as a living entity.” Huggett (1999: 
425) argues that “a case is made for avoiding the term Gaia (at least as a name for 
the planetary ecosystem), restricting biosphere to the totality of living things, and 
adopting the ecosphere as the most apt name for the global ecosystem.”

Other definitions of biosphere refer it is vital role in the global system (Campbell, 
2017, 2018, 2020). For example, Ludwig and Steffen (2018: 45) define the bio-
sphere as “the biosphere is the second high-level component, along with the geo-
sphere, that together comprise the Earth System. The biosphere has probably been 
changed even more than the geosphere by human activities and so plays a key role 
in defining the Anthropocene.” The central theme of the biosphere is biodiversity, 
which may be measured by existing species and species extinctions, and Ludwig 
and Steffen (2018: 45) note that current biodiversity losses are extreme, but 
“although the present rate of extinctions has not yet reached the level of a global 
mass extinction, it is following the pattern of past mass extinctions and if continued 
over the next few centuries, the Earth would experience its sixth great mass extinc-
tion event” (see also Barnosky et al., 2011).

Therefore, an important aspect of the biosphere concerns the extent to which the 
biosphere has been affected by human action, “perhaps even representing the third 
fundamental stage in the evolution of the biosphere, following the microbial and 
metazoan stages” (Ludwig & Steffen, 2018: 45; see also Williams et  al., 2015). 
Important developments include the extent to which human action has change spe-
cies distributions, including invasive species (neobiota) and consequent ecosystem 
change (these are neobiota, which are organisms that occur in an area only through 
human influence). Ludwig and Steffen (2018: 45) argue that “this rapid mixing of a 
large number of species has occurred especially since the mid-20th century and 
represents a sharp contrast to the slow evolution of biogeographically distinct spe-
cies that has typified biosphere change in the past.”

Human action has also taken over much of the biosphere productivity, up to 40%, 
by altering landcover for agricultural, urban, and industrial landuse, altering oceanic 
biodiversity (Ludwig & Steffen, 2018; see also Williams et al., 2015). Domestication 
has also affected biodiversity, where there is “a concentration of animal biomass 
into just a few domesticated species that are directly useful for humans – e.g., cattle, 
sheep, dogs, etc. as well as the focus of industrialized fishing in the oceans on just a 
few species” (Ludwig & Steffen (2018: 45). Ludwig and Steffen (2018: 45) con-
clude “the magnitude and rate of changes in the structure and functioning of the 
Earth System processes, both in the geosphere (climate) and the biosphere, clearly 
show that the Earth has left the relatively stable regime of the Holocene. Human 
forcing is now overriding the negative feedback mechanisms that would otherwise 
keep the Earth System in the Holocene state” (Barnosky et  al., 2011; Williams 
et al., 2015).

Von Bloh (2019: 20) explains that the biosphere played an important role in the 
global carbon cycle during Earth’s evolution from the Archean to the present and 
future. Importantly, inert organic carbon is developed from the decay of organic 
matter, contributing to up to a fifth of the present surface reservoirs of carbon, which 
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is complemented by the increase of oxygen in the atmosphere. An important event 
in biosphere development was the Cambrian explosion, that is, the development of 
0.54 billion years BP, which resulted from interactions between components of the 
geosphere and biosphere. Von Bloh (2019: 20) notes that that “after the Cambrian 
explosion the environment itself has been actively changed by the biosphere main-
taining the temperature conditions for its existence. The ultimate life span of the 
biosphere is defined by the extinction of prokaryotes in about 1.6 Gyr (1.6 billion 
years BP) because of CO2 starvation.”

The development of the biosphere is based on its changing and continually inter-
acting systems, which also interact with the geosphere (Campbell, 2017, 2018). For 
example, Gates et al. (2022) notes that “the biosphere is a system characterized by 
the continuous cycling of matter and an accompanying flow of solar energy in which 
certain large molecules and cells are self-reproducing. Water is a major predispos-
ing factor, for all life depends on it. The elements carbon, hydrogen, nitrogen, oxy-
gen, phosphorus, and sulfur, when combined as proteins, lipids, carbohydrates, and 
nucleic acids, provide the building blocks, the fuel, and the direction for the creation 
of life. Energy flow is required to maintain the structure of organisms by the forma-
tion and splitting of phosphate bonds.”

The development of the biosphere is through the processes of biological evolu-
tion. Gates et  al. (2022) mention the processes of evolution as natural selection 
(variable successes of the reproduction of hereditary variations, based on environ-
mental impacts), gene flow (genetic movement in species populations), and random 
genetic drift (chance genetic change in small populations). Natural selection is very 
important as it influences ecological change by favoring members of the population 
more suited to ecological change, thereby encouraging ecological adaptation. 
Genetic adaptation may facilitate the evolution of new mutations within popula-
tions, which can also lead to the “the recombination of genes during sexual repro-
duction, and the migration of and interbreeding with individuals from other 
populations. In very small populations, however, some of that variation is lost by 
chance alone through random genetic drift,” but the total effect may be species cre-
ation (speciation) and interspecies adaptation and coevolution (Gates et al., 2022).

Energy flows are important for the biosphere to function.  For example,  solar 
energy and associated photosynthesis are converted to chemical energy, and living 
tissue. Gates et al. (2022) notes that “in the photosynthetic process, light energy is 
absorbed by the chlorophyll molecules of plants to convert carbon dioxide and 
water into carbohydrates and oxygen gas. Proteins, fats, nucleic acids, and other 
compounds also are synthesized during the process, as long as elements such as 
nitrogen, sulfur, and phosphorus are available.” There is a pyramid of energy, with 
the highest concentrations in the photosynthetic plants at the lowest level of the food 
chain, and progressively lower energy levels with the flow the high trophic levels of 
herbivores and carnivores. Energy flows also diverge as they flow up the food chain; 
“some of the remaining energy does not pass directly into the plant–herbivore–car-
nivore food chain but instead is diverted into the detritus food chain. Bacteria, fungi, 
scavengers, and carrion eaters that consume detritus (detritivores) are all eventually 
consumed by other organisms” (Gates et al., 2022).
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The transfer of energy from through trophic levels is termed ecological efficiency 
(which may be as low as 10%). Primary productivity is the rate of energy conversion 
to organic substances by photosynthetic producers (photoautotrophs), energy 
sources including sunlight, and chemosynthetic producers (chemoautotrophs), 
which obtain chemical energy through oxidation (Britannica, 2022a, b). Secondary 
productivity refers to the rate at which consumers convert chemical energy from 
food into their biomass. Assimilation efficiency refers to the efficiency of the con-
version of animal food into energy for development and reproduction. Gates et al. 
(2022) points out that “herbivores assimilate between 15 and 80 percent of the plant 
material they ingest, depending on their physiology and the part of the plant that 
they eat” (usually 15 to 80%) while “carnivores generally have higher assimilation 
efficiencies than herbivores, often between 60 and 90 percent, because their food is 
more easily digested.” Therefore, “the overall productivity of the biosphere is there-
fore limited by the rate at which plants convert solar energy (about 1 percent) into 
chemical energy and the subsequent efficiencies at which other organisms at higher 
trophic levels convert that stored energy into their own biomass (approximately 10 
percent)” (Gates et al., 2022).

The origin of the biosphere is debated, disputed, and constitutes a vital paradigm- 
based argument with the biological sciences (Levchenko & Starobogatov, 2010). 
For example, Levchenko et al. (2012: 3) note that “traditionally, the problem of the 
origin of life on Earth is the study of how biological life arose from inorganic matter 
and primary living organisms spread around the planet” and while some researchers 
and philosophers have argued for life origins in the cosmos (a naïve view, consider-
ing modern scientific knowledge), a better view is that “the process of the origin and 
evolution of living organisms is indivisible from the process of the origin and evolu-
tion of biosphere, the global planetary system.” The authors therefore argue that the 
“origin of earthly life and the origin of the biosphere are aspects of a whole indivis-
ible process” and “the appearance of such conditions on the early planet, which 
guaranteed the origin and survivorship of organic life. We suppose also that primary 
organisms should be incorporated in natural geological processes, accelerating 
them, and transforming surroundings in directions favorable for the creation of 
higher forms of life” (Levchenko et al. (2012: 3).

The development of the biosphere is charted through long periods of life evolu-
tion (Campbell, 2015). Stratigraphy is the main science used for the documentation 
of biosphere change in the geologic time scale (GTS). Stratigraphy is defined as the 
study of sedimentary and volcanic rock layers and layering (stratification). There 
are two main branches: lithologic stratigraphy or lithostratigraphy, which examines 
physical and chemical differences in rock layers; and biostratigraphy or paleonto-
logical stratigraphy, which examines the fossil record deposited in the rock layers. 
For studies of the biosphere, biostratigraphy is particularly important as it provides 
information about the animals that lived during the various geologic time periods. 
Soil patterns may also be investigated using lithostratigraphy, which may be rele-
vant to plant associations and their links to ecological change. Tables 3.11, 3.12, 
3.13 and 3.14 show the stages of the evolution of the biosphere.
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Table 3.11 Classification of geochronologic units (time)

Geochronologic unit (time) Time span

Eon Several hundred million years
Era Tens to hundreds of millions of years
Period Millions to tens of millions of years
Epoch Hundreds of thousands to tens of millions of years
Subepoch Thousands to millions of years
Age Thousands to millions of years

Source: Campbell (2015, 2022)

Table 3.12 Evolution of life on earth: Paleozoic Era

Time name
1 Million 
years BP Evolution of life and main events

Precambrian 
Period

4600 Life forms evolved from unicellular to multicellular forms.

Phanerozoic 
Eon

540 to 
Present

Paleozoic Era 541 to 252.2
Cambrian 
Period

541.0 ± 1.0 
to
485.4 ± 1.9

Animal life, the “Cambrian Explosion.” Change from 
unicellular
forms to aquatic, marine multicellular forms of molluscs and 
arthropods, land perhaps with unicellular animals and plants.

Ordovician 
Period

485.4 ± 1.9 
to 443.4 ± 
1.5

More sophisticated, marine mollusks and arthropods. Few new 
fish ancestors

Silurian Period 443.4 ± 1.5 Marine bony fish appeared, and terrestrial arthropods and 
small moss-like land plants.

Devonian 
Period

419.2 ± 3.2 More vascular plants, spores replaced with seed bearing plants. 
More sophisticated fish, tetrapod colonization of land,
the fins changing into legs

Carboniferous 
Period

358.9 Amphibians dominate terrestrial life, reptiles evolve later, with
larger arthropods such as the Meganeura (giant dragonfly-like 
insects)

Permian Period 298.9 ± 0.2 
to 252.2 ± 
0.5

Permian–Triassic (P–Tr) extinction event (Great Dying), 70% 
of terrestrial, 96% of marine species extinct. Archosaurs, 
ancestral birds, crocodilians, true mammals.

Sources: Kurten and Anderson (1980), Alvarez et al. (1980),; Olson and Parris (1987), Kurten and 
Werdelin (1990), Van Valkenburgh and Hertel (1993), Feduccia (1995), Wink (1995), Martin et al. 
(1996), Turner (1987), Turner and Antón (1997), Jefferson (2001), Grayson and Meltzer (2002), 
Van Valkenburgh and Sacco (2002), Coltrain et  al. (2004), International Commission on 
Stratigraphy (2004), Christiansen and Harris (2005), Fennec (2005), Shaw and Cox (2006), 
Christiansen (2007), De Castro and Langer (2008), Rincón et al. (2011)

The Cenozoic Era is the primary concern of the present biosphere, as it spans the 
period recent zoological evolution (Campbell, 2015). One of the most important 
developments in recent biological history concerns the presence of avian and mam-
malian megafauna during the Age of mammals and birds, which created much of the 
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Table 3.13 Evolution of life on earth: Mesozoic Era

Time name 1 Million years Evolution of life and main events

Precambrian 
Period

4600 Life forms evolved from unicellular to multicellular forms.

Phanerozoic 
Eon

540 to Present

Mesozoic Era 252 to 66 
million years 
BP

Age of reptiles

Triassic 
Period

251.902 to 
201.36 million 
years BP

Three categories of organisms: extinction event survivors, 
temporary new groups, later permanent groups. Archosaurs, 
and other reptiles the main terrestrial vertebrates

Jurassic 
Period

201.3 to 145 
million years 
BP

First real birds or Avialans, evolved from Triassic forms. 
Large
dinosaurs, herbivorous sauropods and carnivorous Theropods 
dominant

Cretaceous 
Period

45 to 66 million 
years BP

Bird and mammal development, large reptile extinction. 
Cretaceous–Paleogene extinction event began (66 million 
years BP), possibly due to a massive comet/asteroid impact

Sources: Kurten and Anderson (1980), Alvarez et al. (1980), Olson and Parris (1987), Kurten and 
Werdelin (1990); Vanvalkenburgh and Hertel (1993), Feduccia (1995), Wink (1995), Martin et al. 
(1996), Turner (1987), Turner and Antón (1997), Jefferson (2001), Grayson and Meltzer (2002), 
Van Valkenburgh and Sacco (2002), Coltrain et  al. (2004), International Commission on 
Stratigraphy (2004), Christiansen and Harris (2005), Fennec (2005), Shaw and Cox (2006), 
Christiansen (2007), De Castro and Langer (2008), Rincón et al. (2011)

Table 3.14 Evolution of life on earth: Cenozoic Era

Time name 1 Million years Evolution of life and main events

Precambrian 
Period

4600 Life forms evolved from unicellular to multicellular forms.

Phanerozoic 
Eon

540 to Present

Cenozoic Era 66 million years 
BP to present

Age of Mammals (possibly due to the extinction event that 
ended the Age of Reptiles of the Mesozoic)

Paleogene 66 to 23.03 
million years BP

Paleocene, Eocene and Oligocene Epochs: More birds and 
mammals, increasing in size possibly because of the large 
reptile extinction.

Neogene 23 to 2.59 million 
years BP, 
including the

Miocene and Pliocene Epochs: Bird and mammal species 
almost similar to modern species. Increased size compared 
with previous epoch.

Quaternary 2.59 million years 
BP to present

Pleistocene and Holocene Epoch of the Quaternary Period 
(2,588,000 to 11,700 years BP). Some mammals, birds 
larger than modern, human/hominids like Homo sapiens.

Sources: Kurtén and Anderson (1980), Alvarez et al. (1980), Olson and Parris (1987), Kurtén and 
Werdelin (1990), Vanvalkenburgh and Hertel (1993), Feduccia (1995), Wink (1995), Martin et al. 
(1996), Turner (1987), Turner and Antón (1997), Jefferson (2001), Grayson and Meltzer (2002), 
Van Valkenburgh and Sacco (2002), Coltrain et  al. (2004), International Commission on 
Stratigraphy (2004), Christiansen and Harris (2005), Fennec (2005), Shaw and Cox (2006), 
Christiansen (2007), De Castro and Langer (2008), Rincón et al. (2011)
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current ecosystems and food webs vital for biogeochemical cycling (Campbell, 
2017). Such prehistoric megafauna includes the large species of mammals that 
mostly became extinct during Quaternary extinction events, which may have 
resulted from increased human hunting, climatic change, disease, and/or an asteroid 
or comet contact with the Earth, which occurred mostly in the Americas, northern 
Eurasia, and Australia, although sub-Saharan Africa and southeast Asia retained 
some larger mammals, such as elephants and rhinoceroses (Campbell, 2017). The 
details of such extinctions are debated, and the extinct species are studied in detail 
(Feduccia, 1995; Wink, 1995; Grayson & Meltzer, 2002; Grayson, 2006; Ostende 
et al., 2006; Campbell, 2015).

For example, birds first appeared in the late Jurassic/early Cretaceous Periods 
(150 million years BP), and there appeared to have been massive bird extinctions 
during the late Mesozoic a few million years later. The diversification of bird spe-
cies occurred at the beginning of the Cretaceous/Tertiary (about 65 million years 
BP) (Feduccia, 1995; Wink, 1995). There is fossil evidence from the Eocene and 
Oligocene (35 million years BP) of the modern avian Orders (except Passerines). 
The appearance of most modern orders, termed “an extraordinary explosive evolu-
tion” may have occurred over  5 to 10 million years (Feduccia (1995). In  North 
America, 35 genera of primarily large mammals were extinct by the end of the 
Pleistocene (Grayson, 2006). Although it is commonly assumed that most of these 
extinctions took place during the period between 10,000 and 12,000 BP, some 
researchers have argued that only 16 of these extinct genera are conclusively dated 
to this period and, hence, the extinctions may have occurred over a longer period 
(Grayson & Meltzer, 2002).

Herbivorous mammal species that became extinct in the last few million years 
include large members of the Order Cingulata (SuperOrder Xenarthra), including 
the Glyptodonts, which were large heavily armored armadillos, which arose in 
South America about 48 million years BP and spread to southern North America 
after the continental connection. As well as the huge Glyptodonts (Glyptodontidae, 
Burmeister 1879 or Chlamyphoridae, Bonaparte 1850), the extinct mammals 
included members of the Families Pampatheriidae (Paula Couto 1954, plantigrade 
armored armadillos), Megalonychidae (Gervais 1855, ground sloths) Mylodontidae 
(Ameghino 1889, ground sloths), and Megatheriidae (J.E. Gray 1821, larger ground 
sloths, weighing up to 2 tonnes). Herbivores of the Order Artiodactyla included 
members of the Families Tayassuidae (Palmer, 1897, e.g., larger versions of modern 
peccaries), Camelidae (Gray, 1821, usually larger versions of modern camels), 
Cervidae (Goldfuss, 1820, e.g., modern deer); Antilocapridae (J. E. Gray, 1866, 
e.g., modern pronghorns Antilocapra americana Ord, 1815), Bovidae (Gray, 1821, 
e.g., the modern musk ox (Ovibos moschatus, Zimmermann 1780) and mountain 
goat (Oreamnos americanus, Blainville 1816)), and Mammutidae (Hay, 1922, 
including the American mastodon (Mammut americanum, Kerr, 1792) and the 
Woolly mammoth (Mammuthus primigenius, Blumenbach, 1799)).

Carnivorous mammal species that faced extinction in the case study of Pleistocene 
North America included members of the families Canidiae (Fischer de Waldheim, 
1817, e.g., the dire wolf, Aenocyon dirus Leidy, 1858), Ursidae (G.  Fischer de 
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Waldheim, 1817, including the huge short faced bear (Arctodus simus, Cope 1897, 
and the Florida spectacled bear (Tremarctos floridanus, Gidley 1928)), Mephitidae 
(Bonaparte 1845, the extinct skunk, Brachyprotoma obtusata Cope, 1899), and 
Felidae (Fischer von Waldheim 1817, including the huge cats of the extinct subfam-
ily Machairodontinae, Gill, 1872, which existed from about 16 million to 11,000 
years BP). The Machairodontinae line of big cats and similar species began in the 
early or middle Miocene of Africa (Ostende et al., 2006). The three groups of mach-
airdontines were the massive Smilodontini (with huge, upper canines, and the 
smaller Machairodontini or Homotherini, and the Metailurini, with smaller canines 
(Barnett et  al., 2005; Martin, 1989; Meloro & Slater, 2012; Salesa et  al., 2012; 
Slater & Van Valkenburgh, 2008; Van Valkenburgh, 2007). The last machairodon-
tine genera were Smilodon and Homotherium, which became extinct during the late 
Pleistocene in the Americas, about 10,000 years BP (Berta, 1985; Kurtén & 
Anderson, 1980; Kurten & Werdelin, 1990; Rawn-Schatzinger, 1992; Turner & 
Antón, 1997; Antón et al., 2004; Ascanio & Rincón, 2006; Andersson et al., 2011).

Smilodon was a massive apex predator, preying on mastodons, bison, camels, 
ground sloths, and pig-like Platygonus (LeConte 1848) and the llama-like 
Hemiauchenia (Gervais & Ameghino, 1880), perhaps competing with the American 
Cave lion (Panthera leo atrox, Leidy, 1853) and the Dire Wolf (Vanvalkenburgh & 
Hertel 1993; Coltrain et al., 2004; Fennec, 2005; Christiansen and Harris (2005). 
The Smilodons comprised S. populator (Lund 1842), S. fatalis (Leidy 1869), and 
S. gracilis (Cope 1880). Smilodon gracilis, the oldest and smallest, lived from 2.5 
million to 500,000 BP and weighed 55 to 100 kg (Christiansen & Harris, 2005). 
Smilodon fatalis lived from 1.6 million–10,000 years ago, weighed 160 to 280 kg, 
and replaced S. gracilis in North America and ranged over western South America 
during the Great American Interchange (Kurten & Werdelin, 1990; Turner, 1987; 
Jefferson, 2001; Van Valkenburgh & Sacco, 2002; Christiansen & Harris, 2005; 
Shaw & Cox, 2006; Christiansen, 2007; Rincón et al., 2011). Smilodon populator 
was the largest (220 to 400 kg) and lived from 1 million to 10,000 years BP, in east-
ern South America (Kurten & Werdelin, 1990; Christiansen & Harris, 2005; De 
Castro & Langer, 2008; Sorkin, 2008). The Smilodons species became extinct in 
Africa about 1.5 million years BP, Eurasia about 30,000 years BP, and North 
America about 10,000 years BP (Turner, 1987; Turner & Antón, 1997; Campbell, 
2015). Another species group, Megantereon (Genus Megantereon, Croizet & Jobert, 
1828), weighing 60 to 150 kg, possibly ancestral to the Smilodon, lived in Africa, 
North America, and Eurasia, with fossil evidence dated to 4.5 million years from the 
Pliocene of North America (Turner & Antón, 1997), about 3–3.5 million BP in 
Africa 2.5 to 2 Million years BP in Asia and about 2–2.5 million years BP in Europe 
(Martin, 1989; Turner & Antón; Barnett et  al., 2005; Slater & Van Valkenburgh, 
2008). Megantereon evolved into the larger Smilodon at the end of the Pliocene in 
North America, and lived Africa and Eurasia until the Middle Pleistocene (Hemmer, 
2002; Turner & Antón, 1997).

In the current era, most of the animal species have become extinct, with arguably 
a few related species still in existence (Campbell, 2015, 2017, 2018, 2022). 
Table 3.15 lists the number of species of birds, mammals reptiles, etc., that live on 
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Table 3.15 Current animal 
species numbers

Animal category Number of species

Mammals 6578
Birds 11,162
Reptiles 11,820
Amphibians 8395
Fish 36,058
Crustaceans 80,122
Molluscs 83,706
Arachnids 110,615
Insects 1.05 million

Source: Richie and Roser (2021), 
National Wildlife Federation (2022), 
Reptile Database (2022), Richie and 
Roser (2021) note these are the number 
of identified and named species, as of 
2021. As some species have not yet been 
described, this may be an underestimate 
of the world’s total number of species

the Earth today. Most of these Orders, Families, and Genera are related to past, in 
some cases larger forms that are currently extinct. Research is ongoing as to the 
number of extinct species, the factors for their extinction and the trajectory of cur-
rent populations. Although past extinctions are largely blamed on climate change, 
evolutionary dead ends, interspecies competition and habitat change, current extinc-
tions at local and global levels are mostly blamed on human action. To understand 
both prehistoric and current threats to animal life, an ecosystem approach is required, 
based on all the components of ESS. This will possibly uncover the beginnings of 
relevant ecological changes.

 Conclusions

This chapter has examined the beginning of the discipline and focus of Earth sys-
tems science (ESS), which has increasingly taken on the research and disciplinary 
areas of physical geography and mostly related multidisciplinary subjects. ESS is 
examined in this chapter as a discipline strongly related to biogeochemistry, with 
contributions that strengthen the latter science. Earth systems science is a relatively 
new disciplinary development, but the studied systems (the hydrosphere, litho-
sphere, biosphere, etc.) have been surveyed and researched for decades and issues 
concern not only the findings, but also how to integrate and synthesize knowledge 
about the different but related spheres of the Earth’s system. As argued in the intro-
duction and evidenced by the information presented, the study of these Earth spheres 
involves the analysis of their form and composition, dynamics and interrelations, 
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evidence of origins, and the possibilities of the integrated analyses to answer search-
ing questions concerning this background for biogeochemical studies. The method-
ology of Earth Systems Science is vital for biogeochemical studies, as it avoids the 
artificial disciplinary boundaries of the physical and life sciences. The evidence 
indicates that a major problem concerns the lack of consensus on the origin of these 
spheres and the need for more detail in studies to derive more definitive conclusions. 
The origin of the biosphere, which has bedeviled the biological sciences for centu-
ries, and the relation of the biosphere with the hydrosphere, lithosphere, and atmo-
sphere are intrinsic aspects of the development of biogeochemical knowledge. The 
following chapters will examine further the development of knowledge on aspects 
of biogeochemistry, including that shared with cognate disciplines.
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Chapter 4
Biogeochemistry, Biogeography, 
and Geomatics

Michael O’Neal Campbell

Abstract Biogeochemistry and biogeography are both vital, expanding, intercon-
nected, hybrid, multidisciplinary, interdisciplinary, and transdisciplinary branches 
of the life, earth, and conservation sciences, with spatially and temporally oriented 
methodologies, and increasing relevance for current global realities and human 
survival. Both discipline clusters seek spatial relevance, from local to global 
scales, interconnectedness, linking multiple ecosystems, and use increasingly 
sophisticated research methodologies. Both may also use the tools of geomatics 
including geodesy, radio detection and ranging (radar), and light detection and 
ranging (LiDAR), to uncover more exact, reliable, and definitive information from 
researched data. For biogeochemistry, the main use for such techniques is the iden-
tification and measurement of the relevant parameters (organisms, habitat vari-
ables, earth structures that facilitate and contain chemical flows and reservoirs). 
For biogeography, spatial distributions assume prominence, including areal extents 
and differentiation. However, few studies have sought to document the increas-
ingly complex relationship between these research clusters. This chapter uses a 
literature-based research methodology to uncover these issues, especially bioge-
ography, as biogeochemistry has been defined in the earlier chapters. Selectivity is 
necessary, as this relationship is as broad as the Earth itself. Case studies are taken 
from the global scale of biomes and earth systems to the local contexts of ecologi-
cal change. The role of human action is also explored, in addition to the possibili-
ties of multidirectional change. Research methods within the field of geomatics, as 
the premier tools for the analysis of spatial ecologies and environmental variables, 
are also explored. It is argued that these three research clusters, when linked, form 
the basis of the environmental sciences. This contributes to the development of the 
environmental sciences and strengthens the status of biogeochemistry as a root 
science of the study of the Earth.
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 Introduction

Biogeochemistry, biogeography, and geomatics are increasingly interlinked as 
research disciplines (Campbell, 2017, 2018). As mentioned in Chap. 1, one of the 
most incisive definitions of biogeochemistry is that of Karl and Schlesinger (2014): 
“biogeochemistry is the term used to describe one of the most important subdisci-
plines of Biogeosciences, the holistic study of the Earth system. Biogeochemical 
research includes theoretical, observational, experimental, and modeling compo-
nents, and now spans from molecular studies to the largest scales in space and time 
that affect our planet. Therefore, as a scientific discipline, biogeochemistry is both 
integrative and transdisciplinary, and it is attracting a new and diverse spectrum of 
investigators each year.” Biogeography is similarly broad, as it is a spatial and tem-
poral science, examining the distribution and related issues of biological phenom-
ena, and is closely related to ecology, especially concerning the relations and spatial 
issues and the factors from which they emerge. Definitions include that of Dansereau 
(2015): “Biogeography studies all aspects of the adaptations of an organism to its 
environment, considering systematically the origins, migrations, and associations of 
living things. Hence, it aims for a synthesis of data from nonbiological and biologi-
cal disciplines: geology, physical geography, geomorphology, climatology, and 
meteorology, on the one hand; biology, taxonomy, genetics, and physiology on the 
other. Biogeographical relationships cannot be understood except from an ecologi-
cal perspective which tries to explain the exchanges between an organism and its 
environment.”

As biogeography relates to all life and its contexts, several definitions have been 
stated, reflecting this vast milieu under study (Campbell, 2017). Such definitions 
include the following examples, from simple to complex: “biogeography is a bio-
logical as well as a geographical discipline” (Mueller-Hohenstein, 2001); “biogeog-
raphy is a scientific approach to understanding the distribution and abundance of 
living things, the biota, on our planet” (Mueller-Dombois, 2001, 565); biogeogra-
phy is “the study of spatial and temporal distributions of organisms and their habi-
tats, and the historical and biological factors that produced them” (Monaco et al., 
2003); and most broadly, biogeography is relevant to “GIS-based land-use studies, 
to GPS-based studies of animal tracking, to molecular biology-based studies of 
plants, animals and insects” and the “distribution of species including our own in 
space and time and the geological, physical, biological and even cultural forces that 
explain them” (Smithsonian Tropical Research Institute, 2020).

A vital topic for biogeography as a discipline concerns it relationship with ecol-
ogy (Campbell, 2017). Some scholars and disciplinary authorities have criticized 
the foundations of biogeography as duplicating much of the related biological sub-
discipline of spatial ecology, while some specialists defend biogeography as vital, 
unique, and an equal science. Some of the tension between these related disciplines 
is their institutional distinction: university ecology courses and research are usually 
based in biology departments, while equivalent biogeography studies are often 
based in geography departments. Current evidence nonetheless indicates a 
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spatialization and applied trend for ecological topics and priorities, increasingly 
with applications from spatially oriented technologies like geomatics, and increased 
sharing of research with the social sciences, in topics within political ecology, envi-
ronmental economics, and natural resource management, as the human actions stud-
ied by the latter disciplines explain much of biogeographical and ecological change 
(Campbell, 2015, 2017, 2018, 2020, 2022a, b, c).

Bianchi (2021: 156) asks the pertinent question “So, why is biogeography impor-
tant to biogeochemistry in the twenty-first century?” The reasons are that as bioge-
ography expanded into different subdisciplines, it breadth became more relevant to 
the breadth of biogeochemistry, with two main branches (ecological biogeography 
and historical biogeography) (Bianchi, 2021: see also Sanmartín, 2012; Linder, 
2005). Relevant topics included global environmental changes and associated 
organism distribution evolutions, species migration, including gene flows and phys-
ical barriers related to Earth developments, recent molecular research methods in 
understanding adaptions to environmental change, the evolution of plant communi-
ties, and new research links between biogeography and ecological developments. 
Regarding the increased attention to studies of biodiversity, Bianchi (2021: 157) 
notes that “while contentiously debated at times, it is now generally agreed that 
organismal diversity can impact biogeochemical cycles (see also Chapin et  al., 
1997; Tilman et al., 2012). The rest of this chapter will examine the roots, character, 
and problems of biogeography; the links with biogeochemistry; and the geomatics 
techniques relevant to this relationship.

 The Development of Biogeography

Biogeography as a discipline owes its origin to the events of the nineteenth, twenti-
eth, and twenty-first centuries, although prior relevant work has been cited and the 
role of historical works is disputed (Campbell, 2020). Riddle (2017) notes that bio-
geography “emerged as a recognizable science as plant and animal collections grew 
during the eighteenth-century age of exploration. The foundation of biogeography, 
that geographically disjunct regions with similar environments have distinct plants 
and animals, appeared as Buffon’s Law in 1761.” Nineteenth-century developments 
included the works of Wallace, Sclater, and Darwin, and the eventual development 
of biogeography “along the two often distinct and separate trajectories of historical 
(evolution, systematics, paleontology) and ecological (population, community, eco-
system) biogeography” (Riddle, 2017).

Biogeography further developed during the late twentieth century, based on plate 
tectonic model of continental drift, equilibrium theory of island biogeography 
(Riddle, 2017) and disequilibrium theory, the “new” ecology, stronger links with 
ecology and the social sciences, and geomatics research technologies (Campbell, 
2017, 2018, 2022a, b, c). Regarding the increased links with the social sciences, 
Dansereau (2015) writes that “fortunately, in recent years the ever-swinging oscilla-
tion of physical/cultural anthropology and the emergence of human ecology as an 
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increasingly autonomous discipline” have rendered biogeographical topics “more 
relevant to human studies, environmental planning and landscape management, and 
“human activity is proving to be a very significant factor in the distribution of plant 
and animal species.”

Currently, biogeography has advanced and, according to Riddle (2017), inte-
grates four “persistent themes (biogeographic regionalization, historical reconstruc-
tion, turnover among areas and across gradients, and geographic variation within 
and among closely related species)” within emerging subdisciplines that include 
phylogeography, macroecology, and conservation biogeography. Dansereau (2015) 
points out that currently, biogeography “in its widest compass, biogeography con-
cerns itself with the evolution of species, with changes in their ranges and with their 
extinctions. The principal factors influencing evolutionary development are climatic 
and edaphic (i.e., soil-related) constraints, genetic adaptation, and social integra-
tion.” It is also concerned with spatial scales, the smallest to the biggest being des-
ignated as niches, ecotypes, communities, ecosystems, landscapes, and bioclimates. 
Reflecting on these recent developments, Ebach (2015) writes that “twenty-first 
century biogeography has multiple origins, most of which are in the twentieth cen-
tury. Few, if any methodologies, theories, and implementations of twenty-first cen-
tury biogeography go back to the nineteenth century, let alone the eighteenth. What 
is more, twenty-first century biogeography has many different practitioners that hail 
from different backgrounds, very much like the practitioners in the eighteenth and 
nineteenth centuries.” Additionally, eighteenth and nineteenth century plant and 
animal geography were multidisciplinary professions and in as much conflict as 
twentieth and twenty-first century biogeography (Ebach, 2015).

 Links Between Biogeography and Other Sciences

Biogeography currently includes strands that emphasize the intersection of biology 
and geography. This may cover the application of spatial analyses to entire field of 
biology. This is based on the rationale that biology studies all life forms, these forms 
are located in spatial contexts, spatial distribution is universally relevant, and hence, 
biogeography is related to any biological science that studies parameters that may 
influence and be influenced by spatial analyses (Campbell, 2017). This broad focus 
derives from the links between biogeography and other sciences, manifested through 
the links between biology and these sciences (see Fig. 4.1). Biology as the science 
of all life necessarily links with the more basic sciences of mathematics, physics, 
and chemistry, which also form the backbone of the Earth and environmental sci-
ences (Campbell, 2020).

Examples include interfaces of biology and physics (the field of biophysics, the 
main techniques including electric currents, temperature, stress and entropy, which 
are used to study biological phenomena, which may be regionalized); bioclimatol-
ogy (a vital field using multiple techniques to study of interactions between climate 
and biological regions, spatially and temporarily); biological oceanography (which 
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Fig. 4.1 Supporting sciences of biogeography. (See also Campbell (2020)). Biogeography lends a 
spatiotemporal perspective to the biological sciences listed in the left column. All these more 
applied disciplines and subdisciplines are also supported by the basic sciences listed in the right 
column. Each of the sciences in the left column is related to each other, and biogeochemistry in the 
center is strongly interactive

is a more environmentally focused science than marine biology); biochemistry (the 
application of the chemistry techniques to the study of biological phenomena and 
processes) and biogeochemistry (the study of the chemical, physical, geological, 
and biological processes that link the physical and biological spheres of the earth). 
These hybrid disciplines (combining the techniques of one discipline with the sub-
ject matter of another) may uncover spatial and temporal differentiation and which 
is the core of biogeographical study (Campbell, 2020).

Biogeography has also expanded toward human geography and the more human 
centered sciences, as current knowledge increasing sees the role of human actions 
and consequent landcover change as factor for biogeographical change (Campbell 
& Jha, 2021). Topics in this vein include deforestation, savanna expansion, mixed 
landscape development, urbanization, human proximity studies, and the regional-
ization of conservation issues (Campbell, 2022a). Globalization, manifested by 
related networks, interconnections, and regionalism is related to ecological 
change. Research methods including geomatics have derived a space in these stud-
ies, abstracting spatial processes and variation, spatial statistics, and supportive ana-
lytic computer software as the backbone of cutting-edge biogeographical studies. 
Biogeography, unlike the other biological sciences, retains connections and 
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supports from human geography as part of the overall discipline of geography and 
obtains a methodological advantage, linking with new paradigms within the devel-
oping sciences of the New Ecology, Environmental Science and Environmental 
Studies, which justify their relevance on the truism that human action is increas-
ingly overtaking natural forces as factors for biogeographical ecological and bio-
geochemical change (Campbell, 2015).

 Links Between Biogeography and Ecology

Ecology is arguably the science with closest links to biogeography, these links 
including the biogeochemical flows and reservoirs that are essential for organisms 
and this micro and macro ecologies (Campbell, 2018). Biogeography and ecology 
have historically been and still are disciplines, with differences mostly based on the 
parameters of scale, time, and human action (Campbell, 2017, 2020). Jenkins and 
Ricklefs (2011: 2331) argue that “both biogeography and ecology seek to under-
stand the processes that determine patterns in nature but do so at different spatial 
and temporal scales. The two disciplines were not always so different and are 
recently converging again at regional spatial scales and broad temporal scales.” The 
difference may lie in the emphases in topics, as ecology firstly focuses on adaptive 
evolution, population processes, and abiotic and species interactions, which explain 
the coexistence of species in limited areas. Modern ecology also has a strong focus 
on experimentation and statistical models, and recently advances in computation, 
with most studies having restricted spatial scales and limited temporal extents 
(ibid.). Biogeography, by contrast has more focus on spatial relations. Particularly, 
biogeography examines evolutionary, climatic, and geological processes that may 
explain the distribution of biodiversity over the land and seas. Although biogeogra-
phy considered mostly descriptive, but recent advances in technology may incorpo-
rate phylogenetic (historical) information systems to attempt more advanced testing 
of hypotheses about the processes and networks (e.g., cladistic biogeography)” 
(ibid.) Jenkins and Ricklefs (2011: 2331) conclude that “as such, the two disciplines 
represent recently overlapping ends of a spatial-temporal gradient in our views of 
the natural world and how it works (Jenkins & Ricklefs, 2011: 2331). Both sciences 
relate common themes, as shown in the model diagrams (Fig. 4.1), derived from 
Campbell (2020).

Ecology may therefore emphasize narrower or smaller spatial contexts than bio-
geography. Ecological topics include linear, mechanistic change exemplified by 
“natural” vegetation, mechanistic succession, climatic and vegetation climaxes, 
succession, ecological equilibrium, and human-nature separation and associated 
links with animal ecology (Burrows, 1990; Pimm, 1991; Tallis, 1991; Tudge, 1991; 
Pickett et al., 1992; Beeby, 1993; Simmons, 1993; Campbell, 2017). Definitions of 
ecology may reflect this: “the scientific study of the processes influencing the distri-
bution and abundance of organisms, the interactions among organisms, and the 
interactions between organisms and the transformation and flux of energy and 
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matter” (Cary Institute of Ecosystem Studies, 2020); ecosystem issues (Odum, 
1971; Stock & Allsopp, 1992); and narrower topics such as microscale issues such 
as plant reproduction (Le Maitre & Midgley, 1992); plant/animal relationships 
(Johnson, 1992); organism competition (Campbell, 2022a) and plant structure and 
function (Campbell, 2020). New developments in ecology led to definitions and 
topics aware of the recent “nonequilibrium” hypotheses or “new” ecology, that 
emphasized more unpredictable, “chaotic” relations and changes, rather than linear, 
overgeneralization (Campbell, 2017, 2018). These include interrelationships within 
complex and unpredictable contexts, and chaotic fluctuations in environmental con-
texts (Campbell, 1998).

Biogeography ecological paradigm changes, but usually uses a more spatial 
approach to biological studies. Biogeographical studies also generally include the 
impacts of human action on the biosphere,  and the broader issues of history, vegeta-
tion form and associations, plant diversity and endemism and time regimes 
(Campbell, 2022a). Such differences may relate to the position of biogeography as 
both biological and geographical science, the geographical topics being location, 
spatial distribution and statistics, ecological variation, geographical information 
systems, and nature–society relations and more human-centered ecologies 
(Campbell, 2017, 2018). Therefore, an incisive definition of biogeography would be 
that of Encyclopædia Britannica (2020); “Biogeography, the study of the geographic 
distribution of plants, animals, and other forms of life. It is concerned not only with 
habitation patterns but also with the factors responsible for variations in 
distribution.”

Biogeography’s relationship with ecology attained greater complexity, partly 
because both biologists and geographers may study biogeography. Mueller- 
Hohenstein (2001) argues that “biogeography is a biological as well as a geographi-
cal discipline. Biologists prefer a more historical view and underline the importance 
of the evolution of species and communities. Geographers accentuate more the eco-
logical background of the distribution of plants and animals, including the manifold 
influences of man, and they underline the importance of scales in time and space. 
Both try to understand the distribution of patterns of organisms and biocenosis.” 
Geographical research tools, such as geomatics are usually included in biogeo-
graphical studies, and more recently ecological studies, which change animal and 
plant ecology to a more spatial view and transposition into zoogeography (mostly 
spatial animal ecology) and phytography (mostly spatial plant ecology), from the 
perspective of both biologists and geographers (Crisci et al., 2003; Campbell, 2017, 
2018, 2020; Katinas & Crisci, 2018).

Significant overlaps have developed between the work of biogeographers (both 
geographers and biologists) and ecologists (mostly biologists) due to these joint 
interests and duplication of research efforts (Campbell, 2017, 2018). Vitt and 
Caldwell (2014: 353) argued that “ecology, biogeography, and conservation biology 
are difficult topics to separate because of the integrated nature of each.” Jenkins and 
Ricklefs (2011, 2331) also noted that “both biogeography and ecology seek to 
understand the processes that determine patterns in nature but do so at different 
spatial and temporal scales” and “the two disciplines were not always so different 
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and are recently converging again at regional spatial scales and broad temporal 
scales” (Jenkins & Ricklefs (2011, 2331). An evaluation of the shared foci of bioge-
ography and ecology may be undertaken using the four common components of 
niche (an environmental context favored by a species), comparative ecology (a field 
comparing defined ecologies), macroecology (ecological relationships at large spa-
tial scales), community assembly (processes shaping the identity and abundance of 
species in ecological communities), and diversity (Campbell, 2018, 2020).

Tables 4.1, 4.2, 4.3, and 4.4 illustrate spatial, temporal, study units, and related 
biological processes (Jenkins & Ricklefs, 2011, see also Campbell, 2020). These 
compared parameters are dynamic and subject to change, as both biogeography and 
ecology are evolving. Jenkins and Ricklefs (2011, 2332–2333) describe changes in 
biogeography, which include increased focus on evolutionary, climatic and geologi-
cal processes as factors for biodiversity, and developments in phylogenetic (histori-
cal) information for hypothesis testing of phenomena such as processes in cladistic 
biogeography (the study of historical and evolutionary relationships between spe-
cies, using their particular distribution patterns), and GIS and remote sensing based 
techniques to study spatial patterns in biological diversity or macroecology 

Table 4.1 Biogeography and ecology: key approaches to spatial scales 

Attribute Biogeography (larger scale) Ecology (smaller scale)

Spatial 
scales

Global, e.g., range of all the 
species in an Order, Family, 
or Genus.
Regional, e.g., the range of 
the species through 
continental or subcontinental 
scales.

Regional, e.g., the range of the species through 
continental or subcontinental scales.
Local, e.g., town, patch or field sized studies, such as 
studies of parks.

Examples from 
biogeography journals

Examples from ecology journals

Guo et al., 2020. Activity 
niches outperform thermal 
physiological limits in 
predicting global ant 
distributions.
Weigelt et al. 2020.  
GIFT – A Global Inventory 
of Floras and Traits for 
macroecology and 
biogeography.
Biber et al., 2019. A 
comparison of 
macroecological and stacked 
species distribution models 
for ecological prediction

Zhang et al., 2020. Climate change-induced migration 
patterns and extinction risks of Theaceae species in 
China.
Krupa et al., 2020. Plant-animal interactions between 
carnivorous plants, sheet-web spiders, and ground- 
running spiders as guild predators in a wet meadow 
community. Sharma et al., 2020. Estimating 
occupancy of Chinese pangolin (Manis pentadactyla) 
in a protected and nonprotected area of Nepal.

Adapted from Jenkins and Ricklefs (2011), examples from Campbell (2015, 2017, 2018, 2020), 
Journal of Biogeography; Annual Review of Ecology, Evolution, and Systematics; Proceedings of 
the Royal Society B Biological Sciences, Nature Ecology and Evolution, Frontiers in Ecology and 
the Environment, Global Environmental Change and Global Ecology and Biogeography
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Table 4.2 Biogeography and ecology: key approaches to temporal scales 

Attribute Biogeography (larger scale) Ecology (smaller scale)

Temporal 
scales

Million years +, e.g., the extinction the 
mammal species of North America 
Thousand years +, e.g., the decline in 
mammal populations in Western 
Europe, human action, and habitat 
destruction.

Generation cycles: population cycles 
with a period of roughly one generation. 
Population cycles: For example, longer 
population cycles for larger mammals

Examples from biogeography journals Examples from ecology journals
Leone et al. 2020. Pliocene 
colonization of the Mediterranean by 
Great White Shark inferred from fossil 
records.
Marin & Hedges, 2016. Time best 
explains global variation in species 
richness of amphibians, birds and 
mammals.

Spagopoulou, 2020. Transgenerational 
maternal age effects in nature: Lessons 
from Asian elephants.
Lahdenperä et al., 2019. Capture from 
the wild has long-term costs on 
reproductive success in Asian elephants.

Sources: Adapted from Begon et al. (2006), Hartl and Clark (2007), Jenkins and Ricklefs (2011), 
Engler et al. (2015)

Table 4.3 Biogeography and ecology: key approaches to units of study 

Attribute Biogeography (larger scale) Ecology (smaller scale)

Units of 
study

Clade or a monophyletic group of 
organisms with a common ancestor.

Individuals, one member of a species, 
with variable or generalizable behavior.

Species, the largest group where opposite 
sexes can produce fertile offspring, 
interspecies differences

Populations, all organisms of one 
species, in a geographical area, 
interbreeding possible between any pair

Range, the geographical area in which a 
species can be found, which may have 
requirements for the species existence/ 
health

Communities, an assemblage of 
populations of different species, with 
intra- and interspecies competition, 
predation and mutualism.

Distribution, how the members of a 
species is arranged, within the range, 
usually dependent habitat features

Note: individuals, populations of each 
species are influenced by individuals, 
populations of other species.

Sources: Adapted from Begon et al. (2006), Hartl and Clark (2007), Jenkins and Ricklefs (2011), 
Campbell (2015), and Engler et al. (2015)

(Campbell, 2018). Changes in ecology include increased focus on “adaptive evolu-
tion, population processes, and abiotic and species interactions, to explain coexis-
tence of species in  local areas” (Jenkins & Ricklefs, 2011: 2332–2333). Both 
ecology and biogeography include experimentation, statistical models, and compu-
tation, but ecological studies have a strong focus on smaller case studies and shorter 
time periods (Campbell, 1998, 2017, 2018, 2020). Jenkins and Ricklefs (2011: 
2333) conclude that “the two disciplines represent recently overlapping ends of a 
spatiotemporal gradient in our views of the natural world and how it works.”

Biogeography and ecology also share integrative subdisciplines, such as ecologi-
cal biogeography, defined as the study of “the relationship between the ecology of 
clades and their distribution” (Heads, 2015: 456). Ecological biogeography looks at 
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Table 4.4 Biogeography and ecology: key approaches to processes of interest 

Attribute Biogeography (larger scale) Ecology (smaller scale)

Processes of 
interest

Speciation, the evolutionary process 
where populations evolve into 2+ 
species, by geographical separation.

Abiotic and biotic interactions, density, 
i.e., nonliving variables (temperature, 
wind, water, soil) and living organisms 
affecting species or individual density

Extinction, local (extirpation), wild 
land (still in zoos or domesticated) or 
functional (too few for breeding) total 
global extinction of a species

Abiotic and biotic interactions, 
distribution, i.e., nonliving variables 
(temperature, wind, water, soil) and 
living organisms

Range expansion or retraction, 
increase or reduction of species 
habitats, due to biological, physical or 
human factors.

Note: density refers to the number of 
individuals or species per unit area.

Sources: Adapted from Begon et al. (2006), Hartl and Clark (2007), Jenkins and Ricklefs (2011), 
Campbell (2015), and Engler et al. (2015)

geographical factors such as climate, as instruments for biological clade distribu-
tions, a vital area as “in many cases, species distribution models – ecological niche 
models – based on the current environment of a species (its environmental enve-
lope) fail to predict the actual distribution of the species” and may even “over- 
predict distributions” (Heads, 2015: 456). Ecological biogeography, by using wider 
patterns and larger case studies, may complement some ecological studies limited 
by a focus small, niche defined areas, which may present insufficient material for 
reliable generalization. Smaller case studies may lack sufficient evidence for map-
ping biogeographical and evolutionary processes, and links between local patterns 
and the wider, more generalized systems. Ecological biogeography, using both 
wider patterns and case studies, and the links between these, may function as an 
integrating discipline filling this gap of knowledge (Heads, 2015: 456).

 Links Between Biogeochemistry and Biogeography

The relationship between biogeochemistry and biogeography is complex, with the 
main link being the common, shared enterprise of global, spatialized environmental 
and ecological assessment (Campbell, 2018). For example, the Marin-Spiotta 
Biogeography and Biogeochemistry (BiogeoLab) Research Group (2022) defines 
the relationship between biogeography and biogeochemistry by their research inter-
ests, which are “how landscape disturbances due to changes in climate and land use 
alter the accumulation and loss of biomass and biologically active elements within 
and across ecosystem boundaries…” the “research draws from biogeochemistry, 
ecosystem ecology, soil science and biogeography… across different spatial scales: 
from microscopic interactions between organic matter and mineral surfaces in soils, 
to stand-level forest dynamics, to regional soil carbon inventories.”
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Krinner et al. (2005) also argue for the synthesis of biogeography and biochemi-
cal studies, referring to an emerging dynamic global vegetation model, which is 
designed as an extension of a pre-existing surface–vegetation–atmosphere transfer 
scheme that was included in a coupled ocean-atmosphere general circulation model. 
This global vegetation model is designed to simulate the main biosphere processes 
that create the global carbon cycle, defined as “photosynthesis, autotrophic and het-
erotrophic respiration of plants and in soils, fire, etc.” and “latent, sensible, and 
kinetic energy exchanges at the surface of soils and plants” (Krinner et al., 2005). 
The authors argue that there are two main axes of research: The first major axis 
relates to the impact of vegetation on land-atmosphere exchanges and consequently 
on climate, while the second major research axis focuses on the role of terrestrial 
vegetation in the global carbon cycle (Krinner et al., 2005). Krinner et al. (2005) 
contend that the two research axes are strongly as in general, the biogeographical 
models that determine vegetation distributions in response to climate change are 
also biogeochemical models that represent the continental sized carbon cycle (see 
also Cramer et  al., 2001). The second research axis concerns vegetation carbon 
sequestration and release for climate changes, and carbon sinks for some emissions 
of greenhouse gases (Fung et al., 2005; Krinner et al., 2005).

The importance of the relationship between vegetation systems (biogeography) 
and climate systems (biogeochemistry) is revealed in this study, as the authors argue 
for the emerging recognition of the vitality of land surface processes in the global 
climate system. The processes that engage with the terrestrial biosphere are very 
important because vegetation of the terrestrial biosphere covers most of the Earth’s 
land surface and the terrestrial biosphere has two main impacts on the global cli-
mate system. The first is that vegetation cover directly influences land-atmosphere 
heat, momentum, and moisture fluxes. Second, biospheric processes exert a strong 
control over atmospheric composition, especially on greenhouse gas concentrations 
on interannual and longer timescales” (Krinner et al., 2005). Knowledge of the bio-
spheric (biogeographic) processes on global and regional scales is required to effec-
tively analyze the global climate system (Krinner et al., 2005).

Krinner et al. (2005) promote a model that links vegetation and climate, a “new 
terrestrial biosphere model, called ORCHIDEE (ORganizing Carbon and Hydrology 
in Dynamic EcosystEms), which is a SVAT coupled to a biogeochemistry and a 
dynamic biogeography model. As such, it explicitly simulates the phenomena of the 
terrestrial carbon cycle that are linked to vegetation and soil decomposition pro-
cesses, but also changes in vegetation distributions in response to climate change as 
well as short-timescale interactions between the vegetated land surface and the 
atmosphere” (Krinner et  al., 2005; note that SVAT refers to surface–vegetation–
atmosphere transfer schemes, used to simulate exchanges of sensible, latent, and 
kinetic energy at the surface). ORCHIDEE is promoted as part of the new IPSL-CM4 
Atmosphere-Ocean-Vegetation coupled general circulation model (see Marti et al., 
2005). This model is described as “capable of simulating water, energy, and carbon 
exchanges and stocks on the continental surface in line with current best estimates, 
representing vegetation processes on both short (diurnal cycle) and long (multian-
nual) timescales, and vegetation-atmosphere exchanges on the local scale as well as 
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global mean vegetation characteristics (extent, morphological properties, carbon 
stocks, and fluxes)...The diurnal and seasonal dynamics of carbon fluxes are cor-
rectly represented by ORCHIDEE” (Krinner et al., 2005).

Melillo et al. (1995: 407) also present a comparative study of three biogeography 
models (BIOME2, Dynamic Global Phytogeography Model (DOLY), and Mapped 
Atmosphere-Plant Soil System (MAPSS)) and three biogeochemistry models 
(BIOME-BGC (BioGeochemistry Cycles), CENTURY, and Terrestrial Ecosystem 
Model (TEM)), with the case study of the contiguous United States (the 48 adjoin-
ing U.S. states and the Federal District of the United States of America, excluding 
Alaska and Hawaii). The simulations assumed contemporary conditions of atmo-
spheric CO2 and climate, and also assumptions of doubled CO2 and other climate 
scenarios. The findings of the study were that “for contemporary conditions, the 
biogeography models successfully simulate the geographic distribution of major 
vegetation types and have similar estimates of area for forests (42–46% of the con-
terminous United States), grasslands (17–27%), savannas (15–25%), and shrub-
lands (14–18%) (Melillo et  al., 1995: 407). For the “biogeochemistry models 
estimate similar continental-scale net primary production (NPP; 3125 to 3772 × 1012 
gC year−1) and total carbon storage (108 to 118 × 1015 gC) for contemporary condi-
tions” (Melillo et al., 1995: 407).

For the models of assumed doubled CO2 and the other climate scenarios, the 
three biogeography models exhibited gains and losses of total forest area depending 
on the scenario (ranging between 38% and 53% of the US area) (Melillo et  al., 
1995: 407). The authors noted that the only consistent expanded forest areas with all 
the three models (BIOME2, DOLY, and MAPSS) were in the GFDL scenario 
because of significant increases in precipitation. The forest losses were from the 
MAPSS model, which lost forest area under UKMO, and DOLY which lost under 
OSU, and BIOME2 under both UKMO and OSU. The authors argue that the varia-
tions in the forest area estimates were due to the different sensitivities to increases 
in temperature and CO2, by the hydrologic cycles of the biogeography models. 
There was little difference between the biogeography models when both climate 
change and elevated CO2 concentrations were incorporated. Melillo et al. (1995: 
407) record that “for these scenarios, the NPP estimated by the biogeochemistry 
models increases between 2% (BIOME-BGC with UKMO climate) and 35% (TEM 
with UKMO climate). Changes in total carbon storage range from losses of 33% 
(BIOME-BGC with UKMO climate) to gains of 16% (TEM with OSU climate). 
The CENTURY responses of NPP and carbon storage are positive and intermediate 
to the responses of BIOME-BGC and TEM.”

Additionally, carbon cycle responses varied because the hydrologic and nitrogen 
cycles of the different biogeochemistry models had different sensitivities to increases 
in temperature and CO2. The biogeochemistry models were run with the vegetation 
distributions of the biogeography models, and the findings suggested “NPP ranges 
from no response (BIOME-BGC with all three biogeography model vegetations for 
UKMO climate) to increases of 40% (TEM with MAPSS vegetation for OSU cli-
mate)” (Melillo et al. (1995: 407). The total carbon storage response also ranged 
from a decrease of 39% (BIOME-BGC with MAPSS vegetation for UKMO 
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climate) to an increase of 32% (TEM with MAPSS vegetation for OSU and GFDL 
climates). It is noted that the dominant cause of the UKMO responses of BIOME- 
BGC with MAPSS vegetation were decreases in forested areas and temperature- 
induced water stress. However, the OSU and GFDL responses of TEM with MAPSS 
vegetations were mostly caused by increased forest cover and nitrogen cycling 
enhanced by temperature (Melillo et al., 1995: 407).

 Global Biomes and Carbon Sinks

The division of the terrestrial surface of the Earth into ecological regions is a major 
aspect of both biogeography (defining contributing factors for the distribution of 
life, including zoogeography and phytogeography) and biogeochemistry (defining 
the factors for the global chemical cycling) (Campbell, 2015). Olson et al. (2001) 
introduce this topic, describing the Terrestrial Ecoregions of the World (TEOW) 
classification as a “biogeographic regionalization of the Earth’s terrestrial biodiver-
sity,” with the biogeographic units as ecoregions, which are defined as “relatively 
large units of land or water containing a distinct assemblage of natural communities 
sharing a large majority of species, dynamics, and environmental conditions.” The 
classification included 867 terrestrial ecoregions, classified into 14 different biomes, 
with variable coverage of vegetation types such as forests, grasslands, or deserts. 
Such ecoregions “represent the original distribution of distinct assemblages of spe-
cies and communities” (Olson et al., 2001). The World Wildlife Fund (2006) defines 
an ecoregion as “a relatively large area of land or water that contains a geographi-
cally distinct assemblage of natural communities. These communities share a large 
majority of their species, dynamics, and environmental conditions.” Olson et  al. 
(2001) further note that “ecoregions are nested within two higher-order classifica-
tions: biomes (14) and biogeographic realms (8). Together, these nested classifica-
tion levels provide a framework for comparison among units and the identification 
of representative habitats and species assemblages.” Olson et al. (2001) conclude 
that ecoregions are increasingly used by stakeholders as models for the analysis of 
biodiversity patterns, and the assessment of conservation management. The ecologi-
cal characteristics of these biomes are listed in Table 4.5.

The National Geographic Society (2022) defines “Five Major Types of Biomes,” 
where “a biome is a large area characterized by its vegetation, soil, climate, and 
wildlife” or a “a large community of vegetation and wildlife adapted to a specific 
climate.” There are five major types of biomes: aquatic, grassland, forest, desert, 
and tundra, though some of these biomes can be further divided into more specific 
categories, such as freshwater, marine, savanna, tropical rainforest, temperate rain-
forest, and taiga.” According to Beaumont and Duursma (2012), the 14 biomes are 
Tropical/Subtropical Moist Broadleaf Forest; Tropical/Subtropical Dry Broadleaf 
Forest; Tropical/Subtropical Coniferous Forest; Temperate Broadleaf and Mixed 
Forest; Temperate Coniferous Forest; Boreal Forest/Taiga; Tropical/Subtropical 
Grassland, Savanna and Shrubland; Temperate Grassland, Savanna and Shrubland; 
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Table 4.5 Biomes and their attributes

Biome designation Vegetation
Precipitation (mm/
year)

Temp. 
(°C)

Tropical/Subtropical Moist 
Broadleaf Forest

Trees, high diversity, closed 
canopy

2000 32

Tropical/Subtropical Dry 
Broadleaf Forest

Trees, high diversity, 
semiclosed canopy

200–2000 >17

Tropical/Subtropical 
Coniferous Forest

Coniferous-evergreen trees, 
variable density

720–1500 18–25

Temperate Broadleaf and 
Mixed Forest

Closed/semi closed canopy 600–1500 3–23

Temperate Coniferous Forest Coniferous-evergreen trees, 
variable density

300–900 10–40

Boreal Forest/Taiga Conifers, deciduous, canopy, 
open woods

200–750 9–10

Tropical/Subtropical Grass, 
Savanna, Shrubs

Mixed trees, shrubs, and 
grasses

900–1500 20–30

Temperate Grassland, 
Savanna, Shrubland

Grass, mixed grass/shrubs/trees 300–900 3–25

Flooded Grassland and 
Savanna

Grassland seasonally or 
permanently flooded

400–450 3–30

Montane Grassland and 
Shrubland

Grass or shrub dominants 
higher elevations

500–3000 <5

Tundra Shrubs, sedges, grasses, 
mosses, lichens

150–250 10–28

Mediterranean Forest, 
Woodland, Shrubland

Small trees, shrubs, scrubland 726 16.3

Desert and Xeric Shrubland Open land, no canopy <200 >40–<40
Mangrove Variable, season canopy 1500 20–35

Sources: Murphy and Lugo (1986), Oliver (2008), Quinn (2008), Beaumont and Duursma (2012), 
Higuera et  al. (2011), Sheppard, 2013, Sampson and Hamilton (2014), Campbell (2015, 2017, 
2018, 2022a, b, c), Sternberg et al. (2015), Faber-Langendoen et al. (2016), Wilson (2016), Filho 
(2017), Kucuksezgin et  al., 2019, Berlanga-Robles and Ruiz-Luna (2020), Earth Observatory 
(2022), Petruzzello (2022), and University of Arizona (2022)

Flooded Grassland and Savanna; Montane Grassland and Shrubland; Tundra; 
Mediterranean Forest, Woodland and Shrubland; Desert and Xeric Shrubland; and 
Mangrove. There are also seven biogeographic realms, which are Nearctic, 
Neotropic, Palearctic, Afrotropic, Indo-Malaya, Australasia, and Oceania. The eco-
logical characteristics of these biomes are listed in Table 4.5.

All the above vegetation types trend from dense, wet forest through light dry for-
est, savanna, grassland semi desert, tundra, and desert. Due to human action, many 
such vegetation types are no longer pure, but are patch dynamic (Campbell, 1998) 
or are composed of modified seminatural vegetation, sometimes mixed with agri-
cultural or other human dominated landcover (Campbell, 2017, 2018). Nevertheless, 
all these biogeographical regions and vegetation types, including transitional eco-
systems may be relevant to global biogeochemistry (Campbell, 2020). As observed 
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by Baudena (2015: 1833), “The forest, savanna, and grassland biomes, and the tran-
sitions between them, are expected to undergo major changes in the future due to 
global climate change.” Additionally, “tropical grassy biomes (TGBs) are now 
changing rapidly through high rates of land clearance, increasing land-use intensity, 
woody encroachment and disruption of the disturbance regimes that maintain eco-
system function” and both forests and tropical grassy biomes are “subject to a com-
plex set of pressures as a result of human actions” (Lehmann & Parr, 2016) as are 
temperate grasslands (Van Oijen et  al., 2020) and temperate forests (Ohte & 
Tokuchi, 2011).

 Forest Vegetation and Biogeochemistry

Forest vegetation here refers to the forest classifications in Table  4.5, namely: 
Tropical/Subtropical Moist Broadleaf Forest; Tropical/Subtropical Dry Broadleaf 
Forest; Tropical/Subtropical Coniferous Forest; Temperate Broadleaf and Mixed 
Forest; Temperate Coniferous Forest; and Boreal Forest/Taiga. Mangrove is also 
included (Beaumont & Duursma, 2012). The main distinguishing characteristic of 
forest vegetation is tree stands of varying density and height, from very dense stands 
with a closed canopy where light may not reach the ground underneath, to less 
dense tree stands with varyingly sized breaks in the canopy, where shade intolerant 
vegetation (grasses and/or shrubs) may grow (Campbell, 1998, 2017, 2018). Dense 
forest stands may be composed of up to four layers: the emergent, canopy, under-
story, and forest floor layers. The emergent layer is composed of emergents, which 
are a few very tall trees growing above the canopy; the canopy, which is a mass of 
connected tree crowns of roughly similar height; the understory composed of 
smaller, shrub-sized plants between the canopy and the forest floor; and plants (usu-
ally shade tolerant) on the forest floor (Campbell, 2020).

In regard to biogeochemistry and biogeography, the tropical forest is one of the 
most important regions (Campbell, 2018; Campbell & Jha, 2021). For example, 
Reed et  al. (2016) note that “tropical forests represent one of the planet’s most 
active biogeochemical engines. They account for the dominant proportion of Earth’s 
live terrestrial plant biomass, nearly one-third of all soil carbon, and exchange more 
CO2 with the atmosphere than any other biome. In the coming decades, the tropics 
will experience extraordinary changes in temperature, and our understanding of 
how this warming will affect biogeochemical cycling remains notably poor.” The 
authors also argue that the lack of understanding of the large quantities of carbon 
that passes through tropical forests is important for the future of the Earth’s climate 
(Reed et al., 2016).

Natural Resources Canada (2022) points out that forests can perform as either 
carbon sources or carbon sinks. A forest is a carbon source if it releases more carbon 
than it absorbs. This forest carbon is released from burning or decaying dead (from 
age, fire, insect attack) trees. A forest is a carbon sink if it absorbs more carbon than 
it releases, with carbon being absorbed from the atmosphere through 
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photosynthesis, and being deposited in forest biomass and dead organic matter 
(trunks, branches, roots and leaves, and dead litter and wood). This process of car-
bon absorption and deposition is termed carbon sequestration (Natural Resources 
Canada, 2022). Harris and Gibbs (2021) state that the global forest stands emitted 
an average of 8.1 billion metric tonnes of carbon dioxide into the atmosphere annu-
ally, and absorbed 16 billion metric tonnes of CO2 annually, with tropical rainforests 
(the South American Amazon, the African Congo River basin, and the Southeast 
Asian forests) sequestering carbon more carbon than the temperate or boreal forests 
and being the most important ecosystems affecting climate change (Harris & 
Gibbs, 2021).

For temperate or boreal forests, although held to sequester less carbon from the 
atmosphere than tropical forests, carbon cycling is important (Lorenz & Lal, 2010). 
For example, in temperate forests including broad-leaved deciduous, broad-leaved 
evergreen, coniferous, and mixed stands, the “total ecosystem C pool in biomes and 
soils of temperate forest is equivalent to, and sometimes even more, than that of the 
tropical rainforest ecosystems” (Lal & Lorenz, 2012: 187). Lal and Lorenz (2012: 
187) note that the soils of the temperate forests also play a role in this status: The 
main soils of the temperate forests are Alfisols, Inceptisols, Mollisols, Spodosols, 
and Ultisols, which are usually fertile soils with a high soil organic C (SOC) pool. 
Typical temperate forest soils frequently contain over 100 Mg C ha−1 in the soil 
profile, but the authors note that there must be more research achieve understanding 
of the processes for the sequestering of carbon in soils and vegetation of temperate 
forests, and the development of methods to measure, monitor, and verify the carbon 
pool changes over the short term of a few years (Lal & Lorenz, 2012: 187).

The Mediterranean wooded ecosystems (forest, woodland, shrubland), are com-
posed of vegetation of varied density, from forests to woodlands, savannas, shrub-
lands, and grasslands, and stands of mixed vegetation. The forest is mostly oak, 
pines and Sclerophyll (hard leaved) trees such as olives adapted to dry weather 
(Gil-Tena et al., 2016). For the forests of this biome (for the shrubland, see the next 
section on savanna, etc.) there is incisive research detailing the role of the ecosys-
tems in carbon biogeochemistry. For example, Chiesi et al. (2010: 850) applied a 
simulation model based on use of the BIOME-BGC model to yield estimates of 
carbon fluxes and pools in Tuscany forests of central Italy. This simulation assessed 
the impact of realistic climate changes (+2 °C and increased CO2 levels on forest 
carbon processes including gross primary production (GPP), net primary produc-
tion (NPP), and related issues. The findings indicated the temperature change tended 
to hinder production and allocation processes, which were enhanced by the increased 
CO2 concentrations. The combination of the two factors leads to an increase in veg-
etation carbon, little change in soil carbon, and an increase in GPP and NPP, that is 
higher for deciduous oaks and chestnut trees (Chiesi et al., 2010: 850).

In another study of Mediterranean forests, Manca et  al. (2009) examined the 
status of the Mediterranean forest ecosystem (Pinus pinaster, L.) in San Rossore, 
Pisa, Italy, as a CO2 sink. The values considered included Net Ecosystem Exchange 
NEE, to estimate the Ecosystem Respiration (Reco) and the Gross Ecosystem 
Productivity (GEP), which represents the photosynthetic uptake of CO2 without 
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respiratory losses. The ecosystem showed reductions of carbon uptake during the 
hot, dry summers, when trees close stomata to avoid water losses. Carbon uptake is 
mostly the result of a reduction of photosynthesis, while ecosystem respiration 
experiences a lower decrease. The authors cite the wet summer 2003 as “an extreme 
example of this pattern” (the forest reaction to the wet summer of 2002, when rain-
fall was 506 mm, 300 mm above the 1999–2007 level), and the high winter tempera-
ture of 2007 as another example. For the summer of 2002, GEP and Reco were 
above average, and GEP had the higher increase. For the winter of 2007 (3 °C above 
the average for 1999–2007), there was an increase of ecosystem respiration, which 
was not balanced by the little increase of GEP (Manca et al., 2009).

Mangrove forests are also important for carbon biogeochemistry (Alongi, 2014; 
Soper et al., 2019). For example, Alongi (2014: 195) points out that “mangroves… 
are highly productive ecosystems with rates of primary production equal to those of 
tropical humid evergreen forests and coral reefs. Although mangroves occupy only 
0.5% of the global coastal area, they contribute 10 to 15% (24 Tg C y(−1)) to 
coastal sediment carbon storage and export 10 to 11% of the particulate terrestrial 
carbon to the ocean.” This excess contribution to carbon sequestration is seen as 
advantageous for conservation and restoration and contributing to possibilities for 
the amelioration of greenhouse gas emissions. Given their above average contribu-
tion to carbon sequestration, it is argued that a key problem is the potential carbon 
losses to deforestation, which may be greater  than the rates of carbon storage 
(Alongi, 2014: 195).

In addition to the role of mangrove forests in carbon cycling, such vegetation 
also plays a crucial role in climate change adaptation and protecting coastline eleva-
tions and coastal infrastructure from ocean level rise and storm impacts (Soper 
et al., 2019: 4315). Arguing that “determining the efficacy of mangroves in achiev-
ing climate goals can be complicated by the difficulty in quantifying C inputs (i.e., 
differentiating newer inputs from younger trees from older residual C pools), and 
mitigation assessments rarely consider potential offsets to CO2 storage by methane 
(CH4) production in mangrove sediments” Soper et al. (2019: 4315) present a case 
study of nonnative Red mangrove (Rhizophora mangle L.) along Hawaiian coast-
lines over the last century. The study “quantified total ecosystem C storage, sedi-
mentation, accretion, sediment organic C burial and CH4 emissions from ~70 year 
old R. mangle stands and adjacent uninvaded mudflats” (Soper et al., 2019: 4315).

The findings indicated that the ecosystem carbon stocks of the mangrove stands 
exceeded those of mudflats and mangrove stands increased the average coastal 
accretion (accumulation of sediments). Additionally, the sediment organic carbon 
burial increased markedly, to twice the global average for old growth mangrove 
forests. This important finding suggests that carbon accumulation from younger 
trees may be more rapid than indicated by previous studies, which may be relevant 
for mangrove restoration. The simulations also indicated that increased CH4 emis-
sions from sediments only minimally offset ecosystem CO2 storage (2–4%, which 
would be 30–60 Mg CO2 -eq/ha over mangrove lifetime). The authors conclude that 
the “results highlight the importance of mangroves as novel systems that can rapidly 
accumulate C, have a net positive atmospheric greenhouse gas removal effect, and 
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support shoreline accretion rates that outpace current sea level rise” and the seques-
tration potential of novel mangrove forests should be considered mangrove forest 
removal is contemplated, considering climate issues (Soper et al., 2019: 4315).

Donato et al. (2012: 89) present a similar study, justified by the lack of knowl-
edge of forest carbon stocks, especially for tropical islands and coastal areas where 
climate change impacts may be severe. This study “presents the first field estimate 
of island-wide carbon storage in ecosystems of Oceania, with special attention to 
the regional role of coastal mangroves, which occur on islands and coastal zones 
throughout the tropics” (Donato et al., 2012: 89). The methodology was based on 
samples of the above- and below-ground carbon pools (both soil and vegetation) 
within the three major vegetation structural types: mangroves, upland forests, and 
open, sometimes forest-derived savannas. The findings indicated that “mangroves 
contained by far the largest per-hectare C pools… with deep organic-rich soils alone 
storing more C… than all pools combined in upland systems. Despite covering just 
12–13% of land area, mangroves accounted for 24–34% of total island C stocks” 
(Donato et al., 2012: 89). Additionally, comparing savannas and forests, the authors 
found that the savannas had lower C stocks than upland forests, “suggesting that 
reforesting savannas where appropriate has high potential for carbon-based funding 
to aid restoration objectives” (Donato et al., 2012: 89). These findings indicated the 
crucial role of mangroves for carbon storage in island and coastal areas and justified 
the sustainable management of mangrove forests for climate change issues (Donato 
et al., 2012: 89).

A similar study was presented by Cameron et al. (2019: 419), who maintain that 
despite mangrove forests being “extremely productive, with rates of growth rivaling 
some terrestrial tropical rainforests” the current knowledge of the processes “under-
pinning carbon exchange with the atmosphere and near shore waters, the allocation 
of carbon in mangroves, and fluxes of non-CO2 greenhouse gases (GHGs) are lim-
ited to a handful of studies. This constrains the scientific basis from which to advo-
cate for greater support for and investment in mangrove restoration and conservation.” 
Their study was based on two high and low productivity systems on the island of 
Sulawesi, Indonesia, which were compared with established mangroves, to provide 
a “holistic synthesis of the net potential GHG mitigation benefits resulting from 
rehabilitating mangroves and established forests” (Cameron et al., 2019: 419). The 
study presents a carbon budget, allocation, and pathways model, with the inputs 
being carbon sequestration, and the outputs being GHG emissions of CO2, N2O, and 
CH4, for estimation of Net Ecosystem Production (NEP) and Net Ecosystem Carbon 
Balance (NECB). The findings indicated that some of the high production systems 
represented significant carbon sinks. The authors contended that if Net Ecosystem 
Production from mangrove-allied primary producer communities (e.g., benthic 
algae) and the portion of dissolved inorganic carbon exported from mangroves 
(EXDIC) drives overall removals upward in established forests, and as these values 
are higher than those of terrestrial forests, there is a strong argument for more man-
grove restoration (Cameron et al., 2019: 419).

A study by Charles et al. (2020) looked at changing mangrove cover on coasts, 
as “coastal wetlands are globally important carbon sinks, yet the effects of shifts in 
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mangrove cover on organic-carbon (OC) storage remains uncertain” and “despite 
overall global declines, mangroves are expanding into and within many subtropical 
wetlands, leading to heterogeneous cover of marsh-mangrove coastal vegetation 
communities near the poleward edge of mangroves’ ranges.” The case study was of 
Black mangrove (Avicennia germinans, L.) or marsh vegetation in patches along a 
gradient in mangrove cover from zero cover to 100% cover, with measurements of 
changes in organic-carbon stocks and fluxes. Within the patches, the above- and 
below-ground biomass organic-carbon was measured at 61% greater for mangroves 
than for the recolonized marshes, and the soil organic-carbon under mangrove veg-
etation was 30% greater than the vegetation under marsh vegetation. The above- and 
below-ground biomass increased linearly at the plot scale, while the soil organic 
carbon was much more variable, with no correlation with mangrove cover (Charles 
et al., 2020).

Charles et  al. (2020) found that: after 11  months, the surface organic carbon 
accretion was negatively related to plot-scale mangrove cover after a high-wrack 
deposition period (wrack refers to a coastal feature where organic and other debris 
is deposited at high tide); after 22 months, accretion was 54% higher in mangrove 
patches, with no link to plot-scale mangrove cover; for marsh plants (saltwort or 
beachwort, Batis maritima L.) leaf and root litter, breakdown rates were 1000% and 
35% faster than mangrove leaf and root litter. Other findings were that mangrove 
cover “enhanced OC storage by increasing biomass, creating more recalcitrant 
organic matter and reducing k on the soil surface by altering microclimate, despite 
increasing wood k below-ground and decreasing allochthonous OC subsidies” 
(Charles et al., 2020). The authors conclude that the “results illustrate the impor-
tance of mangroves in maintaining coastal OC storage, but also indicate that the 
impacts of vegetation change on OC storage may vary based on ecosystem condi-
tions, organic-matter sources, and the relative spatiotemporal scales of mangrove 
vegetation change” (Charles et al., 2020).

 Savanna/Grassland Vegetation and Biogeochemistry

Savanna vegetation here refers to the savanna, grassland, and desert classifications 
of the global biomes, namely: Tropical/Subtropical Grassland, Savanna and 
Shrubland; Temperate Grassland, Savanna and Shrubland; Flooded Grassland and 
Savanna; Montane Grassland and Shrubland; Tundra; Mediterranean Forest, 
Woodland and Shrubland; Xeric Shrubland; and Desert (Beaumont & Duursma, 
2012). Grassland (also termed the prairie or steppe) and shrubland (sometimes 
defined as similar or equivalent to scrubland) are easily defined, as land where the 
vegetation is dominated by either grasses or shrubs (Campbell, 1998). Savanna is 
more difficult to define, as its details are frequently disputed (Campbell, 1998). 
Savanna vegetation may vary in the relative proportions of trees, shrubs, and grasses, 
due to human and natural factors elements (Campbell, 2017, 2018). Scholes and 
Walker (1993: 3) argue that for the term savanna, “the central concept – a tropical 
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mixed tree-grass community – is widely accepted, but the delimitation of the bound-
aries has always been a problem” (Scholes & Walker, 1993). Savanna may thus 
define a “continuum of vegetation types which have trees and grasses as their main 
constituents,” although “at the extremes, the distinction between savannas and 
woodlands is unavoidably arbitrary” (Scholes & Walker, 1993). Their definition is 
therefore a “tropical vegetation type in which ecological processes, such as primary 
production, hydrology, and nutrient cycling, are strongly influenced by both woody 
plants and grasses, and only weakly influenced by plants of other growth forms” 
(Scholes & Walker, 1993: 4).

Savanna may occur in a broad range of climatic types, with average annual rain-
fall ranging from 250 to 2000 mm, approximately between semidesert and dry for-
est (Campbell, 1998, 2017). For example, in Africa, the driest savanna Sahel or 
Sahelian savanna, which transitions from the Sahara Desert, followed by the wetter 
Sudan or Sudanian savanna, which in its turn transitions into the wetter Guinea 
savanna (sometimes defined as derived savanna), which also merges with dry forest 
(Campbell, 1998). These grades, roughly from the drier north to the wetter south, 
are characterized by increasing trees southward (Campbell, 1998). The temperate 
grasslands, savannas and shrublands cover parts of North (e.g., the Prairies) and 
South America (e.g., the Pampas and Llanos), and Eurasia (e.g., the Steppe) 
(Campbell, 2017, 2018).

Desert occurs in areas with lower rainfall than the driest savannas and grasslands 
and may consequently be partially or totally devoid of vegetation. Commonly, xeric 
grassland, which is composed of small grass clumps, may be a transition zone 
between desert and dry savanna/grassland (Campbell, 2017). Deserts may be natu-
ral, due to lack of rainfall (for example, land in rain shadow areas behind moun-
tains) of human influenced due to continual removal of vegetation through livestock 
grazing or crop cultivation in a dry zone, which may convert dry savanna/grassland 
to desert (Campbell, 1998). Definitions of deserts and desertification vary: Geist 
(2005) argues that a widely accepted definition is that of the Princeton University 
Dictionary which defines it as “the process of fertile land transforming into desert 
typically as a result of deforestation, drought or improper/inappropriate agricul-
ture.” Geist and Lambin (2004: 817) point to the definition of the desertification by 
the Convention to Combat Desertification: “land degradation in arid, semiarid and 
dry subhumid areas resulting from various factors, including climatic variations and 
human activities’ (see United Nations Environment Programme UNEP, 1994).

Research on deserts and desertification owes much work to attempts to define 
and understand the Sahara Desert (Mortimore, 1989). Desertification as a human 
constructed process has been described as the final stage of deforestation, the end 
result of a transition passing through the stages of dry forest, savanna woodland, 
tree savanna, grassland (also termed steppe in Europe and prairie in the United 
States) (Campbell, 1998). Geist and Lambin (2004) listed factors for desertification, 
including agricultural activities (nomadic/extensive grazing, intensive production), 
crop production (annuals, perennials); infrastructure extension (watering/irrigation, 
hydrotechnical installations, dams, canals, boreholes, etc.); transport (roads); human 
settlements; industrial developments (oil, gas, mining, quarrying); wood extraction 
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and related activities (fuelwood or pole wood cutting), digging and collection of 
plant products) and human population issues (migration, natural increment) (Geist 
& Lambin, 2004: 819).

Savanna and grassland are important for the global ecosystem due to their areal 
extent (Campbell, 1998). For example, Scurlock and Hall (1998: 229) describe 
grasslands as among the most widespread, global vegetation types, covering nearly 
20% of the Earth’s land surface or 15 million km2 in the tropics (as much as tropical 
forests) and a further 9 million km2 in temperate regions (Scurlock & Hall (1998: 
229). In terms of biogeochemistry, the role of savannas in for example carbon 
cycling is disputed, as interactions between climate change and grassland biogeo-
chemistry by the end of the twentieth century, savanna ecosystems were less studied 
than forests (Scurlock & Hall, 1998: 229). Scurlock and Hall (1998: 229–233) also 
cite recent studies suggesting that tropical grasslands and savannas contribute more 
to the “missing sink” than was previously understood, possibly around 0.5 Pg (5 0.5 
Gt) carbon annually: hence, “tropical and temperate natural grasslands play a sig-
nificant but poorly recognized role in the global carbon cycle,” and “their carbon 
fluxes may have been previously underestimated, especially in the tropics” (Scurlock 
& Hall, 1998: 229–233). Additionally, “grassland soil carbon stocks amount to at 
least 10% of the global total but other sources estimate up to 30% of world soil 
carbon” (Scurlock & Hall, 1998: 229; see also Anderson, 1991; Eswaran et al., 1993).

More recent sources also point to the neglect of the biogeochemical role of 
savanna vegetation (Campbell, 2017). For example, Zhou et al., 2022: 445) argue 
that although savannas cover 20% of the Earth’s land surface, contribute over 30% 
of the terrestrial net primary production, and 75% of global area burned, and over 
50% of global fire-driven carbon emissions, there is lack of details of the whole- 
ecosystem carbon storage for savannas, especially for those savannas under altered 
fire regimes. Using a case study of the African savanna, the findings of their study 
indicated that “fire suppression increased whole-ecosystem carbon storage by only 
35.4 ± 12% (mean ± standard error), even though tree cover increased by 78.9 ± 
29.3%, corresponding to total gains of 23.0 ± 6.1 Mg C ha−1 at an average of about 
0.35 ± 0.09 Mg C ha−1 year−1, more than an order of magnitude lower than previ-
ously assumed.” It was also noted that savannas under frequent burning had large 
amounts of below-ground carbon, mostly in biomass and deeper soils, and that these 
subterranean carbon reservoirs “are not fully considered in afforestation or fire- 
suppression schemes but may mean that the decadal sequestration potential of 
savannas is negligible, especially weighed against concomitant losses of biodiver-
sity and function” (Zhou et al., 2022: 445).

Williams et al. (2007) also discuss African savanna biogeochemistry in respect 
of carbon cycling, noting that Africa’s primary net carbon release is land conver-
sion, mostly through burning of forests, and these fires may return carbon to the 
atmosphere within several types of compounds, some of which may be chemically 
or radiatively active (e.g., methane, carbon monoxide, and aerosols), and may even 
be forerunners to radiatively active gases (e.g., ozone precursors)” (Williams et al., 
2007; see also Crutzen & Andreae, 1990; Scholes & Andreae, 2000). Savanna fire 
emissions are large, but mostly short-term episodes offset by the following regrowth. 
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The contribution of savanna carbon fluctuations is mostly from savanna fire emis-
sions, and Africa’s carbon emissions and their interannual variability are likely to 
undergo substantial increases through the twenty-first century, due to the large car-
bon stocks, high vulnerability to climate and land use change, and increasing human 
populations and industrialization. Williams et al. (2007) maintain that carbon emis-
sions in savanna fires are shorter-term carbon losses than forest fires, because the 
main combustible fuel is dead herbaceous vegetation, which may be only one or two 
years of growth, and hence, savanna fires may result in faster cycling of biomass 
carbon rather than net emissions. Where carbon emissions from savanna fires may 
be balanced over the long-term by growth in later years, the fires create intensive 
and small-scale contributions of carbon into the atmosphere, which can shift the 
seasonal or interannual distribution of CO2 releases” (Williams et al., 2007).

Soils in temperate savanna may also contribute to carbon cycling through black 
carbon (BC) (Dai et al., 2005; Ansley et al., 2006). Liu et al. (2016, 1) define black 
carbon as “a continuum of incomplete combustion products of vegetation and fossil 
fuels” which “can be used as a proxy for wildfires and paleovegetation reconstruc-
tion.” Dai et al. (2005: 1879) point out that “black carbon (BC) or charcoal is thought 
to represent an important component of the carbon cycle but has seldom been quan-
tified in soils” and use a case study of a temperate mixed-grass savanna in the south-
ern Great Plains using benzenecarboxylic acids as molecular markers for BC. The 
soil samples were collected from summer and winter fires, with the black carbon 
concentrations ranging from “50 to 130 g BC kg−1 of soil organic carbon (SOC), or 
from 0.55 to 1.07 g BC kg−1 of whole soil in this mixed grass savanna” (Dai et al., 
2005: 1879). The findings indicated that the BC contribution to SOC increased sig-
nificantly with soil depth (P < 0.05), and repeated fires increased BC slightly in 
comparison with the unburned controls. The effects of repeated fires on BC were 
not statistically significant in studied mixed-grass savanna. Dai et al. (2005: 1879) 
conclude that the findings reveal estimates of BC concentrations for uncultivated 
mixed-grass savanna, and also show that a few fires will have minimal impacts on 
the size of the soil BC pool in the studied ecosystem type and region.

Bork and Badiou (2017) also researched the importance of temperate grasslands 
in the global carbon cycle, recording that grasslands cover between 25% and 40% 
of the earth’s land surface and may include as much as 30% of the Earth’s soil 
organic carbon stocks. Additionally, the temperate grasslands of the world comprise 
an estimated 9.0–12.5 million km2 or 7.0–9.7% of the Earth’s land area and are 
extremely “diverse and productive terrestrial biomes” (see also Henwood, 1998; 
World Resources Institute (WRI), 2000; White et  al., 2000; Braun et  al., 2013; 
Hewins et al., 2015; Wang et al., 2014). Bork and Badiou (2017:8) conclude that 
temperate grasslands are key players in the global carbon cycle because of their high 
productivity rates, high carbon sequestration rates and broad geographical ranges. 
The authors however note that there can be significant losses of soil organic carbon 
due to the conversion or degradation of wetland ecosystems, which can result in 
these ecosystems converting to net radiative sources. Conversely, significant devel-
opments for carbon sequestration can result from the conversion of marginal crop-
lands to grasslands and the management of grasslands/grazing lands (note: “Carbon 
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sequestration is the process of capturing and storing atmospheric carbon dioxide,” 
see United States Geological Survey, 2023).

Flooded grasslands and savannas are also important for global carbon change 
(Fidelis et al., 2013; Joyce et al., 2016). This study examined “above- and below- 
ground biomass and carbon dynamics in Brazilian Cerrado wet grasslands,” with 
the main question being the importance of the Brazilian tropical wet grasslands as 
carbon sinks, and possible roles of fire frequency and season in affecting biomass 
and carbon allocation in Brazilian wet grasslands (Fidelis et al., 2013). In this study, 
the biomass was classified into two groups: “above-ground graminoids, forbs and 
dead matter, and below-ground roots and other below-ground organs” (Fidelis et al., 
2013: 356). The findings indicated that over 40% of the biomass and carbon stocks 
were located below-ground, mostly in roots, but a high proportion of dead biomass 
was found above-ground, which the authors ascribe to possible low decomposition 
rates and annual accumulation. It was also argued that despite the lack of water 
stress in the studied type of grasslands, there was significant evidence of “resource 
re-allocation from below-ground organs to the above-ground biomass in the rainy 
season” (Fidelis et al., 2013: 356). The authors concluded that there was more dead 
biomass in the rainy season, perhaps the result of low decomposition rates, which 
may increase fire risk during the later dry season. Importantly, “these tropical wet 
grasslands stored high amounts of carbon… mostly in the roots. Thus, policymakers 
should consider tropical grasslands as potential carbon stocks since they are one of 
the most threatened and unprotected ecosystems in Brazil” (Fidelis et al., 2013: 356).

Montane grasslands and savannas are another important carbon sink (Rogger 
et al., 2022). For example, Knowles et al. (2020) conducted a study of “sky islands” 
“which are characteristic of sequential mountain-valley terrain where mountains 
form an island archipelago rising from surrounding valleys of desert sea.” In the 
case study of mixed evergreen conifer forests on the Madrean sky islands of the 
southwestern United States and Mexico between 2009 and 2018, the findings indi-
cated that throughout the year the forest vegetation functioned as net sink of carbon 
dioxide, resulting in higher levels of carbon sequestration than other studied mon-
tane forests in the continental western United States. The sustained forest activity 
resulted from mild winter temperatures and a bimodal precipitation regime, with 
moisture during the summer and winter. The forecasted climatic warming “could 
thus stimulate forest carbon gains during the winter and either increase or decrease 
respiratory carbon loss during summer as a function of moisture” due to the gross 
primary production being “temperature limited in winter and could become mois-
ture limited during the dry early summer period depending on antecedent snowmelt 
moisture” (Knowles et al., 2020). Additionally, ecosystem respiration was found to 
be more sensitive than gross primary production to moisture availability during the 
nonwinter period. The authors concluded that the best predictor of the warm season 
carbon balance overall, was “a metric of snow aridity that included snow depth and 
potential evapotranspiration” and “the seasonally dissimilar impacts of warming 
and drying identified by this work inform current understanding of how climate 
change and/or variability may affect forest water and carbon cycling dynamics 
throughout the montane forest biome” (Knowles et al., 2020).
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A case study of Peruvian montane grasslands found that montane tropical soils 
are a large carbon reservoir, functioning as both a source and a sink of CO2 (Oliver 
et al., 2017). Increased CO2 emissions may partially result from the decomposition 
and other changes of soil organic matter, sometimes after human actions. Changing 
soil organic matter may influence the long-term carbon storage and increasing 
atmospheric CO2 concentrations, which is an indicator of SOM modification in 
response to land management practices. The study investigated the impacts of graz-
ing and fire history on soil carbon in the Peruvian montane grassland case study. 
This involved using a density fractionation method to quantify the changeable and 
stable organic matter concentrations, and soil CO2 flux and decomposition measure-
ments. The findings indicated that grazing and burning increased soil CO2 fluxes 
and decomposition rates and decreased the proportion of carbon in the free light 
fraction, mostly deeper (10–30  cm) in the soil (note that the “light fraction is a 
short-term reservoir of plant nutrients and the primary fraction for soil carbon for-
mation and serves as a readily decomposable substrate for soil microorganisms. Its 
size is a balance between residue inputs and decomposition”; Oliver et al. (2017: 
5633 see also Song et al., 2012). Oliver et al. (2017: 5633) found that in the control 
soils, about 20% of recovered material was in the free light fraction, which also 
contained 30% of the soil carbon content, while the burnt-grazed soil had the lowest 
recovery of the free light fraction and (10%) a lower carbon content (14%). 
Additionally, the burnt soils had higher proportions carbon in the occluded light 
fraction (12%) than the not-burnt soils (7%), with no significant difference for the 
treatments in the heavy fraction (F) (∼ 70%). Finally, it is noted that burning and 
grazing changed the soil carbon dynamics, increased CO2 fluxes, and “the dominant 
temperature driver was obscured by some other process, such as changes in plant C 
and N allocation” and the free light fraction was reduced when burning and grazing 
occurred at the same site, and there was no significant long term change in the total 
soil carbon stocks, and in the carbon storage in the in the occluded light fraction and 
the heavy fraction (Oliver et al. (2017).

Another study of mountain grassland in Switzerland by Rogger et al. (2022) used 
CO2 flux measurements on a managed 1000 m elevation area, investigating “the 
potential of grasslands to mitigate climate change by carbon (C) sequestration in 
soils,” which “depends on agricultural management and the response of the grass-
land C cycle to a warming and more variable climate.” The study examined the 
response of CO2 fluxes to environmental drivers and grazing and cutting events, as 
well as warming trends and inconsistent weather conditions on the annual C seques-
tration potential and estimated the carbon budgets including atmospheric and 
management- related carbon fluxes (fertilization, cutting/grazing). The findings 
indicated light, and temperature were the main environmental drivers of the CO2 
fluxes. Additionally, human-induced removal of the above-ground canopy reduced 
photosynthesis and also induced a saturation in the photosynthetic response to light 
at lower intensities compared with the time with human removal of vegetation 
(Rogger et al., 2022). Rogger et al. (2022) found that “with a net ecosystem exchange 
of −357 (±76) g C m−2  year−1 and a net biome production of −154 (±80) g C 
m−2 year−1 (including management C fluxes), the grassland on average acted as a net 
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C sink. There was also an anomalous increased net CO2 during weather change 
negative for photosynthesis and regrowth following harvesting. During the period of 
study, the release anomalies led to an annual net C loss. Speculating into the future, 
the authors argue that under future climatic conditions, the C sequestration potential 
at the mountain site will be affected by the extent to which spring photosynthesis is 
offset by the climate-management interactions described and a climate warming- 
induced increase in ecosystem respiration (Rogger et al., 2022).

Tundra is an important component of carbon cycling (Belshe et  al., 2013; 
Anthony et al., 2014). Schuur (2019) observed that the northern permafrost region 
soils contain 1460–1600 billion metric tons of organic carbon, which is double the 
quantity in the atmosphere. The organic carbon in the tundra region is climate sensi-
tive, in that the warming conditions influence microbial conversion of permafrost 
carbon into greenhouse gases (carbon dioxide and methane) which are released into 
the atmosphere as a response to climate warming. Schuur (2019) also argues that the 
recent measurements of regional and winter season ecosystem carbon dioxide flux 
indicate permafrost region ecosystems released net carbon into the atmosphere. 
Schuur (2019) points out that “these observations signify that the feedback to accel-
erating climate change may already be underway.”

Belshe et al. (2013: 1307) asked questions, and justified their questions: “Are 
tundra ecosystems currently a carbon source or sink? What is the future trajectory 
of tundra carbon fluxes in response to climate change? These questions are of global 
importance because of the vast quantities of organic carbon stored in permafrost 
soils.” They conducted an incisive meta-analysis, based on data covering 40 years 
of CO2 flux observations from the northern high latitudes. The objective was to 
determine whether seasonal or annual CO2 fluxes underwent temporal change, and 
if spatial differences in mean annual temperature explain temporal changes in CO2 
flux” (Belshe et al., 2013: 1307). The results indicated that the growing season net 
CO2 uptake increased after the 1990s, and some evidence that winter CO2 emissions 
increased in the 1990s and the early 2000s. The authors conclude that “in spite of 
the uncertainty in the winter trend, we estimate that tundra sites were annual CO2 
sources from the mid-1980s until the 2000s, and data from the last 7 years show that 
tundra continue to emit CO2 annually” (Belshe et al., 2013: 1307). Also, the CO2 
emissions exceeded CO2 uptake across the different temperatures in the tundra, this 
suggesting that “despite increases in growing season uptake, tundra ecosystems are 
currently CO2 sources on an annual basis” (Belshe et al., 2013: 1307).

Desert is another source of carbon (Wang et al., 2007; Thomas & Hoon, 2010; 
Zhao et al., 2017). For example, Throop et al. (2020, 423–443) studied soil respira-
tion (Rs) as an important factor for carbon release to the atmosphere, taking the case 
study of the Namib desert in Southern Africa. The main topic was the variability in 
soil respiration response to “rainfall pulses at multiple levels of spatial heterogene-
ity: (1) along a hyper-arid to arid rainfall gradient, (2) across soil surfaces that differ 
in stability and composition, and (3) among different geomorphic and vegetation 
patch types.” The case study included comparisons between two soil surfaces, with 
two vegetation/geomorphic patch types, differing in organic matter sources and 
transport processes, with one “characterized by depositional inputs” and the other 
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“characterized by erosional losses” (Throop et al., 2020: 423). The findings showed 
that soil respiration was responsive to rainfall pulses, but in many cases soil surfaces 
and patch types had more effect on soil respiration than rainfall pulses did. Higher 
rainfall had more impact than lighter rainfall on soil respiration. Additionally, 
greater soil respiration occurred on stable soil surfaces than unstable soil surfaces, 
and in greater soil respiration occurred on depositional than erosional patch types. 
The authors conclude that “large differences in Rs among rainfall zones, soil sur-
faces, and patch types point to the need to carefully consider multiple scales of 
spatial heterogeneity when interpreting dryland biogeochemical fluxes” (Throop 
et al., 2020: 423).

De Graaff et al. (2014: 931), researching on biogeochemical cycling in desert 
and xeric grassland, argue that semiarid and arid ecosystems dominated by shrubs 
(“dry shrublands”) are important for the global C cycle, but there has been little 
assessment of the effects of climate change and increased atmospheric CO2 on bio-
geochemical cycling in these arid ecosystems. De Graaff et al. (2014: 931) exam-
ined data from manipulative studies (note: a manipulative study is where deliberate 
changes are made to determine effects), and comparative studies contrasting eco-
system processes in different vegetation types (e.g., shrub or herbaceous canopy 
versus intercanopy vegetation, microsites), to determine the impact of climatic and 
atmospheric CO2 changes on biogeochemical cycles, through the alteration of plant 
and microbial physiology and ecosystem structures, and how ecosystem structures 
impacts on biogeochemical cycles across a climate gradient.

The findings indicated that there were insufficient numbers of manipulative stud-
ies and measurements in those studies, hence limited knowledge of explanations of 
biogeochemical changes (De Graaff et al., 2014: 931). Additionally, it was found 
that changes in ecosystem structure affect biogeochemical cycling, with decreasing 
pools and fluxes of C and N if the vegetation canopy microsites declined and “dif-
ferences in biogeochemical cycling between microsites are predictable with a sim-
ple aridity index…, where the relative difference in pools and fluxes of C and N 
between vegetation canopy and inter-canopy microsites is positively correlated with 
aridity” (De Graaff et  al., 2014: 931). The authors concluded that with climate 
change sufficient to alter ecosystem structure, there will be strong impacts on bio-
geochemical cycles, with increasing aridity resulting in greater heterogeneity in 
biogeochemical cycling among the microsites. The authors conclude that “more 
studies, especially long-term manipulative experiments in dry shrubland ecosys-
tems, will be needed for more effective prediction of climate change impacts on 
desert biogeochemical cycling” (De Graaff et al., 2014: 931).

For Mediterranean ecosystems (shrubland), there is evidence that shrublands are 
important for the reduction of atmospheric CO2 and contribute to the amelioration 
of the impacts of climate change, because of their role as carbon sinks and their 
large area extents (Carrión-Prieto et  al., 2017: 67). For example, these authors 
selected for study “two of the most representative shrub species in the Iberian 
Peninsula, Cistus ladanifer L. and Erica arborea L.” which “were studied in terms 
of biomass distribution and carbon and nitrogen contents in the different fractions” 
(Carrión-Prieto et  al., 2017: 67). The objective of the study was an effective 
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estimation method for biomass, using a new method for simple root-to-shoot calcu-
lation, which would be based on vibrational data. Using this technique, carbon 
sequestration, was determined, which for these two species was higher than for 
most other shrubs and justified the use of these two species for restoration and car-
bon offsetting.

Gratani et  al. (2013: 1167) nevertheless point out that “to date, only a few 
attempts have been done to estimate the contribution of Mediterranean ecosystems 
to the global carbon cycle.” Their case study was of the shrub species, composition, 
and structure of the Mediterranean shrublands (Maquis or macchia shrubland 
biome) on the Latium coast of Italy, which were studied to determine contribution 
to carbon sequestration. The methodology classified the shrubs into small, medium, 
and large, based on volume and leaf area index, and the annual carbon dioxide 
sequestration per species was calculated by multiplying the photosynthetic leaf sur-
face area of each species by the mean yearly photosynthetic rate and the total yearly 
photosynthetic activity time. The findings indicated that for sequestration per spe-
cies, evergreen oak (Quercus ilex L.) and the strawberry tree (Arbutus unedo, 
L. 1753) had the highest levels, followed by the green olive tree (Phillyrea latifolia, 
L.), tree heath (Erica arborea, L.), Mediterranean Heath (Erica multiflora, L.), 
rockrose (Cistus incanus, L.), Mastic tree (Pistacia lentiscus, L.), Rosemary 
(Rosmarinus officinalis, L.), and common smilax (Smilax aspera, L.), the interspe-
cies carbon sequestration varying from 46.2 ± 15.8 kg CO2 year−1, mean value), to 
6.8 ± 4.2 kg CO2 year−1, mean value). The authors conclude that “the total yearly 
CO2 sequestration per shrub (SCshy) was 149 ± 5 kg CO2 year−1 in L (large shrubs) 
decreasing 30% in M (medium shrubs) and 80% in S (small shrubs)” (Gratani et al., 
2013: 1167) Using this information for the different sized shrubs and their seques-
tration, the authors estimated the total CO2 sequestration of the Mediterranean 
maquis vegetation (Maquis or macchia shrubland biome) as quantified as 80 Mg 
CO2 ha−1 year−1, or 22 Mg C ha−1 year−1 (Gratani et al., 2013: 1167).

Beier et al. (2009) also support the vital ecological importance of shrublands, 
and the relative neglect of biogeochemical studies for these ecosystems relative to 
forests or grasslands. Arguably, “as climate change progresses, the potential feed-
back from terrestrial ecosystems to the atmosphere through changes in carbon 
stocks, carbon sequestration, and general knowledge on biogeochemical cycles 
becomes increasingly important” (Beier et al., 2009:1). Their study examines the 
carbon and nitrogen balances of six shrublands on a climatic gradient across the 
European continent, with the objective of evaluating the form of carbon storage in 
European shrublands. The findings indicated that across the sites “the net carbon 
storage in the systems ranged from 1163 g C m−2 to 18,546 g C m−2, and the systems 
ranged from being net sinks (126 g C m−2 a−1) to being net sources (−536 g C m−2 
a−1) of carbon with the largest storage and sink of carbon at wet and cold climatic 
conditions” (Beier et al., 2009).

Other findings were that the soil carbon dominated the carbon budget, especially 
in cold and wet climates (here soil carbon was 95% of the total ecosystem carbon); 
carbon respiration from soil organic matter pool was the dominant carbon loss, over 
carbon loss from above-ground litter decomposition; and below-ground carbon 
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allocation was over 5 times above-ground litterfall carbon (“greater than the factor 
of 2 reported in a global analysis of forest data”) (Beier et al., 2009). The authors 
conclude and speculate that a future, climate-driven land cover change between 
grasslands and shrublands in Europe may result in increased ecosystem C “where 
shrublands are promoted and less where grasses are promoted” and “:if feedbacks 
on the global carbon cycle are to be predicted it is critically important to quantify 
and understand below-ground carbon allocation and processes as well as soil carbon 
pools, particularly on wet organic soils, rather than plant functional change as the 
soil stores dominate the overall budget and fluxes of carbon” (Beier et al., 2009).

 The Tools of Geomatics

All the environmental dynamics described earlier may be measured by or related to 
measurable parameters, where a parameter is a numerical or other measurable factor 
that is part of system and may affect the operation of the system, in this case the 
attributes and components of micro, local, regional or global ecosystems. These 
parameters include the components of soil, vegetation, climate and/or topography 
(Campbell, 2017, 2020). These components may be measured, and the measure-
ments quantified using software of increasingly sophisticated geomatics based tech-
nology (Campbell, 2018). Therefore, the tools of geomatics, including those of 
remote sensing, geodesy, geomatics engineering, and other related survey methods, 
are highly relevant to both biogeochemistry and biogeography, as space, place, loca-
tion, patterns, temperature, moisture, and movement are vital parameters for the 
measurement of environmental dynamics, including those that determine biological 
and geochemical features (Campbell, 2017, 2018). For example, Pagiatakis et al. 
(2009: 25) note that “geomatics engineering is revolutionizing science, natural 
resource exploration, space technology, mapping, economic growth and safety-of- 
life solutions by means of new theories and methodologies, and emerging techno-
logical developments.” Plag (2000) adds that “integrated global monitoring is a 
prerequisite for global environmental management of a sustainable Earth. 
Specialised global observing systems have already been initiated and partly are 
implemented (e.g., the G3OS, the Global Terrestrial, Climate and Ocean Observing 
Systems: GTOS, GCOS, GOOS).” It is contended that it is “of fundamental value to 
fully integrate geodetic monitoring techniques into a global integrated Earth moni-
toring system, which is a significant step towards an Earth information system for 
sustainability. This integration should follow the Global Integrated Observing 
Strategy.” This section considers three components of geomatics-based remote 
sensing (geodesy, radio detection and ranging – RADAR, and light detection and 
ranging  – LiDAR) and how they are connected to biogeochemistry and biogeo-
graphical research.
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 Geodesy

Remote sensing and GIS techniques are all based on the theoretical and practical 
analyses of the science of geodesy. Geodesy is fundamental for the geosciences that 
consider locations on the earth’s surface for technical, environmental, and social 
applications. The National Oceanic and Atmospheric Administration (1977) notes 
that “although geodesy is the oldest among earth sciences, dating back to the 
Sumerians of 5000  years ago, its subject and even its name have been widely 
unknown.” This organization notes that geodesy developed as a science and applied 
technology from practical needs, these including applications to land and cadastral 
surveys, civil engineering, resource location and navigation. The National Oceanic 
and Atmospheric Administration (2021a) defines geodesy as “the science of accu-
rately measuring and understanding three fundamental properties of the Earth: its geo-
metric shape, its orientation in space, and its gravity field – as well as the changes of 
these properties with time.” Meyer (2006, 3) defines geodesy as “the science that 
studies the macroscopic shape of the Earth, including its gravitational and magnetic 
fields. A basic function of geodesy is to create meaningful coordinate systems for the 
purpose of surveying, mapping, navigation, and any other application of spatial data. 
In particular, geodesy is what gives meaning to latitude, longitude, and height. 
Geodesy is the cornerstone of all spatial sciences and has applications in geology, 
geophysics, and astronomy, to name a few.” Meyer (2018, 3) also cites the Geodetic 
Glossary (National Geodetic Survey, 2009), where geodesy is defined as “the science 
concerned with determining the size and shape of the Earth” or “The science that 
locates positions on the Earth and determines the Earth’s gravity field.” Hay (2000, 1) 
notes that geodesy is the “discipline concerned with the measurement of the size and 
shape of the Earth and positions on it. It is important to remote sensing and geographi-
cal information systems (GIS) as it underpins the essential process of georeferencing 
images and associated vector coverages to Earth surface locations” … including the 
concepts of “geoids. reference ellipsoids, datums, projections and grid referencing 
systems” (see also Burkard, 1968; Snyder, 1987; Smith et al., 1988).

GIS Resources (2021) defines geodesy as primarily “the science which deals 
with the methods of precise measurements of elements of the surface of the earth 
and their treatment for the determination of geographic positions on the surface of 
the earth.” It also deals with the theory of the size and shape of the earth. The fun-
damental status of geodesy is revealed by the fact that it has dispersed into support-
ing roles for numerous fields, such as geomatics, GIS, remote sensing, cartography 
and even epidemiology and landuse planning. Geodetic techniques in have even 
been applied to application to animal ecology, which may have unique, mostly 
scale-based requirements, including the georeferencing of spatial, habitat surveys, 
elevation studies, the development of increased precision in animal and physical 
feature location, and more detailed landscape and land feature change (Campbell, 
2022a). The National Aeronautics and Space Administration (2018) describes sev-
eral geodetic techniques, which are used to observe the geodetic properties of the 
Earth including the space-geodetic techniques of Very Long Baseline Interferometry 
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(VLBI), Satellite Laser Ranging (SLR), Global Navigation Satellite Systems 
(GNSS) like the US Global Positioning System (GPS), and the French Doppler 
Orbitography and Radio-Positioning by Integrated Satellite (DORIS) system.

Geodesy has also become linked to geophysics, which is a major supporting 
discipline for biogeochemistry (Campbell, 2020). At the institutional and organiza-
tional levels, this link is shown by the organizations (e.g., the International Union of 
Geodesy and Geophysics (IUGG), Geodesy and Geophysics Laboratory at the 
National Aeronautics and Space Administration Goddard Flight Space Center) that 
work with an integration of geodesy and geophysics. For the latter organization, 
work “areas of Earth time variable and static geopotential and geomagnetic fields, 
Earth orientation, surface deformation, characterization and change, tides, land ice 
mass evolution, global and regional sea level, and airborne and spaceborne laser 
altimetry” (National Aeronautics and Space Administration Goddard Flight Space 
Center, 2021). The American Geophysical Union (2023) actually defines geodesy 
as a branch of geophysics, “that studies the geometrical, structural, and gravitational 
properties of the Earth, their time evolution, and the dynamic interactions of the 
solid Earth with other physical components of the Earth system (atmosphere, hydro-
sphere, cryosphere, and the core), at a wide range of temporal and spatial scales.”

Geodesy has made an impact through geomatics engineering, where there are 
possibilities for higher precision in earth feature recording, measurement and obser-
vation, and the design and use of terrestrial, marine and space sensors, which can be 
used for applications such agriculture, forestry, transportation, navigation, climate 
change, planning and health (Campbell, 2022a). Bowditch (2002: 18) describes ver-
tical surveying as one of the most important applications, principally “the process 
of determining elevations above mean sea-level. In geodetic surveys executed pri-
marily for mapping, geodetic positions are referred to an ellipsoid, and the eleva-
tions of the positions are referred to the geoid.” Additionally, “the geoidal heights 
must be considered to establish the correct height above the geoid. Precise geodetic 
leveling is used to establish a basic network of vertical control points. From these, 
the height of other positions in the survey can be determined by supplementary 
methods” (National Geodetic Survey, 2017). With such information, geodesy “has 
revolutionized the study of solid Earth processes through its ability to measure the 
deformation of the Earth’s surface and the Earth’s gravity field with extraordinary 
accuracy” and such may “provide information about the motion of the Earth’s tec-
tonic plates, insight into the cause and timing of earthquakes and volcanic eruptions, 
and constraints on the internal forces that drive them” comprising “integrated and 
geo-referenced sets of observations on global to regional spatial scales and with 
high spatial and temporal resolution” (National Aeronautics and Space 
Administration, 2018).

Geodetic derived data, including that from satellites, includes inputs for geo-
physics, hydrography, and oceanography (Seeber, 2003; Campbell, 2022a). Seeber 
(2003) describes some of the observation methods of satellite applications as satel-
lite laser ranging, satellite altimetry, gravity field missions, baseline interferometry, 
Doppler methods, and Global Navigation Satellite Systems (GNSS) and strong 
focus on positioning techniques, such as the NAVSTAR Global Positioning System 
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(GPS), and to applications. Some developments include global and regional control 
networks, gravity field modeling, Earth rotation and global reference frames, crustal 
motion monitoring, cadastral and engineering surveying, geoinformation systems, 
navigation; marine and glacial geodesy, and photogrammetry and remote sensing 
(Seeber, 2003). Satellite images are generally more effective than aerial photo-
graphs, as they are taken from much higher altitudes and have much larger coverage 
(Jensen, 2007; Campbell, 2018). Image enhancement techniques were developed, 
with the advancement of satellite technology, with improved resolutions of on meter 
for panchromatic images and 4 m for multispectral images (Campbell, 2018). Here, 
panchromatic refers to an emulsion produces a more realistic scene. Panchromatic 
imagery has a pixel equivalent to an area 0.6 m × 0.6 m, but the multispectral pixels 
represent an area of 2.4 m × 2.4 m (Livingston, 2015). Table 4.6 lists some of the 
recent satellites.

Other developments included increased use of multispectral images, which are 
produced in bands that represent a wider range of the electromagnetic spectrum, 
i.e., including the ultraviolet, visible, and infrared bands. The number of bands may 
vary between three to ten bands. For example, Landsat 5, produces 7 band images, 
between wavelengths of 450 and 1250 nm. Global positioning systems (GPS) were 
also developed, “a U.S.-owned utility that provides users with positioning, naviga-
tion, and timing (PNT) services. This system consists of three segments: the space 
segment, the control segment, and the user segment. The U.S. Space Force devel-
ops, maintains, and operates the space and control segments” (National Institute of 
Standards and Technology, 2023). GPS is based on 24 orbiting satellites, with a 
control segment that monitors the satellites, and a user segment that receives user 
location information. Beutler (1998) argues that “GPS may be considered a fully 
mature space geodetic technique in 1997. Some people even would say that GPS is 
the dominant technique in geodesy and geodynamics.” GPS applied to environmen-
tal sciences and ecology generally locates features, animals, and habitat parameters, 
for more effective ecological analyses (Campbell, 2018). These techniques all 
emphasize the measurement of the Earth’s form, including physical and biological 
features which may be measured, at local, regional, and global scales, additionally 
through time series monitoring (Campbell & Jha, 2021).

A particularly relevant application of geodetic methods to biogeography and the 
environmental parameters of biogeochemical change is the measurement of the 
physical features of animal habitats, including that of movements such as migration, 
including topography, elevation, climatic and geomorphological events, such as 
storms and hurricanes, sudden earth movements (landslides, volcanism, earth-
quakes), and ocean events (Campbell, 2018). Such events and parameters may 
affect vegetation, water bodies and elevated features upon which animals may 
depend for foraging, nesting, and migration (Campbell, 2015).

Such modern geodetic measurements used in the study of the earth and environ-
mental sciences has contributed to monitoring and analysis of geohazards, includ-
ing weather events, earthquakes, volcanic eruptions, debris flows, landslides and 
subsidence and sea level change, all relevant for geophysical and geochemical stud-
ies. The National Aeronautics and Space Administration (2018) adds that “geodesy 
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Table 4.6 Recent satellite launched by nations including the United States

Name Nation
Dates (launch to 
retirement) Spatial resolution (m)

EROS-A Israel Dec. 5, 2000–May 2016 1.8 m
QuickBird USA Oct. 18, 2001–Dec. 17, 

2014
60 cm PAN 2.4 m MS

Spot 5 France May 4, 2002–Mar. 31, 
2015.

5 m PAN 10 m MS

OrbView-3 USA June 2003–March 13, 
2011

1 m PAN 4 m MS

Carosat-1 India May 5, 2005–2018 2.5 m PAN
EROS-B Israel Apr. 25, 2006–2018 70 cm
EROS-B Israel Apr. 25, 2006–2018 70 cm
SAR-Lupe 1–5 Germany Dec. 19, 2006–July 22, 

2008 +
<1 m, SAR

Cartosat-2 India Jan. 10, 2007–2018 <1 m
Cartosat-2 India Jan. 10, 2007–2018 <1 m
Cosmo SkyMed-1 Italy June 8, 2007–2018 SAR
TerraSar-X Germany June 15, 2007 Variable, to 1 m SAR
Cosmo SkyMed-2 Italy Dec. 9, 2007–2018 SAR
RADARSAT-2 Canada Dec. 14, 2007–2018 3–100, <1 m SAR
WorldView-1 USA Sept. 18, 2007–2018 0.5 m PAN
Cartosat-2A India April 28, 2008 <1 m PAN
Cosmo SkyMed-3 Italy Oct. 25, 2008–2018 SAR
GeoEye-1 USA Sep. 6, 2008–2018 0.41–46 m PAN, 1.65 m MS
WorldView-2 USA Oct. 8, 2009–2018 46 cm PAN 1.84 m MS
TanDEM-X Germany June 21, 2010–2018 2–4 m
Cartosat-2B India July 12, 2010–2018 <1 m PAN
Cosmo SkyMed-4 Italy Nov. 6, 2010–2018 SAR
NigComSat-1R Nigeria Dec. 19, 2011–2018 2.5 m PAN 5 m MS
Pleiades-1A France Dec. 16, 2011–2018 PAN 0.5 m, 2 m MS
Pleiades-1B France Dec. 2, 2012–2018 PAN 0.5 m 2-m MS
Spot 6 France Sept. 9, 2012–2018 PAN – 1.5 m, MS – 6 m, (BGR, NIR)
Spot 7 France June 30, 2014–2018 PAN 1.5 m; MS 6 m (BGR, NIR)
WorldView-3 USA Aug. 13, 2014–2018 31 cm PAN, 1.24 m MS, 3.7 m 

SWIR, 30 m CAVIS

NB: PAN refers to panchromatic, MS refers to multispectral and SAR to synthetic aperture radar. 
SW refers to short wave, IR to infrared and SWIR to shortwave infrared imagery. BGR refers to 
blue, green and red. Sources: Livingston (2015, 15–16), Indian Space Research Organization 
(2018); NASA (2018d). NB: PAN refers to panchromatic, MS refers to multispectral and SAR to 
synthetic aperture radar. CAVIS refers to Clouds, Aerosols, Vapors, Ice, and Snow. SW refers to 
short wave, IR to infrared, NIR to near infrared and SWIR to shortwave infrared imagery

is at the heart of all present-day ocean studies. It is how the orbit reference is com-
puted for analysis of all satellite altimeter data, and the accuracy with which that 
data can be tied to tide gauge and other data. Knowledge of the reference frame 
geo-center and its change are needed to study regional and global sea level change 
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and ocean-climate cycles like El Niño, the North Atlantic Oscillation, and the 
Pacific Decadal Oscillation” (National Aeronautics and Space Administration, 2018).

Atmospheric events are an important area of application for geodetic methods, 
and the results of which can form the basis for studies of atmospheric, biogeochemi-
cal cycling (Campbell, 2020). For example, the National Aeronautics and Space 
Administration (2018) maintains that one of the main factors for geodesy applica-
tions concerns the georeferencing of the events and associated data to a common 
frame, with an example of weather events, for which geodetic methods may support 
the geo-referencing of meteorological observing data, the provision of atmospheric 
weather models with space- and time-varying gravity fields, and tracking of global 
changes in stratospheric mass and lower tropospheric water vapor fields (National 
Aeronautics and Space Administration, 2018). Other relevant measurements include 
a reference system may be for the study of “sub-seasonal, seasonal and secular 
movements of continental and basin-scale water masses; the wet part of the tropo-
sphere from atmospheric sounding; loading and un-loading of the land surface due 
to seasonal changes of groundwater; local measurement of the integral variation of 
ground water from permanent gravimetric tidal stations; measurement of water 
level of major lakes and rivers by satellite altimetry; improved digital terrain mod-
els, as basis for flux modeling of surface water and flood modeling; geographic 
information systems for the establishment of comprehensive referenced data model-
ing” (National Aeronautics and Space Administration, 2018).

Geodetic measurements may also measure the Earth’s gravity field, which affects 
Earth surface systems and features (Campbell, 2018). For example, Jekeli (2011) 
points out that the Earth’s gravitational field is the field generated by the masses of 
the terrestrial body, for which measurements made on the surface include “tidal 
components due to the sun and moon (and theoretically other planets) and the atmo-
sphere, as well as the centrifugal acceleration due to Earth’s rotation. Therefore, 
geodesists distinguish between terrestrial gravitation (mass attraction of the Earth) 
and gravity (gravitation plus centrifugal acceleration), where tidal and atmospheric 
effects are treated as corrections” (Jekeli, 2011). The National Oceanic and 
Atmospheric Administration (2021b) writes that measurements of the Earth’s grav-
ity enable the determination of mean sea level, and the elevation of locations on the 
Earth’s surface is based on the mean sea level. The National Oceanic and Atmospheric 
Administration (2021b) argues that “knowing how gravity changes sea level helps 
geodesists make more accurate measurements. In general, in areas of the planet 
where gravitational forces are stronger, the mean sea level will be higher. In areas 
where the Earth’s gravitational forces are weaker, the mean sea level will be lower.” 
Measurements of the Earth’s gravity field may be conducted from the Earth surface 
and from satellites (Rapp, 1975; Campbell, 2018). Naranjo (2005) cite the Gravity 
Recovery and Climate Experiment (GRACE) mission, launched in 2002 used to 
map the Earth’s gravity field, with a high resolution (see also Dehne et al., 2009). 
This system uses two identical satellites, flying about 220 km apart, with a micro-
wave ranging system monitoring the distance between the two satellites at the reso-
lution of one micron (one centimeter (cm) is equal to 10,000 micrometers (microns). 
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The Earth’s gravity may be calculated at any location, using the changes in distance 
between the two satellites, which is due to (Naranjo, 2005).

 Radio Detection and Ranging (RADAR)

Another important technological development in the field of remote sensing is 
Radio Detection and Ranging (RADAR), which originally a military application for 
the detection of aircraft, spacecraft, surface vessels, land vehicles, and even mis-
siles, and later civilian applications such as animal (e.g., radar ornithology), terrain, 
and weather formations. A radar unit is composed of a transmitter that produces 
electromagnetic waves with the radio or microwave range, and one or two antennas: 
either one for transmitting the signals and the other for receiving the reflected waves, 
or one for both emitting and receiving. A processor analyzes the received data to 
derive the required information about the monitored object or objects (size, form, 
movement, speed, and pattern) (Campbell, 2018). Skolnik (2022) notes that “what 
distinguishes radar from optical and infrared sensing devices is its ability to detect 
faraway objects under adverse weather conditions and to determine their range, or 
distance, with precision.”

Modern radar uses a pulse system, in which the radar signal consists of rapid, 
repetitive pulses, with the range accuracy of the pulse radar dependent on the width 
of the pulse. Shorter pulses give more accurate range measurements, but require 
wider bandwidths in the receiver and transmitter, as the bandwidth is equal to the 
reciprocal of the pulse width (Skolnik, 2022). The accuracy of radar technology 
varies from a few centimeters to tens of meters. Skolnik (2022) notes radar perfor-
mance is based on 6 attributes; its maximum range for target identification and 
measurement; the accuracy of range and angle measurement of target; the accuracy 
of differentiation of targets; the detection of the target echo among noises; the rec-
ognition of target type; and the logistics of operation.

Recent radar types include Synthetic Aperture Radar (SAR) and Doppler Radar. 
SAR is “is a type of active data collection where a sensor produces its own energy 
and then records the amount of that energy reflected back after interacting with the 
Earth. While optical imagery is similar to interpreting a photograph, SAR data 
require a different way of thinking in that the signal is instead responsive to surface 
characteristics like structure and moisture” (Herndon et al., 2020). SAR is as the 
“spatial resolution of radar data is directly related to the ratio of the sensor wave-
length to the length of the sensor’s antenna. For a given wavelength, the longer the 
antenna, the higher the spatial resolution. From a satellite in space operating at a 
wavelength of about 5  cm (C-band radar), in order to get a spatial resolution of 
10 m, you would need a radar antenna about 4250 m long” (Herndon et al., 2020). 
This, an impossibility is simulated by a sequence of acquisitions from short anten-
nas, which are combined to simulate a larger antenna, enabling higher resolution 
data (Herndon et  al., 2020). SAR data can be used for Interferometry (InSAR), 
which uses the sensor information to record distances between the sensor and the 
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target. With two or more observations of the target, the distance, with sensor geo-
metric information, land surface topographical change may be recorded, at high 
resolutions (Herndon et al., 2020).

Doppler radar is used to ascertain the speed of an object, basically it “bounces a 
pulse of radio waves off the target object. Once the wave bounces, it acts just like 
the sound waves from the police siren. And by measuring how much the frequency 
of the radio waves changes after bouncing off the object, you can calculate the speed 
of that object” (Wood, 2023). Doppler radar uses the Doppler effect, which is the 
change in frequency of a wave in relation to an observer moving in relation to the 
wave source, or “the apparent difference between the frequency at which sound or 
light waves leave a source and that at which they reach an observer, caused by rela-
tive motion of the observer and the wave source” (Encyclopedia Britannica, 2023). 
Petrescu (2012) describes the Doppler effect: “the change in frequency of a wave 
for an observer moving relative to the source of the wave… The total Doppler Effect 
may therefore result from motion of the source, motion of the observer, or motion 
of the medium.” Fessenden (2014) points out that “the radio waves sent out by dop-
pler radar bounce off raindrops and birds alike and return a signal to the receiver.”

Numerous applications have emerged from radar technology (Campbell, 2018). 
Radar has increasingly been applied to nonmilitary activities, such as air traffic 
control for civilian airports, civilian aircraft and ship navigation, weather observa-
tion, planetary observation and space surveillance, remote sensing-based investiga-
tions of the environment, measurements for industrial applications and for law 
enforcement (Skolnik, 2022). From the perspective of biogeochemistry, the most 
important applications of radar are for animal and habitat structure monitoring 
(Campbell, 2018). The Canada Center for Remote Sensing and the Canadian Space 
Agency developed RADARSAT 1, RADARSAT 2 and RADARSAT Constellation 
satellite missions, enabled several data applications: “Surface water (incl. flooding) 
and wetlands; Polarimetric RADARSAT-2 for Monitoring Canadian Wetlands; 
Monitoring Open Fresh Water in Northern Environment, using SAR imagery and 
FnFCE (Forest non-Forest Class Extraction); Freshwater lake and river ice; Mapping 
and Monitoring Lake Ice using SAR Satellites; River Ice Mapping and Monitoring 
using SAR Satellites; Surface deformation and slope stability; InSAR Measurements 
of Terrain Stability in Canada’s North; InSAR monitoring of permafrost activity, 
NWT, Canada” (Government of Canada, 2021). Liverman et al. (2006) describes 
the use shuttle radar topography data to create a digital elevation model landcover 
analysis for Newfoundland, Canada, including representing topographical features 
such as glacial features landforms, and vegetation forms. Liverman et  al. (2006) 
“Shuttle Radar Topography Mission (SRTM) data offers a new means of examining 
landscape and topography. This is best done through production of digital elevation 
models and false shading. The data is limited in its resolution but is effective in 
delineating landscape features, particularly in heavily vegetated areas.”

Modern radar applications include a 3D Bird Radar System, for detecting and 
tracking birds in flight and monitoring birds near airports to avoid collision hazards 
and provide a total Bird-Aircraft Strike Hazard solution (Miltronix Limited, 2021). 
There is also Foliage Penetration Radar, with “the capability to see, remotely from 
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the air, what is hiding under the forest cover” (Miltronix Limited (2021). Vegetation 
and habitat patterns are measurable: for SAR, “due to its cloud free capability, 
Synthetic Aperture Radar (SAR) is an ideal source of information on forest dynam-
ics in countries with near-constant cloud-cover. However, few studies have investi-
gated the use of SAR for forest cover estimation in landscapes with highly sparse 
and fragmented forest cover” (Devaney et al., 2015). For the latter study, the authors 
concluded that the “findings indicate that spaceborne radar could aid inventories in 
regions with low levels of forest cover in fragmented landscapes. The reduced accu-
racies observed for the global and pan-continental forest cover maps in comparison 
to national and SAR-derived forest maps indicate that caution should be exercised 
when applying these datasets for national reporting” (Devaney et al., 2015).

Hansen et al. (2020) examined study sites of forest biomes in Alaska, Florida, 
Finland, UK, Indonesia, and Colombia, using Synthetic Aperture Radar, with 
improvements over similar studies (longer wavelengths, such as L-band, more study 
sites and forest types, longer time series and dual-polarimetric radar that transmits 
and receives pulses in both a horizontal and vertical orientation) and information 
from Sentinel-1 Single Look Complex (SLC) data (Hansen et al., 2020). The objec-
tive was to test the effectiveness of C-band Sentinel-1 data in distinguishing forest 
from nonforest in the study sites, as “using the time series for a full year signifi-
cantly increases the classification accuracy compared to a single scene (a mean of 
85% compared to 77% across the study sites for the best classifier).” Ground Range 
Detected (GRD) products were compared, and contrasted with SLC products, which 
contain both phase information and backscatter amplitude, which are tested for 
additional information content. The findings indicated increases over the mean 
accuracy of 87% (there were variable accuracies, with accuracies of up to 93% for 
the Finland case, and 80% for the Alaska case). Additionally, the findings indicated 
that the best performance occurred when a Support Vector Machine classifier was 
used, this outperforming random forest, k-Nearest-Neighbors, and Quadratic 
Discriminant Analysis. The authors conclude that “for the purposes of forest map-
ping the smaller file size and easier to process Ground Range Detected (GRD) prod-
ucts are sufficient, unless the Single Look Complex (SLC) products are used to 
compute the temporal coherence which was not tested in this study” (Hansen 
et al., 2020).

Radar has also been used in the study of peatlands, which are complex due to the 
combination of water, soils, and vegetation (Romshoo, 2003). Synthetic Aperture 
Radar is an effective tool for such studies. Herndon et al. (2020) define Synthetic 
Aperture Radar as “a type of active data collection where a sensor produces its own 
energy and then records the amount of that energy reflected back after interacting 
with the Earth. While optical imagery is similar to interpreting a photograph, SAR 
data require a different way of thinking in that the signal is instead responsive to 
surface characteristics like structure and moisture.” For example, Romshoo (2003: 
63, 80) argue that peatlands are important multipurpose ecosystems, which support 
large amounts of biomass and peat soil carbon and are a “repository of live forest 
and soil carbon and other biogeochemicals.” Their study uses a “time series of 
Japanese Earth Resource Satellite-1 (JERS-1) L-band Synthetic Aperture Radar 
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(SAR) data,” the objective being the monitoring of deforestation and inundation 
patterns: “two important dynamic processes in the tropical peatland forest ecosys-
tems, i.e., deforestation due to anthropogenic activities and fires; and the hydrologi-
cal characterization and the inundation patterns” (Romshoo (2003: 63). The study 
also used a radiative transfer based radar backscattering model, MIMICS to define 
the scattering mechanisms under ecological and hydrological conditions. The accu-
mulation of ground biomass stocks after anthropogenic disturbances was simulated 
using an ecosystem dynamics model, CENTURY (see also Parton et al., 1993).

The justification for the study was that peatlands are vital links in water and car-
bon cycling, and their “total carbon pool exceeds that of the worlds forests and 
equals that of the atmosphere” and store 12–30% of the global soil carbon, on 3% 
of the Earth’s land surface, and Southeast Asian peatlands have high rates of accu-
mulated carbon compared to northern peatlands (Romshoo, 2003: 63). Regarding 
the Indonesian peatlands which are the object of the study, “the Central Kalimantan 
peatlands… are a repository of carbon stocks and are very often more than 3 m deep 
and sometimes up to 20 m deep” (Romshoo, 2003: 63). The findings indicated that 
anthropogenic and natural factors have contributed to deforestation (areas with low 
biomass), as the L-band SAR detected the pixel-wise seasonal and spatial inunda-
tion information for forest types where there was significant transmissivity of the 
L-band SAR signals. It also demonstrated the utility of L-band SAR for monitoring 
deforestation and inundation patterns. These initiated the loss of carbon rich forests 
and a net release of carbon to the atmosphere, and “the high-resolution radar remote 
sensing, when used operationally, would reduce the uncertainty in the present esti-
mates” (Romshoo (2003: 63). Additionally, the model simulations could be quanti-
tatively verified using the optical remote sensing data. The seasonal and spatial 
variations of inundation patterns can be mapped using SAR observations and mod-
eled by a radiative transfer approach (Romshoo, 2003: 63).

Torbick et  al. (2017: 99) used multiscale synthetic aperture radar and optical 
imagery, and a processed-based biogeochemical model to map rice greenhouse gas 
emissions in the Red River Delta, Vietnam. The justification for the study was that 
agricultural land use contributes to approximately 50% of global atmospheric inputs 
of methane (CH4), and agricultural soils emit 75% of global nitrous oxide. In the 
case study region, agricultural land covers nearly 10 million ha in Vietnam, mostly 
under rice cultivation. Therefore, rice land use represents a significant factor for 
greenhouse gases (GHG) mitigation by possible reductions of CH4 and N2O emis-
sions and soil carbon sequestration (Torbick et al., 2017: 99). Additionally, Vietnam’s 
Second National Communication to the United Nations Framework Convention on 
Climate Change (UNFCCC) reported total emissions of 151 million tons of GHG in 
carbon dioxide equivalent (CO2e), with the largest (58%) emitter in the agricultural 
sector (43% of total). The authors contend that “improved biogeochemical model-
ing with high-resolution remote sensing parameterization is the number one need to 
reduce uncertainty in CH4 emissions assessment” (Torbick et  al., 2017: 100; see 
also Zhang et al., 2002).

In this study by Torbick et al. (2017), the synthetic aperture radar and optical 
imagery data were entered into a random forest classifier, with field materials as 
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training data for mapping the range of rice cultivation. Time series analysis gener-
ated information on “crop calendar, hydroperiod and cropping intensity to use as 
parameters for the denitrification–decomposition (DNDC) model to estimate emis-
sions” (Torbick et al. (2017: 99). The findings indicated in 2015 that the rice extent 
was 583,470 ha, the total harvested area was 1,078,783 ha, and total methane emis-
sions for the delta were 345.4 million kg CH4-C, which was equivalent to 11.5 mil-
lion tonnes (carbon dioxide equivalent CO2e). The contribution of satellite remote 
sensing was the accurate assessment of water management, modeling of the impacts 
of decisions such as irrigation practices, changes in GHG emissions, mitigation 
initiatives, and for rice applications, the backscatter microwave observations sensi-
tive to growth stages (biomass development, plant height, leaf–ground double 
bounce, and inundation frequency and duration).

The authors noted that “during rice transplanting periods, the surface contribu-
tion of a rice paddy causes low backscatter. As plant tillering, biomass and haulm 
develop the backscatter response increases with more interaction, and volume scat-
tering tends to cause a decrease in backscatter as the crop peaks and approaches 
harvest” (Torbick et al., 2017: 100). The combined use of Landsat-8 Operational 
Land Imager (OLI), Sentinel-2, Sentinel-1, and Phased Array L-band Synthetic 
Aperture Radar-2 (PALSAR-2) was particularly effective. Torbick et  al. (2017: 
106–107) conclude that the use of SAR was a “true game changer,” and “fusion of 
SAR and optical satellite data provides very high accuracy of crop-type maps… 
New, open-access (free), high temporal frequency Sentinel-1 radar (C-band) data is 
a substantial advance in operational assessment and monitoring for agriculture, 
especially rice crops and regions with high cloud cover.” The measurement of 
regional estimates of GHG emissions would be improved, as SAR-derived maps of 
rice extent, cropping intensity, growing season length and hydroperiod create more 
accurate process models.

 Light Detection and Ranging (LiDAR) Technologies

Another important remote sensing tool is Light Detection and Ranging (LiDAR), 
which uses a pulsed laser to measure ranges to the Earth (Campbell, 2018, 2022c; 
National Oceanic and Atmospheric Administration, 2023). Wehr and Lohr (1999, 
68) define LiDAR as airborne laser scanning and as a collector of “high-resolution 
data for generation of a digital surface or digital terrain model,” a “rapid, highly 
accurate and efficient method of capturing 3D data of large areas, such as agricul-
tural or forestry sites, urban areas, industrial plants, etc.” and “currently the most 
detailed and accurate method of creating digital elevation models, ground surfaces 
such as rivers, paths, cultural heritage sites, etc., which are concealed by trees.” 
These applications may be classified as topographic (to measures the Earth’s sur-
face) or bathymetric (to measure the sea floor and riverbeds) (Campbell, 2018). 
Eagle Mapping (2022) notes that LiDAR uses laser light to measure distance in a 
similar manner to RADAR but unlike the latter, LiDAR uses light rather than radio 
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waves. LiDAR produces accurate, detailed surface models generally faster and 
often more cheaply than conventional photogrammetric mapping. LiDAR also 
enables much faster surveys than ground surveying. Hence, as Environmental 
Systems Research Institute (ESRI) (2019) notes, “lidar, primarily used in airborne 
laser mapping applications, is emerging as a cost-effective alternative to traditional 
surveying techniques such as photogrammetry.”

The LiDAR system is mounted on a platform such as an aircraft, including aero-
planes and helicopters, and comprises a laser, scanner, and a global positioning 
system (GPS) (National Oceanic and Atmospheric Administration, 2023). The light 
pulses emitted, and the information represented by their contact with the Earth’s 
surface, assisted by integrated, supporting data and information, may generate pre-
cise, three-dimensional information on the form of the Earth’s surface form. 
(Campbell, 2018). Applications in the geosciences include high-resolution digital 
elevation maps and the detection of geological features such as fault lines, and 
atmospheric applications including the recording of clouds, winds, aerosols, and 
larger airborne objects. Applications for surveying, include the creation of systems 
termed Digital Terrain Models (DTMs) or Digital Elevation Modes (DEMs), and for 
forestry the calculation of parameters such as tree height ranges, crown width and 
diameter, canopy volumes and vegetation cover. These applications may also be 
useful for animal ecological and zoological research such as the study of animal 
habitats, migrations, and foraging movements (Campbell, 2018).

Wang and Menenti (2021) note that LiDAR developed after the invention of laser 
in 1960 (see also Maiman, 1960; Woodbury et al., 1961; Smullin & Fiocco, 1962; 
Schotland, 1966; Cooney, 1968; Melfi et al., 1969). Here, laser refers to light ampli-
fication by stimulated emission of radiation, which is a device that stimulates atoms 
or molecules to emit light at specific wavelengths, the amplification of the light 
creating a narrow beam of light (Taylor, 2000). More advanced LIDAR systems 
have been developed (Fiocco & Smullin, 1963; Weitkamp, 2005; Kashani et  al., 
2015; Wang & Menenti, 2021). The LiDAR system records the time for the emitted 
light to reach the ground and return, and the time record is used to calculate dis-
tance, and the distance is converted to elevation. Global Positioning Systems are 
used to identify the X, Y, and Z locations of the light energy (Wasser, 2020).

The two main LiDAR types are (1) discrete-return LiDAR devices, which mea-
sure either one (single-return systems) or a few (multiple-return systems) of heights 
by identifying, in the return signal, the main peaks that represent discrete objects in 
the path of the laser illumination and (2) waveform recording devices which mea-
sure the time-differentiated intensity of the returned energy from the laser pulses, 
thus providing a definite record of the height distribution of the surfaces illuminated 
by the laser pulse (Lefsky et al., 2002, 20). Lefsky et al. (2002, 20) compares the 
two systems: “by analogy to chromatography, the discrete-return systems identify, 
while receiving the return signal, the retention times and heights of major peaks; the 
waveform-recording systems capture the entire signal trace for later processing.”

Recent, advanced applications of LiDAR include terrain digital models, cryo-
sphere studies, terrestrial ecology, atmospheric science, and hydrology/oceanogra-
phy. Recent platforms include NASA’s Cloud-Aerosol Lidar and Infrared Pathfinder 
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Satellite Observations (CALIPSO) (Winker et  al., 2010), the Cloud, and land 
Elevation Satellite (ICESat) (Markus et al., 2017) and ESA’s Aeolus wind satellite 
(Kanitz et  al., 2020). There are also unmanned aerial vehicle (UAV or “drone”) 
platforms (González-Jorge et al., 2017; Wang & Menenti, 2021). The data may be 
analyzed as point cloud data. ESRI (2019) notes that “post-processed spatially orga-
nized LiDAR data is known as point cloud data.” These initial point clouds are 
groups of 3D elevation points, including x, y, and z, with additional attributes such 
as GPS time stamps. Additionally, “elevations for the ground, buildings, forest can-
opy, highway overpasses, and anything else that the laser beam encounters during 
the survey constitutes point cloud data (ESRI, 2019).

Doppler LiDAR is a new method that can be applied to model air movements and 
related bird flight (Campbell, 2018, 2022c). Newsom and Krishnamurthy (2020) 
note that “the Doppler lidar (DL) is an active remote-sensing instrument that pro-
vides range- and time-resolved measurements of radial velocity, attenuated back-
scatter, and signal-to-noise ratio (SNR)”; additionally “the principle of operation is 
similar to radar in that pulses of electromagnetic energy (infrared in this case) are 
transmitted into the atmosphere; the energy scattered back to the transceiver is col-
lected and measured as a time-resolved signal.” In terms of applications, Hardesty 
(2015) defines Doppler LiDAR as a technology that “can be designed primarily to 
measure winds from aerosol-scattered radiation, or from molecule-scattered radia-
tion, or from both… A Doppler LiDAR is typically made up of a laser transmitter to 
produce pulses of energy that irradiate the atmospheric volume of interest; a receiver 
that collects the backscattered energy and estimates the backscattered energy and 
Doppler shift of the return; and a beam-pointing mechanism that directs the trans-
mitter and receiver together in various directions to probe different atmospheric 
volumes and measure different components of the wind” (Hardesty, 2015).

Koch (2006: 315) compares the similarities between Doppler LiDAR and 
Doppler radar, maintaining that Doppler LiDAR is analogous to Doppler radar, but 
with radar using long radio wavelengths and LiDAR using short infrared wave-
lengths. Koch (2006: 315) also remark on similar points to those of Hardesty (2015), 
that “doppler LiDAR allows imaging of wind fields to reveal the structure of updrafts 
and downdrafts in a thermal… imaging wind fields with doppler lidar can be a use-
ful tool for studying thermals and how they are used by soaring birds. An effective 
combination for further study of bird flight interaction with wind phenomena would 
be to add lidar measurements to an established means of tracking bird flight by radio 
or GPS transmitters, aircraft tracking, or radar.” Doppler LiDAR transmits pulses of 
light from a laser, which are reflected by the suspended atmospheric aerosols, and 
the reflected laser light is collected by a telescope and focused into an optical fiber. 
An optical mixing process, termed heterodyning, measures shifts in the frequency 
of the laser light. The reflection point’s distance is calculated by comparing the 
speed of light to the timing of the transmitted and received pulses. The light pulses 
are reflected by mobile small particles moving with the wind, and the measured 
Doppler shift from these moving particles shows the wind direction and speed 
(Koch, 2006).
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Applications of LiDAR are numerous, but habitat and vegetation for a prominent 
application (Campbell, 2018, 2022a, b, c). For the study of biogeochemical agents 
such as vegetation cover and related chemical cycling, and animal habitats based on 
the vegetation variables, a primary application of LiDAR is the measurement of the 
vegetation structures, and associated variables such as water, soils, and gases, that 
are relevant to biogeochemical cycling and biodiversity (Rustad et al., 2020; Wasser, 
2020). Wasser (2020) notes that “scientists often need to characterize vegetation 
over large regions to answer research questions at the ecosystem or regional scale…
LiDAR directly measures the height and density of vegetation on the ground mak-
ing it an ideal tool for scientists studying vegetation over large areas.” Goetz et al. 
(2010: 254) contend that the findings of their study using LiDAR for avian habitat 
ecology, is that LiDAR metrics (canopy structural diversity, including canopy 
height, topography, and the vertical distribution of canopy elements) were “consis-
tently better predictors than traditional remotely sensed variables such as canopy 
cover, indicating that LiDAR provides a valuable resource for biodiversity research 
applications.” This was because “the canopy vertical distribution information was 
consistently found to be the strongest predictor of species richness, and this was 
predicted best when stratified into guilds dominated by forest, scrub, suburban and 
wetland species” (Goetz et al., 2010: 254).

LiDAR based techniques are commonly applied to the study of closed or semi-
closed canopy forest, and the soil ecosystems associated with these ecological 
regions (Rustad et al., 2020). For vegetation heights, one of the more basic LiDAR 
applications, the United States Geological Survey (2020) describes high- 
resolution  LiDAR that can measure surface features with a vertical accuracy of 
10  cm. Lefsky et  al. (2002: 19–20) also argue that when the vertical distance 
between a sensor in a level-flying aircraft and the Earth’s surface is measured along 
a transect, an outline of both the ground surface and any covering vegetation is 
obtained. Even with high vegetation cover, where many measurements are returned 
from plant canopies, some of the measurements may be returned from the underly-
ing ground surface, which may enable an accurate map of the canopy height.

For more complex structures, LiDAR is also useful (Campbell, 2018). For exam-
ple, Lefsky et al. (2002, 19) write that LiDAR sensors are capable of measuring the 
three-dimensional distribution of plant canopies and crucially the subcanopy topog-
raphy, which provide the materials for the production of high-resolution topographic 
maps and accurate estimates of vegetation height, cover, and canopy structure. 
LiDAR may also be used to accurately estimate the leaf area index (LAI) and above- 
ground biomass “even in those high-biomass ecosystems where passive optical and 
active radar sensors typically fail to do so” (Lefsky et al., 2002, 19). LiDAR-based 
data can therefore measure vegetation variables which indicate possibilities for 
chemical element movements such a carbon cycling, nitrogen, and phosphorus 
accumulation and water evaporation, important vegetation variables including can-
opy height and cover, leaf area index, vertical forest structure. Species identification 
can be possible when using high quality LiDAR technology (Świątek & 
Pietrzykowski, 2022).
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LiDAR can also be used for topographical analyses, and “can produce topo-
graphic maps of amazing detail and accuracy, even where the ground is obscured by 
forest canopy” (Krogstad & Schiess, 2004). For topographic structure and included 
vegetation, advanced systems such as discrete-return and waveform-recording lidar 
sensors have strong points (Campbell, 2022c). Discrete-return LiDAR sensors may 
have high spatial resolutions, which is due to “the small diameter of their footprint 
and the high repetition rates of these systems (as high as 33,000 points per second), 
which together can yield dense distributions of sampled points” (Lefsky et al., 2002: 
20–21; see also Campbell, 2022c). This technology is useful for detailed ground 
mapping and canopy surfaces. Another advantage, due to the high resolution, is the 
possibility that data can be aggregated at various scales, allowing precise locations 
such as tree canopies to be recorded. The discrete-return systems are commonly 
available, and under continual development, for surveying, digital terrain mapping 
and modeling, and higher resolution topographical mapping and photogrammetry 
(Campbell, 2022c).

Waveform-recording LiDAR is also useful, due to their enhanced ability to 
record variations in canopy structure over increasingly large areas, and global data 
set availability (Lefsky et al., 2002). Waveform-recording LiDAR systems “record 
the entire time-varying power of the return signal from all illuminated surfaces and 
are therefore capable of collecting more information on canopy structure than all 
but the most spatially dense collections of small-footprint LiDAR” (Lefsky et al., 
2002, 20). Waveform-recording LiDAR also cover greater spatial extents and can 
provide broader information on these areas, with more efficient storage and analy-
sis. Waveform-recording LiDAR systems may be based on space-borne platforms, 
with examples being Shuttle Laser Altimeter missions, with footprints of about 
100 m, and the Ice, Cloud, and Land Elevation Satellite (ICESat) mission, carrying 
the Geoscience Laser Altimeter System, with 70-m diameter footprints (Harding 
et  al., 2001). Waveform-recording lasers have also been developed by NASA’s 
Goddard Space Flight Center (Lefsky et al., 2002).

LiDAR is also important for the recording and analysis of forest understory, 
which characterizes vegetation systems as much as canopy and topography 
(Campbell, 2022c). Understory studies are vital for biogeochemical and biogeo-
graphical variables, as chemical elements and compounds may vary across these 
strata (Campbell, 2022b). For example, Wang et al. (2021) present a study titled 
“short-term canopy and understory nitrogen addition differ in their effects on seed-
lings of dominant woody species in a subtropical evergreen broadleaved forest,” 
which maintains that atmospheric nitrogen (N) deposition is increasing, and infor-
mation on the impact of nitrogen deposition on seedling performance of tree species 
is important for the prediction of forest regeneration. The findings indicated that 
nitrogen deposition could strongly affect the woody species seedling growth. 
Additionally, the understory addition of nitrogen was more important than the can-
opy addition of nitrogen, regarding impacts on seedling height, basal diameter and 
biomass. The authors argue that consequently, “the traditional use of understory 
addition of N to simulate atmospheric N deposition may overestimate the effects of 
N deposition on seedling performance” (Wang et al., 2021).
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Although most LiDAR systems applications to vegetation structure examine 
canopy structures, vegetation layers may obscure the forest understory. For exam-
ple, Hamraz et al. (2017) argue that LiDAR) point clouds covering large, forested 
areas nay be developed to segment individual trees and to extract tree-level informa-
tion. The authors contend although current segmentation procedures may generally 
detect over 90% of overstory trees, they may detect only 60% of understory trees 
due to the occlusion effect of higher canopy layers. The understory trees are how-
ever an essential part of the forest ecosystem, especially as habitat for numerous 
wildlife species and a factor for stand development. Hamraz et al. (2017) modeled 
the occlusion effects and examined the impacts of several canopy layers, such as 
one over story, and several understory layers. They argue that “at a density of ~170 
pt/m2 understory trees can likely be segmented as accurately as overstory trees” 
using advanced LiDAR methods and create a more accurate assessment of forest 
structures (Hamraz et al., 2017). The findings indicated that to offset the occlusion 
effect a point cloud (PCD) of 170 pt/m2 is needed to segment understory trees down 
to the third canopy layer. The study modeled the LiDAR occlusion effect of higher 
canopy layers, for estimation of the PCD required for the segmentation of trees of 
the lower canopy layers (Hamraz et al., 2017).

Venier et al. (2019) also examined the measurement of forest understory vegeta-
tion, explaining the value of predicting and mapping understory. Four understory 
metrics (fractional cover, leaf area density, voxel cover (value on a regular grid in 
three-dimensional space) and normalized cover) were compared, and important 
explanatory variables related to occlusion were included, and there was comparison 
of the mixed effects vs. Random Forest approach for generating predictions, both 
being used for modeling understory vegetation using LiDAR data (Venier et  al., 
2019). The random forest approach is used to model forest inventory variables, and 
LiDAR derived predictors are used to create the best prediction of the forest inven-
tory variables. Problems with the random forest approach include the production of 
estimates of variable importance, rather “an ecologically interpretable relationship,” 
it does not make assumptions about data structure, it is better for the prediction of 
nonlinear relationships, it is not sensitive to correlations between variables, and it 
may be biased when incomplete ranges of conditions are being sampled (Venier 
et  al., 2019). The linear mixed-effects regression models, make assumptions of 
homoscedasticity (the variance of the residual, or error term, in a regression model 
is constant) but may create simpler, more interpretable models. Venier et al. (2019) 
argue that “in random forest models, large suites of variables are usually included to 
achieve the best predictive capacity. In the regression models, it is more important 
to limit the number of variables included to avoid overfitting and strong correlations 
between explanatory variables” (Venier et al., 2019).

The model used by Venier et al. (2019) included three vertical strata for the forest 
understory (0.5 m to <1.5 m, 1.5 m to <2.5 m, 2.5 m to <3.5 m), and four understory 
LiDAR metrics designed to control for the spatial heterogeneity of sampling den-
sity, to capture the vegetation understory density (Venier et al. (2019). The findings 
indicated occlusion of LiDAR pulses in the lowest stratum in the forest model, but 
no evidence that the occlusion affected the predictability of understory structure. 
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The mixed-effects regression models were favored over the Random Forest model, 
despite similar results: “the best approach to predict understory structure is using 
the mixed-effects model with the voxel-based understory LiDAR metric along with 
vertical stratum, because it yielded the highest explained variance with the fewest 
number of variables.” The findings also indicated that the other understory LiDAR 
metrics (fractional cover, normalized cover, and leaf area density) could be effective 
in the mixed-effects and random forest modeling approaches, and both produced 
predictions usable for ecological and forest planning applications, and increased 
accuracy for spatial mapping of wildlife habitat, fire behavior, or forest ecosystem 
dynamics; “our results fully support the indirect evidence provided from wildlife 
studies that LiDAR can predict understory vegetation structure even in the presence 
of a mature tree canopy” (Venier et al., 2019).

Estimations of canopy height and canopy cover using LiDAR are also vital 
(Campbell, 2018; Campbell & Jha, 2021). For example, Wasser et al. (2013) studied 
the reliability of LiDAR by comparing the findings of LiDAR data with field assess-
ments, to “determine if existing LiDAR data flown in leaf-off conditions for appli-
cations such as terrain mapping can effectively estimate forested riparian buffer H 
(canopy height) and FC (fractional canopy cover) within a range of riparian vegeta-
tion types” (Wasser et al., 2013). The findings indicated that canopy height models 
(CHMs) underestimated the canopy height, H more than the LiDAR percentile 
methods, partly due to the vegetation tree leaf type (conifer needle, deciduous sim-
ple leaf, or deciduous compound leaf) and the variation in canopy height. The 
LiDAR estimates of fractional canopy cover were within 10% of the findings of plot 
measurements during the leaf-on periods, but for the leaf-off periods the LiDAR 
estimates were mostly under-estimated except for mixed and conifer plots. The 
depth of the laser pulse penetration lower in the canopy varied more than for the 
upper canopy layer, possibly affecting the within canopy vegetation structure esti-
mates. The conclusion indicated the study “demonstrates that leaf-off LiDAR data 
can be used to estimate forested riparian buffer canopy height within diverse vegeta-
tion conditions and fractional canopy cover within mixed and conifer forests when 
leaf-on lidar data are not available” (Wasser et al., 2013).

Another important issue is the measurement of vegetation indices in heteroge-
neous landcover and the links with wildlife (Campbell, 2018). Carrasco et al. (2019) 
examined a counter to existing structure–animal diversity work, which is generally 
focused on structural metrics derived from LiDAR returns from only canopy and 
terrain features, stating that “despite the ability of LiDAR pulses to penetrate the top 
layers of the forest, most animal diversity studies hitherto have focused on building 
LiDAR-derived structural metrics using only canopy cover, or the variation in can-
opy height,” and that structural metrics that can capture the whole 3D forest struc-
ture may create higher predictive power for the assessment and study of multiple 
taxa biodiversity (Carrasco et  al., 2019). Reality indicates local animal diversity 
patterns are related to vegetation structural heterogeneity, and LiDAR developments 
have created important 3D forest structure studies. The study created new LiDAR 
structural metrics, based on the Leaf Area Density (LAD) at the vegetation height 
layers, and the links of these to bird species presence and density. Investigations 
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queried if LAD-based metrics better explained bird species richness compared to 
top of the canopy metrics, and the different aspects of vegetation structural hetero-
geneity impacted differently bird species richness (Carrasco et al., 2019).

The study, based on LiDAR full waveform and discrete data, used two sets of 
metrics, Canopy Height Metrics, and the LAD-Based Metrics. The Canopy Height 
Metrics, which used LiDAR’s first returns, represented top-of-the-canopy points 
(from which the maximum height, mean height and standard deviation were calcu-
lated) and canopy models (where digital surface models were calculated for each 
plot using a points to raster (p2r) algorithm, creating an output raster based on the 
height of the highest LiDAR returns at each pixel, with mean and standard deviation 
calculated from the canopy models for each plot) (Carrasco et al., 2019). The LAD- 
Based Metrics were based on all the LiDAR returns for estimation of vegetation 
density at different height layers. The leaf area density (LAD) was measured from 
LiDAR point-cloud data, and the LAD estimation used leaf area index (LAI, the 
projected total surface area of leaves per unit ground surface area) and the gap frac-
tion (GF, the light transmittance across a forest layer if a random leaf distribution is 
assumed), based on the assumption of a random leaf distribution (Carrasco et al., 
2019). The findings were that the metrics based on LAD measurements had stronger 
explanatory power (43% of variance explained) than the Canopy Height Metrics 
based on the variation of canopy heights (32% of variance explained) (Carrasco 
et al., 2019). Bird species richness varied with horizontal heterogeneity but not ver-
tical heterogeneity. Hence, the LAD-based metrics generally showed “higher 
explanatory power with regard to bird richness than metrics based on top of the 
canopy measurements” and models based on only LAD metrics were more accurate 
than canopy-based metrics, and LAD metrics were more important than canopy- 
based metrics in the mixed-metrics models (Carrasco et al., 2019).

Regionalization of vegetation variation is another important vegetation issue to 
which LiDAR can be applied for biogeographical, biogeochemical, wildlife habitat 
mapping and species distribution modeling (Campbell, 2018). Guo et al. (2017: 50) 
justified such topics for study, as “large – area structural inventories using LiDAR- 
derived variables that characterize generic habitat structure have rarely been done 
yet would be helpful for guiding biodiversity monitoring and conservation assess-
ments of species at regional levels.” Their study processed regional-scale LiDAR 
into classes of vegetation, using cluster analysis on six LiDAR-derived habitat- 
related variables, with vegetation structure in eight classes within ten natural, for-
ested subregions in forests in Alberta, Canada. The findings indicated that the 
vegetation structure of the Lower Foothills Natural Subregions was comparatively 
complex, with wildfire the most important disturbance factor for all vegetation 
classes. Only the rarest class of vegetation, had low canopy cover partly due to tim-
ber harvesting. LiDAR technology, with a spatial resolution (30 m) was finer than 
polygon-based forest inventories (Guo et al., 2017: 50).

Guo et al. (2018) applied LiDAR to large-scale landcover studies, on the premise 
that “the application of regional-level airborne LiDAR (light detection and ranging) 
data to characterize habitat patches and model habitat connectivity over large land-
scapes has not been well explored” and “maintaining a connected network of habitat 
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in the presence of anthropogenic disturbances is essential for regional-level conser-
vation planning and the maintenance of biodiversity values.” The vegetation was 
classified using LiDAR-identified vegetation structural attributes, creating habitat 
patches, and habitat networks were created for forest categories and analyzed using 
network connectivity metrics. Landcover change scenarios were simulated by habi-
tat patch removals, which simulated the landcover change and management impacts. 
Findings indicated simulated constructions could represent habitat networks, and 
spatial configuration of habitat landcover is important for ecological studies. Hence, 
“the scheme prioritizing only habitat area resulted in immediate near-term losses in 
connectivity, whereas the scheme considering both habitat area and their spatial 
configurations maintained the overall connectivity most effectively” (Guo 
et al., 2018).

Doppler LiDAR is also used for habitat analysis, especially in relation to wind 
movements in vegetation systems. Träumner et al. (2012: 399) explain the use of 
Doppler lidar to provide data for the analysis of turbulence structure above forest 
edges, where “comparison with state-of-the-art laser Doppler anemometry mea-
surements on a physical model in an atmospheric boundary layer wind tunnel shows 
that the lidar is able to resolve details of the wind field at a change of roughness in 
an appropriate order of magnitude” (Träumner et al., 2012: 399). Wind movements 
at the forest edge are important, because such turbulence may affect bird flight dur-
ing foraging (Campbell, 2015). Träumner et al. (2012: 399) point out that measure-
ments of real wind situations with moderate wind speed directed toward and away 
from forest edges, and the examination of a storm event with wind velocities below 
45 m s−1, represent common features of the isolines of average wind speed and its 
standard deviation and agree with results in previous studies. LiDAR with wide 
measuring zones can cover a dimension of air with a vertical measurement of over 
6 tree heights by a horizontal measurement of 30 tree heights, covering a wide area 
for the measurement of changing air perturbation, illustrated by a change in rough-
ness (Träumner et al., 2012).

Vegetation and hence habitat analysis using LiDAR may record the presence of 
frequencies and habitats of prey species, and related predator foraging (Campbell, 
2022b, c). Olsoy (2015: 74) notes that “heterogeneous vegetation structure can cre-
ate a variable landscape of predation risk – a fearscape – that influences the use and 
selection of habitat by animals.” The author notes that this mapping of the vegeta-
tion properties that contribute to predation risk, such as concealment and visibility 
opportunities, can be difficult across wide landscapes, especially as the traditional 
ground-based measures of predation risk are usually location specific, with limited 
spatial resolution. Terrestrial laser scanning (TLS) may be used for the mapping of 
the vegetation properties that shape fearscapes (Olsoy et al., 2015: 74). In this study, 
terrestrial laser scanning was used for estimation of prey concealment from several 
vantage points, which represented predator sightlines and the visibility of potential 
predators from the prey locations. The author concludes that TLS facilitates a com-
prehensive data set enabling an examination of how habitat changes may affect prey 
and predators. These TLS methods may be combined with other remotely sensed 
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imagery, to allow the use of fearscape analyses with the management and restora-
tion of landscapes (Olsoy et al., 2015: 74).

Savanna vegetation, a major global ecosystem composed of mixed grass, shrub, 
and tree vegetation, may be assessed using LiDAR, either as part of a mixed 
forest/savanna vegetation or savanna study (Campbell, 2022b). As noted earlier in 
this chapter, savanna and other open vegetation associations are important ecosys-
tems and vital for global biogeochemistry and biogeography. For example, Gwenzi 
(2017: 235) contain that “despite occupying almost a fifth of the global terrestrial 
vegetation system, savanna ecosystems are relatively understudied in the Earth 
observation field. As a result, their contribution to global socioecological functions, 
such as carbon sequestration, habitat provision, watershed protection, biodiversity, 
and communal supply of timber and nontimber products, is inadequately accounted 
for.” LiDAR applications to savanna-based studies may differ from those required 
for forest studies (Campbell, 2022b). For example, Gwenzi and Lefsky (2014: 338) 
maintain that savannas require different models from those developed for studying 
forests and it is vital to record the high canopy heterogeneity associated with savan-
nas. However, “studies using Light Detection and Ranging (LlDAR) have demon-
strated the technology’s ability to measure canopy height and the strong relationship 
between canopy height and structural attributes such as above- ground biomass, but 
most of this work has focused on closed canopy forests.” Gwenzi and Lefsky (2014: 
338) examined the use of space-borne LiDAR in the estimation of canopy height for 
the assessment of biomass in savannas, and their findings indicated that forest-based 
methods were inadequate, and their methods “demonstrated the capability of wave-
form LiDAR to assess vegetation structural attributes in savannas. The challenge in 
canopy height modeling using this technique in such ecosystems not only is limited 
to terrain slope but also includes the interacting influence of low canopy cover and 
short height.”

Savanna vegetation may grade into forest of varying density, usually dry sparse 
forest to denser more moist forest, and such gradients may be assessed with LiDAR 
applications. Canopies may vary in frequency density, especially where there is 
derived savanna, which is savanna that exists due to human action such as tree 
removal for agriculture or fuel wood extraction. When human action ceases or 
intensifies, variable mixed savannas result (Campbell, 2022b). Marselis et al. (2018: 
626) also studied LiDAR applications to vegetation gradients between savanna and 
forest, while noting that “tropical forest vegetation structure is highly variable, both 
vertically and horizontally, and provides habitat to a large diversity of species,” their 
research intended “to assess whether large footprint full-waveform LiDAR data can 
be used to distinguish successional vegetation types based on their vertical struc-
ture.” The vegetation metrics were derived from the LiDAR waveforms: canopy 
height, canopy fractional cover, total Plant Area Index (PAI) and vertical profile of 
PAI. The findings indicated that airborne waveform LiDAR produced similar results 
to Terrestrial Laser Scanning, that waveforms are an effective tool to distinguish 
between the vegetation types in a gradient format, and that LiDAR derived vegeta-
tion profiles provide strong ecological information (Marselis et al., 2018: 626).
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Grassland, defined as vegetation dominated by grassy species, with fewer trees 
and shrubs than savanna may also be studied with LiDAR technologies (Campbell, 
2018). For example, Zhang et al. (2021) note that unmanned aerial vehicle (UAV) 
light detection and ranging (LiDAR) sensors with “a single laser beam emission 
capability can rapidly detect grassland vegetation parameters, such as canopy 
height, fractional vegetation coverage (FVC) and aboveground biomass (AGB).” 
Their findings showed that the LiDAR method was successful, as compared with 
other prediction maps, these maps had higher accuracy, wider spatial coverage 
cover and a higher spatial resolution. Grassland under variable grazing intensities, 
can also be assessed using advanced LiDAR techniques. Marcinkowska-Ochtyra 
et al. (2018) examined two grass species (Molinia caerulea, Calamagrostis epige-
jos), using Airborne 1-m resolution HySpex images and LiDAR data, and vegeta-
tion structures from discrete and full-waveform data and topographic indexes were 
created based on a LiDAR point cloud generated Canopy Height Model. The clas-
sifications were performed using a Random Forest algorithm. Marcinkowska- 
Ochtyra et al. (2018) concluded that hyperspectral (HS) and LiDAR airborne data is 
applicable to the study of grasslands, including assessments and monitoring of 
grassland species encroaching into habitats.

 Conclusions

This chapter has examined some topics covering key issues in the relationship 
between biogeochemistry and biogeography, the latter science examined principally 
as a terrestrial science, as marine biogeography and its relationship with biogeo-
chemistry will be examined in the next chapter. The development of the tools of 
geomatics is a recent, crucial application for environmental research, lending analy-
ses and precision to case studies, and superior spatial perspectives to regional and 
global studies. The main links between biogeochemistry and terrestrial biogeogra-
phy concern the physical features of the Earth’s surface, especially vegetation struc-
tures, for which exact measurements may allow a more accurate assessment of their 
role in biogeochemical cycling. Geodesy, radar, and LiDAR are still developing; 
therefore, the application of these techniques to the environmental sciences is an 
ongoing exercise, with the main issues being increasing precision, resolution, and 
detail and barrier penetration (such as through canopies). Some of the biogeographi-
cal and geomatics-based studies hint at the contributions to predictive models, 
which may become increasingly important, given the current sometimes extreme 
acknowledgement of rapid, trend-based environmental change. This development 
will contribute to the development of the environmental sciences and strengthens 
the status of biogeochemistry as a key science of the study of the Earth.
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Chapter 5
Biogeochemistry and Oceanography

Michael O’Neal Campbell

Abstract The atmosphere and oceanic hydrosphere constitute the largest aspects of 
the Earth’s surface, creating the coloration that from space led the Earth to be named 
the “blue planet.” Predominantly air (nitrogen, oxygen, argon, carbon dioxide, etc.) and 
water (hydrogen, oxygen), both spheres are essential for all plant and animal life and 
form the links between the biological, biochemical, biophysical, geochemical, and geo-
physical worlds, and hence are the main components of biogeochemistry. The studied 
relationship between biogeochemistry, biogeography, and atmospheric and oceanic 
sciences is still evolving, and debates prevail concerning this complex relationship at 
the global level. This chapter examines the relations between the biogeochemistry of 
oceanic ecosystems and marine life and those parts of the atmosphere just above the 
oceans. The biogeography of the oceans plays an interacting role with oceanic biogeo-
chemistry, as biogeochemistry enables the existence of marine plant and animal life, 
which also enable chemical cycling. Case studies are cited from the Earth’s oceans, and 
the historical background of oceanography and associated sciences is also cited. It is 
concluded that biogeochemistry, biogeography, and oceanography comprise a growing 
scientific complex, and the understanding of the clusters of these sciences is important 
for the assessment of the expanding science of ocean biogeochemistry.

 Introduction

Oceanography is the core discipline behind the development of a field of ocean 
biogeochemistry, which must also draw on biogeography, geochemistry, the marine 
sciences (geology, physics, chemistry, biology), and possible research methods such 
as Big Data and remote sensing. Oceanography, oceanology, or ocean science is 
clearly a vast discipline in that it studies over 70% of the Earth’s surface, and the 
critical constituent of the Earth’s materials, namely water, is increasingly defined by 
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its breadth, depth and scientific inclusivity, and technological advancements (Dixon 
et al., 2021). The National Ocean Service of the United States notes that it is “hard 
to imagine, but about 97% of the Earth’s water can be found in our ocean. Of the 
tiny percentage that is not in the ocean, about two percent is frozen up in glaciers 
and ice caps. Less than one percent of all the water on Earth is fresh. A tiny fraction 
of water exists as water vapor in our atmosphere” (National Oceanic and Atmospheric 
Administration, 2021a). The United States Geological Survey (2022) states that 
there are 1,338,000,000 cubic kilometers (321,000,000 cubic miles) of water in 
oceans, seas, and bays, or 96.54% of the water on Earth (see also Shiklomanov, 1993).

There are several recent definitions for oceanography from research universities. 
For example, Texas A&M University (2022) provides the definition: “Oceanography 
is an interdisciplinary science where math, physics, chemistry, biology, and geology 
intersect… Traditionally, we discuss oceanography in terms of four separate but 
related branches: physical oceanography, chemical oceanography, biological ocean-
ography, and geological oceanography.” Further, physical oceanography is the study 
of seawater’s physical properties (temperature, density, etc.) and movements (waves, 
currents, tides) and the physical interactions between the ocean waters and the atmo-
sphere. Chemical oceanography studies the chemical composition of seawater and the 
biogeochemical cycles that affect the ocean and may link with the atmosphere and the 
lithosphere and the rest of the hydrosphere (e.g., rainfall and rivers). Biological ocean-
ography studies the marine biological organisms in the oceans (from microscopic 
bacteria, phytoplankton, zooplankton to fish and marine mammals) and some wider 
environmental issues than marine biology. Geological oceanography studies the geo-
logical structure, features, and evolution of the oceans (Texas A&M University, 2022).

The Massachusetts Institute of Technology (MIT) (2022) (with the Woods Hole 
Oceanographic Institution) offers a similar definition: Physical oceanography exam-
ines the physics and geography of the ocean currents and water properties. Chemical 
oceanography studies the movements of chemical elements and compounds through 
the oceans, across ranges of time and space scales. Biological oceanography exam-
ines oceanic organisms, including their distribution, abundance, and production, and 
the factors and processes that determine and influence the spread and development of 
species. Also added is Marine Geology and Geophysics, defined as the study of “the 
structure of the earth beneath the oceans, the processes that shape the seafloor, the 
interactions between geological and biological systems, the history of ocean circula-
tion patterns and climate change preserved in seafloor and lake sediments, corals, ice 
sheets, and other natural archives, and climate variability and impacts.” Environmental 
Science.Org. (2022a) adds that chemical oceanographers “monitor the chemical 
composition of the ocean water to better understand how they shape the planet. They 
may study pollution or help find naturally occurring resources on the seafloor,” phys-
ical oceanographers study “the movements of the oceans, in the waves and currents 
and tides that move the water itself” and geological oceanographers examine “ocean’s 
floor….” and “may study undersea volcanic activity and its relation to the movement 
of tectonic plates or the deep oceanic trenches that plunge thousands of feet.”

Another incisive definition is that of the University of British Columbia (2022), 
which holds that “oceanographers study the physical and chemical properties of 
ocean water, the life within it, the sea floor, and the ocean’s connection to the rest of 
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the planet. Oceanography draws from biology, physics, chemistry, and geology, 
making it a truly multidisciplinary science. Oceanographers work in diverse areas, 
including biological oceanography; the physics of waves, tides, and currents; the 
creation, evolution, and structure of sea floors; and chemical oceanography.” This is 
similar to the definition of Carroll University (2022), which holds that oceanogra-
phy is the “interdisciplinary study of the global oceans – from shallow coastal areas 
to the deepest ocean trenches, from the tropics to the polar seas.” Four subdisci-
plines are mentioned, these being “physical oceanography (the study of waves, cur-
rents, tides, and ocean energy); geological oceanography (the study of the sediments, 
rocks, and structure of the seafloor and coastal margins); chemical oceanography 
(the study of the composition and properties of seawater and how it is affected by 
physical mixing processes and interactions with the seafloor, the atmosphere and 
ocean life); and biological oceanography (the study of marine organisms and their 
interactions with the ocean environment.”

National Geographic (2022) defines oceanography as “the study of the physical, 
chemical, and biological features of the ocean, including the ocean’s ancient history, 
its current condition, and its future” and that “oceanography applies chemistry, 
geology, meteorology, biology, and other branches of science to the study of the 
ocean. It is especially important today as climate change, pollution, and other fac-
tors are threatening the ocean and its marine life.” National Geographic (2022) links 
these definitions with current environmental issues and contends that “in a time 
when the ocean is threatened by climate change and pollution, coastlines are erod-
ing, and entire species of marine life are at risk of extinction, the role of oceanogra-
phers may be more important now than it has ever been.” Based on these 
developments, “one of the most critical branches of oceanography today is known 
as biological oceanography. It is the study of the ocean’s plants and animals and 
their interactions with the marine environment” (National Geographic, 2022).

The rest of this chapter examines the branches of oceanography, and their links 
with associated sciences (i.e., biological oceanography and marine biology and marine 
biogeography; geological oceanography and marine geology; physical oceanography 
and marine physics; and chemical oceanography and marine chemistry and biochem-
istry), how the oceanographic sciences relate to the related science (the oceanography 
branch usually has a broader, environmental focus, while the subdiscipline with the 
prefix “marine” is more specialized, more linked to the basic science), and links with 
technology, such as LiDAR. These issues are then related to biogeochemistry.

 Links Between Biogeochemistry, Oceanography, 
and Biogeography

 Biological Oceanography

Biological oceanography as a science may be confused with marine biology, but 
distinctions are discernable based on the focus and breadth of study, as biological 
oceanography looks at the broader, food web, and physical and chemical relations 
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of oceanic life, while marine biology focuses more on biological, species-oriented 
studies (Lalli & Parsons, 1993; Miller & Wheeler, 2012). Environmental Science.
Org. (2022a) mentions links between biological oceanography and marine biology, 
as marine biologists are defined as oceanographers who study marine ecosystems 
and their inhabitants, which includes working with research animals, field experi-
mentation in the ocean, with data collection and tracking studies. Ellis (2007) argues 
that “marine biology and biological oceanography are two disciplinary subfields 
that have long struggled with their definitions. Should marine biology simply be 
considered a part of biology that takes place in the marine environment or is it a 
distinct entity, with conceptual problems and methodological approaches all its 
own? Similarly, biological oceanography could be seen as a necessary adjunct to 
physical and chemical oceanography, or it could be defined more as an extension of 
biology into the marine realm.” Despite the overlaps between the two disciplines of 
biological oceanography and marine biology (Environmental Science.Org. (2022b), 
compared with marine biology, biological oceanography will to a greater degree 
examine wider factors that impact life in the oceans; the “primary concern is rela-
tionships in the ocean” including for example, the processes that lead to the ecology 
of life around undersea thermal vents, the impact that subaquatic earthquakes on an 
oceanic ecology and related physical attributes, and the chemical changes that can 
impact on the life forms (Environmental Science.Org., 2022b).

The Florida Institute of Technology (2022) also attempts to distinguish between 
biological topics in oceanography and the coverage of marine biology. Referring to 
university studies as a guide, the comment is that “oceanography and marine biol-
ogy may seem like basically the same thing, but these two majors lead to very dif-
ferent career paths and jobs…. While oceanographers study the oceans 
themselves – the chemistry, physics, and geology of ocean systems and how organ-
isms shape these systems, marine biologists study marine organisms – their charac-
teristics, physiology, and life history.” Basically, oceanographers study the role of 
oceans in the “big picture of Earth’s ecosystems and the ways in which oceans 
impact life on Earth and vice versa” and study the oceans from a variety of perspec-
tives including those of mathematics, chemistry, physics, geology, and meteorology 
(Florida Institute of Technology, 2022). Oceanographers also study marine life, but 
from the viewpoint of how marine life (linked to chemicals, temperature, weather, 
and other environmental factors) interrelates with ocean conditions, contrasting 
with marine biologists, who “might study algae to catalog it, discover where it can 
survive, what it eats, and what eats it,” while an oceanographer “would study the 
impact of algae on the ocean water itself, such as when algae release toxic sub-
stances into the ocean and cause the water to change color, or cause other forms of 
life to die” (Florida Institute of Technology, 2022).

Vaillancourt (2016) concurs with these distinctions, namely that marine biology, 
while broad in focus may focus more on biology and ecological relations with the 
environment, while biological oceanography may include more perspectives from 
environmental (chemistry, geology, physics) sciences. Basically, the two disciplines 
have overlapped, but marine biologists “focus more on the physiological ecology, 
biology, and taxonomy of the organism or taxonomic group, within the context of 
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its environment” with the emphasis on studies mostly at the organismal level 
(Vaillancourt (2016). By contrast, the biological oceanographer looks more at the 
organisms at the bottom of the food chain, “the smaller plankton, whose biomass, 
productivity and behavior are determined more by advection, turbulence, and mix-
ing of the water column and so is more intimately linked to the physical and chemi-
cal environment” and possibly the biological oceanographer may be seen as “treating 
the ocean as an organism itself… with energy, mass and gas flows mediated by the 
activity of the organisms but also the physical processes of the ocean/atmosphere 
environment” (Vaillancourt, 2016).

There are also overlaps in the coverage of the biological oceanography and 
marine biology journals. For example, an old study by Wood et al. (1967), published 
online by the Journal of the Marine Biological Association of the United Kingdom 
as the most cited, was based on a mostly chemical oceanography topic: “An accu-
rate, dependable determination of 0–60 μg-at./l. of NO−3-N in seawater has been 
developed. The sample is treated with tetrasodium ethylenediaminetetraacetate 
solution and passed through a column of copperized cadmium filings. A nearly 
quantitative reduction of nitrate to nitrite results. Nitrite is then determined by a 
diazotization method. Neither sulphide nor high nitrite concentrations interferes” 
(Wood et al. (1967: 23).

Another study by Sun et al. (2022: 1578) in the Journal of Oceanography and 
Limnology could be classified as under the umbrella of marine biology: titled 
“Diverse habitat preferences of two sea cucumber species and the seasonal change 
in a coral reef area.” It examines “two common tropical sea cucumbers (Holothuria 
edulis and Stichopus chloronotus) to explore the reasons that affect their habitat 
selection and seasonal changes, so as to provide support for the spatial planning of 
sea cucumbers reserve in coral reef area” (Sun et al., 2022: 1578). The findings of 
the research indicated that the shift from dry to rainy season is important for habitat 
preferences with pronounced variations in habitat preference between the seasons 
for both species.

Both marine biology and biological oceanography may focus on the study of 
plankton, as this species group is basic to many marine ecosystems (Catlett et al., 
2022; Journal of Experimental Marine Biology and Ecology, 2022; Journal of the 
Marine Biological Association of the United Kingdom, 2022; Marine Ecology 
Progress Series (MEPS), 2022; Marine Biology, 2022; Takahashi et al., 2022). For 
example, Hostetler et al. (2018: 127) remark that marine ecosystems are complex 
entities including huge numbers of species over a vast range of spatial and temporal 
scales. Phytoplankton constitutes the base of most marine ecosystems, with an 
annual net photosynthetic carbon equivalent to all terrestrial vegetation (Field et al., 
1998; Behrenfeld et al., 2001). The basic production system of oceanic plankton is 
linked to the CO2 and other exchanges between the atmosphere and ocean, deep 
ocean carbon sequestration, and ocean food webs, including larger organisms (see 
also Falkowski et al., 1992; Antoine et al., 1996; Behrenfeld & Falkowski, 1997; 
Falkowski et al., 1998; Meskhidze & Nenes, 2006; DeVries et al., 2012; Gantt & 
Meskhidze, 2013).
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Tables 5.1, 5.2, 5.3 and 5.4 and Figs.  5.1 and 5.2 illustrate some differences 
between biological oceanography and marine biology, referring to relevant journals. 
From the many reputable journals covering marine biology and biological oceanog-
raphy, four journals each are selected to illustrate some of the different topics 
(Journal of Oceanography, Annual Review of Marine Science, Journal of Oceanology 
and Limnology, Limnology and Oceanography for biological oceanography; Marine 
Biology, Journal of Experimental Marine Biology and Ecology, Journal of the 
Marine Biological Association of the United Kingdom. Marine Ecology Progress 
Series for marine biology). The aims and scopes of the journals indicate a broader, 
more environmental, focus for the oceanographic journals and a more organism/
ecology focus for the marine biology journals.

The main relationship between biological oceanography and biogeochemistry 
concerns the biogeochemical cycling that affects the ecosystems and related envi-
ronmental components and patterns that are the focus of biological oceanography, 
and any possible role that the latter have in affecting biogeochemical cycling. These 
relations are also relevant to marine biogeography (Fig. 5.2), which is the spatial 
element of marine biology. The environmental components of biological oceanog-
raphy may affect species distributions (the biogeography of marine life and ecosys-
tems) (National Oceanic and Atmospheric Administration, 2021b). These relations 
are depicted in the tables below. In this regard, marine biogeography may be defined 

Table 5.1 Biological oceanography journals’ aims and scopes

Journal title Aims and scopes

Journal of 
Oceanography

Promote “understandings of ocean systems from various aspects including 
physical, chemical, biological, geological oceanography as well as 
paleoceanography, etc.” The favored region is the western North Pacific and 
Asian coastal waters, “but the study region is not limited to the Asian Pacific”

Annual Review 
of Marine 
Science

Based on “diverse topics within the major disciplines of coastal and blue 
water oceanography (biological, chemical, geological and physical) as well 
as subjects in ecology, conservation, and technological developments with the 
marine environment as the unifying theme”

Journal of 
Oceanology and 
Limnology

Considers “aspects of oceanology (oceanography) and limnology from all 
over the world, including those in academic coverage: biology 
(bioinformatics, bioengineering), physics (mathematical and computational 
physics), geology (sedimentology, geophysics, paleontology, geochemistry), 
chemistry (geochemistry, biochemistry), hydrology, meteorology, and 
geography; and those in practical coverage: aquaculture, marine resource 
exploration, remote-sensing, environmental protection, marine engineering, 
pharmacology, and instrumentation”

Limnology and 
Oceanography

All aspects of the sciences of limnology and oceanography… understanding 
of aquatic systems… “the fields of limnology and oceanography, whether 
physical, chemical, or biological in nature, empirical or theoretical in 
method, and from elemental to geological, ecological to evolutionary, species 
to ecosystem, or system to global in scale.” Topics mostly within the 
“scientific philosophy of novel, hypothesis-driven or observational research 
that contributes significantly to a broader understanding of aquatic sciences”

Source: Journal of Oceanography (2022); Annual Review of Marine Science (2022); Journal of 
Oceanology and Limnology (2022); Limnology and Oceanography (2022)
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Table 5.2 Marine biology journals’ aims and scopes

Journal title Aims and scopes

Marine Biology All fields of marine biology. Special emphasis on “the understanding of life in 
the sea, organism-environment interactions, interactions between organisms, 
and the functioning of the marine biosphere.” Particular interest on “marine 
biogeochemistry, ecology of marine populations and communities, marine 
ecophysiology, behavioural biology of marine organisms, development and 
life cycles of marine organisms, biochemistry and physiology of marine 
organisms, evolution of marine organisms, population genetics of marine 
organisms, marine conservation, technology developments in marine biology, 
global change ecology of marine organisms, marine invasion ecology, marine 
biodiversity”

Journal of 
Experimental 
Marine Biology 
and Ecology. 
From Jan 1, 
2022, Marine 
Biodiversity 
Records added

Experimental ecological research on marine organisms and their 
environmental relations. Especially “biochemistry, physiology, behavior, 
genetics, and ecological theory.” Includes “hypothesis driven experimental 
work, both from the laboratory and the field” and “natural experiments or 
descriptive studies that elucidate fundamental ecological processes” and topics 
“should have a broad ecological framework beyond the specific study 
organism or geographic region.” With the merger of Marine Biodiversity 
Records, additional topics include “geographical ranges of marine species, 
including the effects of the introduction of novel or alien species to marine 
ecosystems, and of taxonomic studies relevant to these changes”

Journal of the 
Marine 
Biological 
Association of 
the United 
Kingdom

All aspects of marine biology, currently especially “marine ecology, behaviour 
and fisheries; Biodiversity and population studies of marine ecosystems, 
especially potential impacts of global warming, ocean acidification and 
climate change on ecosystem resilience; Physiology, biochemistry, genetics 
and molecular biology of marine organisms, including microbiology, 
particularly related to the integrative ecophysiology of marine organisms; 
Taxonomic syntheses, including molecular phylogenies; Morphology, life 
history and developmental biology of marine organisms, especially model 
systems; Chemical and physical oceanography, as directly relevant to marine 
biology; Marine environmental health, and in particular its relationship to 
human health and well-being”

Marine Ecology 
Progress Series

All aspects of “marine, coastal, and estuarine ecology. MEPS coverage 
includes the whole spectrum of species, habitats, biological organisation (cells 
to ecosystems) and research (fundamental and applied)” with priority “given 
to outstanding research that advances our ecological understanding.” Topics 
covered include “microbiology, botany, zoology, ecosystem research, 
biological oceanography, ecological aspects of fisheries and aquaculture, 
pollution, environmental protection, conservation, resource management.” 
Examples cited include environmental factors (including “tolerances and 
responses of marine organisms (microorganisms, autotrophic plants and 
animals) to variations in abiotic and biotic components of their environment; 
radioecology”), physiological-ecological mechanisms, Molecular marine 
ecology, cultivation/aquaculture, dynamics (this refers to “energy, matter 
flows, in organisms, populations and ecosystems; biodiversity; trophic 
interrelations; production, transformation, decomposition of organic matter; 
plankton, benthos, estuarine, coastal ecology; Wadden sea, coral reef, 
deep-sea, open-ocean, polar, theoretical ecology; ecological methodology, 
technology; modeling and computer simulation), ocean use management, and 
Ecoethics (“relevant to human thought and conduct”)”

Sources: Journal of Experimental Marine Biology and Ecology (2022); Journal of the Marine 
Biological Association of the United Kingdom (2022); Marine Ecology Progress Series (MEPS), 
2022; Marine Biology (2022)
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Table 5.3 Biological oceanography research examples

Title Topic and description

1 Occurrence patterns of larval 
mesopelagic fishes in the mouth 
of highly eutrophic Tokyo Bay, 
central Japan

Broad ecological study, examining the “occurrence 
patterns of larval mesopelagic fish species in the surface 
layers of the highly eutrophic Tokyo Bay.” Focuses on 
mesopelagic fishes, with sample of 2276 individuals of 
78 species

2 Phytoplankton and ice-algal 
communities in the seasonal ice 
zone during January (Southern 
Ocean, Indian sector)

Broad ecological study, examining relations between 
phytoplankton species (especially Fragilariopsis, 
F. Hustedt, 1913, Pseudo-nitzschia H. Perag), 
composition and sea-ice algae in seawater after melting 
from sea ice

3 Evolution, Microbes, and 
Changing Ocean Conditions

Broad ecological study: Evolutionary tools for four areas 
of ocean change biology: plastic and evolutionary trait 
changes, environmental variability and trait values, 
multiple environmental drivers in trait change, and 
population tolerance limits

4 New Microbial Biodiversity in 
Marine Sediments

Broad ecological study of microbes in marine sediments. 
Shows how advancements in the computational analysis 
of large genomic data sets have enabled the 
reconstruction of individual genomes from complex 
microbial communities

5 The Nutritional Ecology of 
Marine Apex Predators

Broad ecological study of marine apex predators in 
environmental contexts. Multidimensional approach, the 
nutritional geometry framework, nutritional geometry and 
marine prey, ecological niche concept, predator research

6 Diverse transformations of sulfur 
in seabird-affected sediments 
revealed by microbial and stable 
isotope analyses

Broad ecological study, microbial ecology of sulfides and 
sulfates, in sediments, in a penguin-affected lake and a 
penguin free lake in Antarctica Peninsula. Penguin 
organic inputs affected sulfur transformations, microbe 
ecology

7 Effects of climate change on the 
potential habitat distribution of 
swimming crab Portunus 
trituberculatus under the species 
distribution model

Broad ecological study, using predictive species 
distribution model (SDM), on climate change impact on 
distribution of the swimming crab Portunus 
trituberculatus. Predicted habitat loss, China Sea, Yellow 
Sea, not Bohai Sea

8 Integrating phytoplankton 
pigment and DNA meta- 
barcoding observations to 
determine phytoplankton 
composition in the coastal ocean

Broad ecological study, comparing DNA meta-barcoding 
and high-performance liquid chromatography pigment 
analysis for phytoplankton composition. Both identify 
eukaryotic phytoplankton taxa (diatoms, dinoflagellates, 
chlorophytes, prymnesiophytes) differ on biomarker 
pigmentation

1. Nagaiwa et  al. (2022), Journal of Oceanography; 2. Takahashi et  al. (2022) Journal of 
Oceanography; 3. Collins et al. (2020), Annual Review of Marine Science; 4. Baker et al. (2021), 
Annual Review of Marine Science; 5. Machovsky-Capuska and Raubenheimer (2020), Annual 
Review of Marine Science; 6. Shen et al. (2022), Journal of Oceanology and Limnology; 7. Liu 
et  al. (2022), Journal of Oceanology and Limnology; 8. Catlett et  al. (2022), Limnology and 
Oceanography
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Table 5.4 Marine biology research examples

Title Topic and description

1 Low population genetic 
structure is consistent with high 
habitat connectivity in a 
commercially important fish 
species (Lutjanus jocu)

Single species ecological and genetic study of the dog 
snapper (Lutjanus jocu, Bloch & J. G. Schneider, 1801). 
Hypothesis that habitat access affects genetic divergence 
among populations and genetic diversity within 
populations. Findings indicated habitat change did not 
change genetic divergence between populations

2 Intraspecific trophic variation in 
brown booby (Sula leucogaster) 
from the Southwestern Atlantic

Single species ecological study on the brown booby (Sula 
leucogaster), hypothesis that sexual size dimorphism 
reduces intraspecific food competition. The pelagic (sea 
surface feeding) dogtooth herring (Chirocentrodon 
bleekerianus; Poey, 1867) was mostly taken by females, the 
demersal (seafloor feeding) Stripped weakfish (Cynoscion 
guatucupa, Cuvier, 1830) was taken by male boobies, a sex 
trophic segregation

3 Similar metabolic responses of 
co-occurring postsettlement 
mussels to temperature change 
despite distinct geographical 
distributions

Single species ecological study of the Mediterranean 
mussel (Mytilus galloprovincialis, Lamarck, 1819), 
compared with the Perna perna mussel (Perna perna, 
L.1758), the hypothesis being “physiological constraints on 
early stages of development could explain adult 
distributions and life histories.” For adults, there were 
interspecies differences in metabolic regulation capacities 
in response to temperature, but none in young specimens

4 Differential hypoxia tolerance 
of eastern oysters from the 
northern Gulf of Mexico at 
elevated temperature

Single species ecological study of eastern oysters 
(Crassostrea virginica; Gmelin, 1791), and responses to 
hypoxia in Gulf of Mexico estuaries. Findings indicated 
differences in hypoxia tolerance between populations, and 
some oysters were better able to protect tissues against 
acidosis and oxidative damage during hypoxia and high 
temperature stress, with variations in response to hypoxia 
and high temperature stress

5 Chemical fingerprints suggest 
direct familiarization rather 
than phenotype matching 
during olfactory recognition in 
Australian sea lions (Neophoca 
cinerea)

Single species ecological study of Australian sea lions 
(Neophoca cinerea, Péron, 1816), using gas 
chromatography–mass spectrometry (GC–MS), for 
chemical fingerprints in mother-pup pairs. No 
GC-detectible mother-offspring similarity in chemical 
fingerprints detected, rather direct familiarization between 
mothers and young

6 Contrasting decadal recruitment 
patterns in the sea urchin 
Strongylocentrotus 
droebachiensis in the Gulf of 
Maine

Single species ecological study of green sea urchin 
(Strongylocentrotus droebachiensis, Müller, 1776), with 
declining populations from pressures of overfishing, 
anthropogenic climate change, predation by Jonah crabs 
(Cancer borealis, Stimpson, 1859)

(continued)
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Table 5.4 (continued)

Title Topic and description

7 Differences in the 
morphological body condition 
index of sea turtles between 
species and size classes

Single species ecological study of sea turtles: green turtles 
(Chelonia mydas), loggerhead turtles (Caretta caretta) and 
hawksbill turtles (Eretmochelys imbricata). Fulton’s 
condition index (bodyweight divided by the cube of straight 
carapace length (SCL)) indicates good body condition, 
problematic in not considering the mass-length relationship. 
With interspecies differences, high and low index values 
were found

8 Varying reef shark abundance 
trends inside a marine reserve: 
evidence of a Caribbean reef 
shark decline

Single species ecological study of Caribbean reef shark 
(Carcharhinus perezi, Poey, 1876) and nurse shark 
(Ginglymostoma cirratum, Bonnaterre, 1788) inside and 
outside marine-protected areas (MPAs) in Belize, Findings 
indicated a reef shark decline in MPAs, but stable nurse 
shark populations. Reef shark decline perhaps due to 
fishing and nurse shark stability to behavior and nationwide 
protection

1. Tovar Verba et al. (2023), Marine Biology; 2. Mancini et al. (2023), Marine Biology; 3. Nel et al. 
(2023), Marine Biology; 4. Coxe et  al. (2023), Journal of Experimental Marine Biology and 
Ecology; 5. Wierucka et  al. (2019), Journal of Experimental Marine Biology and Ecology; 6. 
Harris and Gibson (2023), Journal of Experimental Marine Biology and Ecology; 7. Nishizawa 
and Joseph (2022), Journal of the Marine Biological Association of the United Kingdom; 8. 
Flowers et al. (2022), Marine Ecology Progress Series

Fig. 5.1 Diagrammatic 
relations between 
biological oceanography 
and marine biology

as “the study of marine species, the geographic distribution of their habitats, and the 
relationships between living organisms and the environment” (National Oceanic 
and Atmospheric Administration, 2021b). Rivadeneira (2017) adds that “marine 
biogeography is a subfield of biogeography aimed at understanding the patterns and 
processes governing the distribution of marine taxa at geographic scales.”

Marine biogeography is related to several disciplines and subdisciplines, includ-
ing marine biology and ecology, physical and biological oceanography, ecophysiol-
ogy, genetics, geography, geology, paleontology, and macroecology. Several 
subdisciplines have been proposed from the intersection with these branches, 
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Fig. 5.2 Links between biological oceanography and related disciplines

alluding to the subject of study (e.g., phytogeography and zoogeography), the tem-
poral scale of driving processes (e.g., ecological biogeography and historical bioge-
ography), the use of phylogenetic and phylogeographic tools (e.g., comparative 
phylogeography), paleontological data (paleobiogeography), or the combined use 
of multiple approaches (e.g., integrative biogeography).

Older texts covering the development of marine biogeography include Ekman 
(1953), Hedgpeth (1957), and Briggs (1974). Examining these texts, Rivadeneira 
(2017) notes that Ekman’s work was the “first biogeographic classification of the 
global ocean,” Hedpeth’s book was “the first major synthesis of marine biogeogra-
phy, summarizing almost a century of scattered studies, including major biogeo-
graphic units recognized to that date, a lucid discussion of the role of sea temperature 
on species distribution, and the causes of the bipolarity phenomenon,” and “Briggs 
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provided the first detailed global biogeographic classification scheme, including 
more than fifty-three provinces worldwide.”

More recent texts covering the topics of marine biogeography include the work 
of Longhurst (2010). Arctic Biodiversity Data Service (2016) notes that “at the first 
level of reduction, Longhurst recognized four principal biomes (also referred to as 
domains in earlier publications): the Polar Biome, the Westerlies Biome, the Trade- 
Winds Biome, and the Coastal Boundary Zone Biome.” The next level of reduction 
classifies the ocean basin into provinces, averaging about ten for each basin and 
“these partitions provide a template for data analysis or for making parameter 
assignments on a global scale” (Arctic Biodiversity Data Service, 2016).

In the “biogeographic partition of the ocean,” Longhurst (2007a) notes that “oce-
anic biogeography has inherent difficulties compared with terrestrial biogeography, 
such as high cost of collecting samples at sea, the high levels of expatriation of 
plankton species, the relative lack of isolation among natural regions, and the prob-
lem of observing three-dimensional distributions that vary in both space and time.” 
Longhurst (2007b) also defines biomes as “the primary partition of the ocean” and 
mentions “four primary biomes of the upper ocean. They are (1) polar biome, (2) 
westerlies biome, (3) trades biome, (4) and coastal biome.” Differences between 
these biomes are complex: the polar biome has “low taxonomic diversity at all tro-
phic levels,” while for the westerlies biome, “herbivore ecology is complex… 
because both the pattern of seasonal ontogenetic migration, typical of the polar seas, 
and the diel vertical migration pattern, typical of trade-wind seas, occur here”; for 
the trades biome, “the pelagic ecosystem is at its most taxonomically diverse and 
represents the climax community of the pelagos,” and the “plankton, and especially 
the zooplankton, of the coastal biome at all latitudes differs consistently from the 
plankton of the open ocean because it comprises a higher proportion of meroplank-
ton – the planktonic larvae of benthic and littoral invertebrates” (Longhurst, 2007b). 
Provinces are the next level of oceanic partition (Longhurst, 2007c). The creation of 
provinces is argued to be problematic, the author arguing that creating a partition of 
the ocean’s surface is a fractal problem, as the physical phenomena occur across a 
great range of dimension and possibly “calculations of primary production should 
be partitioned between biogeochemical provinces (BGCPs) within which photosyn-
thetic parameters, and the form of the chlorophyll profile, might be seasonably pre-
dictable” (Longhurst, 2007c).

Marine biogeochemistry is another field interstitial to biological oceanography 
and biogeochemistry (Fig. 5.2). The University of Southampton (2022) describes 
this discipline as the “biogeochemistry of marine systems, both in the open ocean 
and in shelf seas” and the study of “the ocean’s role in global carbon, nutrient and 
other chemical cycles.” Mote Marine Laboratory and Aquarium (2022) defines 
marine biogeochemistry as “the study of the physical, biological, geological, and 
chemical processes that distribute and transform nutrients and other chemical spe-
cies in the marine environment. Observations of physical/biological/ecological cou-
pling give insight into how these processes contribute to global biogeochemical 
cycles.” Mlakar (2022) describes marine biogeochemistry as being focused on 
studying biogeochemical processes in marine systems, and the interactions with the 
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atmosphere, coastal and terrestrial systems, and research ranging across the biogeo-
chemical cycling of micronutrients, such as carbon, nitrogen, phosphorus, sulfur, 
and iron, and organic matter. These are important for the understanding of climate 
change, based on their role in the carbon cycle interactions with the climate sys-
tems. Aerosols are also significant factors for climate, pollution, biogeochemical 
cycles, and dust deposition levels in the ocean, and such aeolian sources of elements 
may be important for the carbon and nutrient cycling in the oceans. In the study of 
such dynamics, the research should “explore all processes between the atmosphere, 
oceans, lakes, rivers, and groundwater using an interdisciplinary approach follow-
ing physical, chemical, biological, and geological variables” (Mlakar, 2022).

Stable isotope analysis has emerged as an important tool for marine animal 
research, including marine biochemical and biogeographic studies (MacKenzie 
et al., 2011). For example, Newsome et al. (2010: 509) contend that stable isotope 
analysis (SIA) is an established, important tool to quantify the flow of energy within 
and among ecosystems, and for the estimation of habitat use and movement patterns 
qualitatively, and the exploration of physiological processes from the molecular to 
the organismal level. The stable isotope composition is mostly assessed by the iso-
topic composition of the materials entering its body, to create tissues and biological 
minerals, the processes termed called isotopic fractionation. This technique “has 
proven especially useful in the study of animal diet, habitat use, movement, and 
physiology” (Newsome et al. (2010: 509). Newsome et al. (2010) note SIA is useful 
for recording diet and trophic level for marine mammals, as these species live in 
vast, spatial habitats, with great mobility during foraging ecology, habitat use, and/
or migratory patterns, and most species undergo large migrations/movements 
(Newsome et al. (2010: 509).

Studies using SIA include those focused on contaminant concentrations (e.g., 
organochlorides and heavy metals in marine ecosystems), physiological issues 
including isotopic turnover or impacts of diet, physiological or reproductive condi-
tions on isotopic fractionation, and the examination of marine mammal ecology on 
varying times scales (historic, archaeological, paleoecological) (Newsome et  al., 
2010). Marine studies using this technology include the areas of physiology and 
fractionation, foraging ecology and habitat use, ecotoxicology, and historic ecology 
and paleoecology (Newsome et al. (2010: 509). Newsome et al. (2010: 509) caution 
that the inability to conduct controlled laboratory experiments on many marine 
mammal species may compromise the research on these species, hence future stud-
ies may use isotopic data collected from other organisms and be aware of the main 
assumptions often made in the application of SIA to the study of animal ecology. 
Stable isotope values of carbon, nitrogen, hydrogen, and oxygen are however now 
commonly used for the study of foraging ecology and trophic status, habitat use, 
migration, population connectivity, and physiology of numerous species. Isotopes 
of other elements, including sulfur, lead, and strontium, have been used for ecologi-
cal information, but less often (Newsome et al. (2010: 510).

Smith et al. (2021) also present a study of stable isotope analysis as “a powerful 
indirect tool that can be used to infer foraging behavior and habitat use retrospec-
tively from archived specimens” and take the case study of beaked whales, “that are 
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challenging to study in situ, and although Sowerby’s beaked whale (Mesoplodon 
bidens) was discovered >200 years ago, little is known about its biology.” The study 
measured δ13C and δ15N stable isotope composition in bone, muscle, and skin tis-
sue from whale specimens, collected from the North Atlantic Ocean, to assess the 
whales’ movement ecology and spatial population structure. The findings indicated 
that “median δ13C and δ15N values in Sowerby’s beaked whale bone, muscle, and 
skin tissues significantly differed between whales sampled from the east and west 
North Atlantic Ocean” (Smith et al. (2021). Smith et al. (2021) state that these find-
ings indicate that Sowerby’s beaked whale has both short- and long-term site fidel-
ity to the area where the specimens were obtained, this evidence suggesting that the 
whales’ presence is composed of two or more populations or has a metapopulation 
structure, which may have implications for conservation and management policy. 
This also indicates that stable isotope analysis is a versatile tool for generating spa-
tial data and may be applicable to other elusive species. The authors conclude that 
by “using a combination of tissues synthesized at different times or at different 
rates, researchers can infer spatial origin and diet across time” and “stable isotope 
analysis… has been used to infer animal migrations, the spatial origin of wildlife 
products, and even historical trophic structures. Two of the most commonly used 
isotopes for wildlife studies are carbon (expressed as δ13C values), used to evaluate 
habitat range and latitudinal shifts, and nitrogen (expressed as δ15N values), used 
for obtaining foraging and trophic information)” (Smith et  al., 2021; see also 
Phillips & Eldridge, 2006; Ben-David & Flaherty, 2012; Hopkins & Ferguson, 
2012; Vander Zanden et al., 2015).

 Chemical Oceanography or Marine Chemistry

Definitions of chemical oceanography center on the chemical composition of the 
ocean, and associated relations; “chemical oceanography has to do with the compo-
sition of seawater and the biogeochemical cycles that affect it” (Britannica, 2019). 
The Department of Marine Sciences, University of Georgia (2022) documents that 
“chemical oceanography encompasses the study of the chemical components of the 
oceans, their reactions, and their pathways of transformation” considering “both 
organic and inorganic compounds, particulate and dissolved material, and the ocean 
sediments.” Cochran (2014) comments about topics of chemical oceanography, in 
that they concern “distributions of the chemical elements in the oceans, how they 
are added (their sources) and removed (their sinks) and the processes that affect 
their concentrations” (Cochran, 2014). Some articles place marine chemistry within 
chemical oceanography, among other subdisciplines. For example, Hoyle and 
Lerner (2023) state that “chemical oceanography can be further divided into focused 
areas of study. For example, marine chemistry is concerned with the composition of 
seawater. Marine geochemistry is additionally concerned with the chemistry of the 
precipitated rocks and sediment found on the ocean floor. Additionally, marine bio-
geochemistry is concerned with the role of organisms (particularly microorganisms) 
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in the alteration or formation of geological features in the oceans” (see also Donat 
& Bruland, 1995; Libes, 2009).

Boyle (2007: 305) notes that “chemical oceanography plays a central role in 
understanding the distribution and reactivity of chemical components within the 
ocean and at the earth−ocean, sediment−ocean, and atmosphere−ocean interfaces.” 
Additionally, “the origin of the study of the chemistry of the oceans, frequently 
termed chemical oceanography or marine chemistry” began during the nineteenth 
century, which found the “constancy in the ratio of the major ions (sodium, calcium, 
magnesium, chloride, and sulfate) to each other throughout the oceanic water col-
umn” (Boyle, 2007: 305). It is also argued that since the development of this sci-
ence, analytical chemistry has been fundamental to chemical oceanography, as a 
method to study trace elements at micromolar, nanomolar, and picomolar concen-
trations, which is needed to understand the distribution and reactivity of oceanic 
chemical components, and to study “chemical transformations via reaction mecha-
nisms at the molecular level, chemical oceanography requires studying physical, 
geological, atmospheric, and biological processes to demonstrate how the elements 
and their compounds, both natural and anthropogenic, vary over a range of spatial 
and temporal scales” (Boyle, 2007: 305).

Doney (2010: 1512) argues that such studies are vital due to the increasingly 
dynamic ocean composition, changes, and ecosystems, as currently there is evi-
dence of climate change, increasing levels of atmospheric carbon dioxide and nutri-
ent inputs, and many types of pollution that may be changing the chemistry of the 
global ocean, sometimes at far greater rates than the changes documented during the 
historical and recent geological record. Currently, observed trends include a shifts 
in the acid-base chemistry of the oceans, reduced subsurface oxygen in coastal 
waters to the deep ocean, increasing coastal nitrogen levels and in mercury and 
persistent organic pollutants, “with most changes related to human uses of fossil 
fuels for combustion, fertilizer applications, and industrial development” (Doney, 
2010: 1512).

Scott (2019) writes that research on the links between biogeochemistry and 
oceanography largely focuses on the chemistry and circulation of carbon, as this 
element is the basis of all life on Earth, and a factor for greenhouse gases and cli-
mate change (see also Thurman & Burton, 2001; Libes, 2009). Scott (2019) cites 
three American government projects which exemplify the recognition of the impor-
tance of carbon. These are as follows: (1) the United States Global Change Research 
Program (USGCRP), which aims to design a carbon cycle research program, with 
the involvement of the Department of Energy, the National Aeronautic and Space 
Administration, the National Oceanic and Atmospheric Administration, the National 
Science Foundation, and the U.S.  Geological Survey; (2) the Global Ocean 
Ecosystems Dynamics (GLOBEC), which is supported by the National Science 
Foundation, aiming at understanding interactions and feedbacks and interactions 
between global change, marine ecosystem and physical climate systems; and (3) the 
Global Carbon Program (GCP), supported by the National Oceanic and Atmospheric 
Administration, aiming to increase prediction of human induced carbon dioxide 
additions to the atmosphere (Scott, 2019). Three relevant topics are also mentioned 
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for the biogeochemistry of the oceans: (1) the use of carbon in the process of growth 
of diatoms and the consumption of diatoms by zooplankton, where “the transfer of 
this carbon toward the ocean floor and its partial burial in the sediments is often 
referred to as the carbon pump; it is one of the processes that slow the accumulation 
of CO2 in the atmosphere”; (2) the silicon (mostly entering the oceans) from rivers 
used in the diatom shells, which remove silicon from the surface ocean water; and 
(3) the declining distribution of O2 (oxygen) with depth, due to its sourcing from air 
at the ocean surface and consumption by bacteria in the ocean depths, with cold, 
dense oxygen rich water from the polar regions also flowing on the ocean floor 
(Scott, 2019).

Global carbon (including carbon dioxide) cycling is an important aspect of 
chemical oceanographic studies. For example, Boyle (2007: 305) refers to recent 
studies of chemical oceanography and carbon cycling. These include the work of 
Millero (2007), focusing on the Marine Inorganic Carbon Cycle. Boyle (2007: 305) 
argues that the chemistry of the surface ocean is largely dominated by the uptake of 
CO2 into phytoplankton and the ocean CO2 cycle has been unsettled by the burning 
of fossil fuels, as also documented by Millero (2007), which gives an analytical 
study of this phenomenon. The study by Morse et al. (2007) examined thermody-
namics and kinetics of calcium carbonate (CaCO3) formation and dissolution, and 
like the study by Millero (2007) studied oceanic change, especially increased acidi-
fication. Mopper et al. (2007) studied dissolved organic matter, which is described 
as comprising up to 90% of the organic carbon in the ocean and may be surveyed by 
mass spectrometry and NMR spectrometry for chemical structural information. 
Other studies (e.g., McNichol & Aluwihare, 2007) examine the use of radiocarbon 
methods to track oceanic organic matter, for which acceleratory mass spectrometry 
may be used to measure 14C in water, the links between oceanic CO2 and organic 
matter changes, the transfer of organic carbon between dissolved organic matter and 
particulate organic matter, and the transfer of particulate organic matter to sedi-
ments (McNichol & Aluwihare, 2007). Boyle (2007: 305) also adds that “although 
POM decomposition to bicarbonate/CO2 occurs in sediments,” a study by Burdige 
(2007) “reviews organic matter preservation in marine sediments, which helps 
sequester CO2 from the atmosphere. The importance of oxygen concentrations and 
redox oscillations in sediments has a profound effect on OM preservation.”

Neuer et  al. (2017) report that from the preindustrial era, the oceans have 
absorbed at least a quarter of the carbon dioxide (CO2) that people have emitted into 
the atmosphere, which has resulted in increased ocean acidity. Levels of oxygen 
dissolved in ocean water have also changed, due to warming and changing circula-
tion patterns. Complications occur in coastal regions, as marine ecosystems are 
affected by human-induced events such as pollution, relevant land use changes, and 
unsustainable overfishing (see also Sabine et al., 2004; Bates et al., 2014; Tanhua 
et al., 2015). Sabine et al. (2004: 367) estimated a global oceanic anthropogenic 
carbon dioxide (CO2) sink for nearly 200 years (from 1800 to 1994) of 118 ± 19 
petagrams of carbon (note a petagram is a unit of mass equal to 1,000,000,000,000,000 
(1015) grams, or 1,000,000,000,000  kg). As the oceanic sink accounts for nearly 
50% of the total fossil-fuel and cement-manufacturing emissions, the terrestrial 
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biosphere was a net source of CO2 to the atmosphere of about 39 ± 28 petagrams of 
carbon for the period documented, and “the current fraction of total anthropogenic 
CO2 emissions stored in the ocean appears to be about one-third of the long-term 
potential” (Sabine et al., 2004: 367)

Tanhua et  al. (2015) notes atmospheric carbon dioxide (CO2) concentrations 
have increased by 42% since the onset of the industrial revolution from human cre-
ated emissions from and in 2010, the oceans had absorbed an estimated 155 ± 30 
petagrams of anthropogenic CO2 the equivalent of 28% of the total CO2 emissions 
during the same time. This ocean absorption limited the increases of CO2 in the 
atmosphere, and reduced climate change, but created consequences for ocean chem-
istry and biology (see also Khatiwala et al., 2013). Tanhua et al. (2015) points out 
that increased enhanced ocean CO2 uptake changed the marine carbonate system, 
affecting seawater acidity. When CO2 dissolves in seawater, it forms carbonic acid 
(H2CO3), which is a weak acid that dissociates into bicarbonate (HCO3

−) and hydro-
gen ions (H+). The increased H+ means increased acidity (lower pH). Ocean acidifi-
cation rates are slowed by CO3

2−, which binds up much of the H+, and forming 
bicarbonate. This buffering reaction consumes CO3

2−, which reduces the chemical 
capacity of the surface waters to take more CO2. Hence, “currently, that capacity is 
only 70% of what it was at the beginning of the industrial era, it may well be reduced 
to only 20% by the end of the century” (Tanhua et al., 2015).

Godbold and Calosi (2013) concur with the evidence of increased atmospheric 
CO2 concentrations, “from a pre-industrial level of approximately 280  ppm to 
approximately 385 ppm, with further increases (700–1000 ppm) anticipated by the 
end of the twenty-first century.” This has been manifested by temperature changes 
over the past three decades, as changes in CO2 have increased global average tem-
peratures by about 0.2 °C per decade, and as much of the additional energy was 
absorbed by the oceans, these water bodies experienced a 0.8 °C rise over the past 
century. The uptake of heat energy and CO2 by the global oceans resulted in changes 
in ocean carbonate chemistry, which included reductions in pH and carbonate satu-
ration states, and increases in dissolved CO2 and bicarbonate ions, which is termed 
“ocean acidification” (see also Hansen et  al., 2006; Solomon et  al., 2007; 
Doney, 2010).

Ocean acidification affects marine organisms and their relationship ecologies 
(Godbold & Calosi, 2013). Tanhua et al. (2015) notes the exponential growth of 
studies of increased CO2 on marine organisms, and “in 2013, Thompson-Reuters 
labelled ocean acidification the number one research front in Ecology and 
Environmental Sciences.” Godbold and Calosi (2013) point to key questions con-
cerning marine biology and ocean acidification: “What are the effects of ocean 
acidification and climate change on species interactions?” “Are communities and 
their ability to maintain ecosystem functioning resilient to ongoing global change?” 
“Can organisms’ capacity for phenotypic buffering and adaptation offset the conse-
quences of environmental change?” Impacts and interactions with species interac-
tions and community dynamics are important areas of enquiry (Godbold & Calosi, 
2013). Godbold and Calosi (2013) make the point that “marine microorganisms that 
drive many global ocean processes (e.g., oxygen production, primary productivity 
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and biogeochemical cycling) are able to adapt to ocean acidification” but relevant 
information of whether these organisms are also able to adapt to the “combined 
changes in pCO2 and temperature is still lacking.”

One impact concerns the development of organism shells through calcification. 
Some organisms, such as mollusks, corals, coralline algae, and some plankton, may 
be affected, as the development of shell or skeletal material through calcification 
required CO3

2- (Tanhua et al., 2015). Lohbeck et al. (2012: 346) maintain that marine 
calcifying organisms may be negatively affected by ocean acidification, but “our 
present understanding of the sensitivity of marine life to ocean acidification is based 
primarily on short-term experiments, in which organisms are exposed to increased 
concentrations of CO2” but there is the possibility that “phytoplankton species with 
short generation times, in particular, may be able to respond to environmental alter-
ations through adaptive evolution” (Lohbeck et al., 2012: 346). The study is based 
on the “world’s single most important calcifying organism, the coccolithophore” 
(Emiliania huxleyi (Lohm.) Hay and Mohler) and explores the ability of this species 
to evolve in response to ocean acidification, using two 500-generation selection 
experiments which involved exposure to increased CO2 levels (Lohbeck et al., 2012: 
346). The findings indicated that the populations kept at increased partial CO2 pres-
sure exhibited higher growth rates than those at ambient (local) CO2 partial pres-
sure, those selected at increased partial pressure exhibited higher growth rates, 
when both were tested under ocean acidification conditions. The authors conclude 
that “calcification was partly restored: rates were lower under increased CO2 condi-
tions in all cultures but were up to 50% higher in adapted compared with non- 
adapted cultures” and that with such adaptation “contemporary evolution could help 
to maintain the functionality of microbial processes at the base of marine food webs 
in the face of global change” (Lohbeck et al., 2012: 346).

Recently, questions have arisen about possible impacts of ocean pH change on 
the physiological processes that are dependent on stable intracellular chemistry 
(Tanhua et al., 2015). Tanhua gives the example that “marine organisms would have 
to use more energy to regulate chemistry within their cells, which would result in 
less energy available for other biological processes such as growth or reproduction.” 
Godbold and Calosi (2013) argue that ocean acidification and climate affect marine 
organisms from tropical to high-latitude ecosystems (see also Walther et al., 2002; 
Kroeker et  al., 2013a) but make an important point that many current studies of 
ocean acidification focus on short-term (days to a few months) issues, while neglect-
ing the possibilities of longer-term, gradual species gradual acclimatization, for 
example, changes due to phenotypic plasticity, or adaptation, which is the “the 
selection of extant genetic variation that moves the average phenotype of a popula-
tion towards the fitness peak” (Godbold & Calosi, 2013); see also Ghalambor et al. 
(2007: 394) who argue that “different types of phenotypic plasticity can uniquely 
contribute to adaptive evolution when populations are faced with new or altered 
environments.” Godbold and Calosi (2013) also point out that despite the gaps in 
knowledge, it is known that ocean acidification does not occur in isolation but inte-
grated with other drivers of environmental modification such as warming, eutrophi-
cation, hypoxia, eutrophication, and pollution (see also Halpern et al., 2008).
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Additionally, within the area of biotic mediation of ecosystem functioning, it is 
argued that ocean acidification and warming may influence dynamics such as bio-
geochemical cycling of macronutrients and decomposition, which are intrinsic to 
the food web. There are also the possibilities of phenotypic buffering and adapta-
tion, which refer to the capacity of organisms to adapt their physiological status 
(including growth, reproduction, cell repair) in reaction to environmental dynamics, 
which is termed phenotypic plasticity. This area, of adaptation and associated and 
potential costs, require more research (Godbold & Calosi, 2013; see also Gaston, 
2003; Bibby et al., 2007; Ghalambor et al., 2007; Dashfield et al., 2008; Godbold & 
Solan, 2009; Godbold et al., 2009, 2011; Munday et al., 2009; Bulling et al., 2010; 
Laverock et al., 2010; Hale et al., 2011; Hicks et al., 2011; Sanz-Lázaro et al., 2011; 
Donohue et al., 2012; Johnson et al., 2012; Landes & Zimmer, 2012; Lohbeck et al., 
2012, 2013; Sunday et al., 2012; Calosi et al., 2013; Kroeker et al., 2013b, c; Pespeni 
et al., 2013; Tatters et al., 2013).

Methane (CH4) is also discussed in the context of “micromolar concentrations 
under zero oxygen conditions, and in the surface mixed layer under oxic conditions 
at (sub)nanomolar concentrations” (Boyle, 2007. Boyle (2007: 305) describes 
Reeburgh’s (2007) study as indicating “that the ocean is a large chemical reactor 
that oxidizes CH4.” A more recent study on oceanic methane (Valentine, 2011) notes 
that “our knowledge of physical, chemical, geological and biological processes 
affecting methane in the ocean and in underlying sediments is expanding at a rapid 
pace” as more recent research indicates that methane is affected by biogeochemical 
processes which are not fully understood, and these interactions span the deep- 
subsurface, near subsurface, and ocean waters, and relate to the production, con-
sumption, and transport of methane (Valentine, 2011: 147).

Other elements have also been studied in the context of ocean environments. 
Mercury is one of the most important elements for such chemical cycling, largely 
because of its negative impact on living organisms (Lamborg et  al., 2002; Selin 
et al., 2008; Campbell & Jha, 2021). The main topics are the movement of mercury 
between the ocean and other sources such as the atmosphere and the lithosphere, 
and the role of anthropogenic influences on the quantity of mercury in circulation. 
For example, Fitzgerald et al. (2007) studied the cycling of mercury (Hg) in the 
environment, with evidence that much of the oceanic mercury is derived from the 
atmosphere, and in the ocean, it then accumulates in the biota. Boyle (2007: 305) 
notes that at the time of writing “although we have excellent analytical data on Hg 
and its chemical species, we lack information on how it is chemically transformed 
and transported within the water column. In other instances, trace elements can be 
used to understand global processes as well as their own cycling.”

Lamborg et al. (2014: 65) describe mercury as a toxic, bioaccumulating trace 
metal, and the emissions of this element into the environment have increased sig-
nificantly due to human activities such as mining and fossil fuel combustion. Some 
recent models have estimated that increases of mercury emissions into the oceanic 
mercury inventory by 36–1313  million moles since the 1500 and “deep North 
Atlantic waters and most intermediate waters are anomalously enriched in mercury 
relative to the deep waters of the South Atlantic, Southern and Pacific oceans, 
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probably as a result of the incorporation of anthropogenic mercury” (Lamborg 
et al., 2014: 65). The findings of this study indicate that anthropogenically derived 
perturbations to the global mercury cycle have increased the amount of mercury in 
thermocline waters by about 150% increase and tripled the mercury content of sur-
face waters compared to preanthropogenic levels (Lamborg et al., 2014: 65).

Streets et  al. (2011: 10485) argue that understanding of comparatively little 
known past mercury emissions is important for the assessment of current trends, 
including in remote regions such as the cited Arctic and Himalayas. Their study 
developed a trend of anthropogenic emissions of mercury to the atmosphere from 
1850 to 2008. This period is covered by relatively complete data sets, and there is 
also available data on estimates of anthropogenic emissions prior to 1850. The 
results indicated that global mercury emissions peaked in 1890 at 2600 Mg yr(-1), 
fell to 700–800 Mg yr(-1) in the interwar years, then experienced a constant rise 
after 1950 to the present levels of 2000 Mg yr(-1). Streets et al. (2011: 10485) con-
clude that “our estimate for total mercury emissions from human activities over all 
time is 350 Gg, of which 39% was emitted before 1850 and 61% after 1850. Using 
an eight-compartment global box model of mercury biogeochemical cycling, we 
show that these emission trends successfully reproduce present-day atmospheric 
enrichment in mercury.”

Regarding the proportions of surface oceanic and atmospheric mercury, Mason 
et  al. (1994: 3191) contend that “the atmosphere and surface ocean are in rapid 
equilibrium; the evasion of Hg° from the oceans is balanced by the total oceanic 
deposition from the atmosphere.” Here, Hg° refers to a liquid or monoatomic vapor, 
and Hg(II) or Hg2 is the oxidized, mercuric ion. The authors acknowledge that the 
means whereby reactive Hg species are reduced to volatile Hg0 in the oceans are not 
fully understood, but the contributory factor appears to be from biological factors. 
It is argued that the equilibrium of the surface oceans and the atmosphere, with the 
low level of Hg oceanic mercury sedimentation makes deposition on land the main 
sink for atmospheric Hg. Around 50% of the anthropogenically derived emissions 
may enter the global atmospheric cycle and the rest may be deposited locally, and 
the authors surmise anthropogenic emissions have tripled the concentrations of Hg 
in the atmosphere and ocean surfaces over the last 100 years. Mason et al. (1994: 
3191) conclude that therefore two-thirds of the present Hg fluxes are directly or 
indirectly due to human actions. The elimination of the anthropogenic load in the 
ocean and atmosphere is estimated to take 15 to 20 years after the cancelation of all 
the anthropogenic factors for emissions.

Soerensen et  al. (2010: 8574) in a study that promotes “an improved global 
model for air-sea exchange of mercury” taking the high concentrations over the 
North Atlantic as a case study argue that “globally, subsurface waters account for 
40% of Hg inputs to the ocean mixed layer, and 60% is from atmospheric deposi-
tion.” The study notes that the global oceans are a net sink for 3.8 MmolHg y−1, but 
the North Atlantic is a net source to the atmosphere, which is potentially because of 
the enrichment of subsurface waters with mercury from historical human sources. 
The premise of this study is that “previous efforts to model Hg air-sea exchange 
and atmospheric transport have been unable to reproduce high atmospheric 
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concentrations observed in the Northern Hemisphere marine boundary layer (MBL) 
during ocean cruises” (see also Liss & Merlivat, 1986; Nightingale et  al., 2000; 
Rolfhus & Fitzgerald, 2001; Andersson et al., 2007; Kuss et al., 2009; Loux 2004; 
Sunderland et al., 2010).

A similar study by Sunderland and Mason (2007) develops an “empirically con-
strained multicompartment box model for mercury cycling in open ocean regions to 
investigate changes in concentrations resulting from anthropogenic perturbations of 
the global mercury cycle.” The findings of the simulated analyses indicate that 
“anthropogenic enrichment in all surfaces (25%) and deep ocean waters (11%) is 
lower than global atmospheric enrichment (300–500%) and varies considerably 
among geographic regions, ranging from >60% in parts of the Atlantic and 
Mediterranean to <1% in the deep Pacific.” Additionally, open ocean mercury con-
centrations do not quickly equilibrate with atmospheric deposition and usually may 
increase if the human-derived emissions stay at the present level (Sunderland & 
Mason, 2007). The authors conclude with an estimation that “the temporal lag 
between changes in atmospheric deposition and ocean mercury concentrations will 
vary from decades in most of the Atlantic up to centuries in parts of the Pacific” 
(Sunderland & Mason, 2007).

A study by Strode et al. (2010) was justified on the grounds that “the ocean plays 
a critical role in the biogeochemical cycling of mercury (Hg),” and according to 
Mason and Sheu (2002), the ocean reservoir contains 1440 Mmol of Hg, greater 
than the atmospheric reservoir of 25  Mmol, and the ocean emissions contribute 
about a third of the current Hg source to the atmosphere. The anthropogenic pertur-
bation (relevant activities) to the global Hg cycle is argued to be significant, as his-
toric records in lake sediments show a threefold increase in Hg deposition since 
preindustrial times (Strode et al., 2010, see also Swain et al., 1992; Lamborg et al., 
2002). Strode et al. (2010) examined the vertical transport of mercury (Hg) in the 
oceanic environment using a simple box diffusion model to represent vertical water 
transport coupled with a particulate Hg flux. This particulate flux “assumed that the 
mercury content of marine particles is proportional to the mercury concentration of 
surface waters via a sorption equilibrium constant, Kd” (Strode et al., 2010).

The findings of the study by Strode et al. (2010) indicate that the modeled verti-
cal profile of oceanic mercury had a subsurface maximum at about 500 m depth, due 
to the remineralization of mercury which was bound to sinking organic particles, 
and the surface (top 100 m) concentrations of mercury increased by 150%, com-
pared with preindustrial times. It is argued that in the past 150 years, 280 Mmol of 
anthropogenic Hg have accumulated in the ocean, which represents a 18% increase 
in the total oceanic Hg content. Also, 36% of the anthropogenic Hg is found in the 
top 400 m of the ocean water, and 7% occurs below 1500 m. Over the industrial era, 
14% of cumulative anthropogenic emissions accumulated in the ocean (Strode et al. 
(2010). The authors conclude that “half of the accumulation of anthropogenic Hg in 
the ocean is due to sinking on particulates” (Strode et  al., 2010; see also Swain 
et al., 1992, Lamborg et al., 2002, Mason & Sheu, 2002).

Amos et  al. (2013: 410) related oceanic mercury, especially the formation of 
toxic methylmercury levels, to global health concerns, presenting a “global 
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biogeochemical model with fully coupled atmospheric, terrestrial, and oceanic Hg 
reservoirs to better understand the human influence on Hg cycling and timescales 
for responses.” The model is based on an historical inventory of human-derived 
emissions from 2000 BC to the time of writing (Amos et al., 2013: 410). The justi-
fication of the study is that over 50% of Hg in the ocean today is anthropogenic, 
anthropogenic enrichment is much greater than previously recognized, aggressive 
emission reductions are needed to stabilize ocean Hg concentrations, and “Hg 
cycles naturally through geochemical reservoirs, but human activities such as min-
ing and more recently fossil fuel combustion have been increasing the Hg flux from 
the deep mineral reservoir to the atmosphere for millennia” (Amos et al., 2013, 410).

The findings of the study indicate that human-induced perturbations that are 
released to surface reservoirs, that is the atmosphere, marine, or terrestrial environ-
ments, may accumulate and remain in the subsurface ocean for up to centuries 
(Amos et al., 2013, 410). Additionally, “the simulated present-day atmosphere is 
enriched by a factor of 2.6 relative to 1840 levels, consistent with sediment archives, 
and by a factor of 7.5 relative to natural levels (2000 BC)” and the historic human- 
induced mercury re-emitted from surface reservoirs accounts for over 50% of cur-
rent atmospheric deposition, compared to 27% from primary human-induced 
emissions, and 13% from natural sources (Amos et al., 2013, 410). Further, it is 
argued that only 17% of the current mercury in the surface ocean is natural and 50% 
of the anthropogenic enrichment is from pre-1950 emissions. Asia is currently the 
dominant contributor to primary anthropogenic emissions but contributes only 17% 
of the surface ocean mercury reservoir, as compared to the 30% of North American 
and European origin (Amos et al., 2013: 410). The authors note that accumulation 
of legacy (old) anthropogenic mercury points to possible future deposition even 
with constant current anthropogenic emissions, therefore requiring “aggressive 
global Hg emission reductions” to just maintain present levels of oceanic Hg con-
centrations (Amos et al., 2013: 410).

Integrating biological and chemical oceanography into inclusive marine biogeo-
chemistry is obviously a complex and herculean task. Gruber and Doney (2019) 
note that “the complexity of the ocean biogeochemical/ecological problem is daunt-
ing, as it involves a complex interplay among biology, physical variability of the 
oceanic environment, and the interconnected cycles of a large number of bioactive 
elements, particularly those of carbon, nitrogen, phosphorus, oxygen, silicon, and 
iron. Furthermore, the ocean is an open system that exchanges mass and many ele-
ments with the surrounding realms, such as the atmosphere, the land, and the sedi-
ments.” Writing about the links between marine ecology and biogeochemistry, 
Gruber and Doney (2019) note that the cycles of carbon, oxygen, phosphorus, nitro-
gen, and silicon are vital and the main engine of the oceanic biogeochemical cycles 
is the biological production of organic matter in the illuminated upper ocean (eupho-
tic zone), some of which may sink into the deeper ocean and be degraded into inor-
ganic materials. Gruber and Doney (2019) also maintain that some phytoplankton, 
including diatoms and coccolithophorids, produce shells made out of amorphous 
silicon and solid calcium carbonate, and the silicon and CaCO3 cycles are closely 
associated with the organic matter cycle.
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 Physical Oceanography

Physical oceanography has been defined as the branch of oceanography dealing 
with the properties of seawater (temperature, density, pressure, and so on), its move-
ment (waves, currents, and tides), and the interactions between the ocean waters and 
the atmosphere (Britannica, 2019). Bolles (2022a) defines physical oceanography 
as “the study of the physical properties and dynamic processes of the oceans” and 
“physical oceanographers study the interaction of the ocean with the atmosphere, 
how the ocean stores and releases heat, the physical properties (or chemical content) 
of water throughout the ocean, and the formation and movement of currents and 
coastal dynamics.” Supportive of this definition, physical oceanography research at 
the National Aeronautical and Space Administration (NASA) records “ocean sur-
face topography, sea surface temperature, the speed and direction of the winds over 
the ocean, and soon, sea surface salinity (salt content)” (Bolles, 2022a). The Woods 
Hole Oceanographic Institution remarks that physical oceanographers “make new 
observations of the oceans and use physics, mathematics, computer models and 
statistics to better understand how the oceans work and make more accurate predic-
tions of how they may change in the future” (Woods Hole Oceanographic 
Institution, 2022).

Important topics usually covered within physical oceanography include the vol-
ume, classification, and distribution of the Earth’s oceans, and the temperature, 
salinity, density, circulation, Coriolis effects, ocean–atmosphere interfaces, climate 
formations, ocean currents, temperature fluxes, and sea level changes, including 
tides and tsunamis (Gill, 1982; Hamblin & Christiansen, 1998; Stewart, 2007; 
Samelson, 2011; Talley et al., 2011; Su et al., 2014). Talley et al. (2011) list the top-
ics of physical oceanography: “physical properties of seawater, heat and salt bud-
gets, instrumentation, data analysis methods, introductory dynamics, oceanography 
and climate variability of each of the oceans and of the global ocean, and brief 
introductions to the physical setting, waves, and coastal oceanography.”

Chelton (1994: 150) attempts a simple definition: “Physical oceanography is the 
study of the physics of the ocean. As such, the discipline encompasses a very broad 
diversity of phenomena, ranging from the smallest space and time scales of order 1 
second and 1 cm associated with vertical turbulent mixing to the largest space and 
time scales of order centuries and 10,000 km associated with global climate varia-
tions.” As it is the physics of the ocean, physical oceanography may also be termed 
marine physics (see Bangor University, 2020). The Scripps Institution of 
Oceanography (2022) defines physical oceanography as “the field of study that 
deals with mechanisms of energy transfer through the sea and across its boundaries, 
and with the physical interactions of the sea with its surroundings, especially includ-
ing the influence of the seas on the climate of the atmosphere.” Examples of research 
activities within a research group include general circulations of the oceans, includ-
ing relations between ocean currents and the dynamics of ocean basins, current 
fluctuations and transport issues, wave motion, thermodynamics, optical and acous-
tic properties, and surf and coastal currents, impacts and sediment transport (Scripps 
Institution of Oceanography, 2022).
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Other definitions emphasize the development of the subdiscipline of physical 
oceanography. For example, Thomson and Emery (2014) note that “physical ocean-
ography is an ever-evolving science in which the instruments, types of observations, 
and methods of analysis undergo continuous advancement and refinement.” 
Drijfhout et al. (2013: 257) add that “the field of physical oceanography has been 
transformed over the past two decades by the emergence of the modern global ocean 
observing system and of global eddy-permitting ocean circulation models. These 
observations and models have revealed the complexity of the ocean circulation 
across the spectrum of spatial and temporal scales.” Van Haren (2018) describes 
physical oceanography as “a relatively young scientific branch, in comparison with 
marine biology or other oceanographic disciplines, and with most physics-related 
disciplines. However, because of its importance for fisheries and trading, surface 
ocean physics on currents and waves has been investigated for over centuries.”

Research on physical oceanography may examine the links between this subdis-
cipline and related physical earth attributes. Olson et al. (2022) examined the ocean 
composition in present-day climates, with the justification that these oceanic factors 
are less studied than the role of atmospheric composition on the current climates. 
The oceanic variables were low versus high ocean salinity in response to Earth’s 
present-day and Archean climate systems, using the ROCKE-3D ocean–atmosphere 
general circulation model. The Resolving Orbital and Climate Keys of Earth and 
Extraterrestrial Environments with Dynamics (ROCKE-3D) is a three-dimensional 
General Circulation Model (GCM) developed at the NASA Goddard Institute for 
Space Studies for the modeling of atmospheres of the Earth’s immediate solar sys-
tem and exoplanetary terrestrial planets (Way et al., 2017). Olson et al. (2022) found 
that “saltier oceans yield warmer climates in large part due to changes in ocean 
dynamics. Increasing ocean salinity from 20 to 50 g/kg results in a 71% reduction 
in sea ice cover in our present-day Earth scenario. This same salinity change also 
halves the pCO2 threshold at which Snowball glaciation occurs in our Archean sce-
narios.” The authors hypothesize that higher levels of greenhouse gases such as CO2 
and CH4, with a saltier ocean, may result in a warm Archean Earth with only sea-
sonal ice at the poles, despite a 20% decline in energy from the Sun. The authors 
concluded their study with a strong focus on the Archean eon “when Earth received 
∼20% less energy from the Sun, but there is nonetheless clear evidence for liquid 
water, a productive marine biosphere, and biological impacts on oceanic and atmo-
spheric chemistry.”

Hence, physical oceanography has important links with biogeochemistry and 
marine biogeography. Bolles (2022b) describes the impact of the parameters of 
physical oceanography on the carbon cycle, arguing that “physical oceanography 
influences the carbon cycle through its modulation of the biology and also through 
processes that control carbonate chemistry (e.g., temperature, alkalinity/salinity) 
and carbon dioxide flux rates between the air-sea interface (e.g., surface wind 
speeds).” What is termed the “ocean solubility pump” removes atmospheric carbon 
dioxide as air is mixed with and dissolved in the upper ocean water, and as carbon 
dioxide solubility increases in cold water, at the higher, colder latitudes the colder 
carbon dioxide dense water sinks into the deeper ocean levels and forms the deep 

5 Biogeochemistry and Oceanography



251

ocean circulation “conveyor belt,” over hundreds of years (Bolles, 2022b). Oceanic 
movements may eventually bring this water to the ocean surface distinct from the 
sinking area, for example in the tropical lower latitudes, and because warm waters 
cannot retain similar levels of carbon dioxide as colder waters, the carbon dioxide 
may be transferred into the atmosphere (Bolles, 2022b).

Bolles (2022b) also notes that physical oceanography links to biological oceanog-
raphy (and hence, also to marine biology and marine biogeography; see Tables above 
and the references: Lalli & Parsons, 1993; Miller & Wheeler, 2012; Wierucka et al., 
2019; Collins et al., 2020; Machovsky-Capuska & Raubenheimer, 2020; Baker et al., 
2021; Catlett et al., 2022; Flowers et al., 2022; Liu et al., 2022; Nagaiwa et al., 2022; 
Nishizawa & Joseph, 2022; Takahashi et al., 2022; Shen et al., 2022; Coxe et al., 
2023; Harris & Gibson, 2023; Mancini et al., 2023; Nel et al., 2023; Tovar Verba 
et al., 2023). The links between physical oceanography and biological oceanography 
are “through controls on mixed layer depths/dynamics, nutrient fluxes, and tempera-
ture which influences phytoplankton growth rates and primary production” (Bolles, 
2022b). Bolles (2022b) gives the example of shallow mixed oceanic layers, where 
phytoplankton are more exposed to light than in deep mixed layers, and consequently 
grow faster with more light input. Where mixed layers deepen, “more nutrients are 
entrained from below, and phytoplankton can grow more rapidly, that is, less nutrient 
limitation. Thus, phytoplankton growth is optimal in situations where neither light 
nor nutrients are limited” (Bolles, 2022b). The case study is given of the spring phy-
toplankton population blooms in the North Atlantic, where the wintertime deep mix-
ing has increased the surface nutrients, increased springtime solar illumination, and 
provided more light for photosynthesis, and heating has shallowed the mixed layer. In 
March, the bloom starts at mid-latitudes and moves northward, reaching high lati-
tudes in June when the sun elevations increase (Bolles, 2022b).

Holdsworth et al. (2021) also give an incisive example of modeling projections 
of ocean circulation (an important aspect of physical oceanography) and biogeo-
chemistry to examine large-scale climate changes, where the modeling used “atmo-
spheric climatologies with augmented winds to simulate historical (1986–2005) and 
future (2046–2065) periods separately.” Holdsworth et  al. (2021) note that high- 
frequency wind variability is vital for freshwater distribution in the studied region. 
The projections suggested several outcomes: there would be increases in sea surface 
temperatures, while surface salinity decreases, depending on the assumptions of 
moderate or high emissions; stratification increases, with some nutrient limitation at 
the surface layers; increased primary production and phytoplankton productivity; 
denser water surfaces increase in depth, mostly due to surface water heating and 
freshening (Holdsworth et al., 2021). The saturation state changes are mostly due to 
“anthropogenic CO2 with minor contributions from solubility, remineralization and 
advection,” and “extreme states of temperature, oxygen, and acidification are pro-
jected to become more frequent and more extreme” (Holdsworth et al., 2021).

Skákala et al. (2022) examined another attribute of physical oceanography inter-
actions with ocean biogeochemistry (mutual influences), and the consequences for 
modeling shelf seas, and some biogeographical issues such as algal blooms. The 
study used modeling tools to estimate the impact of biogeochemical tracers on 
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vertical light and heat attenuation on the North-West European Shelf (NWES) 
(Skákala et al., 2022). In this case, the physical attributes of the ocean are heat and 
light, and the biological attributes are the phytoplankton bloom, as the physical 
attributes “influence mixing in the upper ocean and feed back into marine biology 
by influencing the timing of the phytoplankton bloom” (Skákala et al., 2022). The 
study compared different light schemes that represented the impact of biogeochem-
istry on physics and found that physics is sensitive to the spectral resolution of radi-
ances and the optically active constituents. The justification for this study was that 
“within the Earth system, physics and biology mutually interact in many non-trivial 
ways. In the marine environment biological processes are driven by physical trans-
port, mixing, temperature, salinity, and the incoming light, whereas biology impacts 
physics through its role in the carbon cycle…, oceanic albedo” and …, “underwater 
light attenuation” (Skákala et al., 2022).

Additionally, another justification was that the impact of biogeochemical light 
attenuation on marine physics has been examined for large, globally dominant 
areas, such as the North Atlantic, tropical Pacific and wider areas, with results indi-
cating some regionally-dependent impacts, but less on the shelf sea environment, 
despite the importance of the latter for oceanic production, and consequently for the 
“study the complex interaction between biogeochemistry and physics” (Skákala 
et  al., 2022; see also Oschlies, 2004; Manizza et  al., 2005; Borges et  al., 2006; 
Lengaigne et al., 2007; Jahnke, 2010). In support of their modeling study, Skákala 
et al. (2022) also argue that “the most obvious source of biogeochemical feedback 
to physics in coupled physical–biogeochemical ocean models is the attenuation of 
underwater radiances by optically active biogeochemical tracers and the subsequent 
impact on heat fluxes, temperature and mixed layer depth” and that it is of impor-
tance “to better understand both the biogeochemical impact on ocean physics, and 
the sensitivity of the simulated physics to how precisely such an impact is incorpo-
rated into the physical model.”

Physical oceanography links with marine biogeography were also examined in a 
study by Hátún et al. (2022), which looked at the links between oceanic gyres and 
marine ecosystem distribution, focusing on the impact of the North Atlantic subpo-
lar gyre (SPG) on the subpolar North Atlantic (SPNA). Oceanic gyres are defined as 
large systems of rotating ocean currents: the Marine Ocean Service (2021) notes 
that “there are five major gyres, which are large systems of rotating ocean currents. 
The ocean churns up various types of currents. Together, these larger and more per-
manent currents make up the systems of currents known as gyres.” Hátún et  al. 
(2022) focus on the dynamics of the North Atlantic subpolar gyre (SPG) and its 
interaction with the Atlantic inflow poleward, and the returning cold subarctic water 
masses flowing equatorward, which is referred to as the Atlantic Meridional 
Overturning Circulation (AMOC), and examined the “linkages between the chang-
ing physical and biogeochemical environment and the organisms inhabiting this 
mid- to high latitude area.”

Hátún et al. (2022) further report that “the concept of biogeographical zones and 
ecoregions with large areas sharing similar physical, biogeochemical and biological 
characteristics is presently making a come-back in marine science.” This is based on 
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the phenomenon that when two different water masses lie next to each other, frontal 
zones are created that delineate biogeographic boundaries, and in these areas the 
physical properties and biological assemblages may vary fast over short distances. 
These water mass boundaries determine the outlines of oceanic gyres, which then 
create frontal zones and biogeographical boundaries. In their interactive and multi-
ple papers, Hátún et al. (2022) point out that “all trophic levels are represented, with 
physical oceanography and biogeochemistry here referred to as the 0-th level, pri-
mary producers (e.g., phytoplankton, 1st level), secondary producers (e.g., zoo-
plankton, 2nd level) and fish/predators (3rd level).” They assess their authors 
contributions on physical drivers in the SPNA as giving a “bottom-up” perspective 
on ecosystem changes in this “biologically productive region” (a limitation to the 
neglect of human-induced “top-down” effects), but their approach being justified as 
“the projected climate changes are expected to primarily disturb bottom-up pro-
cesses” (Hátún et al., 2022).

Marine biogeography, physical oceanographic and biogeochemical studies may 
emphasize faunal, floral and ecosystem approaches, with both the faunal and floral 
studies examining relevant ecosystems. A faunal study is that of Hátún (2009: 149), 
located in the north-eastern North Atlantic ecosystem, a region which is character-
ized by cold subarctic fauna within the subpolar gyre, warm Lusitanian fauna from 
the Bay of Biscay and, between these two contrasting systems, a cold-temperate 
boreal fauna in the mixing area to the west of the British Isles and south of Iceland 
(Hátún, 2009: 149; see also Ekman, 1953; Fraser, 1958). Hátún (2009: 149) note 
that in this region the faunistic boundaries are not very clear, due largely to the pow-
erful annual and interannual temperature changes in the boreal region, which is 
demarcated by temperature: the cold flank is termed Arctic-boreal, and the warm 
flank is termed Lusitanian-boreal (Ekman, 1953). The Hátún (2009: 149) study 
argues that major changes in fauna from the English Channel in the south to the 
Barents Sea in the north-east and near Greenland in the north-west have occurred 
periodically in the late 1920s, 1960s, and 1990s, and these events were due to 
exchanges of subarctic and subtropical water masses in the north-eastern North 
Atlantic Ocean, linked to changes in the power and extent of the subpolar gyre 
(Hátún, 2009: 149).

Hátún (2009: 149) points out that these exchanges may contribute to changing 
impacts exerted by the subarctic or Lusitanian biomes on the “intermediate faunistic 
zone in the north-eastern Atlantic.” The study examined this “strong and persistent 
bottom-up bio-physical link” using a numerical ocean general circulation model 
and data covering four connected, food chain trophic levels – from lowest to high-
est, phytoplankton (plant species), zooplankton (animal species), blue whiting fish 
(Micromesistius poutassou A. Risso, 1827), and pilot whales (Delphinus globiceps 
Cuvier, 1812). The study findings indicate the possibility of using plankton and 
other data for simulation modeling of the dynamics of the subpolar gyre, which 
“suggests a potential for predicting the distribution of the main faunistic zones in 
the north-eastern Atlantic a few years into the future, which might facilitate a more 
rational management of the commercially important fisheries in this region.”

Physical Oceanography



254

A floral study is that of Aumont et al. (2003: 1–15) titled “an ecosystem model 
of the global ocean including Fe, Si, P colimitations,” which argues that large areas 
of the global ocean have lower than expected chlorophyll concentrations given the 
ambient phosphate and nitrate levels. In these areas, termed High Nutrient-Low 
Chlorophyll regions (HNLC), it is hypothesized that limitations of phytoplankton 
growth by other nutrients like silicate or iron exist, a position supported by experi-
ments. Additionally, a paradox is described where until the recent past, there is 
contrary evidence of the commonly held idea that the magnitude of the biological 
pump was mostly controlled by the high levels of macronutrients nitrate and phos-
phate and by sunlight levels and that with sufficient sunlight, there is usually a posi-
tive correlation between macronutrients concentrations and phytoplankton biomass, 
at least in the open ocean ecosystems. Aumont et al. (2003) argue that in three major 
areas, the subarctic Pacific, the eastern and central equatorial Pacific, and the 
Southern Ocean, this common view seems questionable.

The paradox of these areas has been examined with three main hypotheses: one 
is the iron limitation hypothesis, the possibility that “phytoplankton growth may be 
limited by other nutrients than phosphate or nitrate, in particular by the micronutri-
ent iron,” with silicon abundance vital due to the requirement of this element for 
diatoms, with examples of the equatorial Pacific ocean and the Antarctic Circumpolar 
Current (see Jacques, 1983; Sommer, 1986; Dugdale & Wilkerson, 1998) (Aumont 
et al., 2003). A second hypothesis is that increased grazing pressure may decimate 
much of the phytoplankton biomass (see also 1991). The third hypothesis is that an 
“unfavorable light-mixing regime may prevent phytoplankton from blooming, espe-
cially in the Southern Ocean where the summer mixed layer depth is about 
60–120 m” (Aumont et al., 2003; see also Nelson & Smith, 1991). Aumont et al. 
(2003) point out that “the consensus is now that iron or silicate is limiting the growth 
of large cells, mainly diatoms. The predominant small-sized phytoplankton which 
has low iron requirement is maintained at modest levels by efficient grazing by 
microzooplankton” (see also Chavez et  al., 1991; Landry et  al., 1995; Fitzwater 
et al., 1996; Verity et al., 1996).

A study by Aumont et al. (2003) used a nine-component ecosystem model in the 
Hamburg model of the oceanic carbon cycle (HAMOCC5), a model that includes 
phosphate, silicate, dissolved iron, phytoplankton size fractions (nanophytoplank-
ton and diatoms), zooplankton size fractions (microzooplankton and mesozoo-
plankton), detritus, and semilabile (longer term) dissolved organic matter. The 
model simulates the Southern Ocean and the equatorial Pacific, but “in the subarctic 
Pacific, silicate and phosphate surface concentrations are largely underestimated 
because of deficiencies in ocean dynamics” (Aumont et al., 2003). Aumont et al. 
(2003) argue that the low chlorophyll concentrations in HNLC areas are explainable 
by the traditional hypothesis of a simultaneous iron-grazing limitation: “Diatoms 
are limited by iron whereas nanophytoplankton is controlled by very efficient graz-
ing by microzooplankton… The model predicts that the ocean carries with it about 
75% of the phytoplankton demand for new iron, assuming a 1% solubility for atmo-
spheric iron” and “a higher supply of iron to surface water leads to a higher export 
production but paradoxically to a lower primary productivity.”
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Another floral-based study is that of Nissen et al. (2018), which asserts that the 
biogeography of Southern Ocean phytoplankton exerts control over the local bio-
geochemistry and the export of macronutrients to lower latitudes and depths and 
that there is a competitive interaction between coccolithophores and diatoms, with 
the former commoner along the “Great Calcite Belt” (40–60°S), and the diatoms 
dominating the regions south of 60°S. This study had a complex modeling back-
ground, to analyze and assess the factors that control coccolithophore (an important 
phytoplankton group) distribution and the competition between coccolithophores 
and diatoms. The authors argue that “this modeling study is the first to comprehen-
sively assess the importance of both bottom-up and top-down factors in controlling 
the relative importance of coccolithophores and diatoms in the SO over a complete 
annual cycle” (Nissen et al., 2018). The model was a regional high-resolution model 
(ROMS–BEC) for the Southern Ocean (24–78°S), with modifications to include 
representation of coccolithophores. The study also assessed the comparative impor-
tance of the bottom-up (temperature, nutrients, light) and the top-down (grazing by 
zooplankton) factors that control the Southern Ocean coccolithophore biogeogra-
phy during the growing season. Additionally, the role of diatoms in limiting cocco-
lithophore abundance and the importance of microzooplankton and macrozooplankton 
grazing for the relative importance of coccolithophores and diatoms in the study 
area was investigated.

The findings of the simulated study were that coccolithophores contribute 17% 
to annually integrated net primary productivity south of 30°S; hence, they are an 
important part of the Southern Ocean phytoplankton community. The highest coc-
colithophore biomass is north of 50°S in late austral summer, a time of high light 
levels, when combined with silicic acid limiting diatoms (Nissen et al., 2018). The 
authors conclude that top-down factors are an important control on the relative 
abundance of diatoms and coccolithophores in the Southern Ocean, and “conse-
quently, when assessing potential future changes in Southern Ocean coccolitho-
phore abundance, both abiotic (temperature, light, and nutrients) and biotic factors 
(interaction with diatoms and zooplankton) need to be considered” (Nissen et al., 
2018). It is concluded that the study is vital, as “Coccolithophores impact biogeo-
chemical cycles, especially organic matter cycling, carbon sequestration, and oce-
anic carbon uptake both via photosynthesis and calcification, leading to cascading 
effects on the global carbon cycle and hence climate” (Nissen et al., 2018).

 Geological Oceanography or Marine Geology

Geological oceanography and marine geology are seen as synonymous by most 
authorities, but occasionally, a distinction emerges. For example, Bangor University 
(2020) hints that marine geologists and geological oceanographers are two groups, 
defining marine geology as “concerned with the processes that shape the ocean 
basins, determine the structure and composition of the Earth’s crust and control 
features of the continental margins” and geological oceanography as “concerned 
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with marine sediments” which include the understanding of the processes that 
govern the origin, erosion, transport, and deposition of sediments in the ocean. The 
University of Victoria (2022) describes an undergraduate course on geological 
oceanography as studying “geological processes that shape the ocean basins, oce-
anic plate creation and structure, hydrothermal circulation at mid-ocean ridges, 
bathymetry, ocean islands, different types of ocean margins, ocean sediments, the 
sedimentary record of past ocean circulation, coastal geology” and a similar level 
course on marine geology as “covering modern marine geological processes in a 
wide range of oceanic environments: mid-ocean ridges, mid-plate volcanoes and 
hot spots, coastlines, continental margins and abyssal plains.”

The Journal of Marine Biology & Oceanography (2022) writes “geological 
oceanography or Marine geology involves the study of geophysical, sedimentologi-
cal, geochemical, and paleontological investigations of the ocean floor and coastal 
margins” but defines marine geology as “the branch of geology which studies the 
geological structure and development of the part of Earth’s crust that makes up the 
floors of the seas and oceans” and “marine geology uses the methods and findings 
of geomorphology, geophysics & geochemistry” (Journal of Marine Biology & 
Oceanography (2022). Marine geology may be inferred to have slight differences 
from geological oceanography, these being similar to the differences between 
marine biology and biological oceanography: in such double worded subjects, the 
second word is more important. Kwader (2021) makes a similar point; in comparing 
hydrogeology vs. geohydrology, “the second half of the word is the science used to 
understand the first half of the word” hence “a hydrogeologist uses the physical 
geological characteristics of the strata or rock to infer the hydrologic characteristics 
of the material” and “geohydrology (less commonly used) is the interpretation of 
the geology from the hydrologic characteristics of the strata or rock.”

The breadth of the field of geological oceanography was pointed out in the aims 
and scope of Marine Geology, “the premier international journal on marine geologi-
cal processes in the broadest sense” (Marine Geology, 2022). Topics include “papers 
on subjects as diverse as seafloor hydrothermal systems, beach dynamics, early dia-
genesis, microbiological studies in sediments, palaeoclimate studies and geophysi-
cal studies of the seabed… the influence of anthropogenic processes on coastal/marine 
geology and coastal/marine geoarchaeology… papers are concerned with the 
marine realm and that they deal with geology: with rocks and/or sediments now in 
the ocean (not on land), and physical and chemical processes affecting them.” 
Kontakiotis et al. (2022) also remark on the breath of this subject, in the Journal of 
Marine Science and Engineering, noting that “research into modern oceans, seas, 
and their coastal zones, as well as marine ecosystems, provides valuable informa-
tion for deciphering the geological dynamics,” this breadth including analysis of the 
seafloor using stratigraphic and sedimentary models, interpretations of the past 
through analyses of ichnological (the branch of paleontology studying fossilized 
tracks, trails, burrows, borings, or other trace fossils) interpretations, marine depos-
its, paleoenvironments, fossils, frameworks for analyzing mineral and hydrocarbon 
deposits, and newer subjects such as geoheritage studies.
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Their edited collection (see Kontakiotis et al., 2022, a special Issue comprising 
twenty-one research papers, in four themes) includes articles covering, geological 
processes in the modern marine environment (Theme 1: Hayat et al., 2022; Hussain 
& Al-Ramadan, 2022, Petropoulos et al., 2022, Yutsis et al., 2022); the evolution of 
marine environments and ecosystems during the Phanerozoic, 541 million years BP 
until present (Theme 2: Ali et al., 2021, Garcia et al., 2021, Johnson, 2021, Wang, 
He, et  al., 2021a, Ruban, 2022a, b, Tolokonnikova & Ruban, 2022); Quaternary 
marine studies (Theme 3: Giamali et al., 2021, Wang et al., 2021b, Arce-Chamorro 
et al., 2022); the application of marine geological processes to petroleum geology 
(Theme 4: Khan et al., 2021, Janjuhah et al., 2021, Dai et al., 2022; Dubinya et al., 
2022, Fazal et al., 2022, Li et al., 2022, Maravelis et al., 2022, Ruban, 2022a, b).

Geological oceanography has important links with oceanic and global biogeo-
chemistry, partly through the fields of marine geochemistry and marine biology 
(Goldberg, 1954; Henderson, 2016). The main issues concern the links between the 
circling of chemical elements and compounds between the oceans geological base, 
in many cases sediments, the water of the ocean and in some cases the atmosphere 
and dry land including rivers and waters connected to the sea. This cycling may also 
affect living organisms. For example, Henderson (2016) mentions the quantities of 
the elements in the oceans, especially sodium (Na), chloride (Cl) (more than 90 of 
this dissolved mass, and together with magnesium (Mg), sulfur (S), and calcium 
(Ca), represent 99%). Henderson (2016) adds that “add only three more elements – 
K, Br, and C – and you have more than 999 parts in a 1000 of the dissolved mass in 
seawater.” There are 82 other naturally occurring elements, which are found in 
ocean water at low concentrations, an example being iron, which comprises one- 
billionth of the dissolved mass in ocean waters, but is an essential nutrient for oce-
anic life, and may be the nutrient which limits marine with its elimination. Therefore, 
“without knowledge of the cycle of Fe, we cannot understand the controls on eco-
systems in the ocean, nor their role in the global cycling of carbon and other ele-
ments” (Henderson, 2016).

An old study by Goldberg (1954: 249) mentions notes that “the ability of the 
hydrated oxides of manganese and iron to adsorb ions from solution (scavenging)” 
as important for some issues in marine geology, chemistry, and biology. The exam-
ple is taken of the ferruginous sediments of the Pacific Ocean, where iron oxides 
may be associated with titanium, cobalt, and zirconium in amounts proportional to 
the iron content and copper and nickel are related to the manganese content 
(Goldberg, 1954: 249). In this study, marine sediments are classified by the geo-
sphere in which the solid phases originate. The author notes that “the distribution of 
certain ionic species in sea water between the solid and aqueous phases is consid-
ered on the basis of scavenging and co-ordination compound theory” and “the con-
centration of minor elements by members of the marine biosphere is explained 
either by the direct uptake of the element or by the uptake of iron or manganese 
oxides with the accompanying scavenged element” (Goldberg, 1954).

Another important issue concerns the complex relations between solid earth (the 
ocean floor) and sea water, and sometimes atmospheric gases. For example, one 
concern is the formation of oceanic phosphorite, a compound including phosphorus, 
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which is defined as “P-rich sedimentary rocks, usually composed of carbonate 
hydroxyl fluorapatite (Ca10(PO4CO3)6F2–3) which occurs as nodules and crusts origi-
nally formed in oceanic environments” (Douglas & Beveridge, 1998; see also 
Southgate, 1986). Wang et  al. (2014) write that phosphorite “occurs in lenses in 
sediments off the coasts of the Chinese mainland and the Korean Peninsula. The 
Yellow River delta extends along more than 100 km of the coast, and river sediment 
can be traced all the way out to the edge of the continental shelf. Sediment wedges 
defining ancient deltas are prime prospects for the discovery of offshore placer and 
phosphorite deposits” (Ludwig & Valencia, 1993). Additionally, “phosphorite is 
also formed in regions of oceanic upwelling where large volumes of phosphate-rich 
cold water rise from great depths to the surface. In the warmer surface waters, phos-
phate precipitates out of solution and then sinks to the seafloor forming deposits of 
phosphorite. There is a possibility that large reserves may be located off the east 
coast of Vietnam where a seasonal localized upwelling formed by the SCS’s 
monsoon- driven current system generates the required oceanic conditions” 
(Ritterbush, 1978).

Another issue concerns carbon compound movements between the ocean floor 
and the oceanic water, which may be affected by oceanic geological episodes. For 
example, Nature (2011) reports that “carbon bound up in seafloor sediments is 
thought to have played a key role in past episodes of climate change. The breakup 
of the northeast Atlantic continents around 55 million years ago was associated with 
the injection of large amounts of molten magma into carbon-rich sediments on the 
seafloor. The heating of these sediments may have triggered the release of large 
quantities of methane and carbon dioxide into the overlying ocean and atmosphere.” 
However, Nature (2011) notes that “the ultimate impact of the carbon emitted from 
these emerging and distinct seafloor sources, and its contribution to the global car-
bon budget, is uncertain… There is evidence that carbon trapped beneath the seabed 
continues to influence carbon dynamics, at least in the deep ocean.”

Nature (2011) also mentions the role of ocean spreading based the parting of 
plates, due to tectonic movements, which are “hotbeds of magmatic activity, owing 
to the eruption of molten magma from below. Hydrothermal vents are common at 
these spreading sites. These vents emit large quantities of geothermally heated, 
mineral-rich fluids. The minerals and energy contained in these fluids support a 
huge diversity of microbes and invertebrates, such as giant tube worms and clams, 
in an otherwise barren sea floor.” One result appears to be release of methane: for 
example, “in the geologically young Guaymas basin in the Gulf of California, 
magma has intruded into vast areas of the thick, organic sediments at the bottom of 
the basin. The heating of these sediments – that had been thought to sequester rather 
than emit carbon – seems to have resulted in the release of methane into the overly-
ing ocean.” Jahncke et al. (2005, 691) note that “methane hydrates constitute a large 
global carbon reservoir that is vulnerable to destabilization via ocean-floor disrup-
tion. Such destabilization has important implications for the global cycles of both 
carbon and methane, especially with respect to atmospheric chemistry and potential 
climate warming.” The authors argue that in their study that there is evidence of 
“how major tectonic events led to a methane hydrate release in the early Aptian 
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(Early Cretaceous), as evidenced by a new high-resolution terrestrial δ13C (carbon 
stable isotope) record.” And there is the possibility that “plate tectonics, a funda-
mental Earth process, may control methane hydrate reservoir disruption over long 
timescales via deformation of the continental margins.”

 Geomatics and Ocean Biogeochemistry

Geomatics techniques, especially based on remote sensing methods, may be used in 
the study of ocean biogeochemistry, by measuring the parameters that may be used 
to assess relevant geochemical and biological features (Campbell, 2018). LiDAR 
systems, described in Chap. 4, are emerging as important tools, currently and poten-
tially may be used for measuring both water types and water organisms (Gray et al., 
2015; Hostetler et al., 2018); Collister et al., 2020). Roddewig et al. (2017) note that 
“LiDAR systems have been developed for looking into seawater, primarily for pro-
filing the seafloor surface and, sometimes, also for measuring the optical properties 
of the water column. LiDARs also have been developed for airborne or shipborne 
measurements of water clarity and attenuation, spatial and temporal variations in 
oceanic scattering layers and plankton distributions, internal waves, chlorophyll 
content, and fish… producing global maps of phytoplankton biomass and total par-
ticulate organic carbon” (see also Collins et  al., 1984; Guenther et  al., 1996; 
Lillycrop et al., 1996; Fry et al., 1997; Bukin et al., 1998; Churnside et al., 1998, 
2001, 2012; Vasilkov et al., 2001; Allocca et al., 2002; Lee et al., 2002; Chekalyuk 
et al., 2003; Lin, 2003; LaRocque et al., 2004; Popescu et al., 2004; Tuell et al., 
2005, 2010; Churnside & Donaghay, 2009; Kampel et al., 2009; Reineman et al., 
2009; Schorstein et al., 2009; Ramnath et al., 2010; Behrenfeld et al., 2013; Rudolf 
& Walther, 2014).

Churnside and Thorne (2005: 5504) write that “airborne lidar has the potential to 
survey large areas quickly and at a low cost per kilometer along a survey line.” Gray 
et al., 2015 note that “active source systems such as LiDAR can probe the subsur-
face structure of oceans.” Such active systems may derive range information by 
“range-gated systems, which uses a pulsed laser and a range-gated receiver to tem-
porally resolve the laser pulse” and “optically modulated, continuous-wave 
(OMCW) systems, in which a continuous wave laser is modulated in either fre-
quency or intensity and range is determined by calculating the phase shift of the 
modulation envelope” (Gray et  al. (2015). Such LiDAR techniques have been 
applied to the measurement of “profiles of attenuation and backscattering, chloro-
phyll fluorescence, thin phytoplankton layers, and fish stocks,” with laser wave-
length at 532  nm, which is suitable for research in coastal waters, but shorter 
wavelengths may be more suitable for the open ocean. Mindful of the differences 
between multiwavelength and single-wavelength LiDAR, Gray et al. (2015) pose 
the question “What benefits can a multiwavelength LiDAR provide over a single- 
wavelength one?” Moreover, their research explores the quantitative advantage of 
the optimally penetrating wavelength in different water types.
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This study by Gray et al. (2015) gives an example of the use of multiwavelength 
oceanographic LiDAR for measurement of water types, “in water tanks with optical 
conditions simulating both sediment-laden and biologically rich water types.” The 
authors conclude that their “measurements and models show that using a laser 
wavelength of 470–490 nm in the open ocean leads to an improvement factor of 
1.50–1.75 compared to a 532 nm system. In more turbid areas using a laser wave-
length of 560–580 nm leads to an improvement factor of 1.25” and “using multiple 
LiDAR wavelengths can help detect and characterize constituents in the water col-
umn” (Gray et al., 2015). The study findings indicated that multiple wavelengths 
improve research, although 532 nm systems are suitable in clearer coastal waters, 
they may be less optimal for other turbidity levels. Crucially, “the optimal wave-
length follows a fairly well defined progression from blue to red as the turbidity 
increases: blue in the open ocean, green in relatively clear coastal waters, yellow 
green in bloom conditions, and yellow orange in waters with a high sediment load. 
In exceptionally turbid waters, generally rivers with high sediment load…” (Gray 
et al., 2015). The findings indicated that the maximum penetrating wavelength red-
shifted from 532 nm as turbidity increased, suggesting that LiDAR systems designed 
for open ocean waters should have a wavelength from 470 and 490 nm, and in turbid 
water conditions perhaps a wavelength between 560 and 580 nm would be more 
suitable, with a multiwavelength laser, with to change wavelength reflecting envi-
ronmental changes (Gray et al., 2015).

In some studies, applications to water optical and chemical dynamics are under-
taken. For example, Collister et al. (2020: 4650) present a study and point out that 
“the goal of this project was to explore the utility of LiDAR for describing the dis-
tribution of upper ocean optical and biogeochemical properties over a wide range of 
oceanographic conditions, including turbid, eutrophic coastal waters, optically clear 
oligotrophic waters, and calcite-rich coccolithophore bloom waters.” They argue 
that “oceanographic LiDAR can provide remote estimates of the vertical distribu-
tion of suspended particles in natural waters, potentially revolutionizing our ability 
to characterize marine ecosystems and properly represent them in models of upper 
ocean biogeochemistry.” Their study was based on “a ship-based system to measure 
the LiDAR attenuation coefficient (α) and linear depolarization ratio (δ) across a 
variety of optically and biogeochemically distinct water masses, including turbid 
coastal waters, clear oligotrophic waters, and calcite rich waters associated with a 
mesoscale coccolithophore bloom” (Collister et al., 2020: 4650).

The sea surface-inherent optical properties (IOPs, which refer to the “scattering 
and absorption properties of seawater and its dissolved and suspended materials”; 
see Zaneveld, 2013) were measured to determine the response of α and δ to varia-
tion in particle abundance and composition. The magnitude of α was consistent with 
the diffuse attenuation coefficient (Kd, which refers to “a measure of how light dis-
sipates with depth in water” see National Geodetic Survey, 2022), and the α versus 
Kd relationship was not linear, and δ was “positively related to the scattering optical 
depth and the calcite fraction of backscattering” (Collister et al., 2020). Collister 
et al. (2020) argue that such LiDAR-based studies are useful, as “the substrates and 
energy sources that fuel upper ocean biogeochemistry exhibit strong spatial 
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gradients that play an important role in the structure and function of marine ecosys-
tems.” And hence “oceanographic LiDAR has the potential to revolutionize our 
understanding of marine ecosystems and their role in elemental cycling and global 
climate processes by providing a means to measure the vertical distribution of upper 
ocean biomass at spatiotemporal resolutions that are unachievable using standard in 
situ sampling techniques” (Collister et al., 2020).

For measurements in water, LiDAR, which is based on the measurement of laser 
pulses and the detection of backscattering from particles in the water column, may 
measure the “biogeochemically relevant materials in the ocean,” and this “makes 
LiDAR the only presently available candidate for making above-water measure-
ments of both the horizontal and vertical distribution of upper ocean ecosystems” 
(Collister et  al., 2020). Current contributions of LiDAR-based methods, some in 
their infancy, include high-resolution, vertical and horizontal measurements of phy-
toplankton biomass, a more accurate recording for models of upper ocean primary 
production through a more accurate representation of biomass distributions, better 
measurement of distributions of upper trophic level aquatic organisms, recording of 
the links between upper ocean ecosystems and atmospheric features like cloud and 
aerosol formation, and the prediction of global climate dynamics (Collister et al., 
2020; see also Churnside & Thorne, 2005; Shaw et al., 2008; Churnside & Donaghay, 
2009; Hill & Zimmerman, 2010; Churnside et  al., 2011; Roddewig et  al., 2017; 
Schulien et al., 2017; Behrenfeld et al. 2019a, b).

There are also studies of LiDAR applications to marine organism distribution 
patterns. For example, Churnside and Donaghay (2009: 778) present a study of 
LiDAR applications to plankton studies, applied to oceanic and coastal waters, with 
examples from “upwelling regions, areas with large fresh-water influx, and warm- 
core eddies.” The findings indicated that the scattering detected by LiDAR was 
likely caused by plankton, and there was spatial variability in the plankton layers, 
which suggest the possibility that airborne lidar can be used to detect and map the 
spatial extent of thin scattering layers and to link these to larger scale physical pro-
cesses and can also be used to track their development and to guide ship-based 
sampling. This technological assessment “will be crucial in future studies designed 
to test the hypothesis that thin plankton layers have the spatial extent and intensity 
to play a key role in controlling the recruitment of fish larvae, biogeochemical 
cycling, trophic transfer processes, plankton biodiversity, and harmful algal bloom 
dynamics” (Churnside & Donaghay, 2009: 778).

Hostetler et  al. (2018: 121) present another study of LiDAR applications to 
research marine organism distributions and ecologies. They argue that although sat-
ellite passive ocean color technology has “provided an unbroken ∼20-year record of 
global ocean plankton properties” there is evidence that “this measurement approach 
has inherent limitations in terms of spatial-temporal sampling and ability to resolve 
vertical structure within the water column” (Hostetler et al., 2018: 121). However, 
LiDAR-based techniques may be promoted as a solution, where measurements 
from a spaceborne lidar are combined with ocean color data. Hostetler et al. (2018: 
121) further justify the use of satellite LiDAR, as airborne LIDARs have been used 
for many years for the study of ocean subsurface properties, but recent 
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technological developments have demonstrated that satellite LiDAR can measure 
plankton properties. The “satellite LiDAR era in oceanography has arrived” although 
“oceanographic research with satellite lidars is in its infancy” (Hostetler et  al., 
2018). Examples include the Cloud-Aerosol Lidar with Orthogonal Polarization 
(CALIOP) instrument, located in space from 2006 on the Cloud-Aerosol Lidar and 
Infrared Pathfinder Satellite Observation (CALIPSO) platform (see also Hu, 2009; 
Winker et al., 2009; Lu et al., 2016). The advantage of LiDAR for such work is that 
“unlike the ocean color technique’s reliance on the sun as a source of light (thus, 
‘passive’ remote sensing), a LiDAR uses lasers to generate its own photons that are 
ultimately scattered back to the instrument’s receiver (thus, ‘active’ remote sens-
ing)” (Hostetler et al., 2018).

Larger marine animals may also be studied using LiDAR methods (Churnside & 
Thorne, 2005; Dawson et al., 2017). For example, Behrenfeld et al. (2019a: 257) 
argue that LiDAR measurements may be used for the study of marine mammals that 
feed on plankton, pointing out that “every night across the world’s oceans, numer-
ous marine animals arrive at the surface of the ocean to feed on plankton after an 
upward migration of hundreds of meters. Just before sunrise, this migration is 
reversed, and the animals return to their daytime residence in the dark mesopelagic 
zone (at a depth of 200–1000 m).” The authors refer this “daily excursion” as diel 
vertical migration (DVM) or diurnal vertical migration and may be an attempt to 
avoid predators in the sunlit ocean surface. Such DVMs are often recorded by 
acoustic systems mounted on surface vessels (for example, acoustic Doppler current 
profilers) and “these data show that night-time arrival and departure times are highly 
conserved across ocean regions and that daytime descent depths increase with water 
clarity, indicating that animals have faster swimming speeds in clearer waters” 
(Behrenfeld, Gaube, et al., 2019a: 257). These may not provide sufficient informa-
tion, as “after decades of acoustic measurements, vast ocean areas remain unsam-
pled and places for which data are available typically provide information for only 
a few months, resulting in an incomplete understanding of DVMs” and “addressing 
this issue is important, because DVMs have a crucial role in global ocean biogeo-
chemistry” (Behrenfeld, Gaube, et al., 2019a: 257).

Additionally, “night-time feeding at the surface and daytime metabolism of this 
food at depth provide an efficient pathway for carbon and nutrient export” 
(Behrenfeld, Gaube, et al., 2019a: 257). A satellite-mounted LiDAR instrument was 
used to record the global distributions of optical signals from the DVM animals that 
reach the night ocean surface. The findings indicated the animals usually comprised 
a larger fraction of the plankton abundance in the clear subtropical gyres. This was 
consistent with the hypothesis that such animals avoided predators in such regions. 
The total DVM biomass was higher in more productive regions with higher food 
availability, and the “the 10-year satellite record reveals significant temporal trends 
in DVM biomass and correlated variations in DVM biomass and surface productiv-
ity” and the authors conclude that “these results provide a detailed view of DVM 
activities globally and a path for refining the quantification of their biogeochemical 
importance” (Behrenfeld, Gaube, et al., 2019a: 257).
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Churnside et al. (2011: 621) present a similar LiDAR-based study, noting that 
“intense, ephemeral foraging events within localized hot spots represent important 
trophic transfers to top predators in marine ecosystems, though the spatial extent 
and temporal overlap of predators and prey are difficult to observe using traditional 
methods.” The case study of the southeastern Bering Sea is a region that includes 
high marine productivity, and a hot spot, where three foraging events were recorded. 
The methodology used airborne LiDAR, as well as aerial surveys, visual counts, 
ship-based acoustics and net catches, and space-based synthetic aperture radar. The 
recorded foraging events (including buildups of concentrations of euphausiids, 
copepods, herring, other small pelagic fishes, humpback whales, Dall’s porpoise, 
short-tailed shearwaters, northern fulmars, and other pelagic seabirds) lasted for 1 
to 8 days, and “build-up and break down of the events occurred on 24 h time scales, 
and diameters ranged from 10 to 20 km” (Churnside et al., 2011: 621). The findings 
from the LiDAR and acoustic remote sensing data indicated that the prey densities 
inside the events were much higher than those outside the events. The authors con-
clude that “this implies a need for either very intensive traditional surveys covering 
large expanses or for adaptive surveys guided by remote sensing. To our knowledge, 
this is the first time that an Alaskan hot spot was monitored with the combination of 
airborne and satellite remote sensing” (Churnside et al., 2011: 621; see also Pauly 
et al., 1998; Sinclair & Stabeno, 2002; Hunt Jr & Stabeno, 2005, Jahncke et al., 
2005, Ladd et al., 2005, Vlietstra et al., 2005, Batten et al., 2006, Palacios et al., 
2006, Piatt et al., 2006, Zainuddin et al., 2006).

 Conclusions

This chapter has examined the relations between the biogeochemical and oceano-
graphic sciences, in terms of their relative contributions to these links and their roles 
in the explanation of global ecologies. Key complexes emerge from this brief but 
detailed summary. Oceanography has at least a third of the components that com-
prise global biogeochemistry and includes the cycling of major elements such as 
oxygen, nitrogen, hydrogen, and sulfur. The science of oceanography is a vast 
undertaking, with substantial transdisciplinary and interdisciplinary foci, such as 
biological oceanography and marine biology and marine biogeography, geological 
oceanography and marine geology, physical oceanography, and marine physics, and 
chemical oceanography and marine chemistry and biochemistry. In all these clus-
ters, it is arguable that the branch termed “oceanography” tends toward broader, 
environmental linkages, while the subdiscipline with the prefix “marine” is possibly 
more specialized, more fully linked with the basic science and its application to the 
seawater and its underlying geology. High-level technology, including LiDAR 
within the field of remote sensing, is also developing to enable more sophisticated 
analyses of oceanographic data. The current status of the field of oceanography is 
therefore an important indicator and complement for the development of biogeo-
chemistry, including all of the studies of biogeochemistry of the oceans and some of 
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the atmospheric and terrestrial studies. Considering the important role of the oceans 
in global environmental change, this type of study contributes to the examination of 
future developments in the field of biogeochemistry.
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Chapter 6
Biogeochemistry and Conservation Biology

Michael O’Neal Campbell

Abstract Biogeochemistry, encompassing nearly all the factors for plant and animal 
ecological, chemical, and physical relations, has a close and even overlapping rela-
tion with the conservation sciences. In this relation, both the natural processes and 
human-constructed systems have severely affected the status of many plant and ani-
mal species, including their physiological and ecological dynamics. However, the 
information on these relations is largely scattered, focusing on the impacts of par-
ticular chemicals on particular species, rather than on combined chemical groups on 
ecosystems, and the possibilities for conservation science and policy. This chapter 
examines the role of the understanding of biogeochemistry in the development and 
effective conservation management and policy and how this may inform biogeo-
chemical research. Current research findings indicate a shift in the relevance from 
global scale chemical flows to smaller scales at the regional, local, and even micro 
level scenarios. Case studies are taken of the impacts of lead, zinc, mercury, cad-
mium, arsenic, chromium, copper, and selenium, pesticides (including insecticides 
and rodenticides), veterinary compounds (such as nonsteroidal anti- inflammatory 
drugs or NSAIDs and polychlorinated biphenyls or PCBs), and industrial pollutants 
such as perfluoroalkyl substances on terrestrial, aquatic, and marine life, and the 
impacts of ameliorative policy actions. Conservation policies have been evolved to 
remedy these events, but in many cases, more research is required to remedy the 
impacts of the chemical changes. Significantly, chemical systems are increasingly 
studied in conjunction with conservation issues, and these actions have contributed 
to positive results for conservation efforts, and knowledge of conservation issues.
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 Introduction

Conservation efforts use the findings of numerous pure and applied sciences, includ-
ing fields related to or within biogeochemistry (Campbell, 2017, 2018). Currently, 
conservation planning, management, and policy are based on interdisciplinary 
(disciplines sharing topics and methodologies of two or more disciplines), cross- 
disciplinary (the techniques of one discipline adopted by one or more other disci-
plines), and multidisciplinary (the creation of shared knowledge between two or 
more disciplines) knowledge clusters, which may transcend the biological, chemi-
cal, and earth sciences (Bianchi, 2021; Campbell, 2020). Disciplines incorporating 
one or more of these characteristics include those mixing social and natural sciences 
(e.g., political and cultural ecology, agricultural and environmental economics, 
environmental sociology and psychology, etc., and planning and management stud-
ies including environmental and natural hazards), linking of two natural sciences 
(e.g., biochemistry, biophysics, geochemistry, geophysics, geoecology, bioclimatol-
ogy, and biological oceanography), and the more technological sciences (e.g., geo-
matics and engineering applications). While these disciplines may have a broad 
focus on issues unrelated to conservation, their methods may be used in conservation- 
related research, applications, or management (Campbell, 2018).

Recently, a new, broad discipline named conservation biology has developed, 
based on a biological perspective for conservation issues (Soule & Wilcox, 1980; 
Soule, 1986a, b). For some, the addition of “biology” to its name is a little inappro-
priate, as conservation is an extremely broad topic and biology is a narrow well- 
defined discipline (Campbell, 2015). Some also justify the inclusion of the term 
“biology” on the grounds that the discipline examines biological conservation. 
These debates are ongoing, reflecting the modern origin of the discipline (Sodhi & 
Ehrlich, 2010). Current studies are based on three main components: the importance 
of conservation, the methodology for such conservation applications, and the impor-
tance of biology. Definitions of conservation biology indicate the recent develop-
ment and breadth of this subject. Meine et al. (2006) argue that the discipline is too 
recent a development to be clearly defined. Some definitions emphasize the conser-
vation objectives of the discipline: for example, Soulé and Wilcox (1980) define 
conservation biology as “a mission driven discipline comprising both pure and 
applied science”; and “is a new field, or at least a new rallying point for biologists 
wishing to pool their knowledge and techniques to solve problems.”

Work (2015: 368) points out that “the field of conservation biology has grown 
substantially from its inception in 1985 through a proliferation of journals, research 
articles, societies, and institutions of higher education that offer conservation biology 
courses or programs.” On the breadth theme, Meine (2010: 7) describes the “main 
thread” of conservation biology as “the description, explanation, appreciation, pro-
tection, and perpetuation of biological diversity.” This author acknowledges that 
some of the conservation biology topics have previously been developed and even 
owned by other disciplines and knowledge systems, such as “wilderness protection, 
sustained yield, wildlife protection and management, the diversity-stability hypoth-
esis, ecological restoration, sustainability, and ecosystem health” (Meine, 2010: 7).

The history of conservation is the basis of the development of conservation biology, 
including the interlinked developments of the strands of conservation, including the 
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philosophy, policy, science, and practice aspects (Meine, 2004; Campbell, 2015). 
Much of the substance of current conservation biology developed during the nineteenth 
century within the disciplinary boundaries of biology and geography and pieces of 
legislation were reinforced by the attention of social science research within sociology, 
political ecology, and planning (Campbell, 2015). The format of conservation biology, 
in synthesizing the techniques of the biological and social sciences oriented to conser-
vation objectives, slowly emerged from these roots (Campbell, 2015). One of the 
founding literature texts was that of George Perkins Marsh, written during the post–
Civil War United States (an era of industrialization and competing social attention pos-
sible negative impacts), titled Man and Nature, in which the second chapter (“Transfer, 
Modification, and Extirpation of Vegetable and of Animal Species”) was a founding 
attempt to analyze nature–society relations, with people defined as “a new geographic 
force” (Meine et al., 2006: 633; see also Hays, 1959; Kolko, 1963; Leonard, 2009).

As conservation topics developed, a division was discerned between two 
approaches with core anthropocentric philosophies; the utilitarian Resource 
Conservation Ethic, which was based on scientific natural resource management, and 
the Romantic-Transcendental Preservation Ethic, more focused on the spiritual and 
aesthetic benefits of nature–society relations (Hays, 1959; Callicott, 1990). With 
time, in the latter half of the twentieth century, a stronger natural environment focus 
emerged, resulting in the beginnings of rudimentary conservation biology (Campbell, 
2015). Such developments were supported by new literature such as those of 
Ehrenfeld (1970), MacArthur and Wilson (1967), and the journals of Conservation 
Biology and Biological Conservation (Meine et al., 2006; Campbell, 2015).

New, related sciences, practices, and structures also emerged, such as island and 
historical biogeography, population biology, genetics, variants of ecology (e.g., eco-
system and landscape ecology, zoological parks), applied subjects such as forestry, 
wildlife, range and fisheries management, interdisciplinary subjects such as envi-
ronmental ethics, economics and history, and technological subjects such as remote 
sensing and geographical information systems (Crisci et  al., 2003; Meine, 2004; 
Posadasa et  al., 2006). Events included the First International Conference on 
Conservation Biology in September 1978, published as Conservation Biology: An 
Evolutionary Ecological Perspective (Soulé & Wilcox, 1980); a Second International 
Conference on Conservation Biology convened at the University of Michigan in 
May 1985 (Soulé, 1986a, b); the Society for Conservation Biology (SCB) was 
approved at the end of the meeting (Soulé, 1986a, b); and the National Forum on 
BioDiversity, September 21–24, 1986 in Washington, DC, published as Biodiversity 
(Wilson & Peter, 1988). In June 1987, the first annual meeting of the Society for 
Conservation Biology was held in Bozeman, Montana (Meine, 2010).

Conservation biology had developed as a discipline by the latter quarter of the 
twentieth century, and this discipline “reflected essential qualities that set it apart 
from predecessor and affiliated fields” including its breadth with a “primary focus 
on the conservation of genetic, species, and ecosystem diversity (rather than those 
ecosystem components with obvious or direct economic value)” (Meine et al., 2006: 
639). Conservation biology overrode the narrower subjects with strong disciplinary 
boundaries and replaced them with a broader and more inclusive science and meth-
odology, also linked with the social sciences and humanities, including associated 
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paradigms based on social power and ethics (Roebuck & Phifer, 1999; Campbell, 
2015). Involved scholars and practitioners included sociologists, economists, politi-
cal scientists, members of nongovernmental organizations, policymakers, social 
workers, managers, businesspeople, and (Barry & Oelschlaeger, 1996; Soule & 
Orians, 2001).

These developments ensured that conservation biology became increasingly 
practical, goal-oriented, and globally aware (Campbell, 2017, 2018). Ehrenfeld 
(1992: 1625) pointed out that “conservation biology is not defined by a discipline 
but by its goal – to halt or repair the undeniable, massive damage that is being done 
to ecosystems, species, and the relationships of humans to the environment.” 
Additionally, “many specialists in a host of fields find it difficult, even hypocritical, 
to continue business as usual, blinders firmly in place, in a world that is falling 
apart” (Ehrenfeld, 1992: 1625). Meine et al. (2006) add that conservation biology 
has progressed from the initial focus on “genetics and demographics of small popu-
lations, population and habitat viability, landscape fragmentation, reserve design, 
and management of natural areas and endangered species” to include issues such as 
the permeability and connectivity of landscapes, species interactions, global warm-
ing, and geomatics techniques, these enabling new applications (see also Odenbaugh, 
2003; Proulx et al., 2014).

Conservation biology principally focuses on larger animals and their habitats, as 
these larger species may require more extensive requirements that may conflict with 
human life spaces and needs (Campbell, 2015; 2017, 2018, 2020, 2022; Campbell 
& Jha, 2021; Jha & Campbell, 2021). Large, mostly charismatic wildlife, such as 
the great cats, large, armored reptiles, and massive herbivores (e.g., elephants, rhi-
noceroses, hippopotamuses, giraffes, and bovids), are slaughtered as food, for skins, 
and as dangers in human life spaces (Campbell & Jha, 2021; Daskin & Pringle, 
2016; Young et al., 2014, 2015). Here, “large” wildlife, although subjective, refers 
to birds, mammals, and reptiles zrecognized as large (e.g., for birds, approximately 
raven-sized; for mammals, about cougar-sized; and for reptiles, approximately a 
medium-sized alligator, taking North American examples). Large wildlife, espe-
cially mammals, has been described as megafauna: Museum Victoria (2012) defines 
megafauna as “big animals, generally animals with a body mass of over 40 kilo-
grams.” Barnosky (2008: 11543) defines megafauna as those “weighing at least 
44 kg (roughly the size of sheep to elephants)” and including people. Dirzo et al. 
(2014) offer a body weight greater than 15 kg and argue that extinction or reduction 
of such species has pronounced impacts on ecosystems.

Large wildlife has also been exemplified with large mammals such as White- 
tailed deer (Odocoileus virginianus, Zimmermann, 1780), moose (Alces alces, 
Linnaeus, 1758), black bear (Ursus americanus, Pallas, 1780), and wolves (Canis 
Lycaon, Schreber, 1775) (Carruthers & Gunson, 2015) or the tiger (Panthera tigris, 
Linnaeus, 1758) and leopard (Panthera pardus, Linnaeus, 1758) in India (Acharya 
et al., 2016; Madhusudan, 2003). Carnivorous mammals and birds are threatened 
due to fear and control issues (Campbell, 2015). Their large size and real and imag-
ined threats toward people and companion and agricultural animals may contribute 
to negative public attitudes toward their conservation (Saenz & Carrillo, 2002; 
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Conforti & Azevedo, 2003; Kleiven et al., 2004; Hoogesteijn & Hoogesteijn, 2008; 
Treves & Bruskotter, 2014). The situation of such large wildlife is “a global extinc-
tion crisis,” termed “global defaunation,” which affects larger species more than 
smaller species, because the large species are preferred by hunters, and they have 
larger or more complex habitat requirements and slower population growth rates 
(Young et al., 2014: 7036). The important ecological role of large mammal species 
indicates their decline and/or extinction is “often associated with pronounced effects 
on other aspects of community composition and structure, ecosystem function and 
even evolutionary trajectories” (Young et al., 2014: 7036).

The rest of this chapter examines the biogeochemistry of conservation biology, 
centering on the impacts of chemicals on animals. As conservation issues largely 
relate to larger animals, as the principal targets of human actions, the main focus 
will be on the direct and indirect impacts on such animals, including poisoning 
animal bodies and habitats, encouragement of chemically negative environmental 
change, and the role of biogeochemical cycles in ecological change. These events 
and impacts are scaled, from impacts on individual animals and patch-sized plant 
communities, to continental-sized and intercontinental regions, linked by biomes, 
migration patterns, and mobile air masses. Examples are taken from biomes and 
various animal (bird, mammal, reptile, fish) species. The objective is to document 
the impact of chemicals on various animals and ecosystems and assess the work 
required for the solution of these issues. The main focus is on the deliberate and 
accidental poisoning of animals with chemical elements and compounds.

 Deliberate Poisoning of Animals

Animals may be poisoned deliberately for their elimination (due to safety or com-
petitive concerns for people, human life spaces, companion and/or agricultural ani-
mals), using chemical compounds of varying environmental impact and toxicity 
(Campbell, 2015). Ogada (2014: 1) writes that “poisons have long been used to kill 
wildlife throughout the world. An evolution has occurred from the use of plant- and 
animal-based toxins to synthetic pesticides to kill wildlife, a method that is silent, 
cheap, easy, and effective.” Berny (2007, 93) writes that “the use of pesticides has 
dramatically increased over the last 50 years to enhance agricultural production” 
and “pesticides are widely used to control agricultural pests. Unfortunately, because 
of their biological activity, they may have detrimental effects on nontarget species.” 
Such poisoning may affect single or related species, usually those determined as 
pests and/or dangerous carnivores. The chemicals used, usually complex com-
pounds such as dichlorodiphenyltrichloroethane (DDT, C14H9Cl5) or dichlorodiphe-
nyldichloroethylene (DDE, C14H8Cl4), may remain in the environment and affect 
unintended species (Campbell, 2022). Such poisoning is still an important ecologi-
cal factor for animal species’ presence. For example, Gil-Sánchez et  al. (2021, 
1201) write that “intentional poisoning is a global wildlife problem and an over-
looked risk factor for public health. Managing poisoning requires unbiased and 
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high-quality data through wildlife monitoring protocols, which are largely lacking” 
with the findings of the study indicating “several animal groups (e.g., domestic 
mammalian carnivores and vultures) tended to be over-represented in the poisoning 
national database, while others (e.g., corvids and small mammals) were underrepre-
sented” and “the probability of a given species being overrepresented was higher for 
heaviest, aerial, and cryptic species” but the authors conclude that “monitoring poi-
soned fauna based on heterogeneous sources may produce important biases in 
detection rates; thus, such information should be used with caution by managers and 
policy-makers.”

Several sources take continent-wide examples of the impact management of such 
environmental poisons (Campbell, 2015, 2022). For example, Grilo et al. (2021) 
write that “poisoning of wild and domestic animals is a problem in all the countries 
in the world that has been described by several authors from ancient times to nowa-
days” and “nowadays the intentional poisoning of domestic and wild animals is a 
crime in the European Union (EU), but as in the past the poison is still used in rural 
areas of a number of European countries to kill animals that were considered harm-
ful for human activities.” In this study, the Laboratory of Pharmacology and 
Toxicology of the Faculty of Veterinary Medicine (LFT-FMV) studied poison levels 
in 503 wildlife (red foxes, birds of prey, lynx, and wild boar), and domestic animal 
samples (dog, cat, sheep, cows, and horses), between January 2014 and October 
2020. Pesticide residues were detected in 239 of these samples. The pesticides 
included, in order of quantity molluscicides, carbamates, rodenticides (e.g., the 
banned strychnine and Aldicarb), and organophosphates. This study allowed to real-
ize that a great number of positive samples involved banned pesticides (i.e., Aldicarb 
and Strychnine, and the commercially available Methiocarb and Anticoagulant 
rodenticides). In some areas, domestic species were more affected, while in some 
areas wild animals were more affected (Grilo et al., 2021).

Raptors in Europe have also been directly targeted with pesticides and poisons, 
with poisons such as Carbofuran and even pesticides, placed to be consumed by 
scavengers. For example, Vandenbroucke et al. (2010: 266) write that in Belgium 
“in the last few years, corpses of birds of prey and other predators have frequently 
been suspected of malicious poisoning.” Carbofuran is the most common poison, 
followed by aldicarb, carbaryl, strychnine, and chlorophacinone (Vandenbroucke 
et al. (2010: 266). The chemical formulae and impacts of these compounds on rap-
tors are shown in Table 6.1. In Flanders (northern Belgium), 162 Common buzzards 
(Buteo buteo, Linnaeus, 1758) were examined (2003–2006), and 91 were deter-
mined to have been deliberately killed, by poisoning (n = 79) or shooting (n = 12). 
Other species poisoned included the Common kestrel (Falco tinnunculus, Linnaeus, 
1758), Eurasian sparrowhawk, Accipiter nisus, Linnaeus, 1758), Red kite (Milvus 
milvus, Linnaeus, 1758), Eurasian magpie (Pica pica, Linnaeus, 1758), Carrion 
crow (Corvus corone, Linnaeus, 1758), and Common pheasant (Phasianus colchi-
cus, Linnaeus, 1758) (Vandenbroucke et al. (2010, 266). Hernández and Margalida 
(2008) also describe the pesticide poisoning of the Cinereous vulture (Aegypius 
monachus, Linnaeus, 1766) in Spain from 1990 to 2006, which involved 241 inci-
dents and 464 vultures, with Carbofuran, aldicarb, and strychnine found in 88% of 
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Table 6.1 Pesticides toxic to birds

Compound Formula
Research assessment for impacts on raptors/
birds

Carbofuran C12H15NO3 Carbofuran is highly toxic to birds.1

Aldicarb C7H14N2O2S Indeterminate impacts on birds. 2

Carbaryl C12H11NO2 Slight toxicity on birds.3

Strychnine C21H22N2O2 Highly toxic, but indeterminate results of 
poisoning.4

Chlorophacinone C23H15ClO3 Serious possibilities for physiology.5

Sources: 1. National Pesticide Information Center (1996); 2. Moore et al. (2010); 3. Walker et al. 
(1991); 4. Wobeser and Blakley (1987). Schmutz et al. (1989). 5. Rattner et al. (2015)

the recorded incidents. Of the recorded incidents, 98% represented deliberate poi-
soning, and 83% resulted in the bird’s death (Hernández & Margalida, 2008).

Ogada (2014: 10) describes the deliberate poisoning of African eagles, “the most 
targeted,” including the Martial, Crowned, Tawny, and Verreaux’s eagles (Anderson, 
2000; Brown, 1991; Odino & Ogada, 2008). Other victims were nontargeted eagles 
(e.g., the target of the poisoning may be mammal carnivores) and were Tawny and 
Bateleur eagles (Brown, 1991; Mijele, 2009; Ogada & Kibuthu, 2012; Watson, 
1986). Meyburg et al. (2020) also describe the poisoning of Greater-spotted eagles. 
Ogada (2014: 1) contends that there has been a “steep increase has recently been 
observed in the intensity of wildlife poisonings, with corresponding population 
declines” and where despite the fact that “under national laws, it is illegal to hunt 
wildlife using poisons in 83% of African countries” it is also apparent that “pesti-
cide regulations are inadequate, and enforcement of existing legislation is poor. Few 
countries have forensic field protocols, and most lack storage and testing facilities” 
(Ogada, 2014: 1).

Carbofuran (C12H15NO3) is determined as the most widely used and abused pes-
ticide in Africa, and poisoning techniques are listed as including baiting carcasses, 
soaking grains in pesticide solutions, mixing pesticides to create salt licks, and poi-
soning waterholes. These are to kill damage-causing animals; harvest fish and land 
animals for bushmeat, traditional medicine, and wildlife products; and to kill wild-
life sentinels such as the vultures, which may cluster and hence attract the attention 
of observers to poachers' activities. The author concludes that as “populations of 
scavengers, particularly vultures, have been decimated by poisoning,” there should 
be actions “banning pesticides, improving pesticide regulations and controlling dis-
tribution, better enforcement and stiffer penalties for offenders, increasing interna-
tional support and awareness, and developing regional pesticide centers” (Ogada, 
2014: 1).

Gulliford (2015) takes the example of the history of the United States of America, 
noting that for 2015, “this year, for example, marks the 100th anniversary of the 
founding of the Bureau of Biological Survey.” Congress created this agency to trap, 
poison, and kill predators and "varmints" across the West. The result was an “eco-
logical holocaust of strychnine-ridden carcasses and indiscriminate destruction up 
the food chain. We tried to kill coyotes; we brought death to eagles instead” 
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(Gulliford, 2015). The characteristics of the legislative instruments included the 
elimination of the predators of deer and elk; to encourage the populations of the 
latter; the “agency’s massive onslaught of poisons and steel traps,” the perception of 
predators like wolves as “beasts of waste and desolation" (a quotation of Theodore 
Roosevelt); a lack in understanding that “healthy predator-prey relationships helped 
maintain healthy ecosystems”; the use of facilities such as the Biological Survey’s 
poison laboratory in Denver, which experimented with strychnine, arsenic, and cya-
nide; the employment of hunters, whose goal was to ensure that “predatory animals 
are destroyed by trapping, shooting, den hunting during the breeding season, and 
poisoning" (one survey listed predator killings as “849 wolves, 20,241 coyotes, 85 
mountain lions, 3432 bobcats, 30 lynxes, and 41 bears”); and random poisoning 
using mostly strychnine in carcasses, which killed mammal predators and raptors 
and eagles; and also use of Compound 1080, toxic to mammal (banned in 1972, 
before the passage of the Endangered Species Act) (Gulliford, 2015). Gulliford 
(2015) concludes “how ironic that the same agency that sponsored decades of pred-
ator control – the Bureau of Biological Survey – evolved into the U.S. Fish and 
Wildlife Service. Congress gave the newly named agency a mandate to protect 
endangered species, including some of the very species the government had spent 
years killing off. Colorado Parks and Wildlife, for example, even brought back lynx, 
animals that had previously been poisoned and trapped.”

Some argue that the situation has not markedly improved (Campbell, 2017). For 
example, Waage (2014), examining current scenarios, contends that “the 
U.S.  Department of Agriculture's Wildlife Services program is in dire need of 
reform – particularly when it comes to its practice of killing predators that play key 
ecological roles across the American landscape. Wildlife Services can immediately 
take a big step in the right direction by ceasing the use of two deadly predator poi-
sons, sodium cyanide and Compound 1080, both of which are unnecessary, inhu-
mane, dangerous to people, and environmentally destructive.” It is noted that the 
poisons are mostly used as requested by private livestock owners, and in 2012, more 
than 14,500 carnivores were killed using the two poisons. Waage (2014) argues that 
“especially disturbing is that Wildlife Services has never weighed the true costs of 
these practices, in terms of threats to both public safety and wildlife, against per-
ceived benefits accrued to a few private agricultural interests.”

Additionally, despite the efforts of government reviewers to end the use of 
sodium cyanide, and Compound 1080, among others, there has not been a serious, 
effective ban. Examples of efforts include a 1963 criticism by the Advisory Group 
on Wildlife and Game Management, under the United States Department of Interior 
(DOI), concerning the nonselective impacts of poisoning, and a recommendation 
for more selective and/or nonlethal effective methods (see also Cain et al., 1971; 
Leopold et al., 1964). Another effort was the 1972 recommendation by the Advisory 
Committee on Predator Control that poisons must not be used that may kill unin-
tended species. This led to a ban of Compound 1080, strychnine, sodium cyanide, 
and thallium) on federal lands by Executive Order, which was rescinded in 1982. 
Also in 2004, the United States Department of Agriculture (USDA) Inspector 
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General criticized the Wildlife Services’ storage, security, and management of 
hazardous chemicals, including sodium cyanide and Compound 1080.

Poisoning is an important factor in the decline of Hooded vultures across sub- 
Saharan Africa, especially in Cameroon, Uganda, Kenya, and Southern Africa 
(Mundy, 1997; Ogada et al., 2010; Ogada & Buij, 2011; Ssemmanda & Pomeroy, 
2010; Thiollay, 2001; Virani et  al., 2011; Zimmerman et  al., 1996). Vultures are 
sometimes poisoned because poachers think vultures will reveal illegal hunting kills 
(Hancock, 2009a, b, 2010). Poisoning targeting animals such as lions (Panthera leo, 
Linnaeus, 1758), hyenas (Crocuta crocuta, Erxleben, 1777), and jackals (Canis 
mesomelas, Schreber, 1775) (Bridgeford, 2004a, b) may affect vultures (Anderson, 
1999; Pain et al., 2003; Roche, 2006; Verdoorn et al., 2004). Where vultures were 
not poisoned, their populations did not decline (Mundy et al., 1992). Van Wyk et al. 
(2001a: 243) detected “the presence of quantifiable residues of 14 persistent chlori-
nated hydrocarbon pollutants,” after collecting “whole blood, clotted blood, heart, 
kidney, liver and muscle samples” from White-backed, Cape and Lappet-faced vul-
tures. Comparisons between wild adults and nestlings, and captive birds showed 
lower pesticide levels for captive birds (pesticides included gamma-BHC (lindane), 
alpha(cis)-chlordane, and alphaendosulfan) (Van Wyk, Bouwman, et al., 2001a: 243).

 Unintentional Poisoning with Chemical Elements

This type of poisoning usually occurs when elements (including heavy metals), 
intended for nonpoisoning objectives, eventually enter the food chain, and may 
prove lethal for some unintended organisms, as the chemicals migrate up the food 
chain (Campbell, 2017). These elements may combine with other elements to create 
compounds, which may have the same impacts as the elements. Research findings 
indicate that animals may ingest and retain several elements in combination, so 
detecting the most dangerous element may be difficult. Therefore, some studies 
seek to discover the impacts of one element on the selected species, some others 
seek to discover all the chemical elements in the studied organisms (Campbell, 
2015, 2022). Typically affected birds are listed in Table 6.2. Such compounds may 
accumulate toward the top of food chains, and knowledge of these effects currently 
dominates the discourses on environmental and ecological pollution (Campbell, 
2022). Raptors and waterbirds at the top and lower levels of the food chain are espe-
cially vulnerable to the chemicals ingested by prey species due to the processes of 
concentration and accumulation, e.g., lead from bullets fired at prey species, which 
are then consumed by predators, or the pollution of prey species foods from indus-
trial pollutants (Campbell, 2015, 2022).

Rattner (2009: 773) includes such events in the general field of wildlife toxicol-
ogy, citing the “unintentional poisoning of birds from ingestion of spent lead shot 
and predator control agents, alkali poisoning of waterbirds, and die-offs from mari-
time oil spills.” Wildlife toxicology is described as “driven by chemical use and 
misuse, ecological disasters, and pollution-related events affecting humans” 
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Table 6.2 Birds commonly affected by environmental chemicals

Orders Families English names

Birds of prey or raptors
Accipitriformes Accipitridae, Vieillot, 1816 Eagles, hawks, 

vultures
Pandionidae, Sclater & Salvin, 1873 Ospreys
Sagittariidae, Finsch & Hartlaub, 
1870

Secretary birds

Falconiformes Falconidae, Leach, 1820 Falcons, caracaras
Cathartiformes or 
Accipitriformes

Cathartidae, Lafresnaye, 1839 New World vultures

Strigiformes Strigidae, Leach, 1820 Typical owls
Tytonidae, Ridgway, 1914 Barn owls

Waterbirds
Charadriiformes Laridae, Rafinesque, 1815 Gulls, terns

Charadriidae, Leach, 1820 Plovers, lapwings
Anseriformes Anatidae, Leach, 1820 Ducks, geese, swans
Ciconiiformes Ciconiidae, J. E. Gray, 1840 Storks
Pelecaniformes Pelecanidae, Rafinesque, 1815 Pelicans

Ardeidae, Leach, 1820 Herons, egrets, 
bitterns

Suliformes Sulidae, Reichenbach, 1849 Gannets, boobies
Phalacrocoracidae, Reichenbach, 
1850

Cormorants, shags

Gaviiformes Gaviidae, Coues, 1903 Loons
Coraciiformes Alcedinidae, Rafinesque, 1815 Kingfishers
Gruiformes Rallidae, Rafinesque, 1815 Rails, crakes, coots

Source: Campbell (2022). Classification of common raptors and waterbirds. The waterbirds have 
nearly 20 families, so the commoner families are presented.

(Rattner, 2009: 773). Historically, the main point was the development of an inter-
national infrastructure for conservation, manifested in stages by the mid-century 
investigation of the effects of pesticides on domestic and wild animals, public 
debates on pollutant hazards, the development of contaminant monitoring pro-
grams, population-level studies of DDT impacts on raptorial and fish-eating birds, 
assessment of the global nature of organochlorine pesticide contamination, and the 
development of ecotoxicology in 1969 and of the Society of Environmental 
Toxicology and Chemistry in 1979.

Huang and Mayer (2019) argue that “birds are extremely sensitive to changes in 
the environment, so much so that they have been used as sentinels for poisonous gas 
detection in coal mines and heavy metal, toxin, and/or chemical detection in bodies 
of water. They are sensitive to heavy metals (e.g., lead, zinc, cadmium, copper, mer-
cury, iron) in their environment.” Birds higher up in the food chain, such as eagles, 
smaller raptors, and waterbirds, share prey species in living and carcass form and 
are usually the main obligate (full-time) and facultative (part-time) scavengers in 
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terrestrial marine, riverine, vegetated, and urban areas; hence, they may ingest 
chemicals from carcasses and other dead organic matter (Campbell, 2015). Fish-
eating eagles such as the Bald eagle, White-tailed eagle, and Steller’s Sea eagle, 
consume some of the same marine species (dead or alive) as ospreys, gulls, and 
waders. Szumiło-Pilarska et al. (2017) studied the diets of the White-tailed eagle, 
the Great cormorant (Phalacrocorax carbo, Linnaeus, 1758), Herring gull (Larus 
argentatus Pontoppidan, 1763), mallard (Anas platyrhynchos, Linnaeus, 1758), and 
common merganser (Mergus merganser, Linnaeus, 1758), on the Polish coast (see 
also Falandysz et al., 1988; Misztal-Szkudlińska et al., 2011; Szumiło et al., 2013; 
Szumiło-Pilarska et al., 2016; Kalisińska et al. 2013, 2014). In some cases, eagles 
such as the Bald eagle may prey on waterbirds and acquire any poisons from their 
bodies (Buehler, 2020; Middleton et al., 2018). Most raptors also take small mam-
mals such as rodents, snakes, and small birds. The existence of chemical pollutants 
in the ecosystem (i.e., plants, water, and prey species such as small fish, small mam-
mals such as rodents, and small birds such as passerines and pigeons) therefore 
begins a process to avian toxicity and may have consequences for any animals at the 
higher levels of the food chain (Szumiło-Pilarska et  al., 2017; Baudrot et  al., 
2018: 33).

By the 1980s and 1990s, there was global attention to a series of events, includ-
ing increased heavy metal pollution from mining and smelting, agrichemical tech-
nologies and selenium toxicosis, and environmental disasters including the 
Chernobyl disaster and the Exxon Valdez accident. Noticed chemical elements and 
compounds included heavy metals, such as lead, iron, and zinc, and chemicals man-
ufactured for agricultural and industrial use, such as anti-inflammatory drugs 
(NSAIDs), polychlorinated biphenyls (PCBs), insecticides, rodenticides, and insec-
ticides (Campbell, 2018). Rattner (2009: 773) cites “biomarker development, endo-
crine disruption, population modeling, and studies with amphibians and reptiles” as 
among the major issues during the 1990s. Additionally, the synthetic pesticides 
developed during the mid-twentieth century and the ecological impacts of these 
compounds have spawned powerful attention from numerous stakeholders, which 
has initiated conservation-oriented actions. Rattner (2009: 773) argues for current 
challenges, which include “the need to more thoroughly estimate and predict expo-
sure and effects of chemical-related anthropogenic activities on wildlife and their 
supporting habitat.” During the twenty-first century, there was interest in new and 
emerging compounds (pharmaceuticals, flame retardants, surfactants), and potential 
population-level effects of some compounds (Rattner, 2009).

Current research on wildlife toxicology is heavily concerned with the impacts of 
heavy metals on animals (Campbell, 2022). Lenntech (2022) defines heavy metals 
as “any metallic chemical element that has a relatively high density and is toxic or 
poisonous at low concentrations. Examples of heavy metals include mercury (Hg), 
cadmium (Cd), arsenic (As), chromium (Cr), thallium (Tl), and lead (Pb).” Rahman 
and Singh (2019) assess the relative impacts of five toxic heavy metals (THMs) 
(arsenic (As), cadmium (Cd), chromium (Cr)(VI), mercury (Hg), and lead (Pb) on 
the environment, as these metals “are non-threshold toxins and can exert toxic 
effects at very low concentrations. These heavy metals are known as most 
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problematic heavy metals and as toxic heavy metals.” It is further argued that “these 
THMs have severe deteriorating effects on various microorganisms, plants, and ani-
mals” (Rahman & Singh, 2019). Tchounwou et al. (2012: 133) point out that “heavy 
metals are naturally occurring elements that have a high atomic weight and a den-
sity at least five times greater than that of water.” The wide use of these metals in 
industrial, agricultural, medical, technological, and domestic developments has led 
to their ubiquitous distribution in natural and built environments, with consequences 
for human and nonhuman life forms. Table 6.3 shows heavy metals.

Kitowski et  al. (2016) argue that despite the prosecution of detailed surveys, 
some aspects of heavy metal accumulation and transmission in ecosystems are 
vague or unknown, as has also been noted by Helander et al. (2009), Stankovic et al. 
(2014), and Kitowski et al. (2017). Kitowski et al. (2016) argue for raptor models 
for the study of chemical pollution of bird physiology, as they are frequently apex 

Table 6.3 The main chemical elements and their impacts

Element Symbol Threshold
Impact on raptors, waterbirds, and prey species (e.g., 
Passerines)

Lead Pb 2–6 ppm 
dw1 5

“Gradual weight loss, polyuria/polydipsia, depression, 
weakness, anorexia, and/or rapid anemia”3

Zinc Z 2 ppm3 “Passive regurgitation, lethargy, weakness, weight loss, 
anemia, cyanosis, polyuria/polydipsia, diarrhea, regurgitation, 
neurologic signs, feather picking, anorexia, and/or 
hemoglobinuria.”3

Mercury Hg 1+ ppm 
ww2 5

Reduced reproductive output, weak immune function, 
avoidance of high-energy behaviors, death with higher doses4

Cadmium Cd 3 ppm dw1 “Affects the endocrine system, kidneys, reproduction, 
moulting, haemoglobin formation and growth”5

Arsenic As 0.5 ppm 
ww6

Liver, kidney problems.6 “Muscular incoordination, debility, 
slowness, jerkiness, falling hyperactivity, fluffed feathers, 
drooped eyelid, huddled position, unkempt appearance, loss 
of righting reflex, immobility, seizures”7

Chromium Cr 4 ppm dw7 Gastrointestinal and immune system, respiratory tract, male 
reproductive system damage, miscarriage, low birth weight, 
and development problems of the skeleton, reproductive 
system8

Copper Cu 4–6 ppm8 Gastrointestinal tract damage, hyperplasia of the forestomach 
mucosa, liver and kidney damage, immune system damage, 
decreased embryo and fetal growth.8

Selenium Se 3 ppm 
ww11

Emaciation, breast muscle atrophy, absence of fat, lung fluids, 
excess body gelatinous or serous fluid, swollen livers, flaccid 
heart, congested and enlarged spleens, head feather loss.9

The threshold represents the level at which the chemical begins to cause toxic reactions in the 
animals. Kitowski et al. (2016) suggest that the conversion from wet (ww) to dry weight (dw) 4.0. 
Sources: 1. Pérez-López et al. (2008), Scheuhammer (1987), Nighat et al. (2013); 2. Weir et al. 
(2018); 3. Huang and Mayer (2019); 4. Whitney and Cristol (2017); 5. Gruz et  al. (2019); 6. 
National Research Council, 1977; 7. Eisler (1988); 8. Agency for Toxic Substances and Disease 
Registry, 2019, 2020a; 9. Albers et al. (1996), O'Toole & Raisbeck, (1997). Note that, for example 
10 mg/kg = 10 μg/g = 10 ppm
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predators, sedentary, wide-ranging and are herbivore consumers, which ingest 
contaminants from plants and water (also cited are Martin et al., 2008; Castro et al., 
2011; Rajamani & Subramanian, 2015; Golden et al., 2016). Waterbirds may play 
the same role as raptors in riverine and coastal areas (Campbell, 2015). Basically, 
heavy metal concentrations in avian bodies are strong indicators of heavy metal 
levels in their diet, and in the contaminated ecosystem (Kitowski et al., 2016, 146, 
see also Castro et al., 2011; Campbell 2015, 2022).

Raptors and waterbirds may also acquire toxins, not only from the fish but also 
from the sea. Heavy metals, such as mercury and cadmium may be acquired by this 
method (Campbell, 2015: 2022). Kalisinska et al. (2014: 858) wrote that during the 
1950s and after, research indicated that among the various Hg species present in 
nature, MeHg is the main factor for neurological, neuromotorical, behavioral, and 
reproductive disorders in warm-blooded vertebrates (see also Clarkson & Magos, 
2006; Rutkiewicz et al., 2011). Mercury and cadmium occur naturally in oceanic 
waters, with concentration levels increasing through both natural causes and human- 
induced contamination. Fish-eating seabirds tend to contain higher levels of mer-
cury in their livers than other birds for this reason (Parslow et al., 1973). According 
to Kalisinska et al. (2014: 858), Mercury (Hg) contamination in piscivorous (fish- 
eating) birds, especially methylmercury (MeHg), has been globally documented 
regarding its bioaccumulation and biomagnification in food chains. Examples of 
such piscivorous species are the white-tailed eagle and osprey, which are exposed to 
chronic or acute mercury poisoning, especially from methylmercury (MeHg), in 
their prey diet (Kalisinska et al., 2014: 858; see also Holt et al., 1979).

Such heavy metals may accumulate in bird livers, kidneys, gastrointestinal 
(digestive) tracts, nervous systems, eggs, bones, and feathers, resulting in severe 
illness, incapacity, and death (the last implying lethal toxicity) (Frantz et al., 2012: 
23; Kramar et al., 2019). Other effects include impacts on hormones, respiratory 
and reproduction systems, and migration (Haschek et  al., 2013; Kitowski et  al., 
2016; Scheuhammer, 1987; Williams et al., 2014). Variables in lethal toxicities may 
concern the species, body organ affected, the avian ecosystem, and the toxicity of 
the chemical considered (Campbell, 2015; Kramar et al., 2019). Sublethal levels of 
heavy metal toxicity are also common; records for impacts on some passerine spe-
cies (often raptor prey) include reduced plumage intensity (especially due to copper, 
zinc, nickel and lead ingestion) (Eeva et al., 1998), reduced genetic diversity (espe-
cially due to copper, zinc cadmium and lead) (Eeva et al., 2006), reduced fledging 
success (especially from mercury, lead and cadmium) (Evers et al., 2008; Nam & 
Lee, 2006) and reduced humoral immune responsiveness (especially from lead and 
cadmium (Snoeijs et al., 2004). Other impacts included “aberrant incubation behav-
iour, lethargy and wing area asymmetry” (Frantz et al., 2012: 23) mostly from mer-
cury poisoning (Evers et  al., 2008). Lead poisoning may also induce bone 
mineralization, “the process by which the organic bone matrix becomes filled with 
calcium phosphate nanocrystals” (Frantz et al., 2012; Gangoso et al., 2009; Kuhn, 
2001). This is vital for bone formation, which is “accomplished by coordinated 
multicellular activity,” basically “a cell-mediated process involving the specific, 
highly ordered deposition of a unique form of calcium phosphate confined to 
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precise locations within the organic matrix… essential for bone to meet its multi-
functional property requirements” (Kuhn, 2001: 50).

Within the field of wildlife toxicology, new concepts have emerged that empha-
size a broader range of documented and possible effects (Campbell, 2017). For 
example, Burger (1995: 369) determines most studies by ecotoxicologists and ecol-
ogists have looked at the effects of pollutants on individuals and populations mostly 
considering one or only a few impacts. Recently, some studies have counterbal-
anced this approach, using “a holistic approach to ecological risk assessment,” 
which “suggests that a rigorous paradigm should be applied to toxicants, from haz-
ard identification to risk characterization” (Burger, 1995: 369). A conceptual risk 
assessment model is evolved, using a flexibly developed environmental health risk 
assessment paradigm to ascertain the lead risk to birds, based on available informa-
tion. The model includes a hazard identification phase, a target identification phase 
(including the recording of receptors, endpoints, relations, spatial and temporal 
scales, and some indicators), which are specific to the particular hazard, species, 
population, or community under examination (Burger, 1995: 369). Lead was the 
focus of the case study because it has important, extreme effects on avian species; 
these impacts include declining populations of associated species, the migration of 
toxins up the food chain, reductions in clutch and egg size, and changing migration 
patterns. The research on lead poisoning is based on information on lead quantities 
in tissues, exposure times, and foraging and reproductive behavioral impacts. 
Differences between exposure in the wild and the laboratory are crucial, especially 
if the wild birds may have means of lead removal that may not be available or may 
be less apparent to laboratory birds (Burger, 1995: 369).

Some studies also examine the impacts of chemical elements, while others focus 
on chemical compounds composed of several elements (Campbell, 2022). Studies 
of one element include that of Kramar et al. (2019), which looked at only mercury 
contamination in Bald Eagles, using blood and feather samples from nestling Bald 
Eagles in the Virginian coastal plain, piedmont, and western regions to determine 
regional variations of Hg toxicity. The Hg levels were analyzed using a Milestone 
DMA-80. As an example of looking for several elements or compounds, Kitowski 
et  al. (2017) examined chemical impacts on white-tailed sea eagles, using livers 
from 22 dead eagles in Eastern Poland. The eagles were classified by sex, age 
(adults over 2 years old, immature less than 2 years old), based on iris color, plum-
age, and gonad development (see also Forsman, 1999; Helander et al., 1989, 2009; 
Kitowski et al., 2017). After mineralization using laboratory techniques, inductively 
coupled plasma optical emission spectrometry (ICP-OES) with a Thermo Scientific 
iCAP Series 6500 analyzer with a charge injection device (CID) was used for the 
identification of elements and toxic chemicals.

Kitowski et al. (2017) judged the extracted chemicals through referral to pub-
lished findings regarding the toxicity levels. For example, lead hepatic (liver) con-
centrations above 6 mg/kg−1 dw (6 ppm) have resulted in subclinical toxicity (below 
the level for visible symptoms) (Helander et al., 2009; Pain et al., 1995). Lead levels 
equal to or above 10–15 mg/kg−1 dw (dry weight) (10–15 ppm) usually indicate 
poisonous levels (Franson, 1996; Martin et  al., 2008). These are supported by 
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research linking hepatic lead concentrations in raptors to lead poisoning and sub-
clinical effects (Franson, 1996; Kitowski et al., 2017; Martin et al., 2008; Pain et al., 
1995). For cadmium, levels at ≥3 mg/kg−1 dw may result from increased environ-
mental exposure (Battaglia et al., 2005; Burgat, 1990). For mercury, Shore et al. 
(2011) argued that hepatic mercury concentrations greater than 6.7 mg/kg−1 dw (6.7 
ppm) may affect avian reproduction, and mercury values above 67.0 mg/kg−1 dw 
may kill nonmarine birds. For selenium, Kitowski et al. (2017) argue that “selenium 
at the level of 4–10 mg/kg−1 dw is considered the background concentration in avian 
liver tissue” and cite a study by Ohlendorf (1989), where “a hepatic Se concentra-
tion above 10 mg/kg−1 dw was taken as exceeding the background level.” For zinc, 
Kitowski et al. (2017) point to the study by Honda et al. (1990) in which 200 mg/
kg−1 dw was the background concentration in liver tissue (Kitowski et al., 2017).

 Poisoning with a Range of Heavy Metals

Case studies illustrate some of the main points, one issue being the greater impacts 
of some toxic poisons on birds than mammals (Campbell, 2022). Guitart et  al. 
(2010: 260) note in Europe, using “a collation of published and non-published wild-
life poisoning data from Belgium, France, Greece, Italy and Spain over the last 10 
years,” that “birds, particularly waterfowl and raptors, were more commonly 
reported as victims of poisoning than wild mammals” and metals (particularly lead 
arising from sporting/hunting activities) and pesticides (mainly anticholinesterases 
and anticoagulants) are frequent causes of poisoning, and often have fatal conse-
quences.” In some cases, considering the broad range of bird species and types of 
pollutants, representative species may be selected, as indicators or representative 
species for overall assessment (Campbell, 2017, 2018). For example, Badry et al. 
(2020: 139198) argue for biomonitoring in raptors, with the objective being the 
discovery of which raptor species in the case study (Europe, where potential pollut-
ant regulation is harmonized) are the best biomonitors when the pollutant quantifi-
cation is based on the analysis of tissues. Considering “four priority pollutant 
groups: toxic metals (lead and mercury), anticoagulant rodenticides, pesticides and 
medicinal products” and raptor behavior variants (food web, foraging trait, diet, 
preferred habitat, and migratory behavior), the relatively common Common buz-
zard (Buteo buteo, Linnaeus, 1758) buteo) and/or Tawny owl (Strix aluco, Linnaeus, 
1758) were found to be the most suitable indicator species. The authors therefore 
“recommend that the common buzzard and tawny owl should be the initial focus of 
any pan-European raptor monitoring,” with the qualification that “other species may 
be better sentinels for certain pollutants, such as the golden eagle (Aquila chrysae-
tos) for lead, the northern goshawk (Accipiter gentilis) for mercury across areas 
including Northern Europe, and vultures (where they occur in Europe) are likely 
best suited for monitoring non-steroidal anti-inflammatory drugs (NSAIDs)” (Badry 
et al., 2020: 139198).
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As noted above, several studies examine the impacts of multiple pollutants on 
birds near the top of the food chain (Campbell, 2015, 2022). For example, Kim and 
Oh (2012: 1091–1097) used a study of the occurrence of iron, manganese, copper, 
lead and cadmium in the livers, muscles, kidneys, and bones of Eurasian Eagle 
Owls (Bubo bubo, Linnaeus, 1758), Brown Hawk Owls (Ninox scutulata, Raffles, 
1822), and Collared Scops Owls (Otus lempiji, actually appears to be Otus semi-
torques, Temminck & Schlegel, 1844; see Hong et al., 2013) from Korea. The find-
ings of this study indicated that iron concentrations by tissue within species were 
similar, but among tissues, there were significant differences across all species. 
Manganese and copper concentrations in muscles, kidneys, tissues, and bones 
showed interspecies differences. Livers did not show such differences (Kim & Oh, 
2012: 1091). The authors concluded that the lead and cadmium contamination in 
Eurasian Eagle Owls could be derived from a Korean source, and those of Brown 
Hawk Owls may be from Korean and wintering sites. Collared Scops Owl contami-
nation may be from breeding and/or wintering sites (Kim & Oh, 2012: 1091).

There were interspecies differences in the level of toxic absorption of manganese 
and copper concentrations, mostly below the toxic levels. There were also interspe-
cies variations for lead and cadmium concentrations in livers, bones, and tissues, but 
the levels were within expected background levels for wild birds (Kim & Oh, 2012: 
1091). The authors however note that “for some Eurasian Eagle owls and Collared 
Scops Owls, lead concentrations were at an acute exposure level, whilst lead con-
centrations were at a chronic exposure level in Brown Hawk owls. Cadmium con-
centrations were at a chronic exposure level in all three owl species. Acute and 
chronic poisoning was significantly correlated between indicator tissues.” In con-
clusion, “these results suggest that pollutant levels vary with regard to migratory 
patterns. Eurasian Eagle owls are residents and reflect Korean contamination. 
Brown Hawk owls are summer visitors and pollutant levels may reflect Korean and 
wintering site exposure, and Collared Scops owls are passage migrants and may 
reflect contaminant exposure at breeding and/or wintering sites” (Kim & Oh, 
2012: 1096).

In another study by Grúz et al. (2018: 6378), the concentrations of several heavy 
metals (As, Cd, Cr, Cu, Hg, Pb, Zn) were examined in the feathers of ten avian spe-
cies, with samples from Hungary: Long-eared owl (Asio otus, Linnaeus, 1758) 
Little owl (Athene noctua, Scopoli, 1769), Tawny owl (Strix aluco, Linnaeus, 1758), 
Barn owl (Tyto alba, Scopoli, 1769), Eurasian sparrowhawk (Accipiter nisus, 
Linnaeus, 1758), rook (Corvus frugilegus, Linnaeus, 1758), Hooded crow (Corvus 
cornix, Linnaeus, 1758), Carrion crow (Corvus corone, Linnaeus, 1758), Common 
buzzard (Buteo buteo, Linnaeus, 1758), and Barn swallow (Hirundo rustica, 
Linnaeus, 1758). The feathers were analyzed using inductively coupled plasma 
optical emission spectroscopy (ICP-OES). The findings were that Little owls had 
the highest As concentrations, barn swallows had the highest Cd, Cr, and Pb con-
centrations, Sparrow hawks had the highest Cu and Hg concentrations, and owls had 
the highest Zn concentrations. The Cd levels were higher in adult crows than in 
juveniles. The authors conclude that the studied area was safe for wildlife, as it was 
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not contaminated by the mentioned heavy metals on that level, which can cause any 
adverse impact on birds (Grúz et al., 2018: 6378).

A similar, multiple heavy metal–based study was that of Kitowski et al. (2016), 
which examined concentrations of lead, cadmium, nickel, chromium, and mercury 
in the livers of six species of raptors, represented by 58 specimens captured in 
Eastern Poland. The six species, in order of size were the white-tailed eagle 
(Haliaeetus albicilla, Linnaeus, 1758) (2 specimens); common buzzard (Buteo 
buteo, Linnaeus, 1758) (31 specimens); Goshawk (Accipiter gentilis Linnaeus, 
1758) (9 specimens); Marsh harrier (Circus aeruginosus, Linnaeus, 1758) (3 speci-
mens), Common kestrel (Falco tinnunculus, Linnaeus, 1758) (3 specimens) and 
Sparrowhawk (Accipiter nisus, Linnaeus, 1758) (10 specimens). The findings indi-
cated that higher mercury and chromium levels were associated with passerine pre-
dation and higher hepatic concentrations of lead and cadmium were associated with 
small mammal predation. The implications were that the passerine birds more likely 
ingested mercury and chromium (possibly from seeds or invertebrates) and the 
small mammals more likely ingested lead and cadmium (possibly from seeds, 
leaves, and small invertebrates). Sparrowhawk livers varied from Common buzzard 
livers in lead levels, but not in cadmium levels. Goshawks had lower levels of mer-
cury than Sparrowhawks (possibly due to the use of mercury in antifungal products 
for seed dressing, the seeds consumed by small birds) although both raptors are bird 
hunters (Kitowski et al., 2016).

The main source of mercury was not water-sourced prey, as consumption of 
larger birds reduced mercury ingestion and accumulations (e.g., in goshawks), 
larger birds accumulated less mercury (e.g., the common buzzard and white-tailed 
eagle), cadmium and lead accumulations were linked to small- and medium-sized 
mammal consumption, and the study concluded that the species’ prey preference 
affects the heavy metal contamination for raptor species (Kitowski et al., 2016: 5). 
Evidence indicated White-tailed eagles responded to declining fish availability by 
consuming game carrion, which increased their ingestion of lead. The study con-
cluded that raptors may vary food preferences, altering their vulnerability to metal 
poisoning (Helander et al., 2009; Nadjafzadeh et al., 2013).

Another study that found more serious impacts from heavy metals is that of 
Beyer et al. (2005). In the Tri-State Mining District (Oklahoma, Kansas, Missouri), 
mining, milling, and smelting have contributed to contamination with Pb, Cd, and 
Zn. The authors point out that milled mine waste ("chat") has polluted the district, 
as flotation tailings and from smelters as aerial deposition or slag (Beyer et  al., 
2005: 108). The findings indicated that American robins (Turdus migratorius, 
Linnaeus, 1766), northern cardinals (Cardinalis cardinalis, Linnaeus, 1758), and 
waterfowl suffered from Pb tissue concentrations significantly higher than those of 
reference birds, and comparable to levels recorded at other, severely Pb contami-
nated sites. Some birds had tissue concentrations of Pb associated with serious 
health effects. The main impacts were: “impaired biological functions and external 
signs of poisoning”; severe Zn poisoning effects, including increased pancreatitis 
and increased zinc concentrations in the liver and kidney of waterfowl; increased Cd 
in the kidneys of songbirds, although “no proximal tubule cell necrosis associated 
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with Cd poisoning was observed”; and “mean activities of the Pb-sensitive enzyme 
delta-aminolevulinic acid dehydratase (ALAD) were decreased by >50% in red 
blood cells in these birds (p < 0.05)” (Beyer et al., 2005: 108).

Another similar study is that of Snoeijs et al. (2004, 399), which examined the 
effects of heavy metal contamination on free-living great tits (Parus major, 
Linnaeus, 1758), based on a study area composed of four study sites along a pollu-
tion gradient near a metallurgic smelter. The study findings indicated that despite 
the homogeneity of the body condition or hematocrit values (volume percentage of 
red blood cells in blood) among great tits from the four study sites, the heavy metal 
exposure affected the individual birds’ humoral immune responsiveness (also 
termed antibody-mediated immunity, which is based on antibody molecules that are 
secreted by plasma cells). The authors noted that the Great tits recorded farthest 
from the smelter complex were significantly higher in immune responsiveness than 
the birds from the areas closest to the metallurgic smelter. It is concluded that more 
research is required to determine any causal association between heavy metal con-
tamination and immunosuppression (Snoeijs et al., 2004: 399).

Other studies have examined the impacts of heavy metals on marine ecologies 
and environments. For example, Ishii et al. (2013, S75) investigated the accumula-
tion patterns of metals, including cadmium and mercury, in tissues among four spe-
cies of seabirds” these being the Horned puffin (Fratercula corniculate, Naumann, 
JF, 1821), Thick-billed murre or Brünnich's guillemot (Uria lomvia, Linnaeus, 
1758), the Short-tailed shearwater or Slender-billed shearwater (Ardenna tenuiros-
tris, Temminck, 1836), the Northern fulmar or Arctic fulmar (Fulmarus glacialis, 
Linnaeus, 1761), and the Slaty-backed gull (Larus schistisagus, Stejneger, 1884). 
The authors argue that geographic variations of metal levels may contribute to varia-
tions in metal accumulation levels in the studied bird species; hence, the concentra-
tions of metals in seabirds are assessed to consider to reflect their habitat. There are 
interspecies differences in the accumulation pattern of the studied specimens and 
the high accumulation of metals could have impacts on seabirds even with no visi-
ble symptoms (Ishii et al., 2013: S75).

One study examined the novel topic of chemical poisoning from indoor materi-
als, on incarcerated birds. Guthrie et al. (2020: 371) examined heavy metal toxicosis 
in six adult Waldrapp ibis (Geronticus eremita, Linnaeus, 1758) due to paint chip 
ingestion when the birds were placed in an indoor enclosure, which was undertaken 
due to a “regional highly pathogenic avian influenza epornitic and government 
restrictions.” The results included: normal conditions for two birds; “clinical disease 
signs between 45 and 64 days of confinement, including weakness, lethargy, inabil-
ity to fly, low body condition, and bilateral wing droop in four birds”; the death of 
one bird (before chelation therapy attempts), with increased concentrations of lead 
and zinc in the liver; lead toxicosis in five birds, detected by plasma lead analysis, 
with about 40 days of hospitalization and treatment with sodium calcium edetate 
and fluid therapy, which solved the toxicosis; clinicopathological findings including 
“elevated plasma aspartate aminotransferase, creatine kinase, glutamate dehydroge-
nase, and bile acids values”; and erythrocyte morphological changes including 
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hypochromasia, decreased size of polychromatophils with some cytoplasmic stip-
pling, abnormal shapes, and D cells” (Guthrie et al., 2020: 371). There was also 
“particulate radio-opaque material in the ventriculus of all affected birds” detected 
by whole-body radiographic imaging” (Guthrie et  al., 2020: 371). Additionally, 
“plasma biochemistry, complete blood counts, and blood lead values were per-
formed repeatedly on all 5 birds and were used to guide therapy and monitor treat-
ment response” (Guthrie et al., 2020: 371). The authors concluded that these study 
results point to the importance of early ameliorative management of the treatment 
of lead toxicosis in birds, with awareness of long-term clinical monitoring and 
hematology (Guthrie et al., 2020: 371).

Another study tackled the similarly novel topic of heavy metal poisoning of rap-
tors engaged in falconry (Pappalardo et al., 2021). Here, falconry refers to the train-
ing of raptors (falcons, hawks, eagles, hawks, falcons), to hunt game animals; this is 
broadly synonymous with hawking (Campbell, 2022; Carroll, 1996). Pappalardo 
et al. (2021: 797) take an example from the United Arab Emirates (UAE), where 
falconry is a “long standing tradition” and the wellbeing of falconry raptors is 
important for the local culture, and plasma chemistry analysis is used in monitoring, 
assessing, and managing diseases in birds. The authors argue that the imbalances of 
Cu, Mg, and Zn have been linked to several diseases in avian species, and knowl-
edge of the reference intervals (RIs) of these minerals is vital for the clinical man-
agement of the falcon species (Pappalardo et  al., 2021: 797). Here the reference 
interval refers to the normal level of occurrence of the event: “The reference interval 
principle is usually to take the central 95% of a reference population” (Jones & 
Barker, 2008: S93). The findings indicated that using reference intervals based on 
Cu, Mg, and Zn in captive falcons according to the Quality Assurance and Laboratory 
Standards Committee of the American Society for Veterinary Clinical Pathology, 
and the Clinical Laboratory Standards Institute guidelines, and comparing these 
with blood chemistry analyses on 252 clinically healthy falcons from the Dubai 
Falcon Hospital in the UAE (about half being gyrfalcons, the rest other falcon spe-
cies), here were no significant interspecies or intersex variations in RIs of Cu 
(1.5–7.0 μmol/L), Mg (0.49–0.78 mmol/L), or Zn (11.8–34.1 μmol/L).

Other studies have examined the impacts of single elements on animals in acci-
dental poisoning, such elements commonly being lead, zinc, mercury, cadmium, 
chromium, copper, selenium, and arsenic. Some of these studies are reviewed below, 
comprising both applications to birds and mammals. A common thread running 
through these studies concerns the relationship between the toxicity of the elements, 
and their migration through the food chain, involving apex animals and prey spe-
cies, and the plant and water environment. Due to the prevalence of such elements 
in the environment, ecological studies cannot ignore the role of these chemical ele-
ments and in some cases derived compounds in animal ecology. The list starts with 
lead, possibly one of the most dangerous and important elements in food chain 
poisoning (Campbell, 2015, 2017, 2018, 2022).
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 Poisoning from Lead

Lead constitutes one of the main sources of poisoning, especially for birds high in 
the food chain, such as predators and scavengers, with a principal lead source being 
lead bullets in the carcasses of hunted animals (Campbell, 2015, 2017, 2022). Lead 
toxicity is also among the most dangerous forms of toxicity for birds (Cruz-Martinez 
et al., 2012). Lead accumulates in the bones, flesh, and the nervous system, impair-
ing brain and neurological functions, contributing to behavioral change and, in 
extreme cases, death. Lead in the digestive tract may be absorbed into the blood and 
alter the role of calcium in chemical processes, disrupting the functions of calcium 
homeostasis, signal transmissions, cholinergic nerve cells, and the cerebellum and 
creating anemia through blood cell impacts (Campbell, 2022; Haig et  al., 2014; 
Redig & Arent, 2008). Visible behavioral impacts include flight, walking, foraging, 
digestion, and strength impairment (De Francisco et al., 2003). Wani et al. (2015: 
55) noted that lead is very persistent in the environment and the levels are rising, due 
to the continuous use of compounds containing this element in most countries, 
which pose serious threats, as there are lead toxicity impacts on most bodily func-
tions, including those of the digestive system, nervous system, respiratory system, 
and reproductive system (Wani et al. (2015: 62).

Numerous studies have documented the impact of lead on animals, especially 
birds (Campbell, 2015, 2022). Several parameters have been constructed for evalu-
ating lead levels in animals. For example, Lumeij (1985: 133) conducted an incisive 
review of the clinicopathologic aspects of lead poisoning in birds, using “the diag-
nostic value of several clinicopathologic parameters for the diagnosis of plumbism 
(lead poisoning) in birds.” One parameter was venous (the network of veins that 
deliver deoxygenated blood back to the heart) lead concentration. To test such lead 
levels in the veins, blood samples may be collected by “venipuncture from the jugu-
lar, basilic, or metatarsal vein into a heparinized syringe” (see Liebezeit & Sheaffer, 
2014). Another parameter is the plasma delta-aminolevulinic acid dehydratase con-
centration (ALA-D), where the ALAD gene makes the delta-aminolevulinate dehy-
dratase enzyme. The enzyme produces the heme molecule, which is important for 
body organs, but is found mostly in blood, the liver, and in the bone marrow 
(MedicinePlus, 2009). MedicinePlus (2009) documents heme is an essential com-
ponent of several iron-containing proteins termed hemoproteins, including hemo-
globin (the protein that carries oxygen in the blood). Lead has a negative effect in 
that “delta-aminolevulinic acid dehydratase (ALAD, EC 4.2.1.4) is a zinc metallo-
enzyme whose inhibition by lead is the first and most sensitive indicator of lead 
exposure and whose decreased activity has been clearly implicated in the pathogen-
esis of lead poisoning” (Wetmur, 2015). In an experimental study, Cantrell et al. 
(1977: 110) found that “enzyme activity fell rapidly to a steady state as blood lead 
levels rose above normal. Exogenous zinc was shown to activate the enzyme…” in 
the study of baboons. Scinicariello et al. (2007: 35) noted that lead deposition in the 
body occurs in blood, bone, and soft tissues, lead inhibits δ-aminolevulinic acid 
dehydratase (ALAD), and as lead has “the greatest effect on ALAD, measurement 
of ALAD activity can be used as a marker of effect of lead exposure.”
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Martínez-López et al. (2004: 270) in a study of lead levels found in the feathers 
of adults and blood of nestlings of Booted eagle (Hieraaetus pennatus, Gmelin, 
1788), European buzzard (Buteo buteo, Linnaeus, 1758), and goshawk (Accipiter 
gentilis, Linnaeus, 1758), sampled during the 1999 and 2000 breeding seasons in 
the Province of Murcia (Southeastern Spain), found a significant relationship 
between blood delta-ALAD and lead (rho = −568), this exhibiting a negative cor-
relation with blood lead levels even when the lead concentrations were below 5 
microg/dl. The authors argued these results indicate the usefulness of this enzymatic 
biomarker for low lead exposure in the studied raptors, and there were positive rela-
tionships between the lead concentrations in the blood of the nestlings and the lead 
concentrations in the feathers of parental birds, (rho = 0.817), which suggested the 
advantage of using feathers as parameters for the for biomonitoring environmental 
exposure to lead (Martínez-López et al., 2004: 270).

A similar study by Espín et al. (2015: 185) examined the “the δALAD activity 
and δALAD ratio in the blood of four free-living bird species” (the Griffon vulture, 
Eagle owl, Slender-billed gull and Audouin’s gull) and investigated the correlations 
between δALAD activity/ratio and lead concentrations in blood samples, with the 
findings indicating a decrease in δALAD activity in lead-exposed Griffon vultures 
and Eagle owls, and very low blood lead concentrations and no correlations were 
found for the gull species (Espín et al., 2015: 185). The findings also indicated that 
Eagle owls were more sensitive to δALAD enzymatic inhibition by lead than 
Griffon vultures. The authors concluded that “further studies are recommended to 
provide new data on Pb concentrations at which δALAD activity is affected in dif-
ferent wild bird species and to elucidate why different species tolerate Pb in differ-
ent ways” (Espín et al., 2015: 185).

Another indicator of lead poisoning is aminolevulinic-acid (ALA) excretion in 
urine or renal kidney tissue (Lumeij, 1985: 133). Stone et al. (1977: 174) examined 
red blood cell δ-aminolevulinic acid dehydratase (RBC-ALAD) in Japanese quail 
(Coturnix japonica, Temminck & Schlegel, 1848). This study on quails was to 
assess the impact of lead on blood in birds, which had been already studied in in 
people, where the lowered enzyme activity and negative correlation to blood lead 
concentrations are common. The findings indicated that comparing lead-exposed 
and nonlead-exposed birds, for the lead-exposed birds, the renal, hepatic, duodenal, 
and tibial lead concentrations were significantly (P < 0.001) higher. This showed 
that in the studied species, the RBC-ALAD was an indicator of lead exposure (Stone 
et al., 1977: 174). Such urine-based studies are more common with mammals than 
birds (Korbel & Kösters, 1994). For example, Green et al. (1978) examined dogs 
(Canis familiaris, Linnaeus, 1758) after intravenous lead administration, which pro-
duced “an acute syndrome of lead intoxication characterized by depression, vomit-
ing, anorexia and weight loss,” and chelation therapy reduced lead levels, as urine 
delta-aminolevulinic acid was eventually higher in untreated lead exposed dogs 
than treated dogs, varying depending on the type of chelation treatment. The authors 
concluded that “urinary delta-aminolevulinic acid was therefore recommended as 
an additional laboratory parameter which improved assessment of lead exposure in 
dogs, particularly in determining adequacy of chelation therapy” (Green et al., 1978).
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Another indicator of lead poisoning is free erythrocytic protoporphyrin (FEPP or 
FEP) and zinc protoporphyrin (ZPP or ZnP, formula C34H32N4O4Zn) concentrations 
in venous blood (Lumeij, 1985: 133). For example, Harada and Miura (1984: 365) 
studied free erythrocyte protoporphyrin and zinc protoporphyrin and noted that in a 
fluorometric study of FEP and zinc protoporphyrin (ZnP) in erythrocytes of lead- 
poisoned rabbits and lead workers, for the rabbits the coexistence of ZnP and FPP 
(free type protoporphyrin) was recorded in the severe stage of acute lead poisoning. 
With the progress of lead intoxication, the ratio of ZnP to FEP in erythrocytes 
declined and the FPP was greater than the ZnP when the severe stage of intoxication 
was reached. The Association for Clinical Biochemistry and Laboratory Medicine 
(2018) writes that concentrations of ZPP are increased in incidents of lead poison-
ing and iron deficiency. This process affects health, as heme is an essential part of 
hemoglobin, which is the protein in red blood cells (RBCs) that transports oxygen 
from the lung’s tissues and cells. Heme formation involves several reactions that 
end with the iron insertion into a molecule termed protoporphyrin. When there is 
insufficient iron, protoporphyrin combines with zinc to form zinc protoporphyrin 
(ZPP), which is useless, as it cannot transport oxygen. Lead stops iron, not zinc 
from attaching to protoporphyrin; hence, zinc protoporphyrin increases with 
increased lead poisoning (Association for Clinical Biochemistry and Laboratory 
Medicine 2018).

Another indicator of lead poisoning is the percentage of fluorocytes, reticulo-
cytes, and erythrocytes with basophilic stippling in peripheral blood (Lumeij, 1985: 
133). Basophilic stippling is defined as “the presence in RBCs (red blood cells) of 
inclusions of aggregated damaged ribosomes… coarse basophilic stippling is sug-
gestive of lead poisoning” (Rashidi & Green, 2018). Such basophilic stippling is 
“indicative of disturbed rather than increased erythropoiesis (note: Erythropoiesis is 
the production of mature, haemoglobin-rich, red cells that carry oxygen to the tis-
sues of the body, Frewin, 2014). It occurs in many blood diseases: thalassaemia, 
megaloblastic anaemias, infections, liver disease, poisoning by lead and other heavy 
metals, unstable haemoglobins, and pyrimidine-5′-nucleotidase deficiency” (Bain, 
2017). Erythrocytes are “biconcave enucleate red blood cells responsible for trans-
port of O2/CO2 between the body’s tissues and lungs; their oxygen-carrying capac-
ity is due to their high hemoglobin content” (Ingley & Klinken, 2006). Reticulocytes 
are immature red blood cells that are going through development, contrasted with 
the mature erythrocytes (Riley et al., 2001). Rai et al. (2022) note that “an increase 
or decrease in reticulocyte count can be an indicator of erythropoiesis activity or 
failure, especially relative to anemias and bone marrow dysfunction.” This refers to 
Erythropoietin (EPO), which is a hormone produced mostly by interstitial cells in 
the kidney, protecting red blood cells and stimulating stem cells in bone marrow to 
produce red blood cells (erythropoiesis) (Kasper, 2003).

The CaNa2 EDTA lead mobilization test is another indicator of lead poisoning 
(Lumeij, 1985: 133). Wedeen (1985: 127) records that in earlier studies, lead poi-
soning was recorded when expected symptoms of acute intoxication were detected, 
and there was elevation of blood lead. The ethylenediamine tetracetatic acid (EDTA) 
test is presently the most reliable method for detecting excessive lead 
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contamination. Puschner and Poppenga (2009) describe CaNa2EDTA, and succimer 
(another chelator) as the best chelators for treating birds, with the goal being “to 
chelate for the minimum amount of time necessary to resolve the intoxication (based 
on a decline in blood lead to an undetectable concentration).” The authors caution 
that “neurologic signs may initially worsen in birds treated with CaNa2EDTA.30 
Theoretically, this could be due to CaNa2EDTA-induced mobilization of lead from 
bone. Thus, birds with chronic lead exposure and potentially higher bone lead con-
centrations may be more likely to be affected than acutely intoxicated birds. 
However, this has not been shown experimentally.”

These background studies of the measurable parameters for lead poisoning in 
birds and mammals illustrate some of the complexities of lead poison measurement, 
and the importance of this issue. For these reasons, numerous studies have evaluated 
the importance of lead poisoning and the ecological impacts and scientific solu-
tions. Many lead-based studies focus on either Eurasian birds or North American 
raptors. An example of the former is the work of Pain et al. (2019: 935), who noted 
that wild bird poisoning following lead ingestion from ammunition is acknowl-
edged and researched, with recent research on terrestrial birds such as including 
raptors and scavengers. Recent research has expanded the number of taxa and the 
geographical regions of the studies. Studies have also recorded the effects on lead 
from embedded ammunition fragments in injured birds, these being noted to result 
in sublethal and welfare impacts. Additionally, lead poisoning is may kill one mil-
lion wildfowl annually in Europe and contribute to the deaths of another ≥3 million. 
Modeling and correlative studies examined possible population-level effects of lead 
poisoning in terrestrial birds (Pain et al., 2019: 935). Causes of lead poisoning are 
listed as the direct ingestion of spent lead gunshot and ammunition in food, and the 
effects may be compounded in bird species that have a muscular gizzard and eat grit 
to help grind their food, and in raptors and scavengers. An extensive literature links 
avian lead poisoning to ammunition sources. The authors argue that there is strong 
support for the thesis that ammunition-derived lead is the main contributor to higher 
lead concentrations in the tissues of wild birds. Compared with the management of 
relative success of lead poison management for people, the prevention of lead poi-
soning in wildlife has been less successful, despite the fact that lead gunshot has 
been banned and replaced with nontoxic ammunition types in some locations and 
uses (e.g., for wildfowl hunting in the USA from 1991/92 and shooting in Denmark 
from 1996) (Pain et al., 2019: 935).

Another Eurasian, lead-based study of predators was conducted by Bassi et al. 
(2021: 146130), which examines the hypothesis that lead ammunition in hunting is 
the key factor for contamination for avian scavengers. This study, like many others, 
studied both predators (e.g., eagles) and scavengers (e.g., vultures), largely because 
both groups may eat the flesh of the same animals (the vultures mostly when the 
animals are already dead) and eagles, unlike vultures which are obligate (perma-
nent) scavengers, may be facultative (part-time or occasional), scavengers 
(Campbell, 2015, 2022). Bassi et al. (2021: 146130) argue that raptors with scav-
enging habits are especially vulnerable to lead ingestion in intensive hunting loca-
tions and are indicators of the poisoning risk from lead ammunition. Their study 
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examined 595 tissue samples from 252 carcasses of 4 species (golden eagle, bearded 
vulture, griffon vulture, cinereous vulture) in areas of intensive hunting in south- 
central Europe, between 2005 and 2019. The findings indicated little interspecies 
variation in lead concentrations, lead concentrations were mostly evident in long 
and small bones, followed by the liver and kidneys, and least in the brain, with 
44.0% of the specimens having lead concentration above background thresholds in 
at least one tissue, indicating clinical poisoning. Golden eagles and Griffon vultures 
had higher tissue lead concentrations and higher clinical and subclinical poisoning 
than Bearded and Cinereous vultures, which the authors attributed to variations in 
feeding habits (Bassi et al., 2021: 146130). The study findings were that for all the 
studied species there was a rapid increase in lead values with age, but age-related 
differences were significant for only the golden eagle. As the birds with X-ray were 
detected with lead fragments in their digestive tract and had higher median lead 
concentrations, it could be inferred that hunting ammunition was the main source of 
lead poisoning. These findings implied that such lead poisoning affects the ecology 
and populations of the studied species, especially with delayed sexual maturity and 
low reproduction rate. The authors suggest that there should be a transition toward 
lead-free bullets and gunshots across Europe (Bassi et al., 2021: 146130).

A concurring study is that of Helander et al. (2021: 148799), which acknowl-
edged both lethal and sublethal avian lead exposures from ammunition as factors for 
the health of scavenging and raptorial birds. The study examined the background 
and elevated Pb levels in the liver of 116 Golden eagles and 200 white-tailed sea 
eagles from Sweden during 2003–2011, and previous data on eagle owls. The find-
ings indicated that for both eagle species, there were seasonal variations, and lead 
levels did not exceed “a generally accepted threshold for subclinical effects during 
summer but strongly elevated levels from October” (Helander et al., 2021: 148799). 
Additionally, the fledged juveniles had lower lead levels than the other age classes, 
although during the hunting season during the autumn (fall), the levels of these 
juveniles reach those of the older birds. The Eagle owl, which is not a scavenger, 
there were no seasonal changes and no link with ammunition was detected, but lead 
levels were like those of juvenile eagles before the hunting season in October. For 
total figures, 15% of the White-tailed eagle and 7% of the Golden eagles were at the 
level of lethal poisoning, although in high exposure areas, up to 24% of the White- 
tailed Sea eagles had lethal lead levels, and for both species, the lethal levels were 
7% in low exposure intensity areas. Partial bans over shallow waters (2002) did not 
reduce the levels of lethal poisoning, and lead levels increased for the White-tailed 
Sea eagle from 1981 to 2011.

Another multispecies study was conducted by Descalzo et al. (2021: 142260), 
based on 16 bird species found dead or sick in Spain between 2004 and 2020, the 
species including the Eurasian griffon vulture (Gyps fulvus, Hablitz, 1783), Bearded 
vulture (Gypaetus barbatus, Linnaeus, 1758), Golden eagle (Aquila chrysaetos, 
(Linnaeus, 1758)), Spanish imperial eagle (Aquila adalberti, C. L. Brehm, 1861), 
Red kite (Milvus milvus, Linnaeus, 1758), and Northern goshawk (Accipiter genti-
lis, Linnaeus, 1758). The methodology used measurements of lead in the livers and 
blood of the sampled birds, and “biomarkers of haem biosynthesis, phosphorus (P) 
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and calcium (Ca) metabolism, oxidative stress and immune function in individuals” 
(Descalzo et al., 2021: 142260). The findings indicated that lead poisoning is “a 
significant cause of death and sublethal effects on haem biosynthesis, P metabolism 
and oxidative stress in birds of prey in Spain,” with some sampled individuals hav-
ing lead levels equivalent to severe clinical poisoning (Descalzo et  al., 2021: 
142260). The blood lead levels increased with age, and seasonally with regard to the 
hunting season. An important finding concerned the impacts on the Eurasian Griffon 
vulture, as higher blood lead levels were associated with lower δ-ALAD activity in 
blood and phosphate levels in plasma, and higher blood lipid peroxidation and 
plasma carotenoid levels, which agree with the results of other studies of avian lead 
poisoning (Descalzo et al., 2021: 142260).

A single species study is provided by Isomursu et al. (2018: 858), covering the 
impacts of lead and mercury poisoning in White-tailed eagles, using 123 carcasses 
collected during 2000–2014 in the Baltic Sea area. Other factors for eagle mortality 
were also recorded, as human-related factors accounted for 60% of the causes of 
death, including spent lead ammunition poisoning (31%, mostly from scavenging 
behavior) and accidents such as electric power line, wind turbine and traffic colli-
sions (24%). Other listed problems for this species with a gradually increasing pop-
ulation included intentional persecution (poisoning, shooting), construction, and 
forestry (Bevanger et al., 2010; Helander et al., 2002, 2008; Helander & Stjernberg, 
2002; Herrmann et al., 2011; Krone et al., 2006; Krone et al., 2009; Saurola et al., 
2013; Tiainen et al., 2016). Isomursu et al. (2018: 858) note that “scavenging rap-
tors like the White-tailed eagle are at risk when they feed on offal and carcasses with 
lead bullet fragments and shots” (see also Nadjafzadeh et  al., 2013; Pain et  al., 
2009). It is further noted that “the transition to non-toxic ammunition has met resis-
tance and recently there has been opposite development as Norway lifted the ban on 
lead ammunition in terrestrial hunting” (Isomursu et al. (2018: 858; see also Arnemo 
et al., 2016).

White-tailed and Steller’s Sea eagles are threatened by lead poisoning across 
their Eurasian range (Fisher et al., 2006; see for example, Falandysz et al., 1988; 
Kim et  al., 1999; Kurosawa, 2000; Iwata et  al., 2000; Ueta & Masterov, 2000; 
Kenntner et al., 2001, 2005; Krone et al., 2004). Fisher et al. (2006, 426) noted that 
these two eagle species “much work on poisoning from bullets comes from Japan, 
where it is customary for hunters to leave whole and partial shot deer carcasses in 
the field. These then become a source of bullet fragments that are ingested by scav-
enging raptors during and after the hunting season, most notably Stellar’s sea- 
eagles… and white-tailed eagles…” (see also Falandysz et al., 1988; Iwata et al., 
2000; Kim et al., 1999). One record reported the death of 39 Stellar’s and 15 White- 
tailed eagles in Hokkaido, from 1996 to 1998 (Kurosawa, 2000). Commenting on 
this study, Fisher et al. (2006, 426) noted that “if this rate of mortality is an accurate 
measure of the proportion of deaths due to lead poisoning, then it represents a three-
fold increase in the known yearly eagle mortality.” Lead poisoning of White-tailed 
eagles has also been reported in Germany and Austria (Kenntner et al., 2001, 2004). 
Kenntner et al. (2005: 1831), for example, reported that 24% of 277 White-tailed 
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eagles recovered “dead or moribund” in Germany from 1979 to 2005 had liver lead 
levels representative of acute poisoning.

In another Eurasian study located in the Alps, the main issue was golden eagles 
(Aquila chrysaetos, Linnaeus, 1758) scavenging on either nonretrieved carcasses or 
offal, discarded by hunters, and the key question concerned the frequency of such 
occurrences in the Alpine region (Madry et  al., 2015). The body burdens (body 
burden is the term for the concentration (or amount) of chemicals in the body at any 
given time, ScienceDirect, 2020) in golden eagles (36 specimens) were measured in 
relation to their prey and compared with those of nearby eagle owls (19 specimens) 
in relation to their prey (marmots Marmota marmota, Linnaeus, 1758 and Capra 
ibex, Linnaeus, 1758) for eagles, and birds, rodents and snow hares Lepus timidus, 
Linnaeus, 1758) for eagle owls). The findings indicated that soft tissue lead levels 
were higher in golden eagles than in eagle owls, bone lead levels were 10 higher in 
eagles than in owls, and both eagle and owl prey species had low lead concentra-
tions. The findings of the study indicated that Alpine eagles acquire lead from spent 
ammunition in both carcasses and offal in sublethal and lethal quantities (Madry 
et al., 2015).

In Europe, Spanish Greater Spotted eagles have been recorded with lead poison-
ing, possibly due to their mostly avian diet (Pérez-García et al., 2020). Pérez-García 
et al. (2020, 224) in southeast Spain indicated an avian diet with 18 bird species 
accounting for about 73% of prey items, the rest mostly mammals. Common prey 
species included the Common moorhen (Gallinula chloropus Linnaeus, 1758), 
Common Teal (Anas crecca, Linnaeus, 1758), and rats (Rattus spp.). A significant 
proportion of regurgitated pellets (42.3%, of which 64% contained lead shot) and 
prey remains (40.0%, of which 25% contain lead shot) contained lead shot. The 
authors concluded that the high lead shot quantities in pellets and prey remains of 
wintering Greater Spotted Eagles shows a high lead poisoning risk. Factors such as 
feeding behavior, the large space–time overlap between the raptor presence and the 
waterbird hunting season and non-compliance with the ban on the use of lead 
ammunition may contribute to high lead exposure” (Pérez-García et al., 2020, 224).

Spanish imperial eagles (Aquila adalberti, C. L. Brehm, 1861) often share car-
casses with Griffon vultures (Gyps fulvus, Hablitz, 1783) and may therefore be 
exposed to the same level of poisoning risk (Mateo-Tomás et al., 2016). Griffon and 
Cinereous vultures were exposed to poison risk, and “this exposure may have 
increased after the ban on abandoning carcasses of domestic ruminants in the field 
due to the bovine spongiform encephalitis (BSE) crisis, both because the vultures 
consume hunting bag residues more frequently and because malnutrition may lead 
to mobilisation of lead stores” and lead toxicosis led to severe hypochromic anemia, 
disorientation, ataxia, impaired landing, and posterior paresis (Rodriguez-Ramos 
et al., 2008: 235; see also Iñigo & Atienza, 2007).

In Africa, both Old World Acciptrid vultures and similarly ranged eagles have 
been exposed to lead poisoning (Cade, 2007; Dobrowolska & Melosik, 2008; 
Gangoso et al., 2009; García-Fernández et al., 2008). Perhaps “vultures are more 
vulnerable to ingesting lead from ammunition than birds of prey such as falcons, 
hawks and eagles that often do their own hunting” (Verdoorn, G. in Torchia, 2018). 

6 Biogeochemistry and Conservation Biology



305

But “Griffon vultures feed on carcasses often consumed by many other species, 
including threatened ones (e.g., Spanish imperial eagle Aquila adalberti)” (Mateo- 
Tomás et al., 2016). These species have mostly European ranges but often have links 
with Africa (Campbell, 2015, 2022). The scavenging habits of eagles and vultures 
may occasionally be shared: An example was of the nonlead poisoning of elephant 
carcasses in Botswana, where 537 vultures and two Tawny eagles died (BBC, 2019).

Krüger and Amar (2018) discuss Bearded vulture (Gypaetus barbatus, Linnaeus, 
1758) poisoning in southern Africa, using blood lead levels from dead and living 
specimens. The findings supported the conclusion that “the SE levels of lead may be 
detrimental to the survival and fecundity of this small and declining population” of 
bearded vultures with recommendations being the banning of “hunting and culling 
with lead ammunition, which is the most likely source of this pollutant. Such actions 
may reduce the population’s susceptibility to other threats, which may be com-
pounded by high lead levels, and help ensure the success of planned reintroduction 
programs” (Krüger & Amar, 2018: 491). Donázar et al. (2002: 89) also recorded 
subclinical and clinical intoxication lead levels in Egyptian vultures (Neophron per-
cnopterus, Linnaeus, 1758) in the Canary Islands, possibly from ingesting lead shot. 
About 16% of the surveyed birds had over 0.2 ppm of lead, approaching fatal doses. 
This may affect other eagle species in the Canaris, such as the rare or vagrant 
Booted, Bonelli’s and Short-toed eagles (Lepage, 2020). Calls have requested the 
replacement of lead pellets with steel or molybdenum/tungsten alloy bullets 
(Donázar et al., 2002; Campbell, 2015).

Lead toxicity has also been identified as a neurotoxin for some North American 
raptors perhaps because of the high levels of industrial pollution and lead bullet use 
hunting (Jacobson et al., 1977; Kaiser et al., 1980; Pattee et al., 1981; Reichel et al., 
1984; Frenzel & Anthony, 1989; Craig et al., 1990; Langelier et al., 1991; Elliott 
et al., 1992; Gill & Langelier, 1994; Wayland & Bollinger, 1999; Miller et al., 2000, 
2001; Wayland et al., 2003; Campbell, 2015). Due to these occurrences, in 1986, a 
United States Federal Law banned the use of lead ammunition for waterfowl hunt-
ing, as lead-poisoned waterfowl was a factor in the decline of eagle populations. 
This law was later considered ineffective (Kramer & Redig, 1997) and poison fatali-
ties continued, despite extensive hunter compliance. When poison sources were 
investigated, it was established that the main lead sources were deer carcasses and 
deer gut piles left by hunters.

Cruz-Martinez et al. (2012) investigated the hypothesis that deer carcasses with 
lead bullets were the main contributory factor for lead poisoning of eagles, covering 
the period 1996–2009. The four epidemiological parameters of the study were: (1) 
links between poisoned eagle numbers and the deer hunting season in the US states 
of Minnesota, Wisconsin, and Iowa; (2) any correlations between animal recovery 
locations within deer-hunting zones; (3) lead isotope ratio analysis of metal frag-
ments in eagle gastrointestinal tracts and blood lead levels; and (4) comparisons of 
eagle kidney copper concentrations in lead-exposed and nonexposed birds (Cruz- 
Martinez et al., 2012). Extracted Bald eagle livers were examined to determine the 
lead levels in Bald eagles after the lead shot ban of white-tailed deer (Odocoileus 
virginianus, Zimmermann, 1780).
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The findings of Cruz-Martinez et al.’s (2012) study indicated that 334 of the 1277 
Bald eagles in rehabilitation from January 1996 through December 2009 had higher 
lead levels. Eagles with high lead levels were also checked for copper levels, as 
many of the high-velocity rifle bullets used for deer hunting have copper jackets. 
The lead levels and poisoning were spatially and temporarily correlated with the 
hunting seasons, deer hunting rifle zones, and adult eagle age, and the high levels of 
matching isotopic signatures in the lead samples (from ingestion of lead) and blood 
and fragment samples within the isotope ratio of ammunition (Cruz-Martinez et al., 
2012; see also Church et al., 2006). The copper levels correlated with lead levels, 
with high kidney copper levels occurring in lead-exposed eagles (see the section on 
copper). The study concluded that poisoning occurred from ammunition in deer and 
shotgun pellets in smaller animals, such as pheasants, squirrels, and rabbits, and 
hence, lead “is an important, if not the primary, source of lead exposure for bald 
eagles” (Cruz-Martinez et  al., 2012). Cruz-Martinez et  al. (2012) also examined 
Bald eagles admitted to a veterinary clinic over 40 years and wrote that “90% of the 
bald eagles received each year (120–130) for all types of problems have elevated 
lead residues in their blood…20–25% of these eagles have sufficiently high levels 
to cause clinical lead poisoning. Most of these birds die or are euthanized. In the last 
24 years, over 500 eagles received or admitted to our clinic have either died or had 
to be euthanized due to lead poisoning” (Cruz-Martinez et al., 2012).

A similar single species study by Manning et  al. (2019: 289–299) on Bald 
eagles in North America examined the effects of lead toxicity from spent ammuni-
tion, focusing on gross and histologic lesions, which are “underreported” for this 
species, and “to describe the associated lesions and their prevalence and to com-
pare the lesions with blood, liver, kidney, and/or bone lead concentrations.” The 
findings (based on 93 sampled eagles) indicated that the gross lesions linked to 
lead toxicity commonest within the heart (55% of the eagles, consisting of “mul-
tifocal myocardial pallor and rounding of the apex”), followed by the brain (14% 
of the eagles, consisting of petechiae or hemorrhagic necrosis) (Manning et al., 
2019: 289). Histologic lesions occurred within the heart (82% of the eagles), brain 
(63% of the eagles), and eyes (28% of 87 eagles). The authors list the serious 
impacts of lead toxicity on Bald eagles: fibrinoid necrosis of small- to medium-
caliber arteries, impacting the heart, brain, and eyes; and gross and histologic 
lesions, including lesions in the heart. The authors conclude that “the presence of 
fibrinoid arterial necrosis and parenchymal degeneration, necrosis, and/or hemor-
rhage within the heart, brain, and/or eyes is suggestive of lead toxicity in bald 
eagles and warrants evaluation of liver or bone lead concentrations” (Manning 
et al., 2019: 289).

Clark and Scheuhammer (2003: 23) conducted a broad multispecies study of 
avian lead impacts, examining lead exposure in 184 dead raptors of 16 species from 
Canada, the commonest species being the 131 Red-tailed hawks (Buteo jamaicen-
sis, Gmelin, 1788), Great horned owls (Bubo virginianus, Gmelin, 1788), and 
Golden eagles (Aquila chrysaetos, Linnaeus, 1758). The findings indicated that 
most of the examined birds had very low lead levels, and 3–4% of total mortality in 
the 3 common species listed was due to lead poisoning. One of the 9 Bald eagles 
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located away from an aquatic environment was lead poisoned, as was one Turkey 
Vulture. The authors concluded that their study substantiates the findings of other 
published research, that indicate that upland-foraging species of birds of prey and 
scavengers that generally predate game birds and mammals, risk lead poisoning 
from lead projectile ingestion from ammunition used in upland hunting. It is 
remarked that using nonlead ammunition for hunting upland game would remove 
this threat, which is the “only serious source of high lead exposure and lead poison-
ing for upland-foraging raptors” (Clark & Scheuhammer 2003: 23).

In a Californian multispecies study, Kelly et al. (2014) examined 48 carcasses 
(21 golden eagles, 23 turkey vultures, and 4 common ravens), recovered alive (45) 
or dead (3, two golden eagles and one turkey vulture); of the 45 living birds, 14 died 
after recovery and 31 were killed based on their condition. Blood samples were col-
lected, and the measurable parameters for individual eagles were accession date, 
extraction location, admission factor, age class, clinical presentation, treatments, 
and outcome. Mortality was determined using the location and severity of lesions, 
radiography screening (for trauma and metallic opacities in the gastrointestinal 
tract, and heavy metal analysis), and “microscopic examination of tissues, including 
the brain, spinal cord, peripheral nerves, bone, muscle, tongue, heart, trachea, lung, 
liver, kidney, gonads, spleen, adrenals, thyroid/parathyroid glands, oesophagus, 
ventriculus, proventriculus, pancreas, intestines and bursa of fabricius” (Kelly et al. 
(2014, 2). The presence of rodenticides, organophosphate pesticides, strychnine, 
zinc and other substances was also investigated. Mortality due to lead poisoning 
occurred in 14% of the eagles and 17% of the turkey vultures, with some birds 
recoding pathological changes, elevated hepatic lead concentrations, and anticoagu-
lant rodenticide intoxication. Four turkey vultures (8% of the total sample) died of 
anticoagulant rodenticide intoxication (Kelly et al., 2014).

Canadian studies of Golden and Bald eagles have revealed similar results 
(Campbell, 2015, 2022). For example, Owen (2019) describing the Golden eagles 
treated for lead poisoning at the Orphaned Wildlife Rehabilitation Society in Delta, 
B.C., pointed out that the Canadian government banned lead for hunting waterfowl 
20 years before their writing and introducing regulations requiring nontoxic shot to 
hunt most migratory game birds across Canada. Lead shot has also been banned for 
all hunting in 55 national wildlife areas, but in some cases, pellets and bullets con-
taining lead may be used for the hunting of large game and upland game birds, 
including grouse and pheasant. Additionally, the “Canadian government estimates 
that 40 to 80 tons of lead are used every year for hunting activities in Canada” 
(Owen, 2019). A cited study in western Canada (1986–1998) indicated 10% of 546 
eagles were lead-poisoned and golden eagles were more affected by lead poisoning 
than bald eagles (Owen, 2019).

Lead pollution from lead tackles used in angling (fishing) also affects North 
American eagles (Bedrosian et  al., 2012). Grade et  al.  (2017, 155) argue that 
“ingested lead fishing tackle has been documented in 28 species of North American 
birds, as a risk factor for 75 species and as a leading cause of death for common 
loons” (Gavia immer, Brunnich, 1764) (see also Pokras & Chafel, 1992; Blus, 1994; 
United States Environmental Protection Agency, 1994; Scheuhammer & Norris, 
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1995; Anderson et al., 2000; Stone & Okoniewski, 2001; Scheuhammer et al., 2002; 
Franson et al., 2003; Sidor et al., 2003; Strom et al., 2009; Grade, 2011). Bald eagles 
prey on young loons and may take lead from them (Evers et  al., 2010). Grade 
et al. (2017, 157) used the methodology of Sidor et al. (2003) and Franson et al. 
(2003) to assess the lead poisoning of loons using dead loon specimens, and mea-
surements of lead tackle parts present in the gizzard and gastrointestinal tracts of the 
loons. A weakness of this methodology was cited, as “ingested tackle erodes in the 
gizzard because of grinding action and stomach acids; and, in the case of jigs, hooks 
or other attachments break off and often dissolve or are passed prior to death” 
(Grade et al., 2017: 157; see also Pokras et al., 2009). Lead tackle toxicosis was 
blamed for the loon deaths when five conditions were present. These were when 
“tissue, blood, or body fluids were tested for lead and exceeded thresholds at which 
clinical signs of lead poisoning have been observed” (Grade et al., 2017: 157; see 
also Sidor et  al., 2003, Franson & Pain, 2011). Also, when the necropsy form 
showed the death as due to lead toxicosis, with lead tackle in the gastrointestinal 
tract, or clinical pathology identifiable as lead toxicosis. Thirdly, when a lead tackle 
item was found in the loon’s gastrointestinal tract, and fourth, when a radiograph 
revealed a tackle part, e.g., a lead sinker (a weight used with a fishing hook to 
increase its sinking rate, rate of sink, anchoring ability or casting distance) or jig (a 
hooked, lead sinker, covered to attract fish, jerked in vertical motion) in the loon’s 
gastrointestinal tract. Finally, when a report included evidence of lead toxicosis 
(Grade et  al.,  2017, 157). The records were from the gizzard, using LeadCheck 
SwabsTM (3M, St. Paul, MN, USA), which can detect lead in metals at levels 
>0.2% (2000 ppm; 3M 2011) (Grade et al., 2017).

North American Cathartid vultures are also affected by lead poisoning 
(Campbell, 2015, 2022). The common, smaller Turkey (Cathartes aura, Linnaeus, 
1758) and Black vultures (Coragyps atratus, Bechstein, 1793) may serve as indica-
tor species for lead poisoning, and rarer species such as the California condor 
(Gymnogyps californianus, Shaw, 1797) are very vulnerable and therefore serve as 
conservation priorities (Campbell, 2015, 2022). For example, lead poisoning in 
California condors and Golden eagles in shared ranges has been documented (Pattee 
et al., 1990) as did ravens in the Greater Yellowstone Area (Craighead et al., 2009). 
One instructive publication was by Bloom et al. (1989), entitled “Lead contamina-
tion of golden eagles (Aquila chrysaetos) within the range of the Californian con-
dor.” Cade (2007: 2125) pointed out that “the scientific evidence that California 
condors (Gymnogyps californianus, Shaw, 1797) are frequently sickened and killed 
by lead poisoning from spent ammunition supports the conclusion that current lev-
els of lead exposure are too high to allow reintroduced condors to develop self-
sustaining populations in the wild in Arizona and, by inference, in California.” This 
lead-related mortality reduced California condor numbers during the 1980s, and 
even during the post- reintroduction period (Kelly & Johnson, 2011; Snyder & 
Snyder, 2000). Lead accumulation in condor blood of condors has been recorded 
during and outside hunting seasons, influencing bans on lead ammunition in the 
condor’s range (Hall et al., 2007; Hunt et al., 2007; Sorensen et al., 2007).
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The Turkey vulture is often affected by lead ammunition in animal carcasses, 
incurring symptoms of weakness and uncoordinated movements, and even death 
(Carpenter et al., 2003; Campbell, 2015). Californian Turkey vultures have recorded 
higher lead poisoning levels, mostly correlated with the deer hunting season and the 
intensity of wild pig hunting, despite the possibly violated ban on lead ammunition 
in Californian hunting (Kelly & Johnson, 2011). Canadian case studies record simi-
lar issues (Campbell, 2015, 2022). Martin et  al. (2008) report lead levels in the 
bones, kidneys, and livers of 225 carcasses from 19 species of raptors in southern 
Ontario, among which turkey vultures had the “highest mean concentrations of lead 
in bone and kidney compared to other raptor species” (Martin et al., 2008: 96). A 
study by Clark and Scheuhammer (2003) in Canada reported 184 carcasses of 16 
species (including Golden eagles, Turkey vultures, Red-tailed hawks, and Great 
horned owls) evidently poisoned from game carcass consumption.

Lead poisoning also affects mammals, but studies of poisons in mammals may 
be fewer than those concerning birds (Campbell, 2015). For example, Chiverton 
et  al. (2022) write that “while the range of negative impacts of Pb exposure to 
humans and avian wildlife are relatively well documented, little is known about 
risks to wild mammals despite recent scientific interest and publications”; however, 
“lead poisoning in captive wild mammals has been reported following consumption 
of lead-shot meat,” with the example of “with post-mortem procedures and radio-
graphs identifying metallic particulate Pb within the gastrointestinal (GI) tract” (see 
Burco et al., 2012; Hivert et al., 2018; North et al., 2015). Burco et al. (2012: 216) 
in their study of a cougar (Puma concolor, Linnaeus, 1771) note that lead toxicity 
has been historically documented, with acknowledgment that lead is a significant 
health issue, especially for water birds and avian scavengers, but only a small num-
ber of studies have recorded toxic effects on higher mammalian carnivores.

North et al. (2015) contend that “there is surprisingly little literature detailing the 
risk to mammalian scavengers and captive carnivores fed hunted meat” despite the 
commoner studies on scavenging birds and waterfowl, some findings of which are 
common knowledge. North et al. (2015) present a study of the death of two captive 
cheetahs (Acinonyx jubatus jubatus, Schreber, 1775), which followed the onset of 
acute nervous symptoms, where “clinical signs included hyper-excitability, sei-
zures, arched back, tail held abnormally high and hyper-salivation.” In one example, 
Hivert et  al. (2018) studied the Tasmanian Devil (Sarcophilus harrisii, Boitard, 
1841), noting that in their study area, “captive and semi-wild Tasmanian devils are 
fed with possum and wallaby meat provided by local hunters, who use lead ammu-
nition. Lead ingestion can cause acute toxicity, including ataxia, coma and death, or 
chronic subclinical deleterious effects including decreased fertility.”

Another similar study concerned the poisoning of raccoons, was that of Diters 
and Nielsen (1978: 187), which described a wild raccoon (Procyon lotor), which 
had clinical signs, including histopathologic and ultrastructural lesions which were 
indicative of lead intoxication. This diagnosis was confirmed by chemical analyses 
of liver and kidney tissues, revealing 35 ppm of lead in wet tissues. A further survey 
of hepatic lead concentrations in 13 other raccoons was carried out, and the findings 
indicated that raccoons in Connecticut are exposed to lead, with sources including 
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garbage cans, which may be a source of lead. The authors concluded that raccoons 
can withstand high levels of lead without developing the lesions of plumbism, but it 
may not be known how lead might affect the stressed raccoon. However, the study 
revealed a high standard deviation of mean liver lead concentrations obtained in the 
study, which may point to the fact that the raccoons were not uniformly exposed to 
lead contamination (Diters & Nielsen, 1978: 187). L

Lead also affects domestic animals, including cattle (Bos taurus, Linnaeus, 
1758), dogs (Canis familiaris, Linnaeus, 1758) including strays, and cats (Felis 
catus, Linnaeus, 1758) (Campbell, 2015). For cattle, a medical report for the 
Queensland Government (2022a) observed that cattle are the commonest food- 
producing animals affected and a similar report (State of Queensland, 2022b) 
describes the symptoms of acute lead poisoning in such animals as including “colic, 
staggering gait, rolling eyes, slobbering, muscle spasms, blindness, uncoordinated 
attempts to climb obstacles, excessive response to external stimuli, head pressing, 
convulsions.” Chronic (more serious, longer term) lead poisoning symptoms include 
death, the acute symptoms listed above, or “loss of appetite, wasting, anemia, con-
stipation, recumbency, difficulty breathing” (State of Queensland, 2022b). Subacute 
lead poisoning symptoms include “dullness, loss of appetite, abdominal pain, diar-
rhoea” (State of Queensland, 2022b). Sources of lead in this context include “dis-
carded sump oil and oil filters, lead batteries (the most common cause of cases), 
flaking lead-based paint or old paint tins, lead shot and fishing sinkers, linoleum, 
grease, putty, metallic lead” (State of Queensland, 2022b).

Domestic and other animals may be used as indicators for human problems with 
environmental lead. For example, Bischoff et al. (2010: 185) argue that as human 
and nonhuman animals often share the same environment, both may be exposed to 
toxicants, and consequently, “domestic animals can be used as sentinels for expo-
sure of people to these agents.” Their case study concerned an agricultural area 
where cattle deaths resulted from lead poisoning based on elevated postmortem 
tissue lead concentrations. The research findings indicated that the remaining cattle 
(in addition to a dog, a cat, and a pregnant woman on the farm) had higher than aver-
age blood lead concentrations with the range of blood lead concentrations being 
8.42 in the cat, to 85.41 μg/dL in a calf, but there were no visible clinical lead poi-
soning symptoms. The findings further indicated that the possible lead exposure 
source was paint in the barn and home. The authors conclude that “household dogs 
and cats have been used as sentinels for lead poisoning in humans, but cattle may 
also act as a sentinel species for environmental lead contamination” (Bischoff et al., 
2010: 185).

A related but urban-based study was that of Morgan (1994: 18), in which cases 
of lead poisoning were studied for small companion animals, at a lead toxicosis 
monitoring program at Angell Memorial Animal Hospital, Boston MA, from 1987 
to 1992. The findings indicated that the number of cases of lead poisoning declined 
during the study period, with the affected animals comprising 53 dogs, 20 birds, 8 
cats, 3 rabbits, and 1 iguana. The main ailments were gastrointestinal and neuro-
logic signs, with blood lead concentrations ranging from 40 to 620 micrograms/dl. 
Most of the affected animals could be treated with chelation therapy. Paint was the 
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commonest (32.4%) lead source. The majority (57%) of the studied animals were 
traceable to three 3 inner city neighborhoods (Morgan, 1994: 18).

Esposito et al. (2019: 3473) also examined the occurrence of lead (Pb) and cad-
mium (Cd) in the livers and kidneys of dead stray dogs and dead cats found from 
2014 to 2017 in Naples, Italy, using atomic absorption spectrophotometry (AAS) to 
detect heavy metal concentrations. Lead was detected in livers and kidneys ana-
lyzed, with lead concentration variations based on age class, gender, and tissue type. 
For lead levels, “the highest concentrations were detected in the liver (3.45 mg/kg 
in dog and 5.93 in cat, respectively) followed by the renal tissue, with no significant 
difference depending on the animal gender” (Esposito et  al., 2019: 3473). The 
authors conclude that the study “can be considered the first one in Italy regarding 
stray dogs and cats as bio-indicators of environmental contamination due to lead 
and cadmium, suggesting that pets could be sentinel animals to evaluate human 
exposure to these heavy metals” (Esposito et al., 2019: 3473).

 Poisoning from Mercury

Mercury is an extremely dangerous chemical element to animals and people 
(Clarkson and Magos 2006; Campbell, 2015, 2022). Henny and Elliott (2015: 337) 
assess that mercury toxicity depends on whether the mercury is in organic or inor-
ganic form. Inorganic mercury is only minimally absorbed, but organic mercury is 
almost totally absorbed by the animal’s intestine. Inorganic mercury produces meth-
ylmercury (MeHg), which fish accumulate from water and their diet, and comprises 
nearly all the mercury in fish flesh. MeHg can have severe impacts on developing 
neural tissue in birds, and due to the high mercury content of some fish flesh, fish- 
eating birds are especially vulnerable. In both animals and people, mere inhalation 
of mercury vapor can result in severe symptoms and in some cases death (Brean, 
2019). Mercury poisoning is important for animals near the top of the food chain, 
due to accumulation up the chain (Campbell, 2015; Henny & Elliott, 2015).

One early source of mercury in the environment was the use of alkyl mercury as 
a fungicide for agricultural seed dressing during the 1960s and 1970s (Berg et al., 
1966; Jenson et  al., 1972). High concentrations of mercury-based fungicides in 
grains were consumed by small birds, including passerines that were predated by 
raptors, from Sparrow hawks to eagles (Kitowski et al., 2016, see also Olendorff, 
1976; Tjernberg, 1981; Watson, 2010). Alkyl mercury was also used during the 
1940s but was banned as a seed dressing in Sweden in 1966 (Johnels et al., 1979). 
The main recent mercury sources include deposition from coal-fired power plants 
(especially in Arctic and northeastern North America, which poison fish and fish- 
eaters) and mining in the Amazon basin and elsewhere usually for mercury or gold 
and silver (Henny & Elliott, 2015, see also Nriagu et al., 1992).

Among both terrestrial and marine environment raptors, mercury ascends the 
food chain, with similar effects (Campbell, 2022). For example, peregrine falcons 
which hunt mostly birds may prey on small birds poisoned by mercury-infected 
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grains, and the peregrine falcons may also be predated by Golden eagles (Craig & 
Enderson, 2004; Ferguson-Lees & Christie, 2001; Gainzaraian et al., 2000; Sergio 
et al., 2004; Sergio & Hiraldo, 2008). Barnes et al., 2019 tested 700 peregrines for 
mercury in Washington, Maryland, Southern Nevada, and the Gulf Coast of Texas, 
and discovered all the birds tested positive for mercury. Barnes et al. (2019) argued 
that Peregrines are one of the most contaminated species, because they feed on birds 
exposed to mercury. Peregrines in the Lake Mead, Colorado River (Arizona and 
Nevada), acquire mercury through common predation on the Eared grebe (Podiceps 
nigricollis, Brehm, 1831), which may be exposed to mercury in Utah’s Great Salt 
Lake. Peregrines are potentially useful as biomonitors, due to their global distribu-
tion, long lives and breeding frequency, diverse diet, and the wide range of their 
nesting habitat, both variable aquatic and terrestrial habitat types (e.g., freshwater 
and marine waterbodies, wetlands, arctic tundra, temperate forests, and desert) 
(Barnes et al., 2019 see also White et al., 2013).

White-tailed eagles are also frequently poisoned with mercury (Falandysz et al., 
2001; Kalisinska et al., 2014). Similar poisoning has been recorded for sparrow-
hawks (Accipiter nisus, Linnaeus, 1758) in Poland, buzzards (Buteo, Lacépède, 
1799) in Spain and the Czech Republic and Spanish and German goshawks 
(Accipiter gentilis, Linnaeus, 1758) (Castro et  al., 2011; Houserova et  al., 2005; 
Kitowski et al., 2016). Waterbodies and waterborne prey are also common sources 
of mercury poisoning in raptors (Kitowski et al. (2016, see also Kalisinska et al., 
2014). Kitowski et al. (2016) discerned a difference between goshawks and spar-
rowhawks in mercury poisoning: “the strong correlation between mercury and the 
consumption of small birds…implies that consumption of bigger avian prey by 
Goshawks allows them to avoid the accumulation of large amounts of mercury in 
the livers, in contrast to the Sparrowhawks specialized in catching small birds 
(Kitowski et al., 2016; see also Newton, 1986).

Another study by Weir et al. (2018) examined the impact of the rodenticide brod-
ifacoum (formula C31H23BrO3) and mercury on raptor species, including Red-tailed 
hawks (Buteo jamaicensis, Gmelin, 1788), Red-shouldered hawks (Buteo lineatus, 
Gmelin, 1788), Barred owls (Strix varia, Barton, 1799), Great horned owls (Bubo 
virginianus, Gmelin, 1788), and ospreys Pandion haliaetus, Linnaeus, 1758). Weir 
et al. (2018) examined the birds’ livers using a direct mercury analyzer approach 
and liquid chromatography–mass spectrometry (LC-MS) (to detect five anticoagu-
lant rodenticides) and found that mercury residues were high fish-eating birds 
(ospreys 15.09 mg/kg and great blue herons 6.93 mg/kg, dry weight) and “relatively 
high in red-shouldered hawks and one eastern screech owl tested” (Weir et  al., 
2018). Six samples (three ospreys, one each of great blue heron, red-shouldered 
hawk, eastern screech owl) had levels above the health threshold of 1 mg/kg (wet 
weight). Brodifacoum, the only rodenticide consistently detected, exceeded 75% in 
barred owls, great horned owls, and red-shouldered hawks. The study concluded 
that brodifacoum was a greater risk than mercury for most raptor species (with the 
possible exceptions of the osprey, and less the red-shouldered hawk, which ingested 
less mercury) (Weir et al., 2018).
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Mercury is also a dangerous poison for mammals, usually from the same sources 
as those for predatory birds, that is from animals and plants lower in the food chain, 
or from the physical environment (Campbell, 2015). For example, a study by 
Kalisińska et al. (2009: 345) examined mercury concentrations in the kidney, liver, 
and pectoral muscle of wild carnivorous mammals from Poland, comprising 10 red 
foxes (Vulpes vulpes, Linnaeus, 1758), 3 raccoon dogs (Nyctereutes procyonoides 
Gray, 1834), 2 badgers (Meles meles Linnaeus, 1758), 3 pine martens (Martes mar-
tes Linnaeus, 1758), and 1 polecat (Mustela putorius Linnaeus, 1758). The findings 
indicated that foxes located in Mielin Island fed mostly on black cormorant nest-
lings as well as on fish and their remains, and “the highest mean of mercury concen-
trations was revealed in the Mielin red fox juveniles: 5.11, 4.52, and 1.56 mg/kg 
d.w. being recorded” in the kidneys, liver and pectoral muscle: notably “no signifi-
cant differences in mercury concentrations in the respective tissues were found 
between the remaining immature and adult red foxes; their mercury concentrations 
were several times lower than those of the Mielin individuals” (Kalisińska et al., 
2009: 345). Finally, for all the sampled animals except the Mielin foxes, the mer-
cury concentrations in the kidneys, liver, and pectoral muscle were less than 1.3, 
1.0, and 0.5 mg/kg d.w., respectively, with the highest records in badgers (mostly 
predators of soil invertebrates), followed by pine martens and then the red fox and 
raccoon dog (Kalisińska et al., 2009: 345).

 Poisoning from Chromium

Chromium toxicity results from organism exposure to types of chromium, for such 
as hexavalent chromium (chromium (VI), which destroys red blood cells (hemo-
toxic or hemotoxic) (Merriam-Webster, 2020a), genotoxic (“the process by which 
an agent produces a deleterious effect on DNA and other cellular targets that control 
the integrity of genetic material,” Lopez et al., 2012), and carcinogenic (producing 
or tending to produce cancer, Merriam-Webster, 2020b). Hexavalent chromium 
affects blood cells by contributing to oxidation reactions, which can produce hemo-
lysis and kidney and liver failure (Xie et al., 2017). Speer and Wise (2018) noted 
that “hexavalent chromium [Cr(VI)] is a valuable industrial resource but ubiquitous 
environmental contaminant. Humans can be exposed to Cr(VI) occupationally and 
through environmental sources. It is known Cr(VI) causes lung cancer and other 
health issues including reproductive and immune dysfunction.”

Falandysz et al. (2001) studied the impact of chromium concentrations of 0.087 
mg/kg dw in White-tailed eagles from the South Baltic and recorded values below 
those of Kitowski et al. (2016). Manning et al. (2008) also found low chromium 
hepatic values for an Australian, White-bellied sea eagle (Haliaeetus leucogaster, 
Gmelin, 1788) of 0.04 mg/kg ww (about 0.16 mg/kg dw). Van Wyk et al. (2001b) 
estimated a higher average concentration of 19.57 mg/kg dw of hepatic Cr. for the 
White-backed vulture (Gyps africanus, Salvadori, 1865) in the Republic of South 
Africa. Smaller raptors, especially those predating birds, recorded low levels of 
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chromium. Kitowski et al. (2016) noted that in several studies, marsh harriers, kes-
trels, buzzards, and sparrowhawks in southern Italy (predators of passerines) had 
low hepatic concentrations of chromium, always below 0.40 mg/kg dw (see 
Zaccaroni et  al., 2008). Tawny owls (Strix aluco, Linnaeus, 1758), had average 
hepatic concentrations just over 0.30 mg/kg dw. Little owls (Athene noctua, Scopoli, 
1769) in northern Italy had concentrations of 0.29 mg/kg ww (about 1.16 mg/kg 
dw.) (Zaccaroni et al., 2003). These two owl species predated birds, an important 
source of chromium, as did Sparrowhawks (Kitowski et al., 2016).

Mammals also suffer from chromium poisoning (Campbell, 2022). For example, 
a study by Outridge and Scheuhammer (1993: 31) examined chromium ingestion in 
birds and mammals, arguing that “chromium(VI) compounds are absorbed signifi-
cantly more efficiently (2–10% of dose) from the GI tract than inorganic Cr(III) 
compounds (0.5–3%), due to the increased membrane permeability of the former.” 
However, it is noted that “Cr concentration data for mammalian and avian wildlife 
species and their potential food organisms are scarce. Worldwide, fewer than 50 
species of free-living mammals and birds have been surveyed with regard to tissue 
Cr concentrations” (Outridge & Scheuhammer, 1993: 31). Further, it is recorded 
that higher concentrations occur in bone tissue than other tissues in animals chroni-
cally exposed to Cr. Measuring concentrations only in the liver and/or kidneys has 
been a common practice, yet these organs failed to show evidence of extant Cr 
contamination in some cases. It is recommended that analysis of the bone, liver, and 
kidneys be a minimum requirement for future Cr biomonitoring studies (Outridge & 
Scheuhammer, 1993: 31). The authors conclude that dietary Cr concentrations > or 
= 10 micrograms/g DW in food are potentially harmful to the health and reproduc-
tive success of predators of wildlife consumers, but although some fish and aquatic 
invertebrates may be sources of chromium, the removal of these organisms from Cr 
contaminated environments may be negative for wild birds and mammals that eat 
these organisms (Outridge & Scheuhammer, 1993: 31).

 Poisoning from Nickel

Nickel occurs widely (usually bound with oxygen or sulfur, through oxides or sul-
fides), mostly in soils, volcanic emissions, industrial products, recycling and dis-
posal mining, power plant operation and/or incinerator emissions, and industrial 
production of rubber, plastic, nickel-cadmium battery, and electroplating industries 
(Mudd et al., 2010; Das et al., 2018). Nickel is an essential micronutrient for main-
taining health in some plants, invertebrates, birds, and mammals, including humans 
(Stangl & Kirchgessner, 1996, 1997). Eisler (1998) stated that nickel carbonyl 
(Ni(CO)4 is the only nickel compound known to cause severe acute impacts, such as 
pulmonary damage and death, while strong toxic effects of other nickel compounds 
are less common. Buxton et al. (2019) contend that “notable human health toxicity 
effects identified from human and/or animal studies include respiratory cancer, non- 
cancer toxicity effects following inhalation, dermatitis, and reproductive effects. 
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These effects have thresholds, with indirect genotoxic and epigenetic events under-
lying the threshold mode of action for nickel carcinogenicity.”

Nickel, like other heavy metals, may climb the food chain, and affect mammals 
and birds on this chain, an important recognized ecological problem (Campbell, 
2015). For example, DeForest et al. (2012: 107) examined the European Union's 
Existing Substances regulation (EEC 793/93), which “was developed to assess the 
ecological risks posed by chemical substances such as Ni…” and also looked at “a 
generic framework for assessing secondary poisoning risks and prescribes the fol-
lowing terrestrial food chain: soil → earthworm → worm-eating bird or mammal.” 
The Nickel Institute (2018) studied nickel in marine, fresh water, and soil, using a 
framework of the ratio of dietary predicted exposure concentrations (PEC) and 
dietary predicted no-effect concentrations (PNEC) (European Chemicals Bureau, 
2003). The argument was that “the PEC in this assessment was the estimated Ni 
concentration in the diet of the representative predatory birds or mammals in each 
of the food chains evaluated, while the PNEC was the Ni concentration in bird and 
mammal diets at which no adverse effects are expected” (Nickel Institute, 2018). 
The ratio of the PEC to PNEC created Risk Characterization Ratio, or RCR, where 
an RCR <1 indicates low potential risk and an RCR >1 indicates a stronger risk. The 
formula is: a PEC-to-PNEC ratio, or RCR:RCR = PEC × RAF/PNEC, where RAF 
is relative bioavailability.

The bioaccumulation of nickel from soil or water into organisms at the bottom of 
the food chain is low, and there is little evidence that Ni biomagnifies in aquatic or 
terrestrial food chains (i.e., Ni concentrations do not increase with increasing tro-
phic level). This contrasts with other chemicals, such as methyl mercury, which 
tends to biomagnify across multiple trophic levels, thereby resulting in higher tro-
phic level organisms being potentially more susceptible to mercury poisoning” 
(Nickel Institute, 2018). Possibly, nickel may have an opposite reaction, termed 
“biodilution” where the metal reduces as it moves up the food chain (see Lapointe 
& Couture, 2006). A novel research method used by the Nickel Institute (2018) is a 
tiered approach, including three tiers, which vary in assumptions on diet breadth 
(narrower diets may be dominated by likely poisoned food items like the common 
cockle Cerastoderma edule, Linnaeus, 1758) and hence risks of poisoning. Broader 
diets have less risk, as more harmless foods may be included. It may be argued that 
mollusk-eating birds in freshwater ecosystems are at risk from such a narrow diet, 
but broader diets may be less risky. Similarly, worm-eating birds in soil ecosystems 
may be at risk, which would vary with wider diets (Nickel Institute, 2018).

Some raptors are recorded to have strong nickel ingestion (Campbell, 2022). For 
example, Falandysz et al. (2001) studied White-tailed eagles in the Baltic Sea area 
and found the sampled birds had liver-nickel concentrations 56 times higher (13.0 
mg/kg dw) than those of the study by Kitowski et al. (2016) in east Poland. Hence, 
Falandysz et  al. (2001) speculated that the White-tailed eagles from east Poland 
may have fewer opportunities to forage over highly mercury- and nickel- 
contaminated areas than the raptors from the south Baltic Sea coast (Kitowski et al. 
(2016, 11). For smaller raptors, Kitowski et al. (2016) examined sparrowhawks and 
goshawks, which accumulated similar levels of nickel (Ni 0.3 mg/kg dw) due to 
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their common diet of birds. Also cited are the low nickel levels in one peregrine 
falcon (0.107 mg/kg dw (Kalisińska et al., 2008) in northwest Poland.

For mammals, there are serious effects caused by inhalation of nickel compounds 
other than nickel carbonyl, which may occur with aerosols of both soluble and 
insoluble nickel compounds (Eisler, 1998; see also USEPA, 1980). Eisler (1998) 
emphasizes that nickel carbonyl is extremely lethal to animals and is “the most rap-
idly and completely absorbed nickel compound in mammals. Additionally, for 
mammals, nickel toxicity is due to the chemical form of nickel, the dose, and the 
type of exposure. It is maintained that nickel exposure by inhalation, injection, or 
cutaneous contact is more significant than oral nickel exposure. In the study by 
Eisler (1998), the toxic effects of nickel on human and nonhuman animals are 
recorded for “respiratory, cardiovascular, gastrointestinal, hematological, musculo-
skeletal, hepatic, renal, dermal, ocular, immunological, developmental, neurologi-
cal, and reproductive systems,” and “nickel-inhalable dust, nickel subsulfide, nickel 
oxide, and, especially, nickel carbonyl induce acute pneumonitis, central nervous 
system disorders, skin disorders such as dermatitis, and cancer of the lungs and 
nasal cavity” (see also Benson et al., 1995).

Eisler (1998) also reports that in mammals, nickel retention in the body is low, 
the half-time residence of soluble forms of nickel is only several days, and there is 
not much evidence of tissue accumulation, except for the lungs: “In mammals, 
clearance was fastest from serum, followed by kidney, muscle, stomach, and uterus; 
relatively slow clearance was evident in skin, brain, and especially lung” (see also 
Kasprzak, 1987). Other pointers were that some forms of nickel are carcinogenic to 
animals, such carcinogenicity varies with the chemical form of nickel, route of 
exposure, animal species (at inter- and intraspecies levels), dose, and exposure dura-
tion (see also USEPA, 1980). At the species level, mice recorded higher concentra-
tions of nickel than rats and some other rodents, and in one study, beavers and minks 
recorded higher nickel concentrations in their liver than birds in the same localities 
(see also Chau & Kulikovsky-Cordeiro, 1995).

Another important point is that of the mammal’s age: while “age is an important 
variable and nickel generally increases in various organs with increasing age of ter-
restrial and marine mammals,” other factors are less relevant such as “trophic posi-
tion in the food chain, sex, and reproductive state (Eisler, 1998; Outridge & 
Scheuhammer, 1993). Impacts on fish are listed as including surfacing, rapid mouth 
and opercular movements, convulsions and loss of equilibrium, decreased glycogen 
in muscle and liver, increased lactic acid and glucose in the blood, lowered hydro-
gen peroxide production in tissues, reduction in superoxide dismutase, and “con-
tractions of vascular smooth muscle  – signs similar to those associated with 
hypertension in mammals” (Eisler, 1998; see also Evans et al., 1990; Khangarot & 
Ray, 1990; Ghazaly, 1992; Bowser et al., 1994; Ellgaard et al., 1995).

Outridge and Scheuhammer (1993) listed six points of nickel toxicity to mam-
mals: resistant mammal species can resist low nickel contamination; real environ-
mental exposures are less toxic than laboratory experimental exposures; inhaled 
nickel is more toxic than ingested nickel, because it is absorbed faster from the 
lungs than from the gastrointestinal tract, with fatal results commoner from 
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respiratory failure than from nervous system damage; closely related species such 
as rats and mice may differ in nickel sensitivity; threshold effects on lung function 
or morphology may occur at low airborne nickel concentrations; and juveniles are 
often more sensitive to nickel than adults. Eisler (1998) adds that “treatment of 
mammals suffering from nickel poisoning is usually through administration of vari-
ous classes of chelating agents… In all cases, the agents accelerate urinary excre-
tion of absorbed nickel before extensive tissue injury occurs” (see also USEPA, 1980).

 Poisoning from Cadmium

Cullen and Maldonado (2013) describe cadmium as comparatively mobile and 
acutely toxic to most life forms and that “the relatively high volatility of Cd metal, 
its large ionic radius, and its chemical speciation in aquatic systems makes Cd par-
ticularly susceptible to mobilization by anthropogenic and natural processes.” It is 
also argued that the cadmium biogeochemical cycle is significantly changed by 
human inputs, especially after the beginning of the industrial revolution and the 
marked increases in fossil fuel burning and nonferrous metal mining (Cullen & 
Maldonado, 2013). Wayland and Scheuhammer (2011: 645) add that cadmium 
accumulates in avian tissues, especially through their diets. Some in vitro studies on 
embryonic chick femurs have indicated that cadmium increases resorption of cal-
cium and phosphorus, impedes bone matrix formation, and decreases the bone min-
eral content (Wayland & Scheuhammer, 2011: 645). It is further reported that 
cadmium levels in birds may vary according to diet, ecosystem use, age, and physi-
ological status (Wayland & Scheuhammer, 2011: 645).

For birds, cadmium can cause “sublethal behavioral effects at lower concentra-
tions than lead and mercury” (Eisler, 1985). Kitowski et al. (2016) point out that 
cadmium concentrations in birds are usually strongest in the kidneys, intermediate 
in muscle, and lowest in the livers (see also Battaglia et al., 2005; Binkowski et al., 
2013). However, Kitowski et al. (2016) argue that the liver can be a measurable area 
for measuring Cd exposure, as it accumulates about 50% of the total cadmium 
bodily deposit, and the body burden is stable in the liver, as the liver is an organ 
resistant to cadmium toxicity (Battaglia et al., 2005; Burgat, 1990).

Cadmium poisoning is frequently higher in seabirds, especially pelagic species, 
than in most terrestrial, freshwater, and shore birds (Wayland & Scheuhammer 
(2011: 645). Marine environments are frequently polluted with cadmium (Pacyna 
et al., 2010; Seshadri et al., 2010). For potential Sea eagle prey species, Parslow 
et al. (1973) report that gannets, and some other seabirds that forage mainly in off-
shore waters, usually have lower levels of cadmium in their livers (mean 4.7 ppm 
dry weight, seven adults) than do the mainly pelagic feeders. Examples are Fulmar 
(Fulmarus glacialis, Linnaeus 1761), mean 37 ppm, 11 individuals), some littoral 
and sublittoral mollusk feeders such as the Eurasian oystercatcher (Haematopus 
ostralegus, Linnaeus, 1758, mean 29 ppm) and Common eider (Somateria mollis-
sima, Linnaeus, 1758, mean 10 ppm, 8 individuals). Cadmium is obtained from the 
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invertebrates upon which the oceanic birds feed. Rainbow (1997: 195) supports the 
position of marine invertebrates being possible concentrators of environmental met-
als: “Trace metals are accumulated by marine invertebrates to body concentrations 
higher, in many cases orders of magnitude higher, than the concentrations in an 
equivalent weight of the surrounding seawater” (Parslow et al., 1973).

For smaller raptors preying on small mammals, Kitowski et al. (2016) recorded 
that the high concentration of cadmium in buzzard livers can be connected to their 
feeding on voles and other animals, as there is generally a higher cadmium level for 
small mammal consumption. This may point to voles and other small mammals 
feeding on fields fertilized with chemicals including cadmium (Louekari et  al., 
2000). Similarly, Falandysz et al. (2001) reported lower cadmium levels in the livers 
of Baltic White-tailed eagles than the studied goshawks. Cadmium levels in buz-
zards recorded Northern Italy, (Battaglia et  al., 2005), Portugal (Carneiro et  al., 
2014) and Spain (Castro et  al., 2011) were mostly lower than in East Poland 
(Kitowski et  al., 2016). Other low levels of liver cadmium concentrations were 
recorded in goshawks in Germany (Kenntner et al., 2003) and buzzards in Spain 
(Castro et al., 2011). Kitowski et al. (2016) note that the levels of cadmium for per-
egrines in Sweden (Ek et  al., 2004) were similar to those of goshawks in their 
studies.

For mammals, there are numerous impacts of cadmium poisoning. Marettová 
et al. (2015) report that for mammals, the impacts of cadmium poison depend on the 
exposure dose, routes, ways, and duration. Cooke (2011: 627) also writes that cad-
mium absorption and retention is clearly dose and duration dependent in small 
mammals and “controlled experimental studies involving laboratory rats and mice, 
in particular, have provided relevant data concerning the effects of cadmium in wild 
small mammals… focused on the cadmium concentrations in tissues, especially in 
kidney and liver.” Larger mammals have also been studied from field sampling. For 
example, Esposito et al. (2019: 3473) found cadmium levels in the livers and kid-
neys of dead, stray dogs and cats between 2014 and 2017 in the city of Naples and 
its surrounding areas. Heavy metal concentrations (mostly lead and cadmium) were 
determined by using atomic absorption spectrophotometry (AAS). The findings for 
cadmium were that varying concentrations of Cd (ranging from 0.005 to 6.13 mg/
kg) existed in livers and kidneys, and variations in cadmium levels were correlated 
with animal age class, gender, and kind of tissue for both elements, similar to other 
reports in published literature. For example, cadmium levels in the kidney were 
significantly higher in females than those in males for both dogs and cats (Esposito 
et al., 2019: 3473).

Marettová et al. (2015: 1) describe the effects of cadmium on mammals, taking 
the example of the structure of the seminiferous tubules, Leydig cells, and blood 
vessels in the testis. The main effect was the destruction of the seminiferous tubules 
with serious necrotic areas (these being death of tissue) and damage to “all stages of 
developing germ cells by inducing their structural changes and the apoptotic cell 
death” (Marettová et al. (2015: 1). It is further remarked that “sertoli supporting 
cells are considered the most vulnerable cells” as the damage of these cells may 
result in “cytoplasmic rearrangement and disruption of inter-Sertoli tight junctions 
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resulting in increased permeability of the blood-testis barrier, structural changes in 
the Leydig cells and decreased testosterone secretion…an increase of the amount of 
interstitial connective tissue occurs.” Cadmium impacts on blood vessels include 
morphological and physiological changes in vascular endothelial cells and smooth 
muscle cells (Marettová et al., 2015: 1). Summarizing, the impacts were listed as the 
necrosis of the sensitive cells, lesions in surrounding tissue and free cells, atrophy 
of the seminiferous tubules, Leydig cell regeneration and interstitial revasculariza-
tion (Marettová et al., 2015: 1). These impacts in mammals were like the effects on 
birds, where “spermatogenic cells underwent irreversible degeneration or atrophy 
of seminiferous tubules in the absence of significant vascular lesions” (Marettová 
et al., 2015: 1).

 Poisoning from Copper

Acute and chronic copper poisoning affects many animal species, but there may be 
interspecies variability (Blakley (2021). Chronic poisoning is common, manifested 
by high morbidity in species exhibiting the hemolytic crisis and severe liver dam-
age. However, records indicate that copper toxicity may be less toxic for birds than 
lead toxicity (Campbell, 2015). Copper is “an essential cofactor for several oxida-
tive stress-related enzymes including catalase, superoxide dismutase, peroxidase, 
cytochrome c oxidases, ferroxidases, monoamine oxidase, and dopamine 
βmonooxygenase” (Tchounwou et  al., 2012, 134, see also Harvey & McArdle, 
2008; Stern, 2010; Agency for Toxic Substances and Disease Registry, 2020a). 
Manto (2014, 327) writes that “copper is a cofactor of proteins and enzymes (called 
cuproenzymes) involved in fundamental mechanisms, such as energy generation, 
oxygen transportation, hematopoiesis, cellular metabolism and signal transduc-
tion.” Copper is therefore not primarily a toxic element, being a nutrient within 
metalloenzymes in “hemoglobin formation, carbohydrate metabolism, catechol-
amine biosynthesis, and cross-linking of collagen, elastin, and hair keratin” 
(Tchounwou et al., 2012: 134). Toxicities may be generated when copper transitions 
between the oxidized Cu(II) and a reduced state Cu(I), and perhaps human cellular 
damage and Wilson disease (Chang et  al., 1996; Harvey & McArdle, 2008; 
Tchounwou et al., 2012; Stern, 2010).

For birds, copper has been investigated as a toxic element, partly because the use 
of copper-jacketed bullets in human hunting of potential prey animals and the scav-
enging by raptors of the carcasses of such animals has encouraged studies on pos-
sible copper toxicity for raptors (Cruz-Martinez et al., 2012). Copper-jacketed lead 
bullets have been compared with lead bullets for avian toxicity (Kallok, 2013). 
Kallok’s (2013) study examined injured, sick, and dead Bald eagles delivered to the 
University of Minnesota's Raptor Center, which were investigated for lead (from 
lead shot in carcasses), after, in general, copper jackets on soft lead bullets were 
hypothesized to be insufficient to prevent lead fragmentation into flesh after impact, 
which would poison scavenging eagles. A Raptor Center study detected copper in 
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63 out of 89 eagle carcasses, and alternative possibilities included copper bullets, 
which did not fragment into flesh on impact, unlike 12-gauge lead shotgun slugs 
(which left about 28 fragments per shot) and muzzleloader bullets (which left 
82–141 lead fragments) several centimeters from the entry point of the wound 
(Kallok, 2013).

For smaller raptors, Franson et al. (2012) examined copper toxicity in American 
kestrels (Falco sparverius, Linnaeus, 1758), using bird ingestion of orally adminis-
tered copper. The kestrels were orally administered 5 mg Cu/g body mass copper 
pellets nine times during a 38-day period. Most birds retained the pellets for over an 
hour, but 69% regurgitated the pellets in the 12h monitoring period. The findings 
indicated that hepatic copper concentrations were higher in Cu-administered kes-
trels than in the controls, but there was no difference in treated and control bird’s 
blood Cu concentrations. Additionally, hepatic copper and the protein metallothio-
nein concentrations were significantly correlated, but metallothionein was higher in 
male birds that received copper than in controls and for female birds that received 
copper were similar to controls. Clinical signs were absent: there was no treatment 
impact on body mass and no impacts from copper on hemoglobin and methemoglo-
bin in the blood or in the kidney, plasma biochemistries, or hematocrit (the percent-
age of the blood that consists of red blood cells) (Franson et al., 2012: 145). The 
authors concluded that ingested Cu pellets did not pose a serious threat to American 
kestrels (and presumably phylogenetically related species), although the retention 
time of pellets in the stomach was not long (Franson et al., 2012: 145). Furthermore, 
kestrels and similar species that regurgitate Cu fragments would be unlikely to be 
seriously affected by Cu ingestion, but there are possibilities that some Cu frag-
ments might be retained, with negative consequences (Franson et al., 2012: 145).

For mammals, there are indications of more severe copper poisoning. For exam-
ple, Blakley (2021) argues that acute and chronic copper poisoning (toxicosis) is a 
global problem for many animal species. Blakley (2021) observes an inherited sen-
sitivity to copper toxicosis similar to Wilson disease in humans exists in some 
breeds of dogs, notably Bedlington Terriers. Sheep are also most frequently affected 
(Blakley, 2021). Rankins and Pugh (2012: 18) report that copper toxicity is a more 
serious problem in sheep than in goats, as in sheep, the “magnitude of difference 
between copper deficiency and copper toxicity is quite small” (Rankins & Pugh, 
2012: 18). Factors for such copper toxicosis (based on physiological absorption 
and/or retention of copper) include lowered levels of dietary molybdenum or sul-
fate, the herbivory of plants such as subterranean clover (Trifolium subterraneum), 
which may cause a mineral imbalance and excessive copper retention/chronic cop-
per toxicosis (phytogenous toxicosis), and the consumption of other plants such as 
Heliotropium europaeum or Senecio spp. leading to hepatogenous chronic copper 
toxicosis (Blakley, 2021). The plants, which have average concentrations of copper 
and low concentrations of molybdenum, may contain hepatotoxic alkaloids, which 
contribute to retention of excess amounts of copper in the liver (Blakley, 2021).

Blakley (2021) gives the explanation of poisoning in the case of sheep: the main 
chronic copper toxicosis occurs when excessive copper is ingested over long peri-
ods, but the impact is subclinical until the accumulated liver copper is released into 
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the bloodstream. Early indications of Cu toxicity include increased liver enzyme 
concentrations. Increased serum copper concentrations lead to lipid peroxidation 
(oxidants attack lipids) and intravascular hemolysis (the latter refers to the death of 
red blood cells, with the release of cell contents into the plasma). Furthermore, “this 
hemolytic crisis may be precipitated by numerous factors, including transportation, 
handling, weather conditions, pregnancy, lactation, strenuous exercise, or deterio-
rating nutrition. In sheep, dogs, or coyotes, such impacts are associated with chronic 
copper poisoning (Blakley, 2021). For sheep and cattle, “acute poisoning may fol-
low intakes of 20–100 mg/kg of copper in sheep and young calves and of 200–800 
mg/kg in mature cattle.” Chronic poisoning of sheep has been linked with daily 
intakes of 3.5 mg/kg of copper, due to high levels of copper in grazing pastures that 
may contain 15–20 ppm of copper and low molybdenum concentrations. Impacts 
included animal deaths, sometimes after a few days of ingestion, sometimes due to 
renal failure (Blakley, 2021). In dogs, “with liver diseases such as chronic active 
hepatitis, the primary clinical signs may resemble those of chronic copper poison-
ing, which can be attributed to liver damage and subsequent retention of excessive 
copper”; however, Blakley (2021) notes that “it is not clear whether chronic active 
hepatitis causes the accumulation of copper in the liver or is the result of such accu-
mulation” (Blakley, 2021).

The Australian Livestock Export Corporation Limited (2022) concurs with these 
findings, noting that sheep and goats are more vulnerable to copper poisoning than 
cattle, and sheep are more vulnerable than goats. In some examples, British breed 
sheep and crosses were more vulnerable to copper accumulation than pure Merino 
breeds. The main symptom of toxic copper poisoning was the sudden death of the 
animal, when “copper accumulation reaches a critical level, liver cells degenerate 
and there is a sudden release of copper into the blood stream causing massive hae-
molysis (breakdown of red blood cells) and death” (Australian Livestock Export 
Corporation Limited, 2022). The factors for such copper poisoning: hepatotoxic 
plant and fungal toxins, diets low in copper antagonists, such as molybdenum and 
sulfate, grazing grounds with lupin stubbles supporting growth of the fungus 
Diaporthe toxica, and plants containing pyrrolizidine alkaloids such as heliotrope 
and Paterson's Curse, all these sources being compounded by stressors that release 
accumulated copper from the liver, including strenuous exercise or heat and cold 
stress (Australian Livestock Export Corporation Limited, 2022).

 Poisoning from Selenium

Selenium, a nonmetal element, commonly occurs in sulfide ores (where it may 
replace sulfur) and is generally considered vital for animal physiological health in 
small amounts, as selenium is an essential trace element, needed for the function of 
metabolism (Heinz & Hoffman, 1998; Spallholz &Hoffman, 2002; Tchounwou 
et  al., 2012). Giri et  al. (2021) report that “Selenium (Se), even though it is an 
important nutrient that animals require for better growth of the skeletal and cardiac 
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muscle, reproductive, immunological response, etc., has now become toxic due to 
poisoning, selenium injection, fodders grown on selenium-toxic land, and indis-
criminate minerals supplementation feeding.” Selenium may form oxides with other 
elements (oxides include selenium dioxide, SeO2; selenium trioxide, SeO3, the for-
mer dissolving in water or nitric acid to form selenous acid, H2SeO3). Selenium is 
moderately toxic in large amounts, and selenium toxicity in humans causes gastro-
intestinal and behavioral disorders, neurological damage, liver cirrhosis, pulmonary 
edemas, or even death (Agency for Toxic Substances and Disease Registry, 2020b). 
Selenium studies focus on bioaccumulation through the food chain (Campbell, 2022).

Lemly (1996) points out that for such heavy metals, a “toxic threat is expressed 
as hazard and is based on the potential for food-chain bioaccumulation and repro-
ductive impairment in fish and aquatic birds, which are the most sensitive biological 
responses for estimating ecosystem-level impacts of selenium contamination” 
(Lemly, 1996, 19). Five degrees of selenium hazard are possible, dependent on 
quantity and exposure of the occurring selenium: absent, minimal, low, moderate, 
and high selenium hazard. The five ecosystem components; water, sediments, ben-
thic macroinvertebrates, fish eggs, and aquatic bird eggs, have variable hazard 
scores. Environmental threats were assessed by combining the five environmental 
types with the five ranks of selenium threat. The least hazardous environment would 
have each of the five ecosystem components with a rating of one, and the highest 
hazard would have a rating of 5 for each of these components. Based on these totals, 
a score of 5 would be no hazard, score of 6–8 would be minimal hazard, 9–11 would 
be low hazard, 12–15 would moderate hazard and 16 a high hazard (Lemly, 1996: 
19). Lemly (1996: 35) concluded that this method is based on intensive field and 
laboratory research data on selenium cycling and toxicity in aquatic ecosystem, to 
assess the toxic threat of selenium to fish and wildlife.”

Lemly (1993: 83) points out that “it is now possible to formulate diagnostic sele-
nium concentrations in four distinct ecosystem-level components; water, food- 
chain, predatory fish (consuming fish or invertebrate prey), and aquatic birds.” 
Additionally, even with low selenium toxicity, “waterborne selenium concentra-
tions of 2 μg/l or greater (parts per billion; total recoverable basis in 0.45 μ filtered 
samples) should be considered hazardous to the health and long-term survival of 
fish and wildlife populations due to the high potential for food-chain bioaccumula-
tion, dietary toxicity, and reproductive effects” (Lemly, 1993: 83). At the lower lev-
els of the food chain (mostly small animals such as zooplankton, benthic 
invertebrates, and small fishes accumulate selenium with little effect up to 30 μg/g 
(even to 370 μg/g), but these levels are dangerous higher up in the food chain, where 
the tolerance level is only 3 μg/g for some fish and other wildlife species.

The thresholds of selenium tolerance for freshwater and anadromous (fish that 
migrate up rivers from the sea to spawn) fish are: “whole body = 4 μg/g; skeletal 
muscle = 8 μg/g; liver = 12 μg/g; ovaries and eggs = 10 μg/g” … thresholds for 
aquatic birds are: liver = 10 μg/g; eggs=3 μg/g” (Lemly, 1993: 83). For the water-
birds that predate fish, selenium concentrations in gravid ovaries and eggs offer “the 
most precise way to evaluate potential reproductive impacts to adult fish and aquatic 
bird populations” (Lemly (1993: 83). Therefore, “resource managers and aquatic 
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biologists should obtain measurements of selenium concentrations present in water, 
food-chain organisms, and fish and wildlife tissues in order to formulate a compre-
hensive and conclusive assessment of the overall selenium status and health of 
aquatic ecosystems” (Lemly (1993, 83).

Spallholz and Hoffman (2002) list three forms of selenium toxicity: CH3Se, 
which creates free radicals that affect enzymes and proteins or create superoxide 
and oxidative stress; excess selenocysteine formation and resultant inhibited sele-
nium methylation metabolism, leading to the concentration of hydrogen selenide 
with toxicity to animals; and excess selenium linked to sulfur-containing enzymes 
and structural proteins creates avian teratogenesis (possibly from L-selenomethionine 
or to a lesser extent L-selenocysteine, most likely to be ingested by waterbirds). A 
teratogen is a substance that can affect physiological development in young ani-
mals, affecting the fetus and embryo (teratology is the study of abnormalities of 
physiological development in the young) (Bastow & Holmes, 2016; Heinz et al., 
2011; Rogers & Kavlock, 1996). With variable opinions on the toxicity of 
L-selenomethionine to embryos, Spallholz and Hoffman (2002, 27) argue that 
“there is no suggestion from the literature that the levels of L-selenomethionine that 
would be expected to accumulate in eggs in the absence of environmental concen-
tration of selenium pose harm to the developing embryo.” This hints at environmen-
tal concentration, rather than physiological accumulation as a factor for any toxic 
results. Nevertheless, “for several species of aquatic birds, levels of Se as selenome-
thionine in the egg above 3 ppm on a wet weight basis result in reduced hatchability 
and deformed embryos” (Spallholz & Hoffman, 2002: 27).

Beckon and Maurer (2007) examined selenium toxicity in Bald eagles in the San 
Francisco Estuary, arguing that bioaccumulation dynamics and possible dietary tox-
icity thresholds of 3 μg/g, pose greater threats to fish eaters such as the Bald eagle 
more than waterbirds like mallards, as Bald eagles could ingest selenium from pre-
dating ducks. However, Bowerman et al. (1994) studied selenium and mercury and 
detected selenium in the studied feathers, concluding that as “Se concentrations 
were not significantly different across regions or between adult and nestling feath-
ers, and Se concentrations ranged from 0.8 to 3.2 mg/kg” and there were “no signifi-
cant relationships between adult or nestling feather concentrations and either 
measure of reproduction, productivity or nesting success, was found for either Hg 
or Se,” “neither Hg nor Se concentrations are currently affecting bald eagle repro-
duction in the Great Lakes region.”

Selenium toxicity impacts include “mortality, impaired reproduction with terato-
genesis, reduced growth, histopathological lesions and alterations in hepatic gluta-
thione metabolism” (Hoffman, 2002: 11). Hoffman (2002: 11) examined “adverse 
biological effects of Se in aquatic birds to altered glutathione metabolism and oxi-
dative stress” and “oxidative stress in different stages of the mallard (Anas platy-
rhynchos) life cycle”; consequences of increased Se include increases in plasma and 
hepatic GSH peroxidase” and “dose-dependent increases in the ratio of hepatic oxi-
dized to reduced glutathione (GSSG:GSH) and ultimately hepatic lipid peroxida-
tion measured as an increase in thiobarbituric acid reactive substances (TBARS).” 
The results for mallard ducks (Anas platyrhynchos, Linnaeus 1758) showed 
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teratogenesis (4.6 ppm wet weight Se in eggs), reduced duckling growth (15 ppm Se 
in liver), lowered immune function (5 ppm Se in liver) and histopathological lesions 
(29 ppm Se in liver) (Hoffman, 2002: 11).

Another study examined the impacts of selenium on mallard ducks (O'Toole & 
Raisbeck, 1997) and argued that “selenosis is thought to be a significant problem 
among waterfowl populations in selenium-contaminated wetlands in the western 
United States” (O'Toole & Raisbeck, 1997: 330). This study investigated the possi-
bility that morphological criteria for selenosis could supplement chemical analysis, 
by feeding mallard ducks, with rations containing <1, 10, 25, and 60 ppm selenium 
(seleno-L-methionine), while other mallards were fed twice daily with either non- 
or selenium-supplemented ration (120 μg/g) for one of the two daily feedings. 
Selenium in the blood increased from the baseline concentrations, which were <0.4 
μg/ml, to averages of 4.5 μg/ml (10 ppm group), 8.9 μg/ml (25 ppm group), and 16.0 
μg/ml (60 ppm group). Mallards in the 60-ppm-group became emaciated and were 
either killed or died within 22 to 50 days of selenium exposure and also suffered 
from mild to moderate hepatopathy with single-cell necrosis, karyomegaly of hepa-
tocytes, hyperplastic bile duct epithelium, and/or Kupffer cell iron accumulation. 
Lower dosages caused “lesions (integumentary structures of hard keratin), which 
developed into gross lesions of bilaterally symmetrical alopecia of the birds’ scalp 
and the dorsal cervical midline, and also damaged digital nails, and “necrosis of the 
tip of the beak (maxillary nail)” which increased with increased dosages, and there 
were histologic lesions (O'Toole & Raisbeck, 1997: 330). The liver, kidneys, and 
feathers had high selenium concentrations, these findings indicating that selenium 
may be dangerous to animals at high concentrations and is especially so due to 
accumulation effects (Lemly, 1993; O'Toole & Raisbeck, 1997; Tchounwou et al., 
2012; Ashbaugh et al., 2018; Campbell, 2022).

The Snowy plover (Charadrius nivosus, Cassin, 1858) populations in the south-
western United States declined, partly due to selenium toxicity (Ashbaugh et al., 
2018). Selenium frequency was higher in this species, other heavy metals being 
vanadium, arsenic, cadmium, and lead in the blood, feathers, and potential prey of 
this species (e.g., of the tiger beetles, Cicindela circumpicta, Fitch, 1841, Cicindela 
togata, LaFerté-Sénectère, 1841). Ashbaugh et al. (2018: 703) argued that in “sam-
ples greater than instrumentation detection limits, 98% of snowy plover blood and 
22% of feather samples were greater than Se toxicity thresholds of 1 ppm ww for 
blood and 5 ppm dw for feathers (blood quantifiable range: 0.83–15.12 ppm; feath-
ers quantifiable range: 1.90–27.47 ppm).” Variables considered included sex, indi-
vidual body condition, local tiger beetle Se concentrations, state, and presence of 
body molt. The authors argue that “these results provide some of the first evidence 
of Se exposure risk for interior snowy plovers nesting in saline lake and alkali flat 
environments of the SGP” (Ashbaugh et al., 2018: 703).

Selenium impacts on other waterbird species have also been documented, espe-
cially related to glutathione metabolism: growth reduction, possible immune func-
tion decline, increased hatchling liver to body weight and hepatic Glutathione 
disulfide (GSSG) to Glutathione (GSH) ratios in hatchings, when eggs contained 9 
ppm Se in American avocets (Recurvirostra americana, Gmelin, 1789); decrease in 
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hepatic GSH (Black-necked stilts, Himantopus mexicanus, P.L.S.Müller, 1776); 
emaciation, increased feather losses, histopathological lesions, and increased 
hepatic GSH peroxidase, loss of hepatic protein-bound thiols and total thiols, and 
minor increases in GSH in American coots (Fulica americana, Gmelin, 1789). A 
thiol is an organosulfur compound where sulfur replaces oxygen in the chemical 
structure. Other findings document a positive correlation between hepatic Se con-
centration and GSH peroxidase activity and a negative correlation between hepatic 
Se and GSH concentration in diving ducks (Aythyini spp.), and high blood levels 
linked to increased plasma GSH peroxidase activity and decreased plasma GSSG 
reductase activity in Emperor geese (Anser canagicus, Sevastianov 1802) (Hoffman, 
2002: 11).

Selenium also affects mammals (Mihajlović, 1992). Hall (2022) contends that 
although all animal species are vulnerable to selenium poisoning, poisoning is com-
moner for herbivores (e.g., horses and other livestock) that graze selenium- 
containing plants, which may accumulate selenium from high soil levels, usually 
from alkaline soils with low rainfall. Chronic (long-term) selenium poisoning, also 
termed alkali disease, may develop the herbivores eat forages and grains containing 
selenium for extended periods. Hall (2022) describes affected animals as “dull, very 
thin, and lack energy… The hair coat becomes rough, and the long hairs of the tail 
or mane break off at the same level… Abnormal growth and structure of hooves 
result in circular ridges and cracking of the hoof wall… Other effects include ane-
mia, liver disease, fluid build-up within the abdomen, a weakened heart, and reduced 
reproductive performance. The animal’s breath may have a garlicky odor” (Hall, 
2022; see also Bano et al., 2022).

Fish are an important selenium storage at the lower levels of the food chain 
(Campbell, 2022). For fish, selenium abstraction starts with the eggs, which are 
infected through the diet of the female fish. The selenium (usually at concentrations 
above 10 μg/g) is metabolized by the growing fish and “biochemical functions may 
be disrupted, and teratogenic deformity and death may occur” (Lemly, 2002: 39). 
Lemly (2002) found selenium in 20 fish species in Belews Lake, North Carolina, 
due to a coal-fired power plant during the mid-1970s, and 19 species became extinct. 
Physical impacts on the fish included “telangiectasia (swelling) of gill lamellae, 
elevated lymphocytes, reduced hematocrit and hemoglobin (anemia), corneal cata-
racts, exopthalmus (popeye), pathological alterations in liver, kidney, heart, and 
ovary (e.g., vacuolization of parenchymal hepatocytes, intracapillary proliferative 
glomerulonephritis, severe pericarditis and myocarditis, necrotic and ruptured 
mature egg follicles), reproductive failure (reduced production of viable eggs due to 
ovarian pathology, and post-hatch mortality due to bioaccumulation of selenium in 
eggs) and teratogenic deformities of the spine, head, mouth, and fins” (Lemly, 2002: 
39). The author concluded that bioaccumulation in aquatic food chains enables the 
otherwise harmless selenium concentrations to develop to toxic levels, and the sele-
nium contained in the contaminated sediments can continue to be cycled into food 
webs for long periods (Lemly, 2002: 39).

Arribére et al. (2008: 42) give an example of selenium and mercury impacts on 
fish, with a case study of National Parks of the northern patagonian Andean range, 
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in South America. The fish species were catfish (Diplomystes viedmensis or 
Olivaichthys viedmensis, MacDonagh, 1931), creole perch (Percichthys trucha, 
Valenciennes, 1833), brown trout (Salmo trutta, Linnaeus, 1758), rainbow trout 
(Oncorhynchus mykiss, Walbaum, 1792), and brook trout (Salvelinus fontinalis, 
Mitchill, 1814). In this study, selenium and mercury were measured in muscle and 
liver tissues by instrumental neutron activation analysis, and the findings indicated 
that the average concentrations in muscle of mercury for all species, ages, and lakes 
were from 0.4 to 1.0 μg g−1 dry weight (DW) and for selenium from 0.8 to 1.5 μg 
g−1 DW. For liver concentrations, selenium concentrations in the liver of brown 
and rainbow trout, which were up to 279 μg g−1 DW, were above expected levels for 
local lakes, reaching selenium toxicity levels, about 20 μg g−1 DW. Mercury in all 
species ranged from 0.4 to 0.9 μg g−1 DW (the Brown trout, which was the top 
predator in the lakes, showed the lowest average mercury levels, also in the muscle). 
The authors argued that these species (brown and rainbow trout) “show lower Hg 
contents in muscle, suggesting a possible detoxification of Hg by a Se-rich diet. 
Creole perch and velvet catfish livers have lower Se concentrations, with a narrower 
span of values (2.3–8.5 μg g−1 and 3.3–5.5 μg g−1 DW respectively)” (Arribére et al. 
(2008: 42).

Selenium also affects invertebrates, lower on the food chain than fish. Debruyn 
and Chapman (2007: 1766) argue for the importance of and neglect of invertebrates, 
considering most studies of selenium pollution in freshwater ecosystems are on 
birds and fish, and invertebrates usually considered only as dietary sources of Se to 
higher trophic levels. Their study of 29 macro-invertebrate species, and links 
between toxic effects and 156 aqueous, dietary, or internal Se concentrations, found 
that internal concentrations had about 30-fold variation, while concentrations in the 
diets varied about 100-fold and those among taxa varied over 1000-fold. There was 
less variation in sublethal effects (about 10-fold lower concentrations) than in lethal 
effects. Sublethal effects in the studied invertebrates were at 1–30 microg Se/g dry 
weight in invertebrate tissue. These levels covered some dietary toxicity thresholds 
for waterbirds and fish. Therefore, the authors argued that Se may contribute to 
toxic impacts on some invertebrate species, even at concentrations that would be 
considered nontoxic for the organisms that consume the invertebrates (Debruyn & 
Chapman (2007: 1766).

 Poisoning from Zinc

Benson (2022) describes zinc as an “essential trace element used by the body in the 
synthesis of several hundred enzymes. It plays an important role in an effective 
immune system and contributes to a number of normal bodily functions, including 
musculoskeletal growth, vision, and normal wound healing… Zinc toxicosis has 
been documented in humans and in a wide range of large, small, exotic, and wild 
animals.” Zinc toxicity is among the more serious heavy metal impacts (Campbell, 
2022). Huang and Mayer (2019) note that for birds, the heavy metals that most 
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frequently cause toxicity are lead and zinc; with less common causes being mercury 
and copper and zinc toxicity resulting from chronic and/or repeated exposure. It is 
further noted that the clinical signs for zinc toxicosis include “passive regurgitation, 
lethargy, weakness, weight loss, anemia, cyanosis, polyuria/polydipsia, diarrhea, 
regurgitation, neurologic signs, feather picking, anorexia, and/or hemoglobinuria” 
(Huang & Mayer, 2019).

Bailey (2011) argues that although zinc is an essential element, “acute zinc poi-
sonings are rather common in dogs, cats and in pet birds exposed to zinc-containing 
coins and galvanized metal objects such as bolts and nuts, jewelry, toys, and cages” 
and that “zinc is readily absorbed via the GI tract and most intoxications occur 
through the oral route.” Benson (2022) contends that zinc poisoning in pet birds can 
result in anorexia, ataxia, vomiting and regurgitation, recumbency, weight loss, and 
polyuria/polydipsia can occur. Liver and kidney injury, pancreatitis, and death are 
possible, and in laying hens, zinc toxicosis can cause decreased egg production, 
decreased appetite, and weight loss. Zinc poisoning can also result from zinc phos-
phide, which is defined as a rodenticide, which is “relatively toxic in comparison 
with elemental zinc or zinc oxide” (Hudson et al., 1984). Hudson et al. (1984) pres-
ent a study of zinc phosphide poisoning (between 16 and 47 mg/kg BW in the ring- 
necked pheasant (Phasianus colchicus, Linnaeus, 1758), golden eagle (Aquila 
chrysaetos, Linnaeus, 1758), mallard duck (Anas platyrhynchos, Linnaeus, 1758), 
and horned lark (Eremophila alpestris, Linnaeus, 1758). It is noted that “signs of 
zinc phosphide poisoning include excessive drinking, regurgitation, muscular inco-
ordination, appetite loss, sluggishness, rapid breathing, and eyelid droop.”

Pappalardo et al. (2021: 797) report that zinc toxicity is a recognized problem for 
birds, and serum or plasma concentration greater than 30.6–45.9 mmol/L (200–300 
mg/dL) have been earmarked as diagnostic for Zn toxicosis in Psittacinea (parrots), 
but for other species, for example falcons, further studies would be necessary, to 
assess the level of zinc concentrations that would cause acute or chronic Zn toxicity 
(see also Osofsky et al., 2001). Puschner et al. (1999: 552) also examine zinc con-
centrations in caged and aviary birds, arguing that, mistakenly, “interpretation of 
zinc levels is often based on normal zinc concentrations established for poultry. 
Also, it is likely that intergenus differences exist in normal zinc concentrations of 
pet birds.” The findings indicated that differences occur with respect to genera. For 
example, cockatoos and Eclectus parrots have higher normal zinc concentrations in 
serum or plasma than other Psittacinea, and the analysis of all the studied examples 
suggests that toxic zinc concentrations in livers of Psittacinea can be potentially 
below the range considered toxic in domestic fowl (>200 ppm) (Puschner et  al., 
1999: 552).

For mammals, including domestic and companion animals, zinc toxicity is com-
mon (Benson, 2022). Benson (2022) argues that “in small animals, zinc toxicosis is 
usually a result of ingestion of objects that contain or are coated with zinc, most 
commonly US pennies. In large animals, the main causes are contaminated pastures 
and excess dietary supplementation.” It is further noted that clinical signs for zinc in 
such animals vary at the interspecies level, and the source, and amount of zinc, with 
signs including “intravascular hemolysis, organ damage, and disseminated 
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intravascular coagulation (abnormal blood clotting throughout the blood vessels).” 
Benson (2022) further notes that “exposure to zinc in dogs, cats, and other small 
animals typically stems from dietary indiscretion involving metals that either con-
tain zinc or are coated with zinc. Galvanized metals are metals that are coated with 
zinc to prevent rusting. US pennies, specifically pennies minted since 1982, are a 
key source because they contain 97.5% zinc” with other sources including “automo-
tive parts, galvanized nails/nuts/bolts, wire/hardware, polyhedral game dice, zip-
pers, toys, aluminum galvanized cookware, galvanized metal cages, BB pellets, 
jewelry, and zinc-coated garland and tinsel decorations. The primary sources of zinc 
for large/production animals are contaminated pastures and excess supplementation 
of zinc in the diet.”

Benson (2022) lists the main impacts of zinc poisoning on mammals, especially 
noted companion and farm mammals, which may receive zinc from natural or arti-
ficial sources. These include nonspecific hepatomegaly, splenomegaly, pancreatic 
nodules, red-brown kidney, and inflammation, edema, or ulceration of the gastroin-
testinal mucosa (for dogs and cats), gastrointestinal bleeding, kidney injury, pancre-
atitis, and similar ailments for dogs and cats (for ferrets, Mustela furo, Linnaeus, 
1758), joint erosions, weakened cartilage, lameness, and limb deformities (for 
foals), reduced weight gain, lameness, decreased litter size, gastrointestinal irrita-
tion/inflammation (for swine, Sus domesticus, Erxleben, 1777), and weight loss, 
diarrhea, decreased appetite, decreased milk production, polyuria with secondary 
dehydration, and cellular degeneration of the liver, pancreas, and kidneys (for rumi-
nants, Ruminantia, Scopoli, 1777) (Benson, 2022).

 Poisoning from Arsenic

Arsenic is an important element in people, animals, and plants (Campbell, 2022; 
National Research Council, 1977). Eisler (1988) describes arsenic (As) as a com-
paratively y common element, occurring in air, water, soil, and all living tissues, 
ranking 20th in abundance in the earth's crust, 14th in seawater, and 12th in the 
human body. Kaur et al. (2011: 769) put arsenic into context, arguing that “contami-
nation of the environment with heavy metals has increased drastically over the last 
few decades” and “the heavy metals that are toxic include mercury, cadmium, arse-
nic, and selenium. Of these heavy metals, arsenic is one of the most important 
global environmental pollutants and is a persistent bioaccumulative carcinogen.” 
Arsenic is described as a “toxic metalloid that exists in two major inorganic forms: 
arsenate and arsenite. Arsenite disrupts enzymatic functions in cells, while arsenate 
behaves as a phosphate analog and interferes with phosphate uptake and utilization. 
Despite its toxicity, arsenic may be actively sequestered in plant and animal tissues 
(Kaur et al., 2011: 769).

Arsenic is an element of vital concern for various reasons (Campbell, 2022). One 
reason is the role of arsenic in the spread of diseases in people and possibly animals. 
Eisler (1988) points out that “arsenic is a teratogen and carcinogen that can traverse 
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placental barriers and produce fetal death and malformations in many species of 
mammals” and “although it is carcinogenic in humans, evidence for arsenic induced 
carcinogenicity in other mammals is scarce” although arsenic in small quantities is 
useful, as arsenic deficiency may contribute to “poor growth, reduced survival, and 
inhibited reproduction, have been recorded in mammals” and “at comparatively low 
doses, arsenic stimulates growth and development in various species of plants and 
animals.” It is also concluded that “arsenic is bioconcentrated by organisms but is 
not biomagnified in the food chain” (Eisler, 1988).

These are obviously serious issues and justify the study of arsenic toxicity at 
local and global levels. There are also serious impacts on people. For example, 
Dangleben et al. (2013) argue that human exposure to arsenic (As) is a global prob-
lem because of its links with some cancers and other ailments, and the fact that 
globally, millions of people are exposed to arsenic regularly. Crucially, the authors 
note that there is increasing evidence indicating that arsenic impacts the immune 
system, “but its specific effects on immune function are poorly understood…the 
data show that chronic exposure to As has the potential to impair vital immune 
responses which could lead to increased risk of infections and chronic diseases, 
including various cancers” (Dangleben et  al., 2013). Another problem concerns 
arsenic in groundwater, as reported by Shankar et al. (2014) “arsenic contamination 
of groundwater in different parts of the world is an outcome of natural and/or 
anthropogenic sources, leading to adverse effects on human health and ecosystem. 
Millions of people from different countries are heavily dependent on groundwater 
containing elevated level of As for drinking purposes.”

For animals, there are numerous bad effects (Campbell, 2022). Tasneem et al. 
(2020) caution that “among metalloids, Arsenic (As) is recognized as a major threat 
to the environment in many countries” and “higher levels of As in birds can lead to 
an inability to coordinate muscle movements as well as weakness in the wings and 
legs. This leads to difficulty standing, walking, and flying, as well as adverse effects 
on the nervous and immune system that can cause an impairment in reproduction” 
(see also Misztal-Szkudlińska et al., 2011; Waseem et al., 2014; Sánchez-Virosta 
et al., 2015). Eisler (1988, 17) describes the symptoms of arsenic poisoning on birds 
as “liver, kidney problems, muscular incoordination, debility, slowness, jerkiness, 
falling hyperactivity, fluffed feathers, drooped eyelid, huddled position, unkempt 
appearance, loss of righting reflex, immobility” and “seizures.” The impacts on 
mammals include “intense abdominal pain, staggering gait, extreme weakness, 
trembling, salivation, vomiting, diarrhea, fast and feeble pulse, prostration, col-
lapse, and death” and “necropsy shows a reddening of gastric mucosa and intestinal 
mucosa, a soft yellow liver, and red edematous lungs” (Eisler (1988, 18).

Sánchez-Virosta et al. (2015: 506) describe arsenic as a “metalloid of high con-
cern because of its toxic effects for plants and animals” and present a study of As 
exposure and effects in passerines, based on a literature search. as a result of an 
extensive search of the literature available. The findings indicated that published 
research examines As levels in internal tissues (37.5% of consulted studies), fol-
lowed by feathers and eggs (32.5% each), feces (27.5%), and blood (15%). Common 
species selected for studies of passerines were the great tit (Parus major, Linnaeus, 
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1758; 50%) and the European Pied flycatcher (Ficedula hypoleuca Pallas, 1764; 
22.5%). Differences in As exposure at the species level were due to factors such as 
diet and migratory status. Most such studies on passerines were untaken in the 
United States (30%), Belgium (22.5%), and Finland (20%), with a serious lack of 
studies on the countries of the southern hemisphere (Sánchez-Virosta et al., 2015).

For birds, Yang, et al. (2018: 777) point out that “birds are at a higher level in the 
food chain; however, the potential bioaccumulation and biotransformation of arse-
nic (As) in birds in As mines has rarely been studied”; their study concerned four 
passerine species: Tree sparrow (Passer montanus, Linnaeus, 1758), Light-vented 
bulbul (Pycnonotus sinensis, Gmelin, JF, 1789), Chinese hwamei (Garrulax 
canorus, Linnaeus, 1758), and magpie (Pica pica, Linnaeus, 1758) collected from 
an abandoned As mine in China. As concentrations were highest in muscles and 
feathers (4.95 mg/kg and 51.65 mg/kg, respectively). Their research methodology 
detected six As species (three dominant species (>92%) were arsenite (As(III)), 
arsenate (As(V)), and dimethylarsinic acid (DMA), and three minor species 
(<6.17%) were monomethylarsonic acid (MMA), arsenobetaine (AsB), and arseno-
choline (AsC). Other findings indicated that revealed inorganic As species in the 
muscles and feathers of the birds from the As mine (Yang et al., 2018: 777).

Another bird impact study by Zhong et al. (2021) examined the effect of arsenic 
trioxide (ATO) on the gut–liver axis and resultant hepatotoxicity in waterfowl, using 
the example of the influence of ATO on duck intestines and livers, and the role of the 
gut–liver axis in ATO-induced hepatotoxicity and intestinal toxicity. The findings 
indicated ATO exposure led to intestinal damage, liver inflammatory cell infiltration 
and vesicle steatosis, and reduced α-diversity in the intestinal microbiota in the 
ATO-exposed ducks, with a changed bacterial composition. Other impacts were 
“reduced the expression of intestinal barrier-related proteins (Claudin-1, MUC2, 
ZO-1, and Occludin), resulting in increased intestinal permeability and elevated 
lipopolysaccharide levels” and the upregulation (increase in density of cell surface 
receptors) of “pyroptosis-related index levels in the liver and jejunum, and increased 
pro-inflammatory cytokine production (IFN-γ, TNF-α, IL-18, and IL-1β).” The 
authors concluded that “these results manifested that ATO exposure can cause liver 
and jejunal (note: jejunal refers to the middle part of the small intestine) inflamma-
tion and pyroptosis (cell death associated with inflammation), and the indirect gut- 
liver axis pathway may play an essential role in the potential mechanism of 
ATO-induced hepatotoxicity” (Zhong et al., 2021).

Sánchez-Virosta et al. (2020) present a study based on arsenic (As) impacts on 
great tits (Parus major, Linnaeus, 1758), on the premise that although arsenic is 
“broadly distributed due to natural and anthropogenic sources, and it may cause 
adverse effects in birds... research on other elements (Pb, Hg and Cd) has been pri-
oritized, resulting in scarce data on As exposure and related effects in wild birds.” 
Oxidative stress is factored as a mechanism responsible for As toxicity is oxidative 
stress, and objective of the study was “to investigate if environmentally relevant As 
levels affected oxidative stress biomarkers in great tits” (Sánchez-Virosta, 2020). 
The responses of the artificially exposed birds to the experimental manipulations 
(high, low, and control groups) were compared with birds in an As/metal-exposed 
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population breeding near a Cu-Ni smelter in Finland (Smelter group). The findings 
indicated that arsenic administration had no significant effect on most of the bio-
markers measured, the dose and duration of the As exposure was sufficient to induce 
oxidative damage in red cells of great tit nestlings. The authors, however, note that 
despite this “nestlings dosed with 1 μg g-1 d-1 of sodium arsenite showed nonsignifi-
cantly higher oxidative stress biomarkers than controls, suggesting that we were 
close to an effect level for the redox-defense system. Oxidative effects at equivalent 
As levels combined with other stressors cannot be dismissed” (Sánchez- 
Virosta, 2020).

Kunito et al. (2008: 31) present a study of marine species, arguing that “although 
there have been numerous studies on arsenic in low-trophic-level marine organisms, 
few studies exist on arsenic in marine mammals, seabirds, and sea turtles.” The 
authors argue that most of the arsenic detected in the livers of marine mammals, 
seabirds, and sea turtles is AB (Arsenobetaine AB), but this form is mostly unde-
tected in the dugong (Dugong dugon, Müller, 1776). A paradox is noted, where there 
are low levels of arsenic in marine mammals, some seabirds, and some sea turtles, 
but the black-footed albatross and hawksbill and loggerhead turtles have high con-
centrations, like the levels in marine animals at lower trophic levels. Therefore, the 
latter animals may absorb the arsenic with another mechanism for accumulating 
arsenic. Kunito et al. (2008: 31) argue that “osmoregulation in these animals may 
play a role in the high accumulation of AB. Highly toxic inorganic arsenic is found 
in some seabirds and sea turtles, and some evidence suggests it may act as an endo-
crine disruptor, requiring new and more detailed studies for confirmation.”

 Unintentional Poisoning from Chemical Compounds

Many chemical compounds (a substance that is composed of more than one ele-
ment, with atoms from more than one element connected by chemical bonds) also 
affect animals. Common chemical compounds affecting birds are illustrated in 
Table 6.4. These are mostly artificial compounds, produced for specific purposes, 
such as killing pests (pesticides), rodents (rodenticides), and veterinary compounds 
for livestock protection. The compounds may contain chemicals with different 
impacts on different animal species, which in combination may be as toxic as the 
chemical elements described above. Some more dangerous chemical compounds 
have been legally banned (Campbell, 2015).

 Poisoning from Pesticides

Pesticides are composed of several connected elements, an example being dichloro-
diphenyltrichloroethane (DDT) (chemical formula C14H9CI5), which was invented 
by Paul Hermann Müller (1948), and described as “high efficiency… as a contact 
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Table 6.4 The main chemical compounds and their impacts

Compound Formula Impacts on raptors and waterbirds

DDT C14H9Cl5 Toxic to prey animals, reproductive degradation, shell thinning, 
endocrine problems.1 Affects egg laying, pregnancy, lactation

DDE C14H8Cl4 Toxic to prey animals, shell thinning, embryonic and chick risk.2 
poor thyroid function, fertility decrease, immune function decline.2

Dieldrin/
Aldrin

C12H8Cl6O Fatal to raptors, including juveniles and breeding adults, levels 
correlated to levels in prey animals.3

PCB C12H10−xClx Liver, immune, reproductive anemia; skin damage (chloracne); liver, 
stomach, thyroid injuries (hepatocarcinoma thymocyte apoptosis4

Diclofenac C14H11Cl2NO2 Renal and visceral gout (crystallization of uric acid in tissues), 
enteritis5

PAH C12H12 Toxic to embryos, birds, death, developmental abnormalities. 
Reduced eggs, hatching, more brood losses. Trophic level 
accumulation unlikely.6

Sources: 1. Colborn (1991), NPIC (1999); 2. Newton (1993); 3. Sibly et al. (2000); 4. Fernie et al. 
(2001), Crinnion (2011); 5. Campbell (2015); 6. Fingas (2017), Albers (2006). PAH refers to pul-
monary hypertension, resulting from e.g., C12H12 1,6-Dimethylnaphthalene

Fig. 6.1 Change from 
DDT to DDE

poison against several arthropods” (Nobel Foundation, 1948). DDT was an impor-
tant pesticide for insect control in the United States until 1972, when it was banned 
by the United States Environmental Protection Agency (EPA). The National 
Pesticide Information Center (NPIC) (2011) noted that “bald eagles, ospreys and 
peregrine falcons were brought to the brink of extinction because their food sources 
(fish and other birds) were contaminated with DDE, the breakdown product of the 
insecticide DDT.” DDE (dichlorodiphenyl dichloroethylene) is formed when hydro-
gen chloride (dehydrohalogenation) is lost from DDT (chemical formula C14H8CI4) 
(Walker et al., 1954). This change from DDT to DDE is shown in Fig. 6.1.

The National Pesticide Information Center (NPIC) (1999) describes DDT as 
“widely used… because it is effective, relatively inexpensive to manufacture, and 
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lasts a long time in the environment.” Additionally, DDT was banned because of its 
long persistence in the environment, its accumulation in fatty tissues, and its nega-
tive health effects on wildlife. Resistance occurs in some insects (e.g., the house fly 
Musca domestica, Linnaeus, 1758) which may develop the ability to quickly metab-
olize the DDT. Dieldrin, introduced as an alternative to DDT, is an organochloride 
developed in 1948 by J. Hyman & Co, Shell Chemical, Denver, then AMVAC, Los 
Angles as an insecticide, related to aldrin (with a similar formula, C12H8Cl6) which 
oxidizes after insect ingestion to form dieldrin (Jorgenson, 2001). Dieldrin is 
strongly persistent environmentally and physiologically, and because it biomagni-
fies as it ascends the food chain, it is dangerous for predators. The National Center 
for Biotechnology Information (2022a) defines dieldrin as an “organochlorine com-
pound resulting from the epoxidation of the double bond of aldrin. It is the active 
metabolite of the proinsecticde aldrin.” This compound has a role as a xenobiotic 
and a carcinogenic agent and is an organochlorine insecticide, an organochlorine 
compound, and an epoxide. It is derived from aldrin, and both aldrin and dieldrin 
were used as pesticides for crops like corn and cotton. The EPA banned all uses of 
aldrin and dieldrin in 1974, except to control termites, and in 1987, the EPA banned 
all uses, due to concerns about damage to the environment and potentially to 
human health.

DDT impacts on animals included: nervous system and nerve impulse damage, 
hyperexcitability, tremors, incoordination, and convulsions; short-term liver lesions 
and longer-term liver changes, risk of live tumors; long persistence in the environ-
ment, the soil half-life being 2–15 years and in an aquatic environment about 150 
years; and toxicity to birds, fish, and amphibians, affecting the heart, brain and other 
organs. There were strong impacts at the bottom of the food chain, especially for 
marine and aquatic animals preyed upon by waterbirds, raptors, and mammals 
(Campbell, 2015). DDT and DDE are more environmentally persistent than some 
other pollutants (Campbell, 2015). For example, García-Fernández et  al. (2008: 
432) concluded that “excepting DDT and DDE, most organochlorine-based pesti-
cides in raptors from Spain have diminished over the last 2 decades. The concentra-
tions of DDE found in the eggs of various species could in part explain problems in 
the reproductive success of raptors in Spain.” Jürgens et al. (2016: 333) found high, 
sometimes dangerous, levels of DDT in fish in English ecosystems. Literature find-
ings were compiled by Jürgens et al. (2016) on the threshold levels of DDT for prey 
animals and associated raptors and waterbirds. These are: “based on eggshell thin-
ning in ducks” 0.014 ppm (reference, Canadian Council of Ministers of the 
Environment, 1999); “dietary effects concentration” in ospreys, 0.09–0.19 ppm 
(reference, Hinck et al. (2009); “dietary effects concentration” in bald eagles, 0.13 
ppm (reference, Hinck et al. (2009); and “eggshell thinning in pelicans,” 0.02 ppm 
(reference, Lazorchak et al., 2003).

DDT/DDE applications had impacts beyond the United States during the times 
of peak use (Campbell, 2022). For example, in Britain, impacts on raptors and 
waterbirds included those noted by Parslow et al. (1973) who concluded that “mea-
surable residues of polychlorinated biphenyls (PCB) and DDE (the chief break-
down product of DDT found in birds) are present in virtually all British seabirds.” 
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Some birds contain residues of other organochlorine materials, including dieldrin 
and hexachlorobenzene (HCB), generally in smaller quantities. PCB and HCB are 
usually produced from industrial sources, the others mainly from agricultural insec-
ticides. As larger fish (examples of such fish are pollack Pollachius pollachius 
(Linnaeus, 1758), saithe Pollachius virens (Linnaeus, 1758), and haddock 
(Melanogrammus aeglefinus, Linnaeus, 1758) may carry more pollutants, the larger 
fish-eating birds like gannets that eat such fish are especially vulnerable (Parslow 
et al., 1973). The toxicity of these chemicals and subsequent animal mortality is 
partly dependent on the level of chemical compound ingested and the area of depo-
sition, i.e., the subcutaneous fat or the liver, as with higher levels in the fat, stress 
may mobilize pollutants when fat is utilized, and the result may affect the liver and 
endocrine system (Parslow et al., 1973).

Other chemical compounds that affect animals include cyanide, strychnine (used 
to kill predators of livestock, such as coyotes), and rodenticides such as compound 
1080 (Snyder & Snyder, 1991; Campbell, 2015). Salkowski and Penney (1994: 455) 
note that cyanide is “a deadly poison which animals and humans encounter from a 
number of sources.” For cyanide, a common compound is sodium cyanide (NaCN), 
which is produced by treating hydrogen cyanide with sodium hydroxide (i.e., (HCN 
+ NaOH → NaCN + H2O) (Rubo et al., 2006). This compound is used in the process 
of gold extraction, mostly from low-grade ore. More than 70% of cyanide consump-
tion globally is used for this purpose. The process depends on the affinity of gold for 
cyanide, as the cyanide induces gold metal to oxidize and dissolve in the presence 
of oxygen and water, producing the sodium dicyanoaurate (C2AuN2Na) (National 
Center for Biotechnology Information, 2022c; Rubo et al., 2006).

In one study, Wiemeyer et  al. (1986: 538) researched on the sodium cyanide 
“sensitivities” of six avian species, namely the Black vulture (Coragyps atratus, 
Bechstein, 1793), American kestrel (Falco sparverius, Linnaeus, 1758), Japanese 
quail (Coturnix japonica, Temminck & Schlegel, 1848), Domestic chicken (Gallus 
gallus domesticus, Linnaeus, 1758), Eastern screech-owl (Otus asio, Linnaeus, 
1758, or Megascops asio, Linnaeus, 1758), and European starling (Sturnus vulgaris, 
Linnaeus, 1758). The methodology included the dosing with NsCN of three species, 
Domestic chickens, Black vultures, and Turkey vultures (Cathartes aura, Linnaeus, 
1758) to assess the cyanide residues in the survivors and dead birds. The findings 
indicated that three meat-eating species (a scavenger, the Black vulture; and two 
predators the American kestrel, and Eastern screech-owl) had greater sensitivity to 
NaCN than three mostly herbivorous species (Japanese quail, Domestic chicken, 
and European starling) and that although there were higher concentrations of cya-
nide in the blood of the dead birds, the concentrations in dead birds overlapped with 
those in survivors, and blood was “superior to liver as the tissue of choice for detect-
ing cyanide exposure” (Wiemeyer et al., 1986: 538).

Regarding mammals, Cope (2022) lists four main types of cyanide poisoning. 
One is classical acute cyanide poisoning, where “CN- binds to, and inhibits, the fer-
ric (Fe3+) heme moiety form of mitochondrial cytochrome c oxidase” and the result 
is the blockage of the fourth step in the mitochondrial electron transport chain, 
which involves the reduction of O2 to H2O), and the overall result is the “arrest of 
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aerobic metabolism, systemic hypoxia, and death from histotoxic anoxia,” which 
may especially affect tissues such as the heart and brain, which depend on aerobic 
metabolism (Cope, 2022). There is also chronic cyanide poisoning-related hypothy-
roidism, which “is due to disruption of iodide uptake by the follicular thyroid cell 
sodium-iodide symporter by thiocyanate, a metabolite in the detoxification of cya-
nide” (Cope, 2022). There is also chronic cyanide and cyanide metabolite, which 
can include “diseases such as sorghum cystitis ataxia syndrome in horses, as well as 
various cystitis ataxia syndromes in cattle, sheep, and goats” (Cope, 2022). There is 
also chronic cyanogenic glycoside exposure (e.g., from Sorghum spp.)-associated 
musculoskeletal teratogenesis (birth defects or malformations in an embryo or 
fetus) (ankyloses, an inflammatory disease that causes vertebrae to fuse, or arthro-
gryposes, multiple joint stiffness) and fetal loss (Cope, 2022).

Pederson and Stokka (2020) also note that “a number of common plants may 
accumulate large quantities of cyanogenic compounds” and “cyanide poisoning 
most often is associated with sorghums and sudangrass… These cyanogenic com-
pounds are in epidermal cells (outer tissue) of the plant, while the enzymes that 
enable cyanide production are in the mesophyll cells (leaf tissue)” and because of 
these plant-based poisons “once plants containing cyanide have been consumed, the 
toxin rapidly enters the blood stream and is transported throughout the body of the 
animal. Cyanide inhibits oxygen utilization by the cells in the animal’s body. In 
essence, the animal suffocates. Ruminant animals (cattle and sheep) are more sus-
ceptible to cyanide poisoning than nonruminant animals because the ruminal micro-
organisms have enzymes that will release cyanide in the animal’s digestive tract” 
(Pederson & Stokka, 2020).

 Poisoning from Diclofenac Nonsteroidal Anti-Inflammatory 
Drug (NSAID)

Altman et al. (2015: 859) define diclofenac (formula C14H11Cl2NO2) as a “nonsteroi-
dal anti-inflammatory drug (NSAID) of the phenylacetic acid class with anti- 
inflammatory, analgesic, and antipyretic properties… Similar to other NSAIDs, 
diclofenac is associated with serious dose-dependent gastrointestinal, cardiovascu-
lar, and renal adverse effects.” When diclofenac was used for livestock, it became 
apparent that vultures were extremely vulnerable to this drug, when they fed on 
carcasses of diclofenac-treated livestock at carcass dumps, which was the tradi-
tional method of livestock disposal in South Asia (Green et al., 2004; Gross, 2006; 
Campbell, 2015). Vultures died one to two days after ingestion, after kidney failure 
and severe renal dysfunction, increased blood uric acid levels, renal and visceral 
gout (crystallization of uric acid in the tissues), and enteritis (inflammation of the 
intestine, especially the small intestine, and increased urates in the internal organs. 
These contributed to anorexia and emaciation and a chalky-white coating over the 
visceral organs, especially the liver and heart and in the body tissues (Oaks et al., 
2001; Gilbert et al., 2002; Pain et al., 2002; Campbell, 2015).
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The resultant Diclofenac Epidemic, which was published as an example of an 
avian and ecological catastrophe and human interference with the natural environ-
ment, was perhaps the most important poisoning episode of the twentieth century, 
an event termed the “global vulture crises” (Woodford et  al., 2008; Campbell, 
2015). This event, mostly affecting Asian vultures, resulted in the near extinction of 
six of the 23 recognized vulture species (especially five Indian species), listed as 
such on the International Union for the Conservation of Nature (IUCN) Red List of 
Threatened Species. The most affected species included the White-rumped vulture 
(Gyps bengalensis, Gmelin, 1788), Slender-billed vulture (Gyps tenuirostris, 
Hodgson, 1844), Indian vulture (Gyps indicus, Scopoli, 1786), and Red-headed vul-
ture (Sarcogyps calvus, Scopoli, 1786) (Prakash, 1999; Prakash & Rahmani, 1999; 
Virani et al., 2001; Prakash et al., 2003; Clements et al., 2012; Gilbert et al., 2002, 
2004). Between 1992 and 2007, the White-rumped vulture population declined to 
one-thousandth of the previous population, the Red-headed vulture’s population to 
below 10% and that of the Slender-billed vulture to about 1000 birds (Cuthbert 
et al., 2006; Prakash et al., 2007). The Egyptian vulture (Neophron percnopterus) 
and red-headed vulture (Sarcogyps calvus) were classified as Endangered and 
Critically Endangered respectively (Cuthbert et al., 2006; Campbell, 2015).

Diclofenac was banned by legislation from 2006 to 2010  in India, Nepal, 
Pakistan, and Bangladesh, which allowed a slow vulture population recovery in 
India and later in Pakistan and Nepal. Meloxicam was promoted as a safe alterna-
tive to diclofenac, as studies concluded that “meloxicam is of low toxicity to Gyps 
vultures and that its use in place of diclofenac would reduce vulture mortality 
substantially in the Indian subcontinent. Meloxicam is already available for veteri-
nary use in India” (Swan et al., 2006: 395). For these actions, European and African 
vultures were largely ignored, as were the Cathartid New World vultures in the 
Americas, as Cathartid vultures were not affected by diclofenac ingestion at levels 
over 100 times over the dosage that killed Asian vultures, with no records of toxic-
ity, visceral gout, renal necrosis, or elevate plasma uric acid (Rattner et al., 2008; 
Campbell, 2015).

Some recent studies have indicated diclofenac impacts on eagles. For example, 
Sharma et al. (2014: 282) report that the Steppe eagle is susceptible. Although there 
is little evidence of “toxicity of diclofenac to the Accipitridae other than vultures… 
In this study, gross and microscopic lesions, and diclofenac tissue levels in Steppe 
Eagles Aquila nipalensis found at a cattle carcass dump in Rajasthan, India, show 
evidence of the toxicity of diclofenac for this species.” These findings may indicate 
the possibility that diclofenac is toxic to nonvulture accipitrid raptors and a potential 
threat to a wider range of scavenging birds in South Asia. Mackenzie (2014) also 
recorded two dead Steppe eagles found with kidney failure, this incident indicating 
that if the Steppe eagle is vulnerable to diclofenac, then perhaps the other Aquila 
eagles may also be threatened (Mackenzie, 2014).
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 Poisoning from Polychlorinated Biphenyls (PCBs) 
and Perfluoroalkyl Substances (PFASs)

Polychlorinated biphenyls (PCBs, molecular formula C12H5Cl5) are also important 
environmental pollutants, which may seriously impact on animal health. The 
National Center for Biotechnology Information (2022b) describes polychlorinated 
biphenyls as comprised of mixtures of up to 209 individual chlorinated compounds 
(known as congeners), with no known natural sources. PCBs are used as coolants 
and lubricants in transformers, capacitors, and some other types of electrical equip-
ment, as they do not burn easily and are good insulators. PCB manufacture was 
stopped in the U. S. in 1977 with evidence they build up in the environment and can 
cause harmful health effects on people and animals (National Center for 
Biotechnology Information, 2022b).

Perfluoroalkyl substances, usually termed “perfluoroalkyl and polyfluoroalkyl 
substances” (PFASs), are also important environmental impactors (Campbell, 
2022). Christensen et al. (2019: 147) define perfluoroalkyl substances as a type of 
contaminant used in industrial applications and consumer products, of which some 
are regulated or sometimes voluntarily limited because of concerns with environ-
mental persistence and problematic health impacts. These compounds were 
described by the Environmental Protection Agency, 2022 as frequently utilized, 
environmentally persistent chemicals, which have been used especially since 1950, 
as PFASs and surfactants and polymers made with the aid of PFASs, in many indus-
trial and commercial applications. It is further argued that “polymer applications 
include textile stain and soil repellents and grease-proof, food-contact paper,” “as a 
consequence of the widespread use of PFASs and their resulting emissions, a broad 
range of these substances have been detected in the environment, wildlife, and 
humans” (Environmental Protection Agency (2022). A study by Giesy and Kannan 
(2001) first created awareness of “the global extent of such contamination was first 
demonstrated for perfluorooctane sulfonic acid, C8F17SO3H (PFOS) in wildlife.”

For birds, PCBs have emerged as an important threat (Campbell, 2022). For 
example, an old study by Prestt et al. (1970) found that ingestion levels for PCBs by 
bird-feeding raptors in the liver were 70 ppm, similar to that of DDE. For fresh- 
water fish-feeding waterbirds in the same region, the figure was 900 ppm. The 
authors argued that “most of the 559 specimens came from predatory birds obtained 
between April 1966 and August 1968.” PCBs were recorded in terrestrial species 
from many regions of Britain, in all the individual and bulked samples of seabird 
eggs examined from one west coast location and two east coast colonies and in the 
majority of the freshwater species recorded in the midlands, east and south of 
England. These were like the levels of DDE; hence, possibly both chemical com-
pounds had similar occurrences in ecosystems in the 1960s–1970s period. Testing 
used gas-liquid chromatography on livers and kidneys (Prestt et al., 1970). Another 
study by Parslow et al. (1973) concluded PCBs occurred at higher levels in gannets 
and other British seabirds than DDE, and gannets had higher mean liver levels (e.g., 
200 ppm) than other seabirds (e.g., murres or guillemots Uria aalge, Pontoppidan, 
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1763, 116 ppm). In some dead gannets, PCB (also DDE) concentrations in the brain 
were a fraction of those in the liver. Residues of PCB and DDE also had a significant 
impact on eggshell thickness (Parslow et al., 1973).

As waterbirds species are frequently taken by White-tailed eagles after the 
eagles’ reintroduction to Britain, there is a real threat to eagles as well, on both sides 
of the Atlantic (Love, 1983). In North America, high PCB levels have been reported 
Bald eagles (Campbell, 2022). Revkin (1997) reported that a young, dead Bald 
eagle was located on the upper Hudson River with high concentrations of PCB's, 
and this “finding, although limited to one eagle, is significant, the scientists said, 
because similar levels of PCB's in eagles or eagle eggs from polluted areas of the 
Great Lakes have been linked to reproductive problems and deformities in the 
birds.” Revkin reported that the eagle’s body contained 71 parts per million of 
PCB's, which was higher than the average recorded in three deformed fledgling 
eagles recorded from the Great Lakes area.” It is argued that PCB concentrations 
accumulate mostly in the bird’s brain and fat and originate in fish and aquatic insects 
and move up the food chain to the Bald eagles. As the recorded Bald eagle was 
young, the incident indicated a high accumulation PCBs have mostly been banned 
for their biological effects, but “the Hudson River is one of the worst PCB pollution 
sites in the world, with more than a million pounds of the chemicals released from 
two General Electric factories during a 30-year period ended in 1977” (Revkin, 1997).

In study in south China, Zhang et al. (2011: 556) examined the impacts of poly-
chlorinated biphenyls and organochlorinated pesticides on mostly waterbird species 
(Rallidae, Ardeidae) and doves (Columbidae). This approach examined birds as 
indicators of the levels of organic pollutants, arguing that “there is exceedingly little 
data on organochlorinated pesticide (OCPs) and polychlorinated biphenyls (PCBs) 
residues in birds inhabiting in China.” The findings described concentrations of 
PCBs, dichlorodiphenyltrichloroethane (DDTs), and hexachlorocyclohexanes 
(HCHs) in the muscle tissues, liver, and kidney of birds recorded near an e-waste 
recycling site. The findings indicated PCBs had higher concentrations than other 
compounds, with possible negative impacts on the target birds. Livers and kidneys 
had higher concentrations than muscle, and contaminant levels varied according to 
bird dietary composition and habitat, and PCB and DDT levels increased up the 
trophic levels. HCHs (hexachlorocyclohexane, formally benzene hexachloride, 
BHC) were mostly level at the interspecies level (Zhang et al., 2011: 556).

For PFASs, one study by Barghi et al. (2018: 220) contributed to the perceived 
gap in knowledge “on the accumulation and potential risks of persistent chlorinated 
and fluorinated contaminants in birds.” Perfluoroalkyl substances (PFASs), organo-
halogen contaminants (OHCs), including PCBs, and organochlorine pesticides 
(OCPs), were measured, using the liver tissues of 69 specimens of 10 species of 
Korean birds. Jayaraj et al. (2016: 90) defined organochlorine (OCPs) pesticides as 
“synthetic pesticides” belonging “to the group of chlorinated hydrocarbon deriva-
tives, which have vast application in the chemical industry and in agriculture…known 
for their high toxicity, slow degradation and bioaccumulation.” The findings were 
that PFASs had the highest concentrations (Barghi et al., 2018). The concentrations 
of OHCs were higher in predatory than nonpredatory birds; hence, diet (on smaller, 
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infected animals) and trophic position (the top of the food chain, allowing accumu-
lation) were important issues. Further findings indicated concentrations of PCBs 
and DDTs were below toxic threshold levels, “PFOS concentrations in most of the 
predatory birds exceeded threshold values for adverse health effects…, implying 
potential health risks to Korean birds” (Barghi et al., 2018: 220). PFOs (perfluo-
rooctane sulfonate) are a form of PFAS (National Institute of Environmental Health 
Sciences, 2020).

Another study by Luzardo et al. (2014) examined pollutants and bird specimens 
to measure contaminant levels and evaluate the studied species as regional bioindi-
cators. These included 57 anthropogenic pollutants (23 organochlorine pesticides 
OCs), 18 polychlorinated biphenyls (PCBs), and 16 polycyclic aromatic hydrocar-
bons (PAHs)), using liver samples from 102 specimens of six raptor species from 
Wildlife Recovery Centers of the Canary Islands from 2009 and 2012. Polycyclic 
aromatic hydrocarbons (PAHs) are chemicals that occur naturally in coal, crude oil, 
and gasoline, also when these substances and others such as wood, tobacco, and 
garbage are burned, forming small air particles (Environmental Protection Agency, 
2013). Examples are petrogenic alkyl polycyclic aromatic hydrocarbons, which are 
those derived from petroleum and pyrogenic polycyclic aromatic hydrocarbons, 
which are derived from combustion and anthropogenic sources (Paruk et al., 2014). 
The findings of the study by study by Luzardo et  al. (2014) indicated that the 
Eurasian sparrowhawk (Accipiter nisus, Linnaeus, 1758), Barbary falcon (Falco 
peregrinus pelegrinoides, Temminck, 1829) and kestrel (Falco tinnunculus, 
Linnaeus, 1758) were more contaminated than the other species, mostly by high 
levels of DDT and dieldrin. Contamination by PCBs was comparatively low, per-
haps below threshold levels of toxicity, as was the presence of polycyclic aromatic 
hydrocarbons (PAHs). The authors argue that their study “represents the first report 
of contamination by PAHs in all these species and is also the first report of PCB 
levels in barbary falcons” (Luzardo et al., 2014: 146).

 Conclusions

This review of environmental toxicity in birds and mammal species illustrates the 
impacts and dangers of environmental chemistry and toxicology for animals, from 
the bottom to the top of food chains, the possibilities for human-deposited toxic 
chemical elements and compounds, and the migration of such chemicals up the food 
chain. This topic is very important for the biological end of biogeochemistry. Toxic 
elements and compounds have wide source networks, mostly enhanced by human 
action. Both birds and mammals are affected by such substances, but there are some 
interspecies variations in impacts. There must be more research on these topics, 
from a spatial, case study approach. Some consequences were severe enough to 
require the attempted restriction or abolition of chemical compounds, such as lead, 
diclofenac, and DDT/DDE. Other elements may require similar restrictions, but 
there may be variable likelihoods in the possible success of such restrictions, due to 
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the range, toxicity, and sources of such elements. Some elements, which are other-
wise useful at low concentrations, may be studied in more detail. The determination 
of toxic levels requires more research at inter- and intraspecies levels, acknowledg-
ing that sublethal and lethal definitions may vary by the organs in which they accu-
mulate, such as embryos, livers, kidney and the gastrointestinal tracts, the toxicity 
element or compound and the likelihood of migration up the food chain. The 
replacement of toxic elements and compounds with safer duplicates is already cur-
rent, especially for the most dangerous elements and compounds such as lead and 
diclofenac, the impacts of which border on disasters. Future scenarios may encour-
age the development of alternatives before serious consequences arise, based on 
more proactive models, and more sensitive environmental impact assessments of 
industrial and agricultural developments. This chapter used case studies of both 
birds and mammals for illustrative points. Future research may focus on a wider 
range of species including prey and parallel species and research tools.
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Chapter 7
Urban Biogeochemistry and Development: 
The Biogeochemical Impacts of Linear 
Infrastructure
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The original version of the chapter “Urban Biogeochemistry and Development: The Biogeochemical 
Impacts of Linear Infrastructure” has been revised. A correction to this chapter can be found at 
https://doi.org/10.1007/978-3-031-47017-2_9

A. Khan · I. Maharana (*)
Project Associates, Wildlife Institute of India, Dehradun, India

Abstract This chapter describes the role of urban biogeochemistry as a crucial devel-
opment within the larger science of biogeochemistry, with increasing relevance due to 
the increasingly important role of urban systems and their support within the global 
environment. It takes the novel perspective of examining the relations between urban 
biogeochemistry and the related biological, hydrological, chemical, and geological 
sciences, especially urban biogeography and urban geochemistry. With urban biogeo-
chemistry comprising a vital, developing subdiscipline of biogeochemistry, and 
human demographics, urbanization, and infrastructural developments increasingly 
dominating biological systems, chemical cycling, and reservoirs, new scientific devel-
opments are necessary. Linear infrastructure developments, including roads and rail-
ways, are cited as the main urban structures, as  these are fundamental to the 
development of residential cities and link such urbanized areas across less developed 
landscapes. Such developments are changing landscapes through compaction, cre-
ation of impermeable and nonporous surfaces, alteration of biogeographical patterns, 
and geochemical cycling, especially in fragile or intensively used landcover. Issues 
examined in this chapter  include landcover denudation, topographical change and 
soils and/or water flows, flooding, artificial creation of steeper slopes, pipeline, and 
other pollution, increased weathering and erosion, landslide denudation, and vulner-
ability, and the consequences for biogeochemistry, biogeography, and geochemistry, 
and some requirements from urban infrastructural planning. Key examples are the 
impacts of urban infrastructural development in fragile, mountain environments, such 
as that of Joshimath (Garhwal Himalayas), Uttarakhand, India, an area where urban 
biogeochemical impacts are pronounced, along with earthquakes, climate effects, and 
biogeographical changes. The findings of this chapter indicate that construction and 
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infrastructure planning must consider environmental issues, including biogeographi-
cal and geochemical impacts on the biogeochemical system, for sustainable ecologi-
cal outcomes. This contributes to the investigation of the biogeochemical bases of 
linear development projects and urban biogeochemistry in general.

 Introduction

Urban biogeochemistry, basically defined as the study of biogeochemistry and its 
processes applied to an urban environment, is an increasingly important part of 
biogeochemistry, as urban environments are greatly expanding in the lithosphere, 
replacing natural vegetated and even desert landscapes, and increasingly participat-
ing in the chemical cycling between the lithosphere and the hydrosphere, atmo-
sphere, biosphere and even the cryosphere (mainly through pollution, temperature 
change, physical-chemical waste, and biosphere extinctions) (Campbell, 2017; De 
Magalhães et al., 2017; Stewart & Kennedy, 2017; Chen et al., 2018a). Lin et al. 
(2014: 244) note that “urban ecosystems are unique in the sense that human activi-
ties are the major drivers of biogeochemical processes. Along with the demographic 
movement into cities, nutrients flow towards the urban zone (nutrient urbanization), 
causing the degradation of environmental quality and ecosystem health.” 
Highlighting the complexity of urban biogeochemical systems, Douglas and Philip 
(2014) hold that “detailed enquiries into both the flows and stocks of individual 
nutrients and the interactions between the addition or removal, or accumulation, of 
any particular nutrient and the mobility or release to the atmosphere of other nutri-
ents, are needed to establish the true nature of urban biogeochemistry.”

Urban biogeochemistry may involve all the biologically related, chemical cycling 
and processes that affect urban and proximate areas, and the impacts in the areas 
exploited for urban sustainability, and the dumping grounds for shedding industrial 
and socially derived resource waste (Decker et al., 2002; Gu et al., 2012; Zhi et al., 
2018). Considering the vast areas of the lithosphere (including the biosphere) and the 
hydrosphere and atmosphere that receive such waste, and the role of the biosphere as 
a carbon sink for mostly urban-derived carbon, the ambit of urban biogeochemistry 
is vast and is positioned in a central role in modern conservation science and man-
agement (Molina & Molina, 2004; Tarsitano, 2006; Kowarik, 2011; Manning, 2013; 
Kennedy et al., 2015). In terms of its geochemical background, urban biogeochemis-
try may be based on the main tenets of urban geochemistry, which is defined as “a 
unique discipline that is distinguished from general geochemistry by the complex 
infrastructure and intense human activities associated with concentrated population 
centers” and the aims of which have been defined as to “elucidate and quantify the 
sources, transport, transformations, and fate of chemicals in the urban environment, 
recognize the spatial and temporal (including legacies) variability in these processes, 
and integrate urban studies into global perspectives on climate change, biogeochemi-
cal cycles, and human and ecosystem health” (Chambers et al., 2016: 1).

Urban biogeochemistry has also been defined as related to urban ecology, and 
the study of the dynamics of urban contexts: “Urban ecology is an emerging 
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discipline that seeks to understand these interactions, and one of the grand chal-
lenges for urban ecologists is to develop models that encompass the myriad influ-
ences of people on biogeochemistry” (Kaye et al., 2006: 192). Kaye et al. (2006: 
192) add that urban biogeochemistry is a comparatively new discipline and is justi-
fied, because “existing models, developed primarily in unmanaged and agricultural 
ecosystems, work poorly in urban ecosystems because they do not include human 
biogeochemical controls such as impervious surface proliferation, engineered aque-
ous flow paths, landscaping choices, and human demographic trends.” Additionally, 
although most people in many countries live in urban contexts, the urban landscapes 
“are a frontier for ecology, and there is little previous research available to guide 
urban ecologists. With little data or theory of its own, it is tempting for researchers 
of this young discipline to borrow models designed for agricultural or unmanaged 
ecosystems and to apply them to the urban setting” (Kaye et al., 2006: 192).

Urban areas are increasingly important, not only because of their expanding extent 
but also because of their impact on global ecosystems. Kaushal et al. (2014:1) argue 
that “urban biogeochemical cycles have exerted a major influence on the elemental 
composition of the Earth’s surface from local to global scales.” Grimm et al. (2008: 
756) point out that urban ecology integrates the natural and social sciences to study 
urban areas, which are “radically altered local environments and their regional and 
global effects” and that urban areas are “hot spots that drive environmental change at 
multiple scales. Material demands for production and human consumption alter land 
use and cover, biodiversity, and hydro systems locally to regionally, and urban waste 
discharge affects local to global biogeochemical cycles and climate” (Grimm et al., 
2008: 756). Molina and Molina (2004) point out that megacities (defined as cities with 
a human population over ten million) contribute significantly to atmospheric pollu-
tion. Although historically the main air pollutants were sulfur compounds, generated 
by burning coal, current evidence is that “photochemical smog – induced primarily 
from traffic, but also from industrial activities, power generation, and solvents – has 
become the main source of concern for air quality, while sulfur is still a major problem 
in many cities of the developing world” (Molina & Molina, 2004).

A major concern of urban biogeochemistry is the comparatively rapid changes 
that underpin urban systems, which may develop much faster than natural systems 
(Campbell, 2017). For example, Kaushal et  al. (2014:1) propose the concept of 
“urban evolution” to represent such changes and argue that “the built environment 
often changes quickly in response to human activities, thus contributing to an urban 
evolution that affects structure, function, and ecosystem services of human settle-
ments over time. Depending upon management, these changes can result in rapid 
losses of ecosystem functions/services or progress towards restoration.” Changes and 
ongoing dynamics include over the long term, urban land development and nitrogen 
inputs, stormwater management and watershed drainage, human- accelerated weath-
ering in urbanized watersheds, and salinization of freshwater in urbanizing areas. 
Related knowledge developments for urban infrastructural and ecological change 
include awareness of the issues of urban watersheds, the changes in urban hydrologic 
cycles based on infrastructure and human water consumption, the utility of a spa-
tially and temporarily broader urban watershed study approach, salinization in rela-
tion to long-term watershed urbanization, human-accelerated weathering of 
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construction materials that may create “urban karst,” changes in the urban watershed 
carbon cycles, and long-term, distinct urban biogeochemical signatures of cities.

Urban biogeochemistry and related ecology are also concerned with energy and 
material flows through the cities and between the cities and their environments. 
Decker et al. (2002: 374) note that currently, the world’s 25 largest cities include 4% 
of the global human population but have intensive impacts at multiple scales. The 
knowledge of the biogeochemistry of megacities includes climatic, demographic, 
and economic data, including food, water flows, fuels, and construction materials. 
The authors hold that water dwarfs the other inputs but is not retained in the urban 
system. Construction materials and food are dominant materials in the urban infra-
structure and the waste stream. The fuels, which change into chemical wastes, have 
the most significant global impacts. Additionally, the urban area consumes from the 
geologic, hydrologic, atmospheric, and ecological systems, through processes at 
local, regional, and global levels. The authors discuss the concepts of urban metabo-
lism and urban succession, which are “organizing concepts for data collection, 
analysis, and synthesis on urban systems” and conclude “that megacities are not the 
final stage of urban evolution; rather, the climax of urban development will occur at 
a global scale when human society is at steady state with resource supply rates” 
(Decker et al., 2002: 374).

In another example, based on energy and material flows through and between 
cities and their environments, Kennedy et al. (2015: 5985) point out that the man-
agement of global environment problems requires a deeper understanding of such 
flows in the context of urban areas. It is argued that “accessing, sharing, and manag-
ing energy and material resources is particularly critical for megacities, which face 
enormous social stresses because of their sheer size and complexity” (Kennedy 
et al., 2015: 5985). Their study examined the energy and material flows through the 
27 so-called megacities in the world with 2010 populations above ten million peo-
ple, and their findings were based on the urban resource flows, including electricity, 
heating and industrial fuel use, transportation energy use, water consumption, waste 
generation, and steel production in relation to heating, urban design, and economics 
and demographics. These findings identified the more resource-efficient cities, and 
the relationship between per capita energy use, urbanized extent per capita, and 
building floor area per capita was found to be correlated. Energy use (electricity and 
transportation) also increased with population, gross domestic product (GDP) and 
ground transportation fuel use in megacities grew at approximately half the rate of 
GDP growth (Kennedy et al., 2015: 5985).

Another study by Stewart and Kennedy (2017: 1159) examines urban “anthropo-
genic heating from building energy use, vehicle fuel consumption, and human 
metabolism” as an important term in the urban energy budget equation. The study 
argues that heating from human and domestic animal metabolism is frequently 
excluded from urban energy budgets as relatively unimportant, and the study “quan-
tified all terms of the anthropogenic heat budget at metropolitan scale for the world’s 
26 largest cities, using a top-down statistical approach” (Stewart & Kennedy, 2017: 
1159). The findings of the study, interestingly, indicated that the human metabolic 
heat releases in mid-latitude temperate cities accounted for less (4–8%) of annual 
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anthropogenic heating than that of high-density tropical cities (10–45%). The ani-
mal heat release was less than 1% of the anthropogenic heating in all studied cities. 
The findings indicated that “heat flux density from human and animal metabolism 
combined is highest in Mumbai-the world’s most densely populated megacity-at 
6.5 W m-2, surpassing heat production by electricity use in buildings (5.8 W m-2) 
and fuel combustion in vehicles (3.9 W m-2)” (Stewart & Kennedy, 2017: 1159). 
The authors concluded that their findings, and those of related global climate mod-
els, “suggest that in the world’s largest and most crowded cities, heat emissions 
from human metabolism alone can force measurable change in mean annual tem-
perature at regional scale” (Stewart & Kennedy, 2017: 1159).

There are also issues linked to the construction industry, which is an important 
factor for urban biogeochemical processes and developments, mostly through waste 
production and management, and its links with the wider waste production system 
(Grimm et al., 2008). For example, De Magalhães et al. (2017: 265) argue that con-
struction is a major waste producer, which increases with further urban develop-
ment. There is insufficient knowledge of the methods for reducing urban waste and 
construction waste generation in urban infrastructure projects. The authors point out 
that effective management for the reduction of urban waste production must include 
the identification of building methods and the nature of building materials, the iden-
tification of cause-effect relationships between the designs and the generation of 
construction waste, and a structured checklist for control and evaluation for urban 
infrastructure designs, aiming at the reduction of urban waste. Douglas and Philip 
(2014) also look at wider anthropogenically generated compounds, on the premise 
that “the better urban biogeochemistry is understood, the more people, household-
ers, communities, businesses, and local and national governments can do to improve 
the quality of urban life, avoid disease, and enhance urban ecosystem services and 
sustainability.” Compounds include factory and vehicle emissions, waste collection 
and disposal, green space irrigation, sewage disposal, and drainage (Douglas & 
Philip, 2014).

The urban biological environment is another important part of the urban biogeo-
chemical system, which puts the “bio” into urban biogeochemistry. The main topics 
concern the biological systems (urban green spaces such as gardens, treed avenues 
and parks, and any associated urban wildlife) that developed in urban areas, and 
their role in photosynthesis, oxygen production and temperature cooling, and the 
circulation of chemicals and wildlife conservation (Campbell, 2017). Kowarik 
(2011: 1974) argues that “with increasing urbanization, the importance of cities for 
biodiversity conservation grows… Cities can be richer in plant species, including in 
native species, than rural areas.” The possibilities for urban ecosystems include the 
existence of various species of plants and animals, including “alien species can lead 
to both homogenization and differentiation among urban regions” and “self- 
sustaining populations of rare and endangered native species” the latter being unable 
to “replace the complete functionality of (semi-)natural remnants” (Kowarik, 2011: 
1974). The author concludes that although conservation studies may focus on these 
relict habitats and native species in urban areas, there is a possibility for a “para-
digm shift towards considering the whole range of urban ecosystems” and the 
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consideration of “associated ecosystem services, social benefits, and possible con-
tribution to biodiversity conservation” (Kowarik, 2011: 1974).

Tarsitano (2006: 799) describes the problems for biological systems in an urban 
setting, including air, ground, and water pollution, which create imbalances and the 
spread of harmful pathogens, which may affect not only people but also wild and 
domestic animals. The author argues that urban sustainability indicators tend to 
overemphasize the issues concerning the human population, to the neglect of the 
animal population. It is argued that although “cities need good waste, water, and air 
management, effective traffic planning, and good zoning of businesses, crafts, and 
services” it must be emphasized that “over and above these activities, cities also 
need for planning to take into account the existence of pets (dogs, cats, etc.) and 
non-pet animals (insects, birds, mice, etc.)” (Tarsitano, 2006: 799). The argument is 
for integrated-participatory control settings for urban animals, the development of 
integrated management for urban animal ecology, to better assess urban biodiversity 
and ecosystem functioning, and the negative impacts of human activities on urban 
biodiversity. The focus should be on “assessing and forecasting changes in urban 
biodiversity, structure, function, and dynamics of urban ecosystems, with relation-
ships among society, economy, biodiversity and habitats” (Tarsitano, 2006: 799).

Urban and proximate soils are also important in the field of urban biogeochem-
istry, sometimes at the interface of biological, construction, and pollution systems 
(Campbell, 2017). For example, Lorenz and Lal (2009) argue that with the strong 
increase in human populations, there may be currently little-known impacts on bio-
geochemical carbon and nitrogen cycles. The biogeochemical cycles in urban eco-
systems may be changed directly, including alteration of the biological, chemical, 
and physical soil properties and processes, or indirectly, through for example, the 
introduction of exotic plant and animal species and atmospheric pollutant deposi-
tion, or may be affected by the urban heat island and pollution island effects. Urban 
soils are potential reservoirs of soil organic carbon and impact atmospheric CO(2) 
concentrations, but the quantity of soil organic carbon is affected by urban landuse 
and soil parent material. The authors argue that “depending on the soil replaced or 
disturbed, urban soils may have higher or lower SOC pools, but very little is known”; 
and “in view of the increase in atmospheric CO(2) and reactive N concentrations as 
a result of urbanization, urban landuse planning must also include strategies to 
sequester C in soil, and also enhance the N sink in urban soils and vegetation” 
(Lorenz & Lal, 2009). It is concluded that enhanced knowledge on this topic “will 
strengthen soil ecological functions such as retention of nutrients, hazardous com-
pounds and water, and also improve urban ecosystem services by promoting soil 
fertility” (Lorenz & Lal, 2009).

Pouyat et  al. (2002: S107) provide a supporting study, which writes that “the 
transformation of landscapes from non-urban to urban landuse has the potential to 
greatly modify soil carbon (C) pools and fluxes” but for urban ecosystems, “very 
little data exists to assess whether urbanization leads to an increase or decrease in 
soil C pools.” The findings of this study of urban soils and soils from an urban–rural 
gradient indicated that along the urban–rural landuse gradient, soil surface organic 
matter varied significantly, soils from urban forest stands had significantly higher 
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organic C densities than those from suburban and rural areas, and in a multicity 
sample set, urban soils, loamy fill had the highest soil organic carbon, with the low-
est in clean fill and old dredge materials, and soil organic C in residential areas was 
consistent for the studied cities. Additionally, low-density residential and institu-
tional land uses had higher organic C densities than commercial landuse areas. The 
authors argue that these findings indicate “as adjacent land-use becomes more 
urbanized, forest soil C pools can be affected even in stands not directly disturbed 
by urban land development” and “that physical disturbances and inputs of various 
materials by humans can greatly alter the amount of C stored in these soils” (Pouyat 
et al., 2002: S107). The variations in soil carbon in terms of urban landuse variation 
may, however, vary regionally, as evidenced in another multicity study (Pouyat 
et al., 2006: 1566), where the authors concluded that the findings suggested that 
“urban soils have the potential to sequester large amounts of SOC, especially in 
residential areas where management inputs and the lack of annual soil disturbances 
create conditions for net increases in SOC” and “suggests the importance of regional 
variations of land-use and land-cover distributions, especially wetlands, in estimat-
ing urban SOC pools.”

 Urban Biogeochemistry and Other Sciences

Urban biogeochemistry, like its parent discipline biogeochemistry, is linked to sev-
eral related disciplines, which provide supports that may enhance knowledge of the 
urban areas under study. From biological, chemical, and geological perspectives, 
the most important disciplines are geochemistry and biogeography. Geomatics may 
emerge as an important research tool for landscape evaluation and civil engineering, 
and for coastal or riverine cities, there may be links to hydrology, including limnol-
ogy and oceanography where urban pollution and urban-derived chemical cycling 
intrude into coastal and marine environments. From the social science perspective, 
there may be links with urban and industrial geography. The importance of these 
disciplines may vary according to the local environment and the human activities in 
the area, as well as the ameliorative actions taken to repair or avoid the negative 
impacts on the ecological setting. Urban biogeography and urban geochemistry are 
examined below as the most important sciences required for the assessment of urban 
biogeochemistry dynamics and impacts.

 Urban Biogeography

Urban biogeography refers to the science of biogeography applied to the urban con-
text, including those ecosystems that play a part in urban biogeochemistry 
(Campbell, 2020). Biogeography may be defined as the study of “all aspects of the 
adaptations of an organism to its environment, considering systematically the 
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origins, migrations, and associations of living things. Hence, it aims for a synthesis 
of data from non-biological and biological disciplines: geology, physical geogra-
phy, geomorphology, climatology, and meteorology, on the one hand; biology, tax-
onomy, genetics, and physiology on the other” (Dansereau, 2015). Weeks (2010: 
34) defines an urban area as “a place-based characteristic that incorporates elements 
of population density, social and economic organization, and the transformation of 
the natural environment into a built environment.” The subdiscipline of urban bio-
geography therefore applies the definition of biogeography into that of urban areas, 
which is vital for the understanding of urban biogeochemistry because such biologi-
cal systems are important agents for chemical cycling, such as carbon and nitrogen 
in urban contexts (Schwab, 2009; Churkina, 2012; Gong et al., 2023; Leng et al., 
2023). Urban biological systems, commonly called green spaces, have become 
important urban landscape features, variants including large greenbelts and green-
hearts, and smaller treed avenues, parks, and gardens, especially with pronounced 
urban expansion and recreation and conservation needs from stakeholders (Park & 
Lee, 2000; Kuhn, 2003; Morancho, 2003; Savard et al., 2000; Chiari & Seeland, 
2004; White et al., 2005; Konijnendijk, 2017).

Pataki et al. (2011: 27) give the example of the role of urban green spaces in 
offsetting greenhouse gas (GHG) emissions, removing air and water pollutants, 
cooling local climates, and improving public health. The role of such green spaces 
in biogeochemical dynamics is however debatable, as “in some cases the environ-
mental benefits of this infrastructure have been well documented, but they are often 
unclear, unquantified, and/or outweighed by potential costs” (Pataki et al., 2011: 
27). The authors note that “quantifying biogeochemical processes in urban green 
infrastructure can improve our understanding of urban ecosystem services and dis-
services (negative or unintended consequences) resulting from designed urban 
green spaces” and suggest a framework that integrates the knowledge of the biogeo-
chemical processes into the design and development of infrastructure, and give 
examples for greenhouse gas emission, reduction of stormwater runoff and improve 
air quality (Pataki et al., 2011: 27).

Reisinger et al. (2016) cite the example of nitrogen cycling in urban contexts, 
arguing that “nitrogen (N) pollution of freshwater, estuarine, and marine ecosys-
tems is widespread and has numerous environmental and economic impacts” and 
that some of this nitrogen originates from natural and engineered ecosystems in 
urban watersheds which can change the downstream export of nitrogen compounds. 
The study argued that current research on urban nitrogen cycling frequently focuses 
on “specific ecosystems or on watershed-scale mass balances” but that “compari-
sons of specific N transformations across ecosystems are required to contextualize 
rates from individual studies” (Reisinger et al., 2016). Therefore, their study exam-
ined urban nitrogen cycling in terrestrial, aquatic, and engineered ecosystems, 
which were then compared with native reference ecosystems. The findings indi-
cated that the net nitrogen mineralization and nitrification rates were more enhanced 
in the urban forest and riparian zones compared to the reference ecosystems. The 
findings also indicated that denitrification rates varied in the urban ecosystems, but 
there were no significant differences between the urban and reference rates. For 
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urban streams, it was found that ammonium uptake was faster than nitrate uptake, 
and reduced stormwater runoff with potentially lowered nitrogen concentration 
“suggests that green infrastructure may reduce downstream N export” (Reisinger 
et al., 2016). The authors concluded that “despite multiple environmental stressors 
in urban environments, ecosystems within urban watersheds can process and trans-
form N at rates similar to or higher than reference ecosystems” (Reisinger 
et al., 2016).

Another study examined carbon and nitrogen controls along riparian zones on an 
urban-to-rural gradient (Waters et  al., 2014: 955), noting that this is important, 
because “denitrification is an anaerobic microbial process that transforms nitrate 
(NO) to nitrogen (N) gas, preventing the movement of NO into coastal waters where 
it can lead to eutrophication”. Additionally, “urbanization can reduce the potential 
for denitrification in riparian zones and streams by altering the environmental con-
ditions that foster denitrification” which include low oxygen and available carbon. 
The case study was of factors limiting denitrification potentials in forest and herba-
ceous vegetation along riparian and stream pool debris landcover, along urban to 
rural watersheds in a temperate ecosystem (Baltimore, Maryland). In June and 
November, the parameters measured were denitrification with carbon and nitric 
oxide additions, denitrification without such additions, the microbial biomass car-
bon and nitrogen content, the potential net mineralization and nitrification, the 
microbial respiration, and inorganic pools. The main findings were that denitrifica-
tion potentials were highest in the herbaceous riparian soils and lowest in pool sedi-
ments, and the highest forested riparian soil denitrification potential was in the 
exurban watershed, in there was such in other by watershed type. Generally, most 
variables were higher in the June sample than in November. Carbon was also found 
to be stronger than nitrogen as a driver of denitrification potential. For the carbon 
and nitric oxide additions, the denitrifications were similar in the unamended and 
nitrogen treatments but were lower in the carbon amended and carbon plus nitrogen 
amended treatments. The authors concluded that “efforts to enhance denitrification 
in urban watersheds need to focus on the differential controls of denitrification 
across habitats, urban land use types, and seasons” (Waters et al., 2014: 955).

In a study on carbon, (Zhang et al., 2022) postulated that human activities can 
reduce or improve the storage of soil organic carbon, arguing that “urban expansion 
results in an initial loss of soil carbon, but long-term SOC changes during urban 
development are poorly understood.” Their study was based on soil organic carbon 
variations in urban and suburban areas in several cities in China. The findings indi-
cated soil organic carbon increased in highly urbanized areas and decreased in sub-
urban areas, with the carbon changes being positively correlated with vegetation 
coverage and productive change, and these vegetation changes resulted from human 
activity changes and climate variation. The urban topsoils with increased vegetation 
were found to act as carbon sinks. The authors concluded that this knowledge would 
assist in the understanding of the role of the soil organic carbon content in cities, 
within the global carbon cycle.

Urban vegetation also protects the soil from erosion and therefore preserves the 
soils which are major pools of chemical elements and compounds (Morrow et al., 
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2017). Ferreira et al. (2021: 481) cite the vulnerability of urban soils, which is acute 
because “urban areas comprise a variety of impervious and pervious surfaces lead-
ing to complex spatiotemporal rainfall-runoff processes.” Such paved surfaces 
reduce water infiltration and increase rainfall-runoff, increasing flood risk, depen-
dent on other factors such as “soil properties, landscape structure, and urban pat-
terns” (Ferreira et al., 2021: 481). Long-term runoff impacts include soil erosion 
and degradation, movement of pollutants into water bodies that affect water quality, 
and in some cases strains on artificial drainage systems. The authors concluded that 
“with increasing urbanization and negative impacts of climate change, the status of 
aquatic ecosystems is expected to deteriorate, and thus, a paradigm shift on water 
management, focusing on nature-based solutions, is receiving increasing interest to 
achieve more sustainable development” (Ferreira et al., 2021: 481).

 Urban Geochemistry

Urban geochemistry or urban environmental geochemistry, as the basis of urban 
biogeochemistry, is a subject termed by Thornton (1991) to describe the subject 
matter between geochemistry and urban pollution (Thornton, 2012; Chambers 
et  al., 2016). Wong et  al. (2006) define urban environmental geochemistry as “a 
field of scientific study that uses the chemistry of the solid earth, its aqueous and 
gaseous components, and life forms to examine the physical, chemical, and biologi-
cal conditions of an urbanized environment” (see also Siegel, 2002). Thornton 
(1991) wrote that urban geochemistry “is concerned with the complex interactions 
and relationships between chemical elements and their compounds in the urban 
environment, the influence of past and present human and industrial activities on 
these, and the impacts or effects of geochemical parameters in urban areas on plant, 
animal and human health.”

Urban geochemistry or urban environmental geochemistry provides the geologi-
cal and chemical background of biogeochemical cycling in urban areas, the latter 
emerging when biological organisms interact with geochemical cycling (Wong 
et al., 2006; Campbell, 2020). Wong et al. (2006: 1) argue for the importance of 
urban geochemistry, pointing out that “the development of urban environmental 
geochemistry has yielded a significant volume of scientific information about geo-
chemical phenomena found uniquely in the urban environment, such as the distribu-
tion, dispersion, and geochemical characteristics of some toxic and potentially toxic 
trace metals.” Urban geochemistry may also be relevant to limnology and oceanog-
raphy, the disciplines studying inland water and oceans, respectively, if urban- 
originated chemicals flow into waterbodies or enter the atmosphere and fall into 
water bodies, as an aspect of global geochemical cycling (Holland & Turiekian, 2014).

Long and Berry Lyons (2021: 235) discuss how urban geochemistry is at the 
“interface of environmental science and low-temperature geochemistry” and focuses 
on the “influence of urbanization on Earth’s systems and subsequent impact on 
human and ecosystem health and the sources, transport, transformations, and fate of 
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chemical constituents in urban environments.” The authors explain that the urban 
geochemical environment can be more difficult than nonurban environments to 
study, “because of the complicated interactions of the various types of media, 
sources, transport, pathways, and inorganic and organic chemicals” (Long & Berry 
Lyons, 2021: 235). Four examples of current urban geochemical research are cited: 
(1) lead in the environment from smelters, leaded gasoline, and other sources; (2) 
vehicular pollutants in runoff, including petroleum and combustion products, and 
metals from vehicular parts; (3) salts, including from halite (NaCl) from road de- 
icer; and (4) new pollutants such as nanoplastics, pesticides, and pharmaceuticals. 
The combination of these geochemical developments and increased human urban 
population creates problems, the solution of which may require an interdisciplinary 
effort with collaboration between “environmental geochemists, ecologists, medical/
public health professionals, engineers, politicians, and city planners” (Long & 
Berry Lyons, 2021: 235).

Gao et al. (2021) give a study of the types of trace metals that occur in urban 
areas, noting that “due to the rapid urbanization process, the consumption of trace 
and rare earth elements has dramatically increased” and examined the “urban geo-
chemistry, source, and anthropogenic responding factor for 15 trace elements (Cd, 
Pb, Co, Sn, Cu, Ni, V, As, Mo, Sb, Al, Li, Fe, Zn, and Sr) and rare earth elements in 
surface water in a case study of Suzhou city.” The findings indicated human action 
influences Cd, Co, Sn, Ni, As, Li, Fe, and Sr presence, and Pb, Cd, Gd, Li, Sr, Co, 
Fe, Ni, and Sn are influenced by urban sewage and industrial processes, while Zn, 
Cu, and Al are influenced by geologic sources, and V, Mo, As, and Sb) are influ-
enced by agricultural and urban activities. The authors concluded that human activi-
ties are major determinants of the presence of trace elements (Gao et al., 2021).

Lead is a common element in urban geochemical systems, which is important 
due to the risk to biological systems (Campbell, 2017). For example, Wade (2021: 
7981) examined the effect of urban soil pedogenesis on soil lead contamination 
from paint and gasoline in Durham, North Carolina. Soil samples were taken from 
“street sides, residential properties, and residual upland and floodplains” with strong 
variations in lead levels (from 6 to 8825 mg/kg, half between 50 and 200 mg/kg) 
(Wade, 2021: 7981). The findings indicated the highest lead concentrations were 
within one meter of residential foundations built before 1978, and the lead concen-
trations were negatively correlated with house age. The street side lead concentra-
tions were higher than the lead in natural geology (which was <30 mg/kg), were 
correlated with the traffic flow, and were also lower than the Durham streetside soil 
samples from the 1970s. The latter result was attributed to urban pedogenesis, 
defined as the combination of natural and human processes that contribute to tem-
poral change in soil constituents. The findings also indicated increased soil erosion 
redistributed old lead-containing sediments, with evidence of sedimentation rates 
under 4 mm annually. These redistribution processes on soils with high lead levels 
reduced the soil lead levels and were possibly more significant on street sides than 
soils near foundations. The authors conclude that “the development of an urban- 
pedogenesis framework can help guide public health approaches to Pb exposure by 
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incorporating pedogenic processes that reduce and dissipate soil Pb contamination” 
(Wade, 2021: 7981).

These urban environmental changes are crucial for the changing urban biogeo-
chemistry and management of many contexts, as biogeography and geochemistry 
form the backbone of urban biogeochemistry, and such changes are usually the 
result of urban infrastructural development. The rest of this chapter will examine the 
case study or urban linear infrastructural development from a biogeochemical per-
spective, supported by relevant literature a case study. The justification for the selec-
tion of a case study of linear infrastructure development lies in the major impact 
these developments have on the environment. For example, Wu and Li (2022) com-
ment that “there is mounting evidence showing that linear infrastructures can 
increase habitat loss and fragmentation, landslide susceptibility, wildlife-vehicle 
and train collision, poaching, and illegible harvesting” and that “and intensity of the 
negative impacts of linear infrastructures are determined by various characteristics 
such as adjacent landscape, topography, hydrography, vegetation type, habitat qual-
ity” (see also Van der Ree et al., 2015; Kirschbaum & Stanley, 2018; Claireau et al., 
2019). These issues cover the points raised above, concerning urban biogeography, 
urban geochemistry, and biogeochemical cycling.

 Urban Biogeochemistry and Linear 
Infrastructure Development

Urban linear infrastructure development is among the most important issues to be 
studied in urban biogeochemistry, as transport and related networks strongly affect 
urbanized and nearby landcover, including fragile, rural contexts such as mountain-
ous areas (Kaye et al., 2006; Raiter et al., 2018). Urban linear infrastructure devel-
opment refers to the building, maintenance and landscaping of roads, railway tracks, 
pipelines, transmission lines, water canals, bridges, underground tunnels, communi-
cation lines, ropeways, etc., which may all be classified as linear infrastructure, and 
all of which may modify landcover to the extent of biogeochemical, biogeographi-
cal, ecological, and hydrological impacts (Raiter et al., 2018; CMS, 2020). As “bio- 
geo- chemistry” is the study of the interaction of biological, geological, chemical, 
and physical processes that shape natural environments over time and space 
(BIOGRIP, 2019), the main issue concerns how these developments may affect the 
vegetation and other biogeography, and the geochemical structures, namely the 
water flow possibilities, and soils that influence the biogeochemical cycling. Linear 
infrastructure development occurs through the expansion of urban and suburban 
areas, resulting in the increased size of the transportation network, and expanded 
energy distribution, mining, and logging activities, etc., to meet the needs of the 
growing human population (Laurence et  al., 2009; Duniway & Herrick, 2011). 
Currently, few studies exist on the effects of linear infrastructure on the environ-
ment. Raiter et al. (2018: 446) note that “the extent of roads and other forms of 
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linear infrastructure is burgeoning worldwide, but their impacts are inadequately 
understood and thus poorly mitigated,” even though there are “many potential 
impacts, including alterations to the hydrological functions and soil processes upon 
which ecosystems depend.” Studied topics include the effects of roads and railway 
lines on local ecosystems, including wildlife habitat fragmentation, direct wildlife 
mortality, noise pollution, and disruption of natural soil and vegetation systems, and 
on soil hydrology (Duniway & Herrick, 2011; Raiter et al., 2018).

Though the effects may not seem as obvious, studies have shown that even rail-
ways, which are thought to be a comparatively cleaner transportation option than 
roads, contribute a significant amount of polycyclic aromatic hydrocarbons (PAHs) 
and heavy metals into the environment (Wiłkomirski et  al., 2011; Mętrak et  al., 
2015). Few studies have assessed the impacts of pipelines and even fewer on trans-
mission lines. Linear infrastructure alters landscape ecological settings, including 
natural soil patterns and hydrology (Duniway & Herrick, 2011). In addition to the 
direct impacts, there are many indirect effects that may lead to cascade effects, fur-
ther exacerbating the prevalent conditions of a given region (Duniway & Herrick, 
2011; Raiter et al., 2018). Exotic species invasions are common in disturbed envi-
ronments, contributing to changed ecological dynamics and processes for a given 
region (Laurence et al., 2009; Lorenz & Lal, 2009). Figures 7.1, 7.2, 7.3, 7.4, 7.5, 
7.6, 7.7, 7.8, 7.9, 7.10, and 7.11 show urban developments.

The negative effects of linear infrastructure development may be categorized as 
follows:

• Direct effects, which are visible in the immediate vicinity of the structure, that is, 
physical area of disturbance. These effects have been studied in detail in previous 
reviews (Duniway & Herrick, 2011). The soil surface is scraped and soil hori-
zons are disturbed, the topography is altered, and there are changes in hydrology, 
which affect the soil chemistry cycling, and biological systems (Laurence et al., 
2009; Duniway & Herrick, 2011) and soil ecosystems (Lorenz & Lal, 2009; 
Raiter et al., 2018). Other impacts are physical barriers to wildlife movement, 
noise pollution and visual disturbances on animals, and habitat fragmentation by 

Fig. 7.1 The cycle of 
linear infrastructure 
expansion and its effects 
(Laurence et al., 2009)
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Fig. 7.2 An example of indirect effects of linear infrastructure (Duniway & Herrick, 2011)

Fig. 7.3 Factors determining the type and degree of impacts of linear infrastructure (Raiter 
et al., 2018)
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Fig. 7.4 Source and effects of PAHs (Abdel-Shafy & Mansour, 2016)

Fig. 7.5 Linear infrastructure and its effect on the surface hydrology (Laurence et al., 2009; Raiter 
et al., 2018)
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Fig. 7.8 Parameters to be considered for hydrologically sound engineering of linear infrastructure 
(Raiter et al., 2018)

Increase in local temperature

Decreased soil moisture content

Intensification of surface runoff

Reduction in evapotranspiration

Reduction in vegetative biomass due to anthropogenic activities 
(Linear infrastructure construction in this case) 

Fig. 7.9 Flowchart depicting cascade effects resulting due to anthropogenic activities (Covey 
et al., 2021)

Fig. 7.10 Impacts of droughts on the ecosystem
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Fig. 7.11 Effects of linear infrastructure on biogeochemical cycling of C and N in soil (Lorenz & 
Lal, 2009)

roads, or other structures, which depending on the behavioral adaptations of the 
animals, reduces/conduces animal movement. Some animals become habituated 
to the disturbance and start using these structures. For example, in one case, the 
female greater sage grouse (Centrocercus urophasianus, Bonaparte, 1827) 
showed increased utilization of winter breeding grounds with increasing density 
of natural gas wells and associated roads (Duniway & Herrick, 2011).

• Indirect effects, which include process feedbacks and those impacts that cannot 
be seen in the immediate physical vicinity of the structure. Synergistic interac-
tions and feedback loops may exacerbate these issues. Unlike initial or direct 
effects, which may be immediately evident, the indirect effects may be present 
several years after the development of the project. This makes it more difficult to 
quantify and study these effects (Duniway & Herrick, 2011).

• Opportunistic effects, which arise due to certain conditions at a particular time. 
For example, in arid and semiarid regions, droughts maybe intensified when 
coupled with climate change. Further, due to changes in soil moisture and hydrol-
ogy, floods may intensify, increasing runoff and changing chemical cycling 
(Duniway & Herrick, 2011; Rong et al., 2022).

The introduction of nonnative plant species in an environment is a common issue 
when it comes to linear infrastructure development (Borda-de-Água et al., 2017). 
Nitrogen and carbon cycling, primary productivity, and other biogeochemical cycles 
can be altered because of developmental activities (Kaye et  al., 2006; Smith 
et al., 2017).

Biogeochemical processes and cycling may be altered because of transportation 
and the transformation of energy and matter (Lorenz & Lal, 2009; Lin et al., 2014). 
The energy expenditure of an urban area is 10 to 100 times more than the unman-
aged, unaltered ecosystems. This energy and material input is solely external. The 
ecological footprint of a city is the total land area required to meet the needs of its 
population (considering both waste accumulation and assimilation). This depends 
on the biophysical setting, urban human population size, and the per capita con-
sumption rate. Human activities, mostly termed developmental activities, may alter 
the parameters listed as follows (Kaye et al., 2006):

• Hydrological settings, including water flow that may alter chemical cycling.
• Atmospheric chemistry – due to elevated levels of CO2, NOx, O3, organic aero-

sols and heavy metals which effects plant growth, carbon, and nitrogen cycling.
• Climatic conditions – by Urban Heat Island (UHI) effect and irrigation which 

alters the evapotranspiration and other biogeochemical cycling rates.
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• Nutrient quantities – due to food and fertilizer cycling which further alters plant 
growth, hydrology, and atmospheric chemistry.

• Vegetation, landuse changes, the plant composition and ultimately, the ecosys-
tem function, and the biogeochemical stores that plants provide.

In any urban environment, carbon sequestration is lower, but there are larger 
carbon imports. Biomass reduction leads to higher CO2 contributions. Cities also 
serve as sinks for elements like nitrogen, phosphorous, and metals (Rindy et al., 
2019; Ponette-González et al., 2022). The concentrations of nitrogen, carbon, aero-
sols, metals, and ozone are higher in urban areas (Grzywa-Celińska et al., 2020; 
Manisalidis et al., 2020). The alteration of biogeochemical cycles occurs because of 
several factors, one of which is the reduction of ground-level short-wave radiation 
(approximately 20%) (Kaye et al., 2006; Kinnunen et al., 2022).

 Focus: Pipelines and Their Effects

Pipelines are crucial for the transportation and distribution of goods (frequently 
crude oil and gas) across vast distances (Hendrick et al., 2016; Weller et al., 2022). 
Their cargo may range from inert substances like water to harmful chemicals, 
inflammable substances like crude oil and natural gas. Like most other infrastruc-
ture, there may be various immediate environmental impacts during and after con-
struction. Leaks and spillages also occur and are major issues that adversely affect 
the surrounding environment depending on their intensity (Phillips et  al., 2013; 
Jackson et al., 2014; Chamberlain et al., 2016; Weller et al., 2022). Major afteref-
fects of spillages/leaks are listed as follows (Eganhouse et al., 1994):

 (a) Changes in soil biological composition and processes
 (b) Formation of a layer on water surfaces (in case of hydrophobic substances)
 (c) Contamination of water sources due to dissolution of substances

Based on the chemical properties of the contaminant substance in question, several 
geochemical layers may be formed in open water bodies (Eganhouse et al., 1994). 
In Chennai, Tamil Nadu, India, a defunct pipeline leakage contaminated water and 
soil in 2022. Remediation work was suggested by the authorities to repair the dam-
age caused to the environment because of the leakage (Special Correspondent, 
2022). Pipelines, despite being a very efficient mode of transportation of liquid and 
gas cargo, especially and harmful and combustible materials, may fail with cata-
strophic consequences (Dey, 2002; Chamberlain et al., 2016; Weller et al., 2022). 
These structures require regular maintenance by surveys, for early detection of 
issues. Early detection of leaks and corrosion and proper maintenance of these 
structures will help in averting disasters (Medverec Knežević et al., 2011; Ramírez- 
Camacho et al., 2015; Wang et al. 2021a, b). Like any other structure, pipelines are 
constructed to be fail-proof, but issues like corrosion, pilferage, and other activities 
(third-party external interference) can result in significant losses (Dey, 2002). For 
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pipeline construction, important considerations to minimize damage and maximize 
profits include the following:

 1. Route efficiency – Avoid populated areas to minimize the damage in case of any 
untoward incidences. This can be achieved by tools like Analytical Hierarchy 
Process (AHP), developed by Saaty, a form of multicriteria decision-making 
process, integrated in the GIS environment (Dey, 2002).

 2. Materials used for the pipeline construction and the substance that needs to be 
transported must be scientifically chosen to ensure minimum damage (like cor-
rosion and adverse reactions).

 3. Avoid hilly/rocky terrains and forests (basically any obstacles that make it diffi-
cult for construction, subsequent maintenance and has more potential for causing 
damage) as much as possible to prevent ecological and environmental damage 
and to make the pipelines easily accessible for maintenance (Dey, 2002).

Developmental infrastructure construction requires profit maximization; however, 
insufficient planning has occasioned losses (Ramírez-Camacho et  al., 2015). 
Similarly, for pipeline construction, minimal route distances, approachability, and 
constructability must be considered, as well as factors like operability, room for 
augmentation and maintainability (Dey, 2002). Even after their decommissioning, 
pipelines can be harmful to the environment, as chemical elements like mercury 
may be present, which may affect organisms (Gissi et al., 2022).

 Effects of Linear Infrastructure Development

 Pollution

National development generally requires expansion of the transport sector (roads 
and railways) for economic exchanges, with attendant increases in adverse biotic 
and xenobiotic impacts (Pataki et al., 2011). Phillips et al. (2021) write that “roads 
form vast, pervasive and growing networks across the Earth, causing negative envi-
ronmental impacts that spill out into a ‘road-effect zone’,” with some pollutants 
pervading the land surface, and based on their research findings, “whilst the greatest 
levels of road pollution are relatively localized around the busiest roads, low levels 
of road pollution (which may be ecologically significant) are pervasive.” Pollution 
is a common result, with increases in the occurrence of xenobiotics, which include 
those substances which are not naturally found in an animal’s body like heavy met-
als, cosmetics, plant constituents, pesticides, drugs, and environmental pollutants 
(Patterson et al., 2010; Campbell 2017).

Herbicides are also commonly used in the vicinity of linear infrastructure to 
maintain connectivity across the structures (Wilkomirski et al. 2011). These com-
pounds may pose serious threats to the soil biota as well as to tertiary consumers, as 
some artificial compounds may undergo biomagnification and bioaccumulation 
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(Annett et al., 2014; Gustafson et al., 2015; Yang et al., 2021; Lechinovski et al., 
2022). Pollutants are generally distributed to the periphery of these structures or 
into water bodies through surface runoff. Chemical pollutants, including heavy met-
als, nutrients, ozone, and organic molecules may have higher concentrations near 
roads (Van Wijnen & van der Zee, 1998). Lead, mostly due to the use of leaded 
gasoline, and de-icing salts (mostly in developed countries) harm roadside vegeta-
tion and alter soil and water chemistry in the immediate vicinity of roads (Meyer 
et al., 2008; Angrand et al., 2022). Such settled pollutants may be dispersed during 
heavy rains, entering water bodies and wetlands (Walaszek et al., 2018). Some of 
these nutrients may lead to eutrophication in open water bodies, while heavy metals 
may undergo biomagnification (Laurence et al., 2009; Lorenz & Lal, 2009).

Railway and road transport are associated with the release of both heavy metals 
and polycyclic aromatic hydrocarbons (PAHs), both being major issues of concern 
for environmental management (Romagnoli et  al., 2017; Gbeddy et  al., 2020; 
Kumpiene et  al., 2021). PAHs are a subset of the group Polycyclic Organic 
Compounds (POCs). PAHs are among the commoner sources of organic pollutants 
from the road and railway sector, and the increased use of railway infrastructure, has 
increased the concentration of heavy metals and PAHs (Abdel-Shafy & Mansour, 
2016). Road construction makes use of asphalt, which is a source of PAHs (Campo 
et al., 2006; Mo et al., 2019). Motor vehicle exhaust is also a major cause of emis-
sion of PAHs. Incomplete combustion of fossil-derived derived fuel can lead to the 
release of PAHs and has been identified as the highest anthropogenic contributor to 
their concentration in the environment. Srogi (2007: 169) notes that “PAHs are 
widespread environmental contaminants resulting from incomplete combustion of 
organic materials. The occurrence is largely a result of anthropogenic emissions 
such as fossil fuel-burning, motor vehicle, waste incinerator, oil refining, coke and 
asphalt production, and aluminum production, etc.” Vehicular exhaust emissions, 
though not significant, are also point sources of PAH emissions (Wilkomirski et al., 
2011; Mętrak et al., 2015; Abdel-Shafy & Mansour, 2016; Miura et al., 2019).

The concentration of PAHs in the atmosphere also increases with urbanization, 
and therefore, these compounds are commonly detected around urbanized transport 
network areas, in much higher concentrations than in undisturbed rural areas (Lighty 
et al., 2000; Bekki et al., 2012; Abdel-Shafy & Mansour, 2016; Miura et al., 2019). 
Greater amounts of atmospheric dust are positively correlated with the concentra-
tion of PAHs in any area. These are then deposited on the soil surface and are then 
bound to the soil particles and sediments. Storm water runoff and sanitary sewer 
effluents are also major contributors for the addition of PAHs into the soils and the 
water bodies. Certain PAHs also have the ability of bioaccumulation. However, they 
also have a high bio-transformation potential, which makes bioaccumulation rare. 
Long distance transportation of these PAHs also pollutes areas away from the 
source. These are then taken up by crop plants and introduced into food chains 
(Abdel-Shafy & Mansour, 2016). Issues with emissions and toxicity are shown in 
Fig. 7.4 and Table 7.1.

Roads are also sources of microplastics, which are defined as “particles from 
tires, road markings and polymer-modified bitumen… all released through the wear 
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Table 7.1 Major pollutants and their sources in the railway transportation sector

Polycyclic aromatic hydrocarbons (PAHs) Heavy metals
Source PAH Source Metals

Petroleum products used for 
rail tracks, rolling stock 
conservation and 
maintenance

Lubricants and condenser fluids, rail 
ties, coal combustion and from goods 
like fertilizers, harmful chemicals, and 
metal ores

Brakes Fe, Cu, 
Mn, Cr, 
Pb

Rails Fe, Mn, 
Cr

Wheels Fe, Mn, 
Ni, V

Galvanization Zn, Cd

Sources: Wilkomirski et al. (2011), Mętrak et al. (2015)

and tear of tires and the road surface” (Rødland et al., 2020). Other components are 
from thermo-plastic paints on roads (Vogelsang et al., 2019; Kim et al., 2020). Wind 
and water action deposit these microplastics into the topsoil and soil matrix and 
alter the structure and physical properties of the soil. Wang et al. (2022) note that 
microplastics “occur widely in all surveyed soil types, such as agricultural soils, 
industrial soils, urban soils, and unused soils, but show variation in their abundance, 
type, shape, and size. In most cases, MPs can change soil physical, chemical, and 
microbiological properties, but the effects vary, and are dependent on polymer type, 
shape, dose, and size.” Urban systems are also sources of nutrient pollution for 
receiving waters (Kaye et al., 2006). Exposure of tree saplings to higher ground- 
level ozone concentrations in urban areas may result in a slower growth rate. This 
occurs due to warmer temperatures and nitrogen enrichment in the core (Kaye et al., 
2006). Fossil fuel consumption by vehicles serves as an important source of reactive 
nitrogen species in the atmosphere (Lorenz & Lal, 2009).

 Effect on Hydrology

The hydrological and hence geochemical setting of a landscape is greatly altered 
due to the construction of linear infrastructure, such as roads (Raiter et al., 2018). 
Such water flows may alter the chemical movements, impacting on biogeochemical 
systems based on local ecosystems (Campbell, 2020). For example, in slopes, roads 
can capture overland sheet flows, and decrease downslope flows, due to surface 
changes. Downslope plant communities are impacted, due to decreases in water 
availability, creating water starvation and those upslope due to inundation (Laurence 
et al., 2009; Duniway & Herrick, 2011; Raiter et al., 2018). Surface hydrology is 
greatly altered by impermeable linear infrastructures like road surfaces. Pooling and 
erosion occur 5–6 times more on roads as compared to areas devoid of infrastruc-
ture. Simultaneously, groundwater levels are affected by the wider extent of imper-
meable surfaces and greater flow rates, resulting in lower rates of percolation (Raiter 
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et al., 2018). Changes in sedimentation rates in water bodies may also contribute to 
changes in the biogeochemical cycling rates associated with the aquatic environ-
ment due to an imbalance in the respiration and photosynthesis rates (Covey 
et al., 2021).

Railway tracks and their supporting ground structures may also contribute to 
flow impedance, with increased erosion severity. For example, water movements 
may be impacted (~98% of ephemeral streamlines in one study), especially in arid 
and semiarid regions (Raiter et al., 2018). Raiter et al. (2018: 446) commented that 
“erosion severity was greater in the presence of tracks, and 98% of crossings of 
ephemeral streamlines showed some evidence of impact on water movement (flow 
impedance (62%); diversion of flows (73%); flow concentration (76%); and/or 
channel initiation (31%).” Affecting variables included “infrastructure type, pasto-
ral land use, culvert presence, soil clay content and erodibility, mean annual rainfall, 
rainfall erosivity, topography and bare soil cover” which affected the frequency and 
severity of the impacts (Raiter et  al., 2018: 44). The severity of the effects was 
directly proportional to the density of the structures. The authors concluded that 
linear infrastructure affects “ephemeral stream flows and intercepts natural overland 
and near-surface flow” thereby changing the moisture regimes (some areas becom-
ing wetter, some drier, with increased erosion, soil loss, and degradation in some 
areas (Raiter et al., 2018: 446). See Figs. 7.5 and 7.6 for some impacts.

Another study (Kaye et al., 2006) found that impervious structures like roads 
alter surface hydrology, increase surface runoff, and decrease the infiltration by veg-
etation, resulting in altered infiltration to runoff ratio and the impacts listed as 
follows:

• Reduction in the influence of soil and plant processes on water chemistry
• Reduction in the stream baseflow
• Increased stream temperatures
• Lowered water tables (especially in riparian areas which help in nutrient removal 

between aquatic and terrestrial environments)

Major hydrological impacts of linear infrastructure can be broadly grouped as 
follows:

 (a) Increased runoff, resulting in chronic erosion along the infrastructure and its 
upslope and downslope areas. Excess flows may breach road edges and increase 
the flow downslope due to channel initiation. The roadway depressions cause 
pooling and water enters the subsoil profiles. This leads to minor instability and 
landslides (Laurence et al., 2009; Raiter et al., 2018).

 (b) Altered stream function/flow, leading to alteration of the functional health of 
stream and its stability and facilitates soil organic matter movement. This 
organic matter flows into streams downslope and alters the flow regime, as well 
as the composition of the water (Raiter et al., 2018; Kaye et al., 2006).

 (c) Downslope starvation, from the impermeable substances used in construction 
of linear infrastructure and change in topology, which reduce the water flow 
downslope. This will result in downslope starvation of water bodies, eventually 
affecting the vegetation communities downstream (Laurence et al., 2009; Raiter 
et al., 2018).
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Water availability may increase, due to linear infrastructure development, which 
may change the near-road vegetation flowering times and result in species hybrid-
ization, herbivory, and in increased mortality due to collisions (Raiter et al., 2018). 
In slopes, however, there may be downslope starvation and upslope inundation. 
Both result in reduced viability of the habitat for species dependent on water and 
diminished stream condition (Laurence et al., 2009; Raiter et al., 2018). Downslope 
starvation, and climate change effects (global warming), may exacerbate water scar-
city over the long term, especially in arid and semiarid regions (Raiter et al., 2018). 
Increased density of linear infrastructure may lead to increased access to previously 
inaccessible areas, which may result in reduced vegetation cover due to timber har-
vesting. This results in higher flow intensity and increased soil loss and erosion 
(Raiter et al., 2018). See Fig. 7.7 for some impacts.

Better assessment, minimization (wherever possible), monitoring, and mitiga-
tion must be practiced to offset the adverse effects of linear infrastructure on hydrol-
ogy. Mitigation must be targeted only in those areas which have the greatest potential 
for recovery, while minimization must be done in areas which have the greatest 
potential to be affected (Duniway & Herrick, 2011). Impact prediction allows the 
formulation of mitigation strategies. Mitigation and minimization may be practiced 
at local (the reduction of impacts of existing and new linear infrastructure) and 
regional scales (limiting the expansion of the infrastructure into ecologically sensi-
tive areas) (Laurence et al., 2009). At the planning stage, risk mapping (i.e., identi-
fication of parts of the landscape which potentially have the greatest hydrological 
impacts) may be attempted. At the engineering stage hydrologically, considerate 
protocols may be developed to maintain water flow and minimize impedance (Raiter 
et al., 2018). See Fig. 7.8.

Some more points, listed as follows, may be considered for the mitigation of 
hydrological impacts (Laurence et al., 2009):

 1. Restriction of the construction of roads (and other infrastructure) to flatter slopes 
and ridgelines, if and wherever possible.

 2. Limitation of the width of roads.
 3. Limitation of the construction to dry seasons to limit erosion and stream 

sedimentation.
 4. Construction of railroads instead of traditional bitumen roads to minimize most 

effects. However, in both the cases, it is most important to put all mitigation 
measures in place.

 Effects on Soil Biogeochemistry and Physical Properties

Geochemical changes, especially those of soil temperature and moisture changes 
(due to sediment deposition/soil inundation), gas diffusivity, and changes in nutrient 
cycling are important effects of climate variability and disturbances (Nottingham 
et  al., 2019; Wang et  al., 2021a; b). Figures 7.9 and 7.10 illustrate some issues. 
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Nitrogen fluxes are affected by logging and clearing activities in forests, and defor-
estation is common during the construction of linear infrastructure (Törmänen et al., 
2020). Even if the magnitude by which the alteration occurs has not been researched, 
the direction of alteration is well noted (Cui et al., 2020). Reduced soil moisture in 
forest environments may result in the reduction of N2O emissions (Wang et  al., 
2023). Soil enzyme activity may increase due to warming, leading to more N2O 
emissions, especially in humid tropical forests (Holtgrieve et al., 2006). Soils are an 
important natural CH4 sink. The erosion of these soils and degradation of their qual-
ity due to compaction will result in a significant amount of CH4 in the atmosphere, 
resulting in further warming. Biogenic volatile organic compounds (BVOCs) are 
released by plants into the atmosphere, and these may increase due to increased CO2 
and N2O concentrations (Loreto et al., 2014; Ren et al., 2017; Portillo-Estrada et al., 
2018; Huang et  al., 2020; Lun et  al., 2020). BVOCs are known to have positive 
feedback in the greenhouse effect and result in net positive radiative forcing (this 
refers to the “change in energy flux caused by natural or anthropogenic drivers of 
climate change” see Shindell, 2013). Landuse change can alter these emissions 
when vegetation cover is reduced. NOx, CO, and VOCs are known precursors of O3. 
The concentrations of these precursors are increasing in the atmosphere due to 
anthropogenic activities like deforestation and urbanization (Covey et  al., 2021). 
Zhang et al. (2018: 31) note that “tropospheric ozone (O3) is a major air pollutant 
and causes serious injury to vegetation,” by inhibiting photosynthesis, reducing tree 
growth and the survivability of seedlings. It also makes vegetation more susceptible 
to damage due to stressors like diseases, pests, and adverse weather conditions 
(Iowa Department of Natural Resources, n.d.).

Transpiration is an important driving factor for regulating the onset of the wet 
season (Wright et al., 2017). Deforestation may have minimal impacts on evapo-
transpiration during the wet season, but the impact is significant during the dry 
season (Longo et al., 2020; Xu et al., 2022; Lapola et al., 2023). An overall decrease 
in evapotranspiration rates in the dry season results in an alteration of the onset and 
duration of the dry season. With an increase in the dry season length, secondary 
forests become more susceptible to reduction in overall growth and become vulner-
able to drought stress and fire risks (Hanson & Weltzin, 2000; Clark et al., 2016; 
Littell et al., 2016; Jump et al., 2017; Buotte et al., 2019; Zou et al., 2020). It has 
been shown from research that these effects are higher in areas with greater defor-
estation rates and on the edges where the microclimate is comparatively drier and 
hotter than the continuous forest (Engelbrecht et al., 2007; Covey et al., 2021; Da 
Rosa Ferraz Jardim et al., 2022).

Linear infrastructure construction activities disturb soils, changing the soil prop-
erties and creating urban soils. This anthropedogenesis (soil creation due to human 
actions) refers to soils formed by human action: “Anthropedogenic processes are 
characterised as artificial settings that dramatically alter natural soil formation pro-
cesses or causes” and “in any given setting, human actions alter one or more of the 
five soil-forming factors” (Mageshen et al., 2022) as opposed to natural pedogene-
sis, has a rapid transformation cycle. Carbon and nitrogen cycles are altered through 
the formation of urban soils, with parent material, microclimatic conditions, soil 
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microbes, relief, and vegetation also changing (Lorenz & Lal, 2009). The surface 
runoff may increase, with a reduction in the baseflow by the impervious layers. In 
certain places, de-icing salts causes major soil and plant-related issues in the imme-
diate vicinity of roads (Łuczak et al., 2020). Use of construction machinery alters 
the soil porosity, with variations depending on the depth of disturbance. Results 
include the destruction of microhabitats, and exposure of subsoil decomposer com-
munities to harsh, dry conditions (solar radiation, temperature fluctuations, and low 
moisture) and the homogenization of topsoil and subsoil with possible biogeochem-
ical results (D’Acqui et al., 2020; Shehadeh et al., 2022). Artificial soil fertilization 
may also alter soil pH, with consequent changes in C and N cycling, resulting in 
serious biogeochemical consequences. Biogeographical change, brought on by the 
planting of green spaces and fertilization of soils, may alter the biogeochemistry of 
the area (Pouyat et al., 2006; Lorenz & Lal, 2009).

When urbanization activities change, the rate of cycling of C also changes 
(Lorenz & Lal, 2009; Churkina, 2012; Lal, 2012; Hutyra et al., 2014; Kinnunen 
et  al., 2022; Patoine et  al., 2022). See Fig.  7.11 for some impacts on chemical 
cycling. In the long term, urban construction may contribute to soil compaction in 
the subsoil layers, decreasing space for roots and decomposer organisms to carry 
out processes like turning and thus affect biogeochemical cycling. The transforma-
tion and transfer rates of nutrients between the soil and atmosphere decrease due to 
soil compaction and impervious layers between them (Le et al., 2020; Rivers et al., 
2021; Das et al., 2023). Cascade effects may alter the cycling of nutrients over the 
long term. These structures also enable nonnative, sometimes invasive species to 
enter an ecosystem and alter the biogeochemistry, species compositions, food webs, 
and decomposition rates of the area. Sulfur and nitrogen (especially reactive nitro-
gen species) deposition gradients may also be found along transportation infrastruc-
ture because of combustion in automobile engines (Lorenz & Lal, 2009).

 Effects Due to Landuse and Landcover Changes

Ecosystems are very delicate, and the balance can be disturbed even with very min-
ute disturbances (De Laender et al., 2016; Weiskopf et al., 2020). For example, over 
the last two decades, the road network in India has expanded, leading to various 
problems, including changes in microclimate and degradation of habitat and animal 
corridors, with possible changes in local and regional biogeochemistry (Dutta et al., 
2019; Anasuya et al., 2020; Jana et al., 2020). Ecological risk is the probability that 
any ecosystem returns to its earlier state (low-energy equilibrium) after an external 
disturbance (Fraterrigo & Rusak, 2008). The development of linear infrastructure 
results in a net change in the landuse and landcover patterns of a given area, which 
further changes the resource use patterns (Sharma & Raghubanshi, 2009; Dutta 
et al., 2018). Sustainable road development plans include proximate forest cover, 
with constant monitoring of the LULC change patterns along any linear infrastruc-
ture over time (Mann et  al., 2020). Change in landcover can affect the existing 
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water, energy, nutrient, and carbon cycle of any given ecosystem and those con-
nected to it (Lanfri, 2010).

Rapid deforestation and forest degradation due to developmental activities leads 
to the release of CO2 and affects the net C balance of the region (Aragão et  al., 
2014). For example, in the Amazon Basin, landuse and landcover change and forest 
degradation are the major driving forces of CO2 emissions (Smith et  al., 2020; 
Covey et al., 2021). Soil C pools are vulnerable to change due to landuse activities 
and climate change. This influences impacts on soil biodiversity and other biogeo-
chemical effects (Kauffman et al., 2009; Berenguer et al., 2014; Grace et al., 2014; 
Bustamante et al., 2016; Chazdon et al., 2016). As most C is stored in the top 50 cm 
of soil, developmental activities which lead to erosion result in further decrease in 
soil C content. With reduced vegetation to take up CO2, the increased N2O and CH4 
emissions due to anthropogenic activities (disturbed ecosystems) are unbalanced 
and may change biogeochemical cycling (Galford et al., 2010, 2011; Cohn et al., 
2014). For example, Galford et al. (2010: 19649) note that “the Brazilian Amazon 
is one of the most rapidly developing agricultural areas in the world and represents 
a potentially large future source of greenhouse gases from land clearing and subse-
quent agricultural management” and conclude that “Both deforestation and future 
land-use management play important roles in the net greenhouse gas emissions of 
this frontier, suggesting that both should be considered in emissions policies. We 
find that avoided deforestation remains the best strategy for minimizing future 
greenhouse gas emissions from Mato Grosso.” Increased CO concentrations in the 
atmosphere extends the average atmospheric lifetime of CH4, which are otherwise 
removed by the OH− (Covey et al., 2021). Urbanized systems with more imperme-
able surfaces have a greater chance of Urban Heat Island (UHI) effect. This alters 
plant growth and flowering cycles, and plant and microbial growth rates, which in 
turn changes nutrient cycles (Kaye et al., 2006).

 Case Study: How Has Urban Development Affected the Himalayas?

Urban biogeochemistry may examine the biogeochemical changes occasioned by 
urban infrastructural developments in variably rural contexts, with both biogeo-
graphical and geochemical relevance (e.g., deforestation, soil, and climate change) 
(Campbell, 2020). In this, a constructive case study may focus on examining little- 
researched areas, with fragile, vulnerable ecosystems, where the impacts of human 
action may be discerned easily, as “the fragility of the environment directly affects 
the stability of the regional ecosystem and the sustainable development of the eco-
logical environment” (Chen et al., 2018b). Case studies of mountainous regions are 
instructive in this regard, as “mountains are an essential component of the global 
life-support system” and they are “exposed to multitudinous threats that range from 
climate change to direct habitat degradation by human activity” and “these impacts 
have biological consequences in sensitive mountain ecosystems” (Schmeller 
et al., 2022).
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Biogeographical, mostly dense vegetation, change and geochemical dynamics 
such as climate change are the key dynamics for environmental stability for such 
fragile systems. For example, Li et al. (2022) note that “landslides are one disaster 
that has become more prevalent because of anthropogenic disturbances, such as 
land-cover changes, land degradation, and expansion of infrastructure.” The study 
was based on 247 mountain ranges (about a quarter of the global mountainous 
areas) identified as highly vulnerable, with “exceptional biodiversity and landslide 
risks” and 31 biodiverse mountains which are classified as future vulnerable moun-
tains, with increasing landslide risks linked to climate change and deforestation. 
The authors argue that of the 278 studied mountain ranges, there were 52 that 
required immediate conservation actions due to high vulnerability, mostly severe 
threats from future deforestation and precipitation events, low current protection, 
and high human population density and actions. It is argued that necessary actions 
include increased protected areas, forest conservation, and restoration to reduce 
landslide risks (Li et al., 2022).

Grima et al. (2020), writing on a case study of the South American Andes moun-
tains, argue that “landslides cause billions of dollars (USD) in damage and hundreds 
of life losses every year in mountainous areas globally, and these effects are exacer-
bated by climate change and increased human occupation of vulnerable areas… 
forests deliver slope stability, helping to prevent landslides. However, forests are 
progressively converted into other land uses in many mountainous regions.” Linear 
infrastructure, namely roads are cited: “Our most conservative estimates indicate it 
is 16 times more cost-effective to promote forest corridors, via conservation or 
reforestation along roads by paying farmers and cattle herders their opportunity 
costs, than for the public to pay the expected value of landslide damage.” The 
authors conclude that the “analysis provides strong evidence that vegetated hillsides 
can provide a cost-effective ecosystem service approach to mitigate economic losses 
due to landslides in one of the world’s most landslide prone areas” (Grima et al., 
2020). This study powerfully underscores the importance of biogeographical pat-
terns and change, in relation to the geochemical factors of soil structure, climate and 
topography, and human actions contributing to landcover change, and situates urban 
and other structural changes landcover as key drivers for such biogeochemical 
changes (Grima et al., 2020).

The selected case study, the Himalayas has a very fragile ecosystem, being earth-
quake prone (Rosser et  al., 2021) and currently undergoing rapid developmental 
activities, which may create substantial landcover deforestation and even topo-
graphical change (Mishra & Mainali, 2017). For example, Sultan et al. (2022) point 
out that “the Himalayan region is a fragile high mountain landscape where the pop-
ulation experiences acute vulnerability within a complex coupled human-natural 
system due to environmental, social, and economic linkages. The lack of significant 
regional and spatial knowledge of multifaceted vulnerabilities hinders any potential 
recommendations to address these vulnerabilities.” Major forest losses and land-
cover developments such as road construction have resulted in steep and rapidly 
weathering roadcut cliffs. Forest degradation and deforestation have been shown to 
be important causes of instability, these amplified by the possibilities for 
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earthquakes, results in massive landslides (Mishra & Mainali, 2017; Rosser et al., 
2021). As a result of land denudation, there may also be events such as landslides 
(Chalise & Kumar, 2020; Dahal et al., 2020; Thapa et al., 2021; Yadav et al., 2021). 
A Nepalese study by Brunsden et al. (1981) indicated higher mass wasting on steep 
forested slopes than along the gentle slopes used for agriculture. Landslide debris 
may also affect downslope tree cover (Haigh et al., 1995).

Abraham et al. (2020) wrote that the Himalayas “are among the most landslide- 
prone areas in the world, and attempts have been made to determine the rainfall 
thresholds for possible occurrence of landslides in the region.” As per a report by the 
Geological Survey of India (GSI), almost 0.14 million square kilometers in the 
North-western region of Himalaya is very prone to landslides (Sur et  al., 2020). 
These landslides can even cause the damming of rivers, with economic and human 
life losses, and indirect effects including further reduction in the forest cover and 
decreased slope stability downslope after landslides (Guri et al., 2015; Gagné, 2019; 
Pandit, 2020). Major drivers of landslides include excess moisture in soil, mass 
movement acceleration because of deforestation, slope instability and root wedging 
into expanded and weathered joints, and earthquakes (Rosser et  al., 2021; Jahan 
et al., 2023). Forest cover may be a driver of landslides, but may also prevent land-
slides, as forest tree roots may wedge the bedrock and anchor slopes, but the loos-
ened soil may accumulate moisture, making the soil heavy and accelerating 
landslides (Haigh et al., 1995).

Major earthquakes have also caused massive numbers of landslides in Nepal and 
Indian Himalayas, including along the along the Himalayan Frontal Thrust (HFT) 
(Jahan et  al., 2023). Rosser et  al. (2021) describe the 2015 Gorkha Earthquake, 
arguing that “the 2015 Mw 7.8 Gorkha, Nepal Earthquake triggered in excess of 
20,000 landslides across 14 districts of Central and Western Nepal” and noting that 
their study provides “insight into how landsliding has evolved since the earthquake, 
and how it has impacted those living in the affected area” by creating a “detailed 
time-series landslide mapping campaign… to monitor the evolution of co-seismic 
landslides and the initiation of new post-seismic landslides.” The research found 
that the landslide hazard was higher in November 2019 than immediately after the 
2015 earthquake, and “while pre-existing landslides continued to pose the majority 
of hazard in the aftermath of the earthquake, a significant number of landslides also 
occurred in new locations” (Rosser et al., 2021). The earth surface cracking result-
ing from seismic events may increase landslide possibilities post earthquake. Such 
coseismic landsliding may result from amplified seismic wave impacts on ridge-
lines and convexities with later possibilities of debris slide from higher elevations, 
also based on rainfall, deforestation, and slope instability (Rosser et al., 2021).

In one example of landslide, a small town of Joshimath, situated in the North- 
western Himalayas, in the state of Uttarakhand, India, had to be evacuated in the 
early weeks of January 2023. In a span of 12 days (December 27, 2022, to January 
8, 2023), a rapid land subsidence event occurred in which the town sank 5.4 cm. 
Reports suggested long term, local land sinking (~10 cm every year since 2018), 
and the town was located on an ancient landslide complex (Saha, 2023). Contributory 
factors included water flow and accumulation and how it affects the soil (Gantzer & 
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Gantzer, 2023). Multiple factors acting together occasioned this disaster: the geo-
logical setting of the area and anthropogenic developments (mostly urbanization), 
which disrupted the drainage, uncontrolled water discharge and slopes’ undercut-
ting for construction activities (Bisht & Rautela, 2010; Gantzer & Gantzer, 2023; 
Saha, 2023). Over concretization – including roads – alters the water percolation 
and results in rapid runoff in the slopes. Static traffic on the roads may contribute to 
more pressure on the hillside, which adds to the burden and causes instability. The 
new tunnel and ropeway project under development in Joshimath was suspended 
(Gantzer & Gantzer, 2023). Different strategies for development will have to be 
taken up based on the geographical settings of any area (Saha, 2023).

 Conclusion

Urban biogeochemistry is developing into an indispensable, core area of biogeo-
chemistry, based on the increasingly dominant role of urbanization in global envi-
ronmental change. Current urban developments, based mainly on building and 
infrastructure developments, create extreme environmental changes, including soil 
compaction and disturbance, impermeable ground layers, drainage disruption, 
deforestation, and pollution, which affect chemical cycling, especially elements 
such as carbon and nitrogen, and pollutants. These, based on the global urban foot-
prints, also impact wider environments that support transport systems. Like its par-
ent discipline, biogeochemistry, urban biogeochemistry is closely related to and 
supported by related sciences, especially urban-related aspects of biogeography and 
geochemistry, which in turn are linked to other environmental and earth sciences. 
Linear infrastructure, including roads, railways, and streets, are vital, as they are the 
basic structures for all urban movement and connect all urban systems through rural 
lands, and affect hydrological, pedological, geochemical, ecological and biogeo-
graphical systems, to the point of minor to extreme biogeochemical and chemical 
cycling change.

This chapter has reviewed a few examples of what is evidently a vast topic and 
attempted to examine the supporting environmental and earth sciences for urban 
biogeochemistry. The case studies show how important urban biogeochemistry is, 
especially in fragile environments where the impacts may be more pronounced, and 
serious action may be required for amelioration. The findings indicate that construc-
tion and infrastructure planning must consider environmental issues, especially bio-
geochemical impacts, for sustainable ecological outcomes. This contributes to the 
investigation of the biogeochemical bases of linear development projects, and urban 
biogeochemistry in general. The impacts of urban biogeochemistry are directly and 
indirectly dependent on human action, and also complemented or even enhanced by 
natural events like earthquakes and climate change and consequent alterations of 
geochemical cycling and biogeographical dynamics. Further studies may examine 
to a greater extent the chemical bases of biogeochemical changes, and also the 
human structures studied by subjects such as civil engineering and urban 
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geography. The future advancement and utility of biogeochemistry may depend on 
the support derived from associated technical, natural, and human-centered disci-
plines, and enduring sensitivity to environmental dynamics. Crucially, development 
and sustainability must be balanced together.
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Chapter 8
The Future Developments 
in Biogeochemistry

Michael O’Neal Campbell

Abstract The future of biogeochemistry and its relationship with environmental 
change is largely based on how the discipline and associated sciences react to global 
events and the disciplinary and methodological developments that occur as a result. 
It may be hypothesized that future developments in such studies will be dominated 
by models, some analytical, others predictive and retrospective, considering the 
increasingly integrated nature of the relevant topics of biogeochemical analyses, 
technological developments, and the increasingly complex and trending nature of 
environmental change. Current evidence indicates that biogeochemistry has a key, 
even indispensable, role in the future of the environmental sciences, including bio-
geography, oceanography, Earth Systems Science, and even geomatics-based appli-
cations, but the strength of the role will depend on the structural organization of the 
discipline, in terms of its links with other related disciplines, its flexibility in reac-
tion to academic, research, and human–environmental changes, and the deeper 
understanding of the factors (natural and socioeconomic) that contribute to environ-
mental change. Research methodologies are advancing with technology, especially 
computer-generated developments such as geomatics, and the understanding of 
such applications may dominate the future as high-tech methods overtaking the 
older, less sophisticated research methods of the late twentieth century. This assess-
ment contributes to a critical look at the future of biogeochemical applications.

 Introduction

Current scientific assessments cite biogeochemistry as one of the most important 
benchmarks for understanding the future of the relevant environmental sciences 
(Geodynamics Program, 2023). The most important issues concern atmospheric 
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and Earth temperature change, biosphere changes relevant to biogeochemical 
cycling, and the role of complex variations of oceanic changes (Bianchi, 2020). For 
example, Bianchi et al. (2021) argue that “biogeochemistry has an important role to 
play in many environmental issues of current concern related to global change and 
air, water, and soil quality. However, reliable predictions and tangible implementa-
tion of solutions, offered by biogeochemistry, will need further integration of disci-
plines.” The Geodynamics Program (2023) notes the importance of global 
biogeochemistry: “The biogeochemistry of Earth’s Ocean and atmosphere makes it 
habitable to life, a characteristic likely unique in our solar system. Greenhouse 
gases in the atmosphere (mainly, CO2) sustain temperatures that allow liquid water 
to be present at the surface. Additionally, Earth has supported an oxygen-rich atmo-
sphere over the past couple billion years.” It is argued that these environmental 
variables have created and modified the complex feature of the biosphere, and “thus, 
understanding the collective influence of the processes affecting the biogeochemi-
cal variations of Earth over various timescales is necessary to understand its past 
history as well as how it will evolve into the future” (Geodynamics Program, 2023).

The future of biogeochemistry is generally deemed complicated, and vital, but even 
problematic and critical. For example, Likens (2004: 5) poses some “big, important 
questions to drive biogeochemical research in the future.” These listed as questions on 
the loss and retention of nitrogen watershed-ecosystems, the rates and controls on 
nitrogen fixation and denitrification in variable ecosystems, the role of spatial and tem-
poral scale in biogeochemical flux and cycling, the regional to global scales of biogeo-
chemical functions, the factors for weathering rates in terrestrial ecosystems and the 
destiny of weathered products, and the quantitative relations between hydrologic and 
biogeochemical cycles. Likens (2004: 5) argues that there are some answers, which 
concern the possibilities of multidisciplinary foci and personnel training, and the use of 
sophisticated tools such as stable isotopes, spatial statistics, and remote sensing.

Doney et al. (2014: 108) pose a broader approach including anthropogenic issues: 
“Changing atmospheric composition due to human activities, primarily carbon diox-
ide (CO2) emissions from fossil fuel burning, is already impacting ocean circulation, 
biogeochemistry, and ecology, and model projections indicate that observed trends 
will continue or even accelerate over this century.” Additionally, higher atmospheric 
CO2 may change the Earth’s radiative balance, causing global- scale warming. Most of 
the resulting anomalous heat is in the ocean, which also drives physical, chemical, and 
biological impacts. It is further argued that there may be changes in oceanic chemistry 
(ocean acidification and declining pH) as increased ocean surface warming and verti-
cal stratification are predicted to reduce global- integrated primary production and 
export flux, and lower subsurface dissolved oxygen concentrations. Upper trophic 
levels may be affected by warming and productivity changes, and larger low oxygen 
zones. It is noted that the ocean currently absorbs about one-quarter of present-day 
anthropogenic CO2 emissions, and that future climate warming may slow the ocean 
CO2 uptake, but this may not significantly reduce upper ocean acidification. The 
important development for the understanding of such dynamics and the accuracy of 
any future model projections may need “better observational constraints on current 
rates of ocean change and a better understanding of the mechanisms controlling key 
physical and biogeochemical processes” (Doney et al. (2014: 108).
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The rest of this chapter will examine the developments in biogeochemical stud-
ies that can assess such future trends and the predictive modeling that may be neces-
sary to understand, measure, hypothesize, or even guess the processes leading to the 
future. Recent studies have become focused on the required structural changes in 
biogeochemistry and the associated sciences, and the possible changes in the actual 
factors for biogeochemical changes, such as possible temperature changes, sea level 
rises, industrial expansion, and the possibilities of inclusive modeling that may ana-
lyze these related and complex dynamics (Campbell, 2017, 2018). Such multidisci-
plinary modeling concerns the developments in technical sciences, mostly 
computing, and environmentally aware industrial modeling, and the interfaces 
between the biological, geological, and chemical sciences. Such analyses may open 
new avenues for predictive modeling but will require constant reanalysis and moni-
toring for decisive impacts.

 Disciplinary Developments

A major development in biogeochemistry concerns the increased promotion of bio-
geochemical predictive modeling, a necessity considering the increased attention to 
current trends and future environmental possibilities in many current studies, which 
may link strongly with other related disciplines (Campbell, 2018). This is largely 
fueled by rapid environmental change, mostly from anthropogenic sources and 
impacting climatic and carbon cycling changes (see for example Fay et al., 2018; 
Lovenduski et  al., 2016; McKinley et  al., 2017; Peters et  al., 2017; Ridge & 
McKinley, 2020). The future of the discipline of biogeochemistry may be at least 
partly dependent on the successful application of such models, as with rapid global 
environmental change, the scientific analysis may only be successful if it keeps pace 
with the environmental changes, both current and in the near future. Fransner et al. 
(2020) argue that “predictions of ocean biogeochemistry, such as primary produc-
tivity and CO2 uptake, would help to understand the changing marine environment 
and the global climate.” It is noted that recent studies in ocean physics are increas-
ingly examining possible future trends, which have achieved successful predictions 
of ocean biogeochemistry. The authors however express caution at the strength if 
these studies, as “it is, however, unclear how much these predictions could be 
improved by also assimilating biogeochemical data to reduce uncertainties of the 
initial conditions” and “the mechanisms that lead to biogeochemical predictability 
are poorly understood” (Fransner et al., 2020). Gehlen et al. (2015) concur and posit 
that “building the capacity for monitoring and forecasting marine biogeochemistry 
and ecosystem dynamics is a scientific challenge of strategic importance in the con-
text of rapid environmental change and growing public awareness of its potential 
impacts on marine ecosystems and resources” and there are current efforts in this 
direction, such as the National Operational Oceanography centers, which are inte-
grating biogeochemical methods into in operational systems (Gehlen et al., 2015).

Disciplinary Developments
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Biogeography and associated spatial sciences are also forecast to have a useful 
future, especially with links to conservation biology, human dimensions of the envi-
ronment, and as a background of global and regional, human-altered biogeochemis-
try (Campbell, 2018). Some of these trends may be manifested in the leading 
biogeography journals (Diversity and Distributions, Ecography, Frontiers of 
Biogeography, Global Ecology and Biogeography, and Journal of Biogeography) 
(McGill et al. 2018). Due to the impact of human action on the environment, the 
global ecosystem is changing, and this means that the scientific disciplines that 
study the environment must adjust accordingly to stay relevant (Campbell, 2017, 
2018). Arnillas et al. (2019: 550) hold that “humans have now altered essentially 
every natural ecosystem in the world, and among the numerous consequences of 
anthropogenic global change, many of the Earth’s species are currently living under 
drastically different environmental and ecological conditions.” The consequences of 
this massive change in ecosystems are that several species are reaching local, 
regional, and even global extinction levels, while some more adaptive species are 
currently becoming invasive in human-dominated spaces. Arnillas et al. (2019: 550) 
contend that “to address this major challenge, it is critical that conservation practi-
tioners understand the multiple short- and long-term climatological, geological, and 
evolutionary mechanisms that have resulted in the current distribution of species; 
understanding how these same mechanisms interact is also key in predicting species 
distributions – and possible extinctions – into the future.”

The emergence of the subdiscipline of conservation biogeography reflects the 
growing link between biogeography as a spatial discipline and conservation biol-
ogy, with a backbone of biogeochemistry, and illustrates the disciplinary structural 
change in reaction to changes in the objects of study (Campbell, 2018). Arnillas 
et al. (2019: 56) argue that “while the principles of biogeography tend to relate to 
‘bigger picture’ changes in the Earth systems, its conceptual tools and methods are 
widely applied to address real-world conservation problems.” Recent developments 
on the trend of increasing links between biogeography and conservation biology, 
and possible consequent developments within conservation biogeography, include 
global databases such as the Global Biodiversity Information Facility (GBIF), rel-
evant software packages and computer systems, and internet access, which “increase 
our capacity to analyze and interpret current biogeographic trends and use this 
information to inform conservation policy and practice” (Arnillas et al. (2019: 56; 
see also Moritz et al. 2011).

 Technological Developments

Technological developments are crucial for the future of biogeochemical studies 
and applications, which are based mainly on the tools of geomatics, such as satel-
lites and satellite-mounted sensing and survey equipment, and also come with 
developments within the chemical and computing sciences (Campbell, 2018). Li 
and Yang (2015) note that “Global Change studies are increasingly considered a 
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vital source of information to understand the Earth Environment, especially in the 
framework of human-induced, climate change and land use transformation. Satellite 
Earth Observing systems and geomatics technologies provide a unique tool to mon-
itor and model the changes, respectively.” It is also contended that the range of 
applications and innovative techniques is increasing, and satellite-derived image 
data offers more critical and detailed information, which underscores the usefulness 
of geomatics technologies and global environmental issues. Therefore, geomatics 
technologies provide powerful tools to model and analyze the effects of those global 
environmental changes towards minimizing their adverse impacts on human health 
and the environment” (Li & Yang, 2015).

“Big Data” is an important development that is increasingly important for  the 
environmental sciences (Campbell, 2022). For example, Farley et al. (2018: 563) 
point out that “Ecology has joined a world of big data. Two complementary frame-
works define big data: data that exceed the analytical capacities of individuals or 
disciplines or the ‘Four Vs’ axes of volume, variety, veracity, and velocity,” and 
“rates of ecological data generation, aggregation, and interpretation are increasing 
on many fronts, with rapid growth in data volumes, methods of data collection, and 
new analytical and computational approaches.” Recent developments include the 
collection of petabytes (one petabyte is equivalent to one million gigabytes) of data 
by the remote sensing Earth observation technology, the combination of limited, 
small-scale scientific observations and experiments into large, community data 
resources (with the examples cited of AmeriFlux, Global Biodiversity Information 
Facility, NutNet, and Neotoma), the development of long-term ecological monitor-
ing networks, ranging from national to continental scales (examples being LTER, 
NEON, and CZO), and increased use of smaller automated, data-gathering sensor 
networks (including phenology cameras, wildlife camera traps, and temperature 
loggers) (Farley et al., 2018: 563). Looking to the future scenarios, however, Farley 
et al. (2018: 563) caution that “big data present an array of challenges related to 
large data volumes, high data heterogeneity (variety), varying quality and uncer-
tainty (veracity), and a need for timely information” (velocity) (see also Yang & 
Huang, 2013).

Wang and Menenti (2021) write about the developments of LiDAR that may 
have future relevance: “Measurement concepts and technology are evolving simul-
taneously in different directions” and “the role of LiDAR will be increasingly 
important in the future. Although there are many potentials for new lidar technology 
advancements, LiDAR activities are gradually shifting from technology develop-
ments to applications.” An important issue for applications to vast earth systems 
such as atmospheric dynamics is the limitation of single LiDAR measurements in 
their ability in broad application to global-scale systems. Wang and Menenti (2021) 
mention that many LiDAR networks, including the European Aerosol Research 
Lidar Network (EARLINET), the Asian Dust Network (AD-Net), the National 
Aeronautics and Space Administration Micropulse LiDAR network (MPLNET), 
and the Network for the Detection of Atmospheric Composition Change (NDACC) 
have been developed with variable successes in applications. A system of network 
LiDAR operations, at different scales for varying scaled applications, including 
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regional and global levels is vital (Wang & Menenti, 2021: see also Welton et al., 
2001; Pappalardo et al., 2014; Wulfmeyer et al., 2015; Sugimoto et al., 2014; Chu 
& Yu, 2017; De Mazière et al., 2018; Langford et al., 2018).

Van Rens (2020) notes that LiDAR technology, open data, and artificial intelli-
gence/machine learning (AI/ML) are “developing rapidly,” the evidence being the 
increased number of organizations entering the LiDAR market, strong improve-
ments in pulse repetition rates (PRRs) and miniaturization (smaller LiDAR systems 
on smaller more flexible platforms such as unmanned aerial vehicles or drones), the 
development of optimized sensors for corridor mapping enabled by vertical takeoff 
and landing (VTOL) lightweight platforms, which have higher measurement accu-
racy, speed, and multitarget capability, with these developments making critical 
contributions to the progress of the geospatial market and its applications. The 
developments of LiDAR technology and artificial intelligence/machine learning 
fulfill the demands for more accurate data, which can have superior environmental 
applications. Van Rens (2020) notes that “the promise of LiDAR is in the accuracy 
and completeness of the information and the integration of the relevant additional 
sensor data to provide the high-fidelity visualization that is needed.” Examples are 
the NOAA Shoreline Data Explorer, which can measure and monitor storms and sea 
rise using bathymetric LiDAR data, as the “impact of smaller UAV-borne bathymet-
ric systems will highlight the ability of local districts to monitor critical wetlands 
and calculate water loads in rivers and streams to protect us from recurring flood-
ing.” The 3DEP program of the United States Geological Survey (USGS) is an 
example, which has wide applications, where “the massive amount of geospatial 
data is free to all and it has been downloaded by many in Silicon Valley to enable 
them to check their maps and correct their products” (Van Rens, 2020).

 Anthropogenic Developments

The changes in global biogeochemistry and associated biogeographic impacts are 
due to human actions, and largely concern carbon and organic chemical level 
changes (Campbell, 2018). Silva (2022: 19) argues that “the unfolding climate crisis 
is in many respects a human issue, one caused by anthropogenic emissions of CO2 
to the atmosphere, and that can only be solved through a concerted effort across all 
sectors of society.” Silva (2022: 19) explains that increasing the scope of biogeo-
chemical research may enable a stronger more impactful climate change mitigation 
and adaptation agenda. Actions for the future include land conservation, manage-
ment, and restoration. It is contended that there is a spatial correlation between the 
abundance of threatened plant and animal species and the distribution of carbon- 
and water-rich habitats in key regions, and these regions can be prioritized for bio-
diversity protection, which may yield major climatic benefits. It is also argued that 
“long-term records of socioecological change warrant a revision of current models 
for sustainable forestry and agriculture in favor of decentralized system-specific 
prescriptions, including interventions where organic or inorganic carbon capture 
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may improve wood and food production under future climate scenarios” (Silva, 
2022: 19). Scientific research on degraded landscapes has shown evidence of carbon 
stabilization, including changes in organic complexes, which also document the 
positive outcomes of ecological succession and possibilities of carbon accumulation 
above thresholds predicted for undisturbed ecosystems. The author concludes that 
the crucial factor is “the potential for innovation at the intersection of basic and 
applied biogeoscience, which could accelerate atmospheric carbon capture through 
new discoveries and collective action” (Silva, 2022: 19).

Galloway et al. (2014: 351) affirm that global-scale alterations of biogeochemi-
cal cycles are a current trend and the impacts and implications trend from now into 
the future. Global carbon dioxide emissions are asserted to be the most significant 
driver of human-caused climate change, but there are other human-accelerated 
cycles of other elements, including those of nitrogen, phosphorus, and sulfur, which 
may be relevant to climate and biogeochemical change. Climate change impacts 
biogeochemical changes, trending to future impacts on biogeochemical cycles, 
which may change future impacts on climate and affect our capacity to cope with 
coupled changes in climate, biogeochemistry, and other factors. Galloway et  al. 
(2014: 351) further maintain that “carbon dioxide (CO2) is the most abundant of the 
heat-trapping greenhouse gases that are increasing due to human activities” but 
“methane (CH4) and nitrous oxide (N2O) have higher greenhouse-warming poten-
tial per molecule than CO2, and both are also increasing in the atmosphere” 
(Galloway et  al., 2014: 351). It is also argued that “changes in biogeochemical 
cycles of carbon, nitrogen, phosphorus, and other elements – and the coupling of 
those cycles – can influence climate. In turn, this can change atmospheric composi-
tion in other ways that affect how the planet absorbs and reflects sunlight (for exam-
ple, by creating small particles known as aerosols that can reflect sunlight)” 
(Galloway et al., 2014: 351).

Other biogeochemical problems concern the reduction of biodiversity in water- 
and land-based ecosystems due to climate change and nitrogen deposition, freshwa-
ter and marine eutrophication due to human actions increasing the nitrogen and 
phosphorus cycles (possibly progressively more dangerous with warmer future cli-
mates), increased ozone in the troposphere resulting from methane, organic com-
pounds, and nitrogen oxide emissions, contributing to problems for biological 
productivity, and “rates of ozone formation are accelerated by higher temperatures, 
creating a reinforcing cycle between rising temperatures and continued human 
alteration of the nitrogen and carbon cycles,” with possible actions including pos-
sibilities that “lowered NOx, NHx, and SOx emissions remove cooling agents from 
the atmosphere, but improve air quality” and “reductions in excess nitrogen and 
phosphorus from agricultural and industrial activities can potentially reduce the rate 
and impacts of climate change, while simultaneously addressing concerns in biodi-
versity, water quality, food security, and human health” (Galloway et al., 2014: 351: 
see also Chameides et al., 1994; Baron, 2006; Carpenter, 2008; Jacob & Winner, 
2009; Rabalais et al., 2009; Smith & Schindler, 2009; Bobbink et al., 2010; Jeppesen 
et al., 2010; Howarth et al., 2011; Pardo et al., 2011; Peel et al., 2012; Townsend & 
Porder, 2012; Porter et al., 2013).
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The future development of biogeochemistry and its study topics is also related to 
biogeography and its potential future developments, with an important link between 
the two disciplinary clusters being the shared development of a globally relevant, 
sometimes human relevant, perspective (Campbell, 2017, 2018). For example, con-
cerning the status of biogeography, Parenti and Ebach (2009) point out that there is 
a possibility of a “global biogeography… that biogeography is a Big Science which 
deserves the attention and resources given to other large-scale, global scientific 
efforts. Global projects can accelerate species discovery, taxon, and area descrip-
tions, and cyber taxonomy, and can set a standard for collaborative scientific 
research in the twenty-first century.” Large-scale human actions have influenced 
global biogeography as they have also influenced global-scale human impacts in 
biogeochemistry. Hoffmann (2022: 325) also note the development of the spatial 
issue in biodiversity, in that “area-based conservation is essential to safeguard 
nature’s diversity. In view of expanding human land use, increasing climate change 
and unmet conservation targets, area-based conservation requires efficiency and 
effectiveness more than ever” and “protected area management is particularly chal-
lenged by human land use, climate change, invasive species, and social, political 
and economic limitations.” Future developments may show awareness of the 
requirement for reliable data on environmental trends, biocultural conservation, 
“climate-smart management,” biosecurity approaches, effective economic policies, 
technologies such as advanced monitoring, remote sensing and data infrastructures, 
adaptive management, more effective protected areas, and “a global information 
system that is to support area-based conservation by synthesizing challenges and 
opportunities for protected area management effectiveness and efficiency at the 
local to global level” (Hoffmann (2022: 325).

Serra-Diaz and Franklin (2019: 492–493) also assert in an article entitled as 
“What’s hot in conservation biogeography in a changing climate? Going beyond 
species range dynamics” that in the current period biogeochemical dynamics are 
coevolving with biogeographic change: “In recent decades Earth’s rapidly changing 
climate, driven by anthropogenic greenhouse gas emissions, has affected species 
distributions and phenology, ecological communities and ecosystem processes, 
effects that are increasingly being observed globally” (see also Walther et al., 2002; 
Parmesan, 2006; Allen et al., 2010; Doney et al., 2012; Franklin et al., 2016). The 
important issue in the period concerns the rapidity of environmental change: com-
pared with Pleistocene shifts in species ranges during glacial–interglacial transi-
tions, “the pace of current anthropogenic warming outstrips past changes in the 
Earth system and climate, however, leading to new climate novelties and ecological 
communities” (Serra-Diaz & Franklin (2019: 492–493: see also Williams & 
Jackson, 2007; MacDonald et al., 2008; Ordonez et al., 2016; Nolan et al., 2018).

Conservation biogeography is presented as the discipline that “addresses the 
impacts of global change on the distribution of species, communities, and ecosys-
tems with implications for large-scale conservation assessment and planning” and 
“species distribution models -statistical models associating the spatial distribution of 
species with climate and other environmental factors… have been used to project the 
impacts of climate change for large numbers of species, across taxonomic groups, at 
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large spatial scales” (Serra-Diaz & Franklin (2019: 492–493: see also Franklin, 
2010a, b; Richardson & Whittaker, 2010; Franklin, 2016). Species distribution mod-
els (SDMs) are therefore increasingly posited as relevant to the study of the trends 
and factors for conservation biogeography, with issues arising including more com-
prehensive approaches to risk assessments and projections (including disturbances), 
dispersals, biotic interactions, adaptive species ecologies, ecoevolutionary dynam-
ics, and predictions of climate change (Serra-Diaz & Franklin (2019: 492–493; see 
also Urban et al., 2016). Serra-Diaz and Franklin (2019: 492–493) argue that “in the 
context of the persistent lack of widespread biodiversity data, with shortfalls ranging 
from species discoveries, lack of known ranges and shortage of abundance data, it is 
not surprising that SDMs are still a dominant tool in conservation biogeography, but 
we argue that their use under climate change needs to explore further dimensions of 
conservation biogeography, beyond range change projections.”

The study by Serra-Diaz and Franklin (2019) explores methods for projections 
for climate change impacts on species distributions related to conservation biogeog-
raphy, which move beyond the simpler, suitability-derived SDM outputs for species. 
The studies include links between climate and distribution modeling of parapatric 
species (species with large ranges, with possibilities form speciation), ecological 
sensitivities to climate change, interfaces between traditional species-cent red con-
servation biogeography and functional biogeography under climate change, physi-
ological constraints for climate change projections, impacts of temporal dynamics 
on population trends and ranges, and the importance of examining multiple global 
change drivers spatially for predictive modeling for conservation biogeography, 
especially climate change and land-use change (Serra-Diaz & Franklin, 2019; see 
also Becker et al., 2019; Benedetti et al., 2019; Braz et al., 2019; Caddy-Retalic 
et al., 2019; Di Febbraro et al., 2019; Casties et al., 2019; Maxwell et al., 2019; 
Velazco et al., 2019; Wilson et al., 2019). Serra-Diaz and Franklin (2019: 494–495) 
conclude that “following calls to move beyond static species distribution modelling 
in order to forecast global change threats to global biodiversity…, researchers, 
including those featured in the Special Issue, have worked to fill the gap, applying 
new methods, data and experiments,” “new approaches in conservation biogeogra-
phy are still needed to forecast range shifts, and resulting conservation and restora-
tion decisions,” and “new avenues of research are needed to guide ecosystem 
management, inform conservation policy and design nature-based solutions to 
global change.”

The technological developments within the field of geochemistry may also be 
important for biogeochemical research in the future (Brown & Calas, 2012). For 
example, Smith et al. (2018) point to the importance of global-scale, or continental- 
scale, geochemical surveys, which are used for broad scales of sampling and exam-
ine processes including “tectonics, climate, weathering, geochemical and 
mineralogical composition of the original soil parent material, continental-scale 
glaciation, topography, regional-scale alteration and mineralization, and in some 
cases, human activity.” These authors note that several global-scale geochemical 
surveys have covered Australia, China, Europe, India, Mexico, and the United States 
during the twenty-first century, and there is a “hopeful future for continuing 
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global- scale geochemical mapping in other parts of the world, with the ultimate 
product being a global geochemical database and atlas derived from this database.” 
Arndt et al. (2017: 1) also point to future technological possibilities for geochemis-
try, focusing on mineral exploration and the industrial and environmental conse-
quences. The “he critical roles that geoscientists will play in assuring continued 
supplies of minerals… include the development of new concepts and techniques 
that will assist the discovery, mining, processing, remediation, and management of 
mineral resources” (Arndt et al., 2017: 1).

 Conclusions

This concluding chapter has examined current directions for the future of biogeo-
chemistry and its links with developments of environmental research. The key com-
ponents of these developments were identified as changes in the relevant disciplines, 
the technological advancements that enable the data and analysis of the changing 
disciplinary environment, and related anthropogenic changes that facilitate develop-
ments in the disciplines of biogeochemistry and related environmental sciences. 
The disciplinary developments were primarily concerned with predictive modeling, 
technological supports, and human dimensions of environmental change, which 
enable the understanding and management of related environmental changes and 
networks. It is evident that the breadth and complexity of the concerned disciplines 
make predictive modeling extremely difficult. This leads to the link with techno-
logical developments, mostly based on Big Data, geomatics, and chemistry tech-
niques, which are required to measure the environmental changes behind 
biogeochemistry. The geomatics methods require technological advancements such 
as LiDAR, satellite imagery, a geodetic-background, computer-based analyses, and 
biochemical laboratory-based studies. Anthropogenic factors for environmental 
change are also increasingly emerging as important or even dominant factors for 
biogeochemical and biogeographical changes, and the inclusion of social science 
research methods may increasingly feature in such studies of environmental change. 
Future understandings of biogeochemistry and related environmental changes may 
thus hinge on the integration of these developments within a flexible disciplinary 
and practical research format, which may determine the utility of research findings 
for scientific understanding, policy actions and management strategies.
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