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Preface

This volume represents the proceedings of the Fifth International Conference on Quan-
titative Ethnography (ICQE 2023), and the first event in Australasia, following the inau-
gural North American event (Madison, ICQE 2019), two online years, and a European
event (Copenhagen, ICQE 2022). The conference, alongside the International Society
for Quantitative Ethnography (ISQE), has continued to foster an open community, aim-
ing to invite new and returning scholars, and disciplines, into community discussion
around the data, methods, and uses of approaches that unify qualitative and quantitative
analyses.

A core goal of ISQE, and the wider community, is to foster discussion regarding
Quantitative Ethnography (QE), and key concerns regarding making meaning from rich
sets of, often large, and often digital, data.

ICQE2023 received 39 submissions as full papers, evaluated by two expert reviewers
and a meta-reviewer using a double-blind model; 33 full papers were accepted. Reflect-
ing the interest in this new methodology, of these full papers, 20 were ‘student paper’
submissions. Alongside contributions in these published proceedings, the conference
included 10 Doctoral Consortium applications, 29 Posters, 2 Workshops, 2 Symposia,
and 23 Research Agenda Development (RAD) proposals. These submissions are avail-
able in the ICQE 2023 Supplementary Proceedings available via the ISQE website.
RAD submissions were accepted for the first time at ICQE 2023, to provide a forum at
the conference for discussion regarding future research directions across the field, and
its theoretical and methodological underpinnings, while facilitating international and
interdisciplinary collaborations.

The paper topics, data, contexts, and implications reflect the interdisciplinarity
of QE as a method, its application across contexts, and the scholarly community it
engages. These proceedings organize papers against three core themes, although many
submissions made contributions against multiple themes.

Learning and Learners

Approximately a third of the papers focused on understanding learning and learners,
through Modeling Learners’ Perspectives and Knowledge, Behavior and Multi-Modal
Analyses, and applications of QE in STEM Education and Games and Digital Spaces
for learning.

Papers in this section use a range of data, including interviews, game log-data, and
wearable sensors, to consider issues in design for learning. They do this through investi-
gation of: adaptive scaffolding in academic writing in relation to self-regulated learning
[1]; game design implications arising from relationships between prior knowledge and
game behavior [2], and reasons for unsuccessful game-level completion [3]; and student
language structures and their relationship to design of conversational agent language [4].
These contributions also investigated: collaborative learning contexts, including through
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use of wearable sensors in a healthcare learning environment to understand collabora-
tion patterns [5]; group dynamics over a multi-session ill-structured problem-solving
activity [6]; and cross-cultural collaboration and identity in amulti-session STEM-based
resource creation program [7, 8]. Programming experience in introductory programming
was used as a lens onto novice/expert behaviors in debugging in one paper [9]. Reflect-
ing a current topical concern, [10] analyzed student comments in a student-targeted
news space to understand perceptions regarding the regulation of AI chatbots (such as
chatGPT) in schools.

Finally, a paper in animal behavioral science that is the first of its kind at ICQEwhich
analyzes behavioral data in chimpanzees to understand the range and development of
behaviors seen [11].

Society, Culture, Identity, and Justice

Afurther set of contributions addressed themes aroundSociety,Culture, Identity, and Jus-
tice. These papers explored Narratives and Identities in Education, as well as approaches
to Modeling Identities and Narrative in a wider context, and QE as a lens onto Speech
andCulture, with a strand of papers investigating applications of QE in Equity and Social
Justice.

These papers include wider issues in education regarding effective science commu-
nication [12] and motivational language in commencement speeches [13]; and inves-
tigation of representation and curriculum through the analysis of scholarly literature
as a lens onto representation of Asian students pre/post-COVID-19 [14]; expression of
intersectional identities by Pakistani and US high-school students [15]; issues of inter-
sectionality, narrative, and identity from interview data with pre-service teachers of color
[16]; analysis of interview data relating to post-colonial education [17]; and narratives
in history textbooks [18]. In a broader societal context, papers provided investigation
through analysis of political discourse on social media [19]; issues of Justice, Equity,
Diversity, and Inclusion in the cultural sector, through data from Instagram [20]; analysis
of identity and representation in narrative from interviews with Latinx immigrants [21];
probing of diagnostic modeling issues in the DSM through analysis of interview tran-
scripts with psychiatric patients [22]; and interview data regarding cultural integration
in business contexts [23].

Advances in QE Methodologies

Finally, a set of papers specifically targeted Advances in QEMethodologies, sometimes
drawing ondata from learning contexts to do so. Topics in this theme includedComparing
and Combining Modeling Tools, Innovations in Coding Tools and Coding Approaches,
and Teaching QE.

These papers included investigation of measurement models in problem-solving
tasks that are customized to context [24], developing methods for multimodal interac-
tion data [25], a comparison of coding approaches for online asynchronous discussion
[26], and of interaction around data and its analysis [27]. Another set of papers explored
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approaches to developing and applying codes, including automated discovery and inter-
pretation of codes [28], their selection [29], refining of codes [30], automated regex
creation for code development [31], and intelligent co-rating as an approach to coding
[32]. One paper also investigated the teaching of QE as an approach to Data Science
Education [33].

ICQE: Conference and Community

ICQE provides a community forum for sharing and developing work in QE. The scope of
QE’s impact is reflected in the range of areas of application, forms of data, disciplinary
contexts, and contributions in the submissions, both full papers and broader. It is perhaps
unsurprising, reflecting current wider interest, that a set of papers used emerging gener-
ative AI and other computational innovations largely to investigate ways to support the
coding process [28, 30–32], with one investigating perceptions of chatGPT regulation
in schools [10].

Reflecting on the community, using the author ‘country’ data, the ICQE 2023 authors
were based in twenty countries. Data represented in ICQE 2023 is largely drawn from
online data sources (including public datasets and social media data), or US-based
projects; we identify data drawn from research in nine additional countries (Norway,
Finland, Kenya, Japan, Pakistan, Australia, Brazil, Cameroon, Namibia), with a single
paper [7] involving four of these.Authors have analyzed awide rangeof contexts, of those
in education approximately half discuss school-based learning, and half university-level,
with other foci including use of public datasets, sometimes to exemplify the potential
for a particular analytic approach.

We would like to thank all the authors, and continue to invite researchers into the
QE community, previous authors and new. We would also like to thank the reviewers,
program committee members, and others in the QE community who have supported
the conference. The program chairs would like to acknowledge support from ISQE and
the National Science Foundation in the USA. We are particularly grateful to the local
chairs and organizers for their work in planning the conference and welcoming ICQE to
Melbourne.

September 2023 Golnaz Arastoopour Irgens
Simon Knight
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Abstract. Self-regulated learning (SRL) is a critical skill for learners to
acquire, and academics have designed and implemented SRL scaffolding
to support learners in developing their SRL and use of learning strate-
gies. Adaptive scaffolding is believed to be more effective in promoting
SRL, but limited studies have explored how different learners perceive
the adaptivity of scaffolding to their personal needs in relation to the
strategies they use. This study recruited 22 undergraduate learners who
were given an online learning task and provided with adaptive scaffold-
ing. Post-task interviews were conducted to understand their learning
strategies and how they perceived the adaptivity of the scaffolds. We used
epistemic network analysis (ENA) to understand the associations among
learning strategies and perceived adaptivity, and to examine whether
these associations differed according to task performance. Results indi-
cate that learners’ adoption of learning strategies is associated with their
perceived adaptivity of scaffolding, and the association differed between
high- and low-performing learners. Learners who adopted a strategy con-
sistent with the scaffolding design expressed a stronger appreciation of
its adaptivity and demonstrated higher task performance.

Keywords: Adaptive scaffolding · Adaptivity · Self-regulated
learning · Learning strategies · Learning performance · Epistemic
network analysis

1 Introduction

Self-regulated learning (SRL) describes a process in which learners are cogni-
tively, metacognitively, and motivationally engaged [7]. In this process, learners
employ effective cognitive strategies and tactics while metacognitively moni-
toring, searching, and adjusting their cognitive processes to achieve learning
goals [27]. Given that the adoption of SRL strategies is positively correlated
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with academic outcomes [5], there has been growing interest among scholars in
exploring ways to effectively support learners’ acquisition and development of
SRL [3,9,15] through scaffolding—processes that aim to support and enhance
effective learning skills until independent performance is attained [17].

In the current literature, SRL scaffolding can be categorised into either fixed
or adaptive scaffolding. Fixed scaffolding delivers identical scaffolds to a large
cohort of learners, while adaptive scaffolding aims to tailor the content, tim-
ing, or format of scaffolding to address individuals’ learning needs. For instance,
Bannert et al. [4] invited learners to co-design their own scaffolding (i.e., self-
directed scaffolds), which is posited to be more adapted to their learning needs
and effective in developing their individual SRL repertoire. However, previous
studies evaluating the effectiveness of adaptive scaffolding revealed inconsistent
findings [2,3,14,15,18], leading academics to investigate individual differences
that may impede learners from utilising the benefits of adaptive scaffolding. As
explained by Jivet and colleagues [10], variability in the effectiveness of scaffold-
ing may be related to learners’ unique individual characteristics, their ability
to make sense of scaffolding, and learning to utilise the scaffolding in different
ways.

To date, numerous studies have examined the extent to which individual fac-
tors, such as goal orientation, tendency to engage and enjoy thinking (i.e., need
for cognition), reading aptitude, and verbal intelligence, affect the effectiveness
of scaffolding [6,15,18,23]. For example, Pieger et al. [18] found that learners’
reading and verbal intelligence moderate the effects of scaffolding on learning
performance. Nevertheless, the majority of these studies have employed quanti-
tative analyses based on process data, such as trace and think-aloud data, with
few studies exploring learners’ self-reported experiences from receiving scaffold-
ing. As Lim et al. [13] argues, even if the instructional design is adapted according
to learners’ individual learning data (i.e., log file data), this does not guarantee
that the adaptive scaffolding can effectively address individual learning needs.
Moreover, given that learners’ engagement plays a vital role in mediating the
effectiveness of instructional supports [12], studies evaluating the effectiveness
adaptive scaffolding should shift their focus solely from quantitative evaluations
to examining how learners subjectively perceive adaptive scaffolding. By gain-
ing more insights from learners’ perspectives, researchers can further inform the
adaptivity of scaffolding that takes into account learners’ individual needs.

As the trend of implementing adaptive scaffolding in promoting learners’
SRL continues to grow and few studies have considered how learners perceive
adaptivity of scaffolding, the present study examined the extent to which learners
perceive an adaptive scaffolding approach empowered by learning analytics. To
this end, we conducted one-on-one interviews with learners who completed an
academic writing task in which adaptive scaffolding designed to promote SRL
processes was implemented. Subsequently, we used epistemic network analysis
(ENA), a method designed to analyse connections among cognitive elements, to
provide a compact representation and integrated understanding of how different
learners may perceive the adaptive scaffolding in different ways. The findings
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showed that the adaptivity of scaffolding was perceived differently by learners
employing different learning strategies, and this association differed between
high- and low-performing learners.

2 Background

2.1 Perceived Adaptivity of SRL Scaffolding

To date, some studies have investigated how learners responded to the SRL
scaffolding [12,13,16,21]. For example, Pardo et al. [16] found a positive associ-
ation between the provision of adaptive feedback and learners’ satisfaction with
feedback quality. In a similar study, Lim et al. [13] used ENA to analyse the
relationships among learners’ perceptions of the usefulness of adaptive feedback,
their emotional response to the feedback, and their motivation to learn. They
found that the majority of learners reported positive perceptions of feedback, as
they felt cared for by the instructor and received task-focused suggestions.

While insightful, these studies were focused on the provision of feedback after
the learning session, rather than scaffolding triggered in real-time in response to
learner actions. To the best of our knowledge, few studies have considered how
learners responded to the real-time scaffolding, and there is a scarcity in under-
standing how learners perceive differently to the adaptivity of scaffolding. For
example, Siadaty et al. [21] implemented a post-task questionnaire and inves-
tigated how learners perceived the usefulness of SRL scaffolding. However, this
study is limited in two important ways. First, it was situated in the context
of workplace learning instead of a formal education context that is our primary
focus, and second, its focus was on the perceived general usefulness of scaffolding,
rather than the extent to which learners perceive the scaffolding was adaptive
to their learning needs. As effective scaffolding should take into account that
learners are different [1], more studies are expected to understand how different
learners may perceive the adaptive scaffolding in different ways.

2.2 Perceived Adaptivity and Learning Strategies

Different learners may adopt different learning strategies, and it is believed that
scaffolding should be adapted to the learners’ adoption of learning strategies [1].
A learning strategy refers to the actions and thoughts that a learner employs
with the intention of impacting their learning process [24], and learners enact
their agency on a given learning task and determine what learning strategies will
be adopted [27]. Previous studies have shown that learners who adopted different
learning strategies would respond to scaffolding in different ways. For example,
Lim et al. [12] posited that learners may be reluctant to adopt the suggested
learning strategies from personalised feedback because the suggestions are very
much different from their adopted strategies. This can be explained by the fact
that suggesting strategies that are unfamiliar to learners would require more cog-
nitive load (i.e., load on working memory) to implement, and it is believed that
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effective instructional design should mitigate unnecessary use of cognitive load to
free cognitive capacity for other learning-related activities [11]. Despite the exist-
ing research on learning strategies and scaffolding, few studies have evaluated
the extent to which rule-based adaptive scaffolding is effective in encouraging
learners to accept and adopt suggested learning strategies. Moreover, insufficient
studies have examined the association between adopted learning strategies and
perceived adaptivity of scaffolding. Our study thus seeks to explore this associ-
ation from the angle of learners’ perspective so as to inform improvements on
the design and implementation of adaptive scaffolding tools.

2.3 Perceived Adaptivity, Learning Strategies, and Academic
Performance

Previous research on the effectiveness of scaffolding in relation to academic per-
formance has yielded inconsistent findings. Some studies have demonstrated
that adaptive scaffolding improves learners’ knowledge levels [2], transfer per-
formance [3,4,23], and engagement with tasks [15]. In contrast, other studies
have reported that adaptive scaffolding has no direct impact on learning perfor-
mance [14,18]. This may be caused by the fact that each learner carries unique
individual characteristics, leading them to perceive and make sense of scaffolding
in different ways [10]. For example, Sitzmann et al. [22] evaluated the effective-
ness of SRL scaffolding on learning performance and found that learners’ cogni-
tive abilities and self-efficacy moderate the effect of SRL scaffolding on learning
performance. This finding raised the consideration of aptitude-treatment interac-
tion, which emphasises that the differences in learner characteristics may result
in different reactions to the scaffolding. In another example, Duffy et al. [6]
found that learners’ dominant achievement goal interacted with SRL scaffold-
ing. Specifically, for learners who received scaffolding, those who were predom-
inantly performance-oriented demonstrated higher learning performance than
those who were predominantly mastery-oriented. Building on this finding, they
further hypothesised that learners with different learning characteristics (e.g.,
different goal orientations) might perceive the scaffolding differently, and this
difference could be associated with their willingness to deploy suggested learn-
ing strategies, ultimately leading to varying learning performance. However, the
current literature lacks an integrated understanding of whether perceived adap-
tation of scaffolding is associated with the adoption of learning strategies, and
whether this association differs among learners with different levels of perfor-
mance. Understanding the interplay between learners’ learning strategies, how
they perceive the adaptivity of scaffolding, and the subsequent impact on learn-
ing performance is essential, as researchers and instructional designers will be
informed to develop more adaptive scaffolding that caters to the diverse needs
and preferences of learners. Therefore, the current study aimed at understand-
ing not only how learners perceive the adaptivity of scaffolding in different ways
based on the learning strategies they employ but also how these varying con-
nections are associated with learning performance. Accordingly, two research
questions were proposed:
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– RQ 1. Are self-reported learning strategies associated with perceived adap-
tivity of scaffolds to personal needs?

– RQ 2. Does the association between self-reported learning strategies and
perceived adaptivity differ between high and low performing learners?

Given that this study is aimed at understanding the associations proposed
in the research questions, we used ENA to explore the potential co-occurrence
of perceived adaptivity and strategies as self-reported by learners in interviews,
and tested whether these co-occurrences are associated with task performance.

3 Method

3.1 Study Context and Design

This study involved graduate learners from a research-oriented university who
participated in an academic writing course designed to improve non-native
English speakers’ academic writing skills. The 16-week course consisted of ten
modules. As part of the course, participants were required to complete a two-
hour writing task to assess their reading comprehension and academic writing
skills. A total of 253 learners participated in the two-hour learning session, all of
whom were unpaid. Following the writing task, 94 learners were invited for an
interview, with 22 agreeing to participate. These interviews were conducted in a
semi-structured format during the first week after the completion of the writing
task. Each interview took place individually over the phone.

Fig. 1. A screenshot of the technological-enhanced learning platform.

The writing task was conducted on a technology-enhanced learning platform
based on the Moodle environment [19]. The platform offered learners various
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Fig. 2. A comparison of scaffolding design.

instrumentation tools to support their reading and writing processes, including
a timer, annotation tool, highlighter, planner, and essay-writing tools (as illus-
trated in Fig. 1). During the learning session, the learners were provided with
reading material that focused on three main topics – Artificial Intelligence (AI),
Differentiation, and Scaffolding. Based on the reading material, they were asked
to write a 300–400 word essay discussing their understanding of the three topics
and how these concepts could be applied to the future of education.

During the writing task, scaffolds were employed to support participants to
use effective SRL strategies. A total of five scaffolds were created and triggered at
designated times throughout the session, and each scaffold served different pur-
poses, including comprehending the task (the 1st scaffold, at the 5th minute),
starting to read (the 2nd scaffold, at the 17th minute), monitoring the read-
ing process (the 3rd scaffold, at the 40th minute), commencing writing (the 4th
scaffold, at the 52nd minute), and monitoring the writing process (the 5th scaf-
fold, at the 88th minute). This scaffolding design aligned with the learning task
(i.e., essay writing based on reading material) and is consistent with the SRL
cycle [25]. Additionally, each scaffold included three detailed suggestions nudg-
ing learners to adopt specific SRL actions. For information on all the suggestions
in each scaffold, refer to the Appendix at this link. Figure 2 - (a) provides an
example of a scaffold and its corresponding suggestions.

All participants were assigned to one of the three scaffolding conditions –
a control condition where no scaffolds were provided, a fixed scaffolding con-
dition where all learners received identical scaffolds throughout the task, and
an adaptive scaffolding condition where the content of scaffolds was adaptive to
each learner. The adaptivity was implemented based on a rule-based algorithm
(a detailed explanation of the algorithm can be found in [19]). An example of
adaptive scaffolding is provided in Fig. 2 – (b), which shows that if the algorithm
detected that the learner had checked the time to monitor the reading progress,
then unlike the fixed scaffold (as shown in Fig. 2 – (a)), then the specific sugges-
tion would be hidden from the learner (as shown in Fig. 2 – (b)).
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3.2 Data Collection and Analysis

Interview and Qualitative Coding. All interviews were arranged and con-
ducted within one week after the completion of the learning task. As understand-
ing how learners perceived the adaptivity of scaffolding was the main focus of
the current study, only participants assigned to the adaptive scaffolding group
were invited for the interview, and all interviews were audio-recorded and man-
ually transcribed. Prior to conducting the study, ethical approval was obtained
from the university where the writing course was offered. Learners were asked
for consent for audio-recording before each interview.

The coding scheme we applied consisted of six codes, including four codes
that relate to overall learning strategies adopted in the learning task, and two
codes related to learners’ perceived adaptivity of scaffolding (see Table 1 for
the descriptions and examples of the codes). The four learning strategies were
selected as they were emerged from the interview data, which were therefore
included in the coding scheme. The interview transcripts were segmented by turn
of talk (i.e., conversational turn-taking) and coded by two researchers. Inter-
rater reliability was reached using a social moderation process [20] in which
both researchers agreed upon the coding for each turn of talk. The interviews
were conducted in Mandarin and transcribed into Chinese. The two researchers
involved in the coding process are native Mandarin speakers. For presentation
in this paper, the interview questions, coding scheme, and all cited responses
from interviews were translated from Chinese to English. Without altering the
original meanings, some translations may involve minor adjustments to ensure
readability.

Task Performance. Essay scores were used to represent learners’ task perfor-
mance, and they were based on a scoring rubric. The rubric was made up of four
key aspects. The first focused on learners’ comprehension of the three key con-
cepts – AI, Differentiation, and Scaffolding – and learners would be awarded nine
marks if all three concepts were discussed in terms of definition, explanation, and
application. The second aspect evaluated learners’ ability to integrate the three
concepts in their own vision, and they would be awarded six marks. The third
aspect evaluated learners’ ability to think innovatively and apply the concepts
to the future of education (maximum of three marks). Lastly, a maximum of 3
marks were awarded if the number of words fell within the range of 300 to 400.
In sum, the full mark that a learner could receive was 21. The essay marking was
done manually by two researchers, who marked the essays equally. An inter-rater
reliability test was conducted. Respectively, the kappa results were 0.88 for AI,
0.83 for Differentiation, 0.89 for Scaffolding, 1.00 for the vision integration, 0.94
for future education, and 1.00 for word count.

For this study, the essay scores for those who were interviewed were included.
The mean score was x̄ = 12.95 (σ = 3.99) and the median was 13 (Q1 = 9.75,
Q3 = 16.5), based on which they were grouped into low- and high-performing
groups – learners who scored 13 or higher formed the high-performing group and
those who performed under 13 formed the low-performing group.
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Table 1. Qualitative codes, descriptions, and examples.

Code Description Example

Read first then
write

Describe a strategy for
allocating time for reading
first and then writing as a
whole, mostly according to
task requirements, without
special plan

“I didn’t think too much
about it at first, I just
planned to read for an hour
and write for an hour”

Write while reading
and taking notes

The three modules of
reading, comprehension
(sometimes reflected in
note-taking) and writing
do not have clear
boundaries, but gradually
cycle forward

“While reading, I wrote
down some of my own
thoughts. These thoughts
may be what I want to
write in the next article,
and they are also some key
points, and then I slowly
put the article together”

Speed Reading–
Intensive Reading–
Focus on Writing

Describe a three-stage
learning strategy. First,
quickly scan the outline of
the reading content to
know what you are
reading. Then, spend a
certain amount of time
intensively reading the
parts you think are useful.
Finally, write everything
up

“I’ll go through the table of
contents quickly to see
what’s there, then maybe
skip the first part I’m
familiar with and focus on
the next two, and then I’ll
start and focus on writing”

Guided reading and
writing with article
ideas

The description of the
overall learning process
focuses on the leading role
of article writing, and
emphasises that reading
serves writing

“After reading the task
description, I thought
about the context of the
article. When reading, I
read it with the article idea
in mind. When I saw
something useful, I
immediately excerpted it to
the writing box”

Not perceived as
adaptive

When it comes to
scaffolding that doesn’t
particularly fit learners’
needs

“It doesn’t feel like it fits
my needs well”

Perceived as
adaptive

When it comes to
scaffolding that fits
learners’ needs

“Some of the suggestions
are really helpful and feel
like they fit my needs.”
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Epistemic Network Analysis. To address our first research question, we
constructed an ENA model with participant ID as the unit of analysis and
the conversation selection. Interviewer networks were removed from the model
such that it only distinguished between interviewees. We chose the “whole con-
versation” stanza option, meaning that any codes that co-occurred within the
interview could be considered as connected. This decision was made due to the
interview structure. Questions pertaining to learning strategies tended to come
at the beginning of the interviews, while questions pertaining to the perceived
adaptivity of scaffolding tended to come some minutes later. Thus, identifying
connections between these concepts necessitated a large stanza window.

As our first research question concerned our sample of interviewees overall,
the orientation of the ENA space was not relevant. To simplify the visualisation,
we used the optimised unit circle node orientation. Meanwhile, to address our
second research question, we used the same model specifications except that we
added a grouping variable for the essay score (high vs. low). As we wished to
compare groups, we used the means rotation option in ENA such that the metric
space maximised the difference between the two groups. We visually compared
the groups using a network subtraction and statistically compared them using a
Mann-Whitney U test on the means rotated dimension.

4 Results

4.1 Are Self-reported Learning Strategies Associated with Perceived
Adaptivity of Scaffolds to Personal Needs?

Fig. 3. Network of associations between self-reported learning strategies and perceived
adaptivity of the scaffolding.
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To address the first research question, we constructed an ENA model (Fig. 3)
that included the codes of ‘Perceived as adaptive’, ‘Not perceived as adaptive’,
and the four self-reported learning strategies. Thicker lines equate to stronger
associations. As seen in Fig. 3, all of the self-reported learning strategies were
associated with being perceived as adaptive to personal needs except for write
while reading and taking notes. The strongest association with being per-
ceived as adaptive was with the read first then write strategy. Relatedly,
all strategies were associated with not being perceived as adaptive except for
speed reading–intensive reading–focus on writing. The strongest associ-
ation with not being perceived as adaptive was with the write while reading
and taking notes strategy.

The results for the strongest associations are clearly reflected in our interview
data. For example, when one of the learners was asked about their adopted
learning strategy, they referenced a read first then write strategy, stating:

“Basically, I spend an hour going over and reviewing the material, and
then I spend another hour writing.”

Later, describing how they perceived the adaptivity of scaffolding, they
added:

“About an hour, a pop-up message appeared saying not to read everything,
and suggested that I only read the parts I want. I thought it made sense.
It is indeed better to only read the parts we need.”

When they were asked about what had been learned from the scaffolding
(pop-up window), they responded:

“I think the scaffold had suggested a valid point. Later on, I felt that the
time was tight, so I didn’t read everything thoroughly afterwards.”

In other words, the learner referenced thoroughly reading the material before
writing their essay, and they perceived the scaffolding they received as being
adaptive to their needs—“I thought it made sense”, “I think the scaffold had
suggested a valid point”.

In contrast, some learners were less positive about their experience with the
scaffolds. For example, when one learner was asked whether they followed the
scaffolds, they responded:

“At first, I did, but later I found out that I couldn’t keep up with the speed
of the pop-up window, so I decided to ignore it. Also, it’s suggesting things
that relatively experienced readers would do, but I’m not one of them. What
I did is actually different from what it suggests; I read and write at the same
time, going back and forth in a very inefficient process. However, the pop-
up seems to be from a very experienced person. For example, it’s already
starting to make a summary, while I’ve only written half of it.”



Do Learners Appreciate Adaptivity? 13

And when they were specifically asked if the scaffolds did not meet their
needs, they added:

“Yes, they are much better than me.”

This learner mentioned that they adopted the write while reading and
taking notes strategy—“I read and write at the same time”. However, they
clearly did not perceive the scaffolding they received as adaptive to their needs.
They saw the scaffolding as not being for them—“it’s suggesting things that
relatively experienced readers would do, but I’m not one of them”—and being
more suited to better writers—“[the scaffolds] are much better than me”.

4.2 Does the Association Between Self-reported Learning Strategies
and Perceived Adaptivity Differ Between High and Low
Performing Learners?

Fig. 4. ENA subtraction between low (red) and high (blue) performers on the essay
task. (Color figure online)

To address our second research question, we compared the ENA networks of high
and low performers as indicated by their essay scores. The results suggest that
learners who followed the read first then write strategy and perceived that
the scaffolding was adaptive to their needs performed better (as indicated by the
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strong connection between “Perceived as adaptive” and “Read first then write”).
Learners who adopted the guide reading and writing with article ideas
strategy had comparatively lower performance, with some perceiving the scaf-
folding as adaptive and some not. In addition, learners who reported using the
speed reading – intensive reading – focus on writing strategy also tended
to perform lower, although mostly they perceived the scaffolding as adaptive to
their needs. A Mann-Whitney test revealed a significant difference between high-
and low-performing groups on the first dimension of the ENA space (p < .01,
U = 98.00) with a moderately strong effect size (r = 0.63). However, for the
second dimension, the difference was not significant (p = 0.57, U = 69.00) and
had a weak effect size (r = 0.15) (Fig. 4).

5 Discussion and Conclusion

This study used ENA to analyse the associations between learners’ self-reported
learning strategies and perceived adaptivity of scaffolding to personal needs, and
explored whether these associations differed between high and low performers.
The results suggest that associations do exist between self-reported strategies
and perceived adaptability and that these associations vary with performance.
Specifically, learners who adopted the read first then write strategy tended
to perceive the scaffolding as adaptive to their needs and performed better on
the essay task. In contrast, learners who adopted other strategies (e.g., guided
reading and writing with article ideas) demonstrated lower performance
on the task. However, they tended to perceive the scaffolding in mixed ways,
with some perceiving them as adaptive to their needs and others not.

As mentioned in Sect. 3.1, the main idea of the scaffolds was to prompt learn-
ers to first read and monitor their reading process, and then write and monitor
their writing process. When examining the learners’ self-reported learning strate-
gies, the read first then write strategy aligns most closely with the overall
scaffolding design. Because the results of RQ1 show that the strongest association
is between the read first then write strategy and perceiving the scaffolding as
being adaptive, our results suggest that when the learning strategies adopted are
consistent with the scaffolding design, learners are more likely to perceive the
scaffolding as adaptive to their needs. This finding aligns with earlier research
that explored how learners perceive adaptive instructional supports. For exam-
ple, it has been found that learners tend to appreciate instructional suggestions
when they adopt similar strategies; otherwise, they may exhibit defensive reac-
tions, become reluctant to change their learning strategies, and remain commit-
ted to their existing strategy [12,13].

The findings from RQ2 suggest that the alignment between strategy, per-
ceived adaptivity, and scaffolding design is positively associated with task perfor-
mance. Those that did not report using the read first then write strategy and
did not perceive the scaffolds as adapted to their needs performed worse. Learn-
ing strategies can be understood as cognitive tools, and according to Winne [26],
effective tool use requires four conditions: recognising the existence and value of
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the available tools, choosing a tool that matches the task, skillfully using the tool,
and being metacognitively engaged in the tool use. Winne [26] further argued
that instructional supports (e.g., scaffolding) should be designed to guide learn-
ers in making successful choices and using effective cognitive tools. Our results
suggest that learners who were able to choose and adopt effective cognitive tools
demonstrated an awareness of the availability and usefulness of the tools. Relat-
edly, some learners perceived that the scaffolding was not adapted to their needs,
implying that they may have been unable to perceive the value and usefulness
of the suggested tools. Hence, one way to improve the acceptance of adaptive
scaffolding may be to guide learners to understand the value of suggested cogni-
tive tools. This can be achieved by providing adaptive content to those who do
not perceive the value of suggested tools—for instance, scaffolding could include
explanations of the potential benefits of using the suggested tools, rather than
merely prompting learners to adopt them without a justified reason.

The results of RQ2 also suggest that alignment between strategy and per-
ceived adaptivity alone is not enough—some learners perceived the scaffolding
as adaptive to their needs, but nevertheless still under-performed. This may be
attributed to their understanding of the value of the suggested tools and the pur-
poses they serve, while still being unable to choose and skillfully use the tools.
The design of learning tasks and adaptive scaffolding could address these learn-
ers’ situations by, for example, conducting targeted training sessions that teach
learners how to effectively use various tools. By addressing these concerns, we
can support learners in making informed decisions regarding the adoption and
use of effective learning strategies. Subsequently, through training and practice,
SRL can be well learned and improved [22].

Our study has several limitations. First, the analysis and findings presented in
this paper are based on learners’ self-reported data collected through interviews.
While self-report data can provide valuable insights into how learners perceive
adaptivity, it is important to note that self-reported data is limited in captur-
ing the dynamic and situational information on learning processes [28]. Future
studies are therefore suggested to utilise both self-reported data, which provides
information on context-specific strategy use [8], and trace data, which collects
temporal and situational information of the learning task [28]. This approach
would potentially offer a more fine-grained and accurate reflection of the learn-
ing process and yield more robust and comprehensive findings. Additionally, the
learning context from which the findings were derived is a two-hour academic
writing task, limiting the applicability of the results to similar learning contexts.
Consequently, it would be valuable to replicate this study in different learning
environments and assess whether the findings remain valid across various learn-
ing contexts.

Apart from these limitations, this study offers valuable insights into how
learners perceive the association between adaptivity and learning strategies, and
how this association differs among learners with different levels of performance,
which guides and warrants further developments in the adaptivity of scaffolding.
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Abstract. Prior research has shown that digital games can enhance STEM edu-
cation by providing learners with immersive and authentic scientific experiences.
However, optimizing the learning outcomes of students engaged in game-based
environments requires aligning the game designwith diverse student needs. There-
fore, an in-depth understanding of player behavior is crucial for identifying stu-
dents who need additional support or modifications to the game design. This study
applies an Ordered Network Analysis (ONA)—a specific kind of Epistemic Net-
workAnalysis (ENA)—to examine the game trace log data of student interactions,
to gain insights into how learning gains relate to the different ways that students
move through an open-ended virtual world for learning microbiology. Our find-
ings reveal that differences between students with high and low learning gains
are mediated by their prior knowledge. Specifically, level of prior knowledge is
related to behaviors that resemblewheel-spinning, whichwarrant the development
of future interventions. Results also have implications for discovery with mod-
eling approaches and for enhancing in-game support for learners and improving
game design.

Keywords: STEM Education · Game-based Learning · Ordered Network
Analysis · Epistemic Network Analysis

1 Introduction

Digital games are increasingly prevalent in STEM education [1–3], given their design
affordances for engaging learners in authentic scientific processes and STEM experi-
ences that are not otherwise accessible [4–7]. To maximize these benefits, however,
game experiences should meet (and where possible, adapt to) diverse student needs and
contexts (e.g., prior knowledge). One way to understand such needs is to map student
behavior to learning outcomes, a first step in differentiating between a student who is
persisting productively and one who might be wheel-spinning [8].
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Prior research has explored factors that influence user experiences in virtual environ-
ments such as prior knowledge [9], self-regulation [10], interest in the topic of the game
[11], and digital literacy [12]. Other studies have examined the in-game experiences of
learners throughfiltered time series analyses [13] and graph theory techniques [14],while
comparing students’ pathways with an expert problem-solving trajectory [13]. However,
new techniques for quantifying learners’ trajectories through educational games could
help us to better understand how students who are learning more differ in behavior and
experiences over time from those who learn less.

This work aims to bridge this gap by employing Epistemic Network Analysis (ENA)
[15] to investigate the differences between students’ in-game behaviors and their learning
gains. We do so in the context of a game developed for microbiology education [16],
where rich logfiles of students’ actions are explored in conjunction with measures of
prior knowledge.We specifically employ anOrderedNetworkAnalysis (ONA), amethod
derived from ENA that takes into account the temporal order of connections between
codes [25]. With this approach, we aim to answer two main research questions: (1)
What paths through the game are associated with learning gains? and (2) How does
prior knowledge influence these paths?

2 Related Work

Understanding differences in how actions in an educational game are enacted over time
by those with higher and lower learning gains is an important component of successful
game design. Prior research in this area has applied filtered time series analysis to
students’ log data [13, 17]. This method uses principal component analysis (PCA) [18]
to filter a multivariate time series (defined by a set of constructs coded in the log files
data) to a univariate time series [13]. Using PCA as a filtering strategy allows for context-
specific analyses about timing, but likely eliminates nuance about which actions aremost
useful. This is perhaps evidenced by conflicting results in the literature. Researchers have
shown that higher rates of student actions in virtual worlds are positively associated with
learning in a game-based environment about ecosystems [17], but negatively associated
with learning in a game-based environment for microbiology [13], indicating that a more
nuanced analysis about students’ interactions is required to understand effective learning
strategies.

Previous research has used graph theory analysis to examine the locations students
visited during gameplay in a science learning environment [14]. Trajectories through
virtual locationswere compared usingmetrics of density and similarity among networks.
Their results showed that student explorationof the environmentmight bemorebeneficial
for learning than more efficient pathways focused solely on game completion [14].
However, the employed networks compared transitions completed by at least 50% of
the students in each of the two groups (based on high or low learning gains). While this
approach highlighted variance in student behaviors related to learning gains, it still used
a categorical threshold (transitions done by 50% of students) for defining a binary graph
instead of a weighted graph, overlooking the repetitions or weights of those common
pathways.

The work reported in this paper builds on this previous research by applying a new
method for understanding student trajectories through a virtual world. Specifically, we
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useOrderedNetworkAnalysis [25], amethod derived fromEpistemicNetworkAnalysis
(ENA) [15]. ENA measures the relationships between coded elements by quantifying
their co-occurrences [15], and then representing them in a network diagram that illus-
trates the weights of these connections [19]. Each coded element, or unit, is represented
as a single point on the Cartesian plane, meaning that the diagram’s unit means can be
used to determine statistical differences between them [19]. The ability to quantify the
connections between codes and determine statistical differences makes ENA a valuable
complement to prior methodologies examining learners’ game experiences.

In the context of game-based learning and virtual worlds, ENA was first used in
previous research on language data to investigate identity exploration [20], scientific
practices [21], and student goals [22], but has also been applied to trace data of student
interactions with virtual environments. For example, Karumbaiah et al. [23] applied
ENA to clickstream data to uncover the trajectories that lead to quitting behaviors in
a learning game called Physics Playground. Similarly, Scianna and Knowles [24] used
ENA on player log files to identify how they responded differently to game events during
second playthroughs of a video game, showing improvements in student planning skills.
These initial examples demonstrate the valuable potential of traditional quantitative
ethnographic techniques such as ENA (which typically models patterns in complex
discourse data) with detailed log files of player actions.

Ordered Network Analysis (ONA) [25] uses the same principles as ENA but takes
directionality of connections between codes over time into account. We do so in order
to understand how different trajectories through a virtual game relate to differences in
learning gains. Specifically, we are interested in finding ways to identify students who
are productively exploring the game in ways that improve their learning, as opposed to
those who might be wheel-spinning, a phenomenon that occurs when students become
stuck because they lack the prerequisite knowledge necessary to advance [26, 27].

3 Methods

The goal of this work is to identify potentially productive problem-solving actions in a
game-based learning environment called Crystal Island [16]. We employ Ordered
Network Analysis (ONA) [25], which has been used to offer a more nuanced under-
standing of complex cognition and behavior across contexts (e.g., [25, 28]), and holds
particular promise in problem-solving contexts, particularly those such as Crystal
Island in which the orders of certain actions may contribute to in-game success, learn-
ing, or stagnation. As with ENA, the ONA algorithm uses a moving window to identify
connections between lines in students logfile data (e.g., in-game actions or locations)
within the recent temporal window. However, ONA accounts for the order in which
connections might occur in the data by constructing an asymmetric adjacency matrix for
each unit. That is, it calculates both the strength of associations between students first
completing Action A (e.g., Reading) and then completing Action B (e.g., Moving) as
well as Action B followed by Action A. In this way, the conventional visualization of an
ENA model is expanded to include bi-directional edges between each pair of connected
nodes. These edges denote the strength of these ordered associations, offering a more
nuanced view of students’ problem-solving behaviors within the game environment.



Cracking the Code of Learning Gains 21

3.1 Dataset

Weanalyzed data from92 students fromanurban school in the southeasternUnitedStates
(i.e., from [29]) who used an inquiry-based game to learn microbiology. In Crystal
Island [16], players adopt the role of a researcher tasked with diagnosing the cause of
a disease outbreak affecting an island-based research team. To successfully complete
the game, players must explore several locations, interact with non-player characters
(NPCs), collect information from in-game reading materials, and test their hypotheses
using laboratory equipment. Players are provided with a concept matrix to help them
organize the information obtained from the readings, as well as a worksheet to organize
their hypotheses and results. The game interface, including the “golden pathway” (i.e.,
the most efficient path to game completion) proposed by [13], is presented in Fig. 1.

Fig. 1. Overview of Crystal Island with the expert “golden pathway” for game completion
as operationalized by [13].

3.2 Learning Measures

To evaluate students’ knowledge of microbiology, identical pre- and post-tests were
administered.Normalized learning gainswere calculated based on the equation proposed
in [30]. This approach compares differences between post- and pre-test scores with
potential improvements students could achieve based on their initial scores. Data from
26 students with incomplete test responses were excluded, leaving a total of 66 students
for the current analyses.

3.3 Unit Variables and Other Divisions

The unit variables (i.e., the variables that organize the dataset into meaningful groups
for comparison and visualization) for ONA in this study were based on student learning
gains and prior knowledge. Specifically, we segmented and unitized the students into
two groups based on learning gains because the difference models of ONA do not handle
further division. We analyzed the data from students with high and low prior knowledge
separately. Both learning gains and prior knowledge groupings were generated using
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median values (Mdne = 8 for pretest or prior knowledge and Mdn = 0.15 for learning
gains).

We present comparative ordered network differencemodels for high and low learning
gain groups for each prior knowledge group to identify potential variations in behaviors
that may lead to differences in learning. We also conducted a correlation analysis (spear-
man) to assess the impact of these behaviors on learning. Table 1 shows the distribution
of students based on learning gains and prior knowledge.

Table 1. Distribution of students based on learning gains and prior knowledge.

Low Learning High Learning Subtotal

Low Prior Knowledge 16 14 30

High Prior Knowledge 18 18 36

Subtotal 34 32 66

3.4 Codes

Two sets of codes were applied to the log files of students used for the analyses in this
study: location codes (N = 7) and actions codes (N = 7). Action codes were selected
based on student behaviors that have proven relevant in previous work [13]. Location
codes correspond to the 7 sites on the virtual island in the game. Both are automatically

Table 2. Definition of codes (Actions).

Code Definition

Movement The action of moving from one location to another is logged if the
student performed an action in the new location or spent at least 10 s
there

NPC Interaction Talking with an NPC. Each message is counted as one action

Reading Observing a book or research article (found in several game locations)
for at least 5 s. Each minute of reading is counted as one action

Concept Matrix Each submission of a concept matrix (where students summarize what
they just read) counts as one action

Object Picking up an object that would be used for testing a hypothesis in the
future. Each object counts as one action

Hypothesis Testing Scanning an object using laboratory equipment to determine if it
contains the virus or bacteria the student hypothesized is affecting the
island. Each scan counts as one action

Diagnosis Worksheet Providing an entry in the game’s worksheet, which helps students to
systematize the hypothesis testing process. Each entry counts as one
action
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recorded in Crystal Islands log files. Given the small number of classifications and their
direct and unambiguous nature, it is unnecessary to report IRR for these codes.

Table 2 provides an overview of the action codes which were extracted from each
line of the interaction logs. Although individual lines of data in the interaction logs do
not account for the duration of each action, many actions have a relatively fixed duration
that is consistent across students. For instance, hypothesis testing in the lab typically
takes around 5 s. For other actions that lack a fixed duration, we employ a repetition
strategy for considering the duration. For example, when students interact with NPCs,
we consider each message they sent as a separate action, rather than grouping the entire
interaction as a single data line. Thus, students who exchange more messages with the
same NPCwill have more lines representing this action. Similarly, in the case of reading
and movement, if the student spends more than a minute on a particular page or moving
between two locations, we duplicate the line to indicate that the student was engaged in
that action for a longer duration.

Table 3 shows the location codes that were extracted from the students’ interaction
logs. In this study, location changes were coded either when the player performed an
action other than “Movement” in the new location or spent at least 10 s there. This
threshold differentiates between locations where the student was actively engaged and
those where the student was simply moving between locations. Similarly, the code “Out-
side” was reserved for students who spent more than 10 consecutive seconds outside,
suggesting deliberation or uncertainty about where to go next.

Table 3. Definition of codes (Locations).

Code Definition

Tutorial Students begin the game at this location (a beach), where they receive
initial instructions, interact with an NPC, learn how to pick up objects, and
are introduced to the concept matrix. They are instructed to go to the
infirmary at the end of the tutorial

Infirmary Students are instructed to go to this location after the tutorial to receive the
only additional instructions in the game. These come from an NPC (the
nurse), but they can also interact with NPC patients. They return later to
provide the suggested treatment for the disease

Laboratory Students bring objects to this location to test them for contamination with a
virtual scanner (i.e., with the virus or bacteria causing the island inhabitants
to get sick). They can also read research articles at this location. Because
they can only carry 3 objects at the same time, students often require
multiple visits to this location to solve the game

Living Quarters In this location, students can acquire information by interacting with NPCs
and reading disciplinary content

(continued)
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Table 3. (continued)

Code Definition

Bryce’s Quarters Students who enter this location can interact with NPCs and read pages and
articles associated with microbiology. This location has more disciplinary
content than any other individual location in the game

Dining Hall Location where students can find most of the objects to scan, including the
one necessary for solving the mystery

Outside This location composes the largest region of the game. All students must
move through this area to get from one location to another, but it contains
no additional information or objects to test. Therefore, it is only analyzed if
the student spends at least 10 s without entering another location

In the current analysis, action codes and location codes are presented in separate
difference models. While actions and locations are meaningfully connected, we took
this approach for two reasons. First, in some cases, actions are bounded by location,
which would artificially inflate the appearance of certain action/location connections.
Second, ordered and epistemic networks become practically and visually overwhelming
with higher numbers of codes present, often necessitating techniques to make existing
models more parsimonious (e.g., [31]). In this case, presenting two separate models of
different code sets avoids both issues and provides two corresponding perspectives on
student experience.

3.5 Segmentation and Stanza Selection

ENA models complex systems by creating a series of adjacency matrices that connect
the codes applied to one line to codes in prior lines (in this case, a moving window).
Conversation variables serve as boundaries for these calculations by grouping data
into stanzas across which associations are not calculated (e.g., all data associated with
student 1 in one stanza and student 2 in separate stanza). For this study, we set student
play sessions as the conversation variable. Extant research using non-linguistic data
has used conversation variables such as game level [23] or complete playthrough [24].
Because the duration of Crystal Island play was short (Avg= 65.1 min, SD = 13.5)
and no natural break points were observed, we refrained from segmentation into more
fine-grained stanzas.

To define the moving window length (which defines how far back codes in one line
are associated with codes applied to prior lines) we drew on previous studies applying
ENA to log files [23, 24]. In these cases, wider moving windows were needed to capture
the contexts of fine-grained log data [32]. In Karumbaiah and colleagues’ [23] work on a
level-based game with a limited action set, authors set the moving window to encompass
approximately 20 s of gameplay that represented how far back a player might routinely
connect a single in-game action to prior actions.

In Crystal Island, the duration of different actions varies widely; reading an
article, for example, may take more time than picking up an object. To account for this,
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we set the moving window width based on the average number of actions performed
by students in two consecutive locations. This approach ensures that the associations in
the networks are based on meaningful stanzas of gameplay, while also accounting for
variations in the length of actions. It also aligns with the design of the game, in which
sets of problem-solving actions are situated in specific in-game locations and students
must choose to move between them in certain orders to access actions that can complete
in-game goals [13, 17].

Students performed an average of 188.3 actions (SD = 45.9) and 22.5 visits to
locations (SD = 8.1) throughout the gameplay. On average, students conducted 8.3
actions (SD = 2.5) during each visit to a given location before moving on to the next.
In line with prior work on this topic [14], we connected the actions performed in one
location to those in the following location, defining a moving window size of two times
this average number of actions during each visit (17). We opted for this choice instead
of the infinite stanza, as the initial actions were similar among all players, and recent
actions are more relevant to current actions than the earlier ones. Moreover, we apply
a threshold at |0.02| in the visualization of connections to ensure interpretability of the
models.

4 Results

As discussed above, we divide the students in these analyses into high and low prior
knowledge groups. We then consider, separately, how trajectories through different
locations, and trajectories through different actions are associated with learning.

4.1 Low Prior Knowledge Students

This work explores differences between students who demonstrated high and low learn-
ing gains in both the high and low prior knowledge groups. For the low prior knowledge
group, Mann-Whitney U tests showed significant differences (alpha = 0.05) between
those with high and low learning gains for both: (1) location patterns (U = 192.00, p <
0.001, r = −0.71) and (2) action patterns (U = 22.00, p < 0.001, r = 0.80). Goodness
of fit, measured using both Pearson and Spearman correlation indexes, was greater than
0.82 for both axes in each model. The ordered networks shown in this study only dis-
play connections with a weight higher than 0.02. We employ this threshold to prevent
the figures from being overloaded with additional connections among codes that do not
correspond to the most substantial differences between the compared groups.

Figure 2a and b displays the difference models between students with high (blue)
and low (red) learning gains for the low prior knowledge group. We have tailored all
the ONA model visualizations in this study to enhance the readability of transitions
between nodes using the visualization software Diagrams.net, and strategically omitted
line weights for visual clarity (see below). While our ONA visualizations deviate from
the formats common to prior studies, the node positioning and arrow line weights are
analogous to the ordered networks generated in R for this data. In these visualizations,
the size of each node signifies the frequency of each action or location, and which group
(high or low learning gains) undertakes that action or visits that location more often.
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a. Location-based difference model. b. Action-based difference model.

Fig. 2. Location-based and action-based difference models between students with high learning
gains (blue) and low learning gains (red) for low prior knowledge students. Line weights below
|0.2| are omitted for visual clarity.

Students with higher learning gains in the low prior knowledge group were observed
to engage in more transitions between testing hypotheses and filling out the worksheet
with the corresponding results of the tests (normalized line weight, lw= 0.048), indicat-
ing a greater emphasis on understanding and framing the test results within the context
of the game’s goal. Additionally, students with higher learning gains were observed to
transition more frequently between movement and hypothesis testing (lw= 0.050). This
pattern of movements might be related to the ultimate goal of discovering the solution
for the game, rather than seemingly undirected movement among locations.

The patterns of locations visited by students in the high learning gain condition also
show similar results. Students with higher learning consecutively visited the laboratory
(the place for hypothesis testing) and infirmary (the place where students receive game
instructions and interact with patients suffering from the disease) more than students
in the low learning group (lw = 0.040). This result aligns with a positive correlation
between the number of hypotheses tested and learning gains for the low prior knowledge
group (rho= 0.404, p= 0.027). Similarly, students with higher learning gains transition
directly from the tutorial to the infirmary, a place where they receive more productive
information.

Students in the high learning group tended to visit the living quarters after visiting
the infirmary more often than the low learning students (lw = 0.028). Overall, learning
gains are positively correlated with the connection between interactions with NPCs and
reading material (rho= 0.340, p= 0.066), which can be completed in the infirmary and
living quarters. These types of actions tend to be performed more often by students who
understand the game’s dynamics. The total number of actions, which are also associated
with a better understanding of the game’s logic, are correlated with learning gains for
the low prior knowledge group (rho = 0.328, p = 0.077). This aligns with the results
shown by the actions-based difference model (Fig. 2b) for this group, where students
who learned more tend to have more connections between actions than their peers in
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the low learning gain condition, explaining why the line omission procedure resulted in
a difference model that only showcases higher learners’ higher rates of action. These
results suggest that students may require the instructions provided in the infirmary to
effectively learn from the disciplinary content taught in the living quarters.

In contrast, students in the low learning gain group tended to move between the
tutorial and outside locations more often compared to their high learning gain peers (lw
= 0.036). Low learning is also associated with Bryce’s Quarters. This seems surprising,
given that this is the location where most of the educational reading materials can be
found. Although, as observed in Fig. 2b, the students with lower learning gains are not
engaging more in the actions that can be conducted in Bryce’s quarters than their peers
who are learning more.

4.2 High Prior Knowledge Students

Statistical differences were also found among the high prior knowledge group, where
a third and fourth Mann-Whitney tests revealed that the behavior of students with high
learning gains (Mdn = −0.10, N = 18) was significantly different from the behavior
of the students in the low learning gain group in terms of the visited locations (Mdn =
0.10, N = 18, U = 288.00, p < 0.001, r = −0.78), and their actions (U = 231.50, p =
0.003, r = −0.43) at the alpha = 0.05 level. The goodness of fit, calculated with both
Pearson and Spearman correlation indexes, was greater than 0.86 for both axes.

Figure 3a and b shows the difference models between students with high (blue) and
low (red) learning gains for the low prior knowledge condition. The behavior of students
with high prior knowledge substantially differs from those with low prior knowledge.
Results from Fig. 3a suggest that the transitions related to the infirmary are conducted

a. Location-based difference model. b. Action-based difference model.

Fig. 3. Location-based and action-based difference models between students with high learning
gains (blue) and low learning gains (red) for high prior knowledge students. Line weights below
|0.2| are omitted for visual clarity.
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more by the high learning group in the high prior knowledge condition. However, transi-
tions having this place as starting point do not suppose a substantial difference between
the two learning groups, as observed in the low prior knowledge case. Although some
students with high prior knowledge and low learning gains tend to return from the infir-
mary to the tutorial (lw = 0.022), this connection is weaker than the observed back and
forth between the tutorial and outside, in the low prior knowledge students.

For the high prior knowledge group, visits to the living quarters from the laboratory
instead of the infirmary were also more common for the low learning gain group (lw =
0.029). Notably, while the laboratory was mainly visited by students in the high learning
gain group for the low prior knowledge condition, the strongest connection observed in
this study appeared between the laboratory (where testing occurs) and the dining hall
(where most of the testable objects are located) for the low learning gain group among
the high prior knowledge learners (lw = 0.082). Some students in this group may be
repeatedlymoving between the laboratory and the dining hall to obtainmore objects, test
more hypotheses, and solve the challenge quickly without engaging in reading or deeper
understanding. This result aligns with a negative significant correlation between learning
gains and the number of objects picked up by students in the high prior knowledge group
(rho = −0.375, p = 0.024).

The ordered network analysis for the high prior knowledge students also reveals a
notable connection starting from hypothesis testing to readings for the low learning gain
group (lw = 0.022), indicating that students in this group tend to read the disciplinary
content after testing the hypothesis. This is the opposite of the desired order of these two
actions and was also observed in the negative significant correlation between learning
gains and the number of transitions from testing a hypothesis to reading (rho=−0.332,
p = 0.048).

Furthermore, as shown in Fig. 3b, students with lower learning gains also show a
stronger connection between readings and interactions with NPCs (the two alternatives
they have in the game to receive disciplinary content; lw= 0.042) than their high-learning
peers. These students might be returning more to these two activities after picking an
object and rejecting a hypothesis in the lab to receive more insights about other possible
solutions. Although they are engaging more in these two activities, this does not imply
that they are reflecting on this information, and therefore, they would not be learning as
much as their peers.

5 Discussion

Understanding the relationship between prior knowledge and students’ in-game behav-
ioral patterns is an important step for developing newways to support struggling learners,
especially in an open-ended learning environment.While it is perhaps not surprising that
studentswith lower prior knowledge likely need different learning experiences than those
who come in with higher domain knowledge, understanding how to quantify those expe-
riences has historically been challenging in such open-ended environments. This study
uses an ordered network analysis (ONA) to better understand the trajectories of students
in a middle-school science game and to gain insight into which behaviors are more likely
to lead to learning (e.g., productive persistence, as opposed to wheel-spinning) even if
they do not reflect the most efficient route through the game.
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Results from this ONA show that overall, students with low prior knowledge require
more location visits and actions in order to learn, while those with high prior knowledge
are the opposite. It seems likely that this might extend to other learning contexts as well
(e.g., [33]). That is, we should expect students with low levels of prior knowledge to
have different questions and to require a higher level of repetition than students who
already know quite a bit about the domain.

Beyond these differences, we also see that the same trajectories can be associated
with the opposite effects on learning among high and low prior knowledge learners.
Such results have important implications for supporting learners, whether through larger
changes to the game design or through detector-driven prompts that are delivered when
a student appears to be struggling.

Game design changes might explore ways to mitigate the ways in which the layout
of the game influences student behavior. For example, ONA suggests that students with
low learning gains may sometimes ignore the instructions to go directly to the infirmary
(which is farther away from the tutorial than some of the other buildings in the game).
While major game changes (e.g., moving the location of the infirmary closer to the
tutorial) might be antithetical to the self-regulation the game is designed to foster, it
might be useful to prompt students who have ignored these instructions a second time.
Likewise, students who are ignoring reading materials in favor of what they think is a
more efficient strategy (e.g., the loop of picking up new objects and testing them) might
be prompted to make better use of the available resources in much the same way that
a resident at a hospital might have a supervising physician suggest they read relevant
articles. Finally, students might also be asked to externalize their hypotheses and their
rationale for selecting the objects to scan before testing to see if they are relying on prior
knowledge or disengaging from the educational material.

Other game design changes might be more subtle. For example, we currently see a
strong pattern among high prior knowledge students with low learning gains. Many of
these students seem to be looping between the dining hall (where most of the testable
objects are) and the laboratory (where tests can be performed). It is possible that a more
even distribution of testable objects and reading material throughout the game, might
increase the chances that a student comes across (and makes use of) these resource
articles. However, we note that this same looping behavior (between the dining hall
and the laboratory) leads to higher learning gains for students with low prior knowledge.
Therefore, any game redesigns should be carefully prioritized and tested among students
with both high and low prior knowledge, which could be operationalized by integrating
the pre-test into the game’s adaptability algorithms.

Another possible solution is to implement wheel-spinning detectors (e.g., [8, 34–
36]), and features based on the results of this ONA might help us to better predict this
construct. For example, features related to multiple trips to the tutorial or excessive
amounts of time wandering outside might be important indicators that a student does not
have the skills to move forward even if they have not fully disengaged from the system.
Likewise, we might develop features related to students who are testing without reading
or reading but not leveraging that information to go to the next most productive location.
Such detectors have been implemented in a range of learning software, but it can be
more challenging to detect unproductive behaviors in less-linear systems. The results
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here, however, suggest a path forward for such research using features discovered with
ONA, akin to the discovery with models approach used in previous research [37].

6 Conclusions and Future Work

We have shown that ONA, a particular derivation of ENA, of student log files illustrates
important patterns in open-ended learning environments, but this work is not without
limitations. A potential limitation of this approach is that an ONA collapses a large
number of student trajectories across time. That is, while ONA offers the advantage
of directionality (compared to more traditional ENA methods) it does not show the
specific moment when these connections occur during the student’s game trajectory.
Future work could work to address this limitation, either through data segmentation that
could provide more nuanced insights into the trajectory of student behavior over time
[38], or by supplementing ONA results with other techniques that examine time-series
data. Future work might also leverage this approach to examine player differences based
on other learner metrics such as content-related interest or in-game affect.

We have also shown that learning trajectories differ considerably among high and
low prior knowledge learners, but future research should consider other student-level
characteristics, since disciplinary content is not the unique factor that influences stu-
dents’ understanding of game dynamics. A few characteristics that may be especially
important include prior game literacy [39] as well as reading skills and visual attention
[40]. Students who are unaccustomed to exploration-based games or who struggle to
comprehend written instructions (and written content in general) may encounter greater
difficulty in engaging with and persisting in the game. Both lines of inquiry have the
potential to yield valuable insights for improving game design, and supporting students’
learning.

In summary, we envision the visualization and quantification capabilities of ONA as
a significant contribution to closing the interpretation loop when examining the interac-
tions between students and open-ended, game-based learning environments. Combining
this analysis with a range of other data on student characteristics and in-game behav-
iors can yield a broad range of insights for game designers and educators to enhance
game-based learning environments. In particular, it would be good to use these insights
as part of a discovery with models approach [37] to better capture potential features for
modeling differences between students who are wheel-spinning versus those that are
persisting productively.
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Abstract. In this paper, we study the reasons for unsuccessful level completion
in Baba is You, a puzzle-based video game, using Epistemic Network Analysis
(ENA). The study focuses on student cognition, which can be inferred through
an in-depth examination of in-game actions and decisions recorded in log data
from complex, contextualized game levels. To build epistemic networks around
video game log data, chronological log records of player levels were set as codes.
Epistemic networks of player actions paired with interpretive examinations of the
context of each level offer insights intowhy studentsmay quit levels inBaba is You.
Findings suggest that (1) inadequate acquisition of knowledge from the previous
level, (2) premature focus on winning at the earlier stage without engaging in
distributed exploration and experimentation, and (3) over-reliance on undoing
actions may all play a role in unsuccessful level completion. The goal of this
work is to support the design of future game-based interventions that can address
context-specific quitting and foster student engagement within the game.

Keywords: Digital Game · Quitting Behavior · Epistemic Network Analysis ·
Automated Codes · Interaction Log

1 Introduction

In the field of education, digital games, whether commercial or serious, have emerged as
useful tools for creating engaging learning experiences for students [23, 29]. However,
to support persistence and learning, game designers often face the challenge of creating
a level of difficulty that is “pleasantly frustrating” – challenging players without discour-
aging them [10]. When the difficulty level is high, some players may encounter setbacks
and manage them in productive ways [4], while other players may quit due to inade-
quate understanding of the concepts or mechanics, ineffective puzzle-solving strategies,
or lower levels of academic achievement [8, 15, 24]. Given this context, a comprehensive
understanding of the drivers of player quitting is crucial for promoting more universally
effective and engaging learning environments in games, informing timely interventions,
and preventing frustration-induced stopout.
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In this paper, we investigate what patterns of in-game decisions and actions pre-
cede unsuccessful completions within the syntax-based problem-solving game Baba is
You. Specifically, we focus on players’ spatial reasoning decisions through game log
data, with cognition inferred from their interactions within the complex, contextualized
game levels. To achieve this objective, we visualize player interactions using Epistemic
Network Analysis (ENA) [21], a quantitative ethnographic technique that can visualize
patterns of connections between concepts or behaviors in large-scale, complex datasets.
Our work builds on prior research that has used epistemic networks of in-game log data
to explore players’ in-game actions and understand how learning and decision-making
emerge (e.g., [14]). Our work examines students’ actions contextualized by the unique
attributes of specific game levels, with the goal of examining specific reasons for players
quitting related to that particular level.

The research questions guiding this study are: 1) How do patterns of game behaviors
differ between students who quit and those who do not, and 2) What insights can these
differences provide us regarding why students quit? Through this research, we hope
to contribute to the understanding of how players interact with complex puzzle games
and provide insights into how game designers and educators can create effective and
engaging learning environments.

2 Literature Review

Digital games provide students with access to immersive and authentic learning expe-
riences in specific content areas in STEM [26], offering opportunities for developing
critical skills such as problem-solving [18], decision-making [5], and communication
[3]. High-quality game design has been linked to the development of intrinsic motivation
in players around targeted content areas. This, in turn, can be valuable to learning, as
motivated learners are more likely to engage deeply with the content, persist through
challenges, and seek out additional learning opportunities on their own [1, 9].

Given the learning benefits associated with games, understanding player cognition in
games has become an increasingly popular research topic among scholars from diverse
fields such as psychology [2], neuroscience [6], and computer science [27]. One specific
area of interest revolves around inferring players’ cognitive processes based on their
in-game behaviors. For example, Hou [11] found that learners’ behavior and exploration
patterns while they are playing in the simulation game Perfect PAPA II© may often be
influenced by cognitive processes such as memory retrieval and alignment. Owen and
colleagues [20] constructed prediction models based on features of behavior patterns
to detect both unproductive persistence and wheel spinning behaviors, which are often
associated with frustration or reduced motivation, among students using the adaptive
game-based learning system Mastering Math. Similarly, Leduc-McNiven et al. [17]
utilized player action data to infer cognitive processes such as strategy learning, retention,
and recall in a serious game WarCAT. These examples demonstrate the potential of
game-based activities as a means of investigating cognitive processes.

Our work aims to contribute to the existing research by providing insight into stu-
dents’ cognition within the puzzle-based video game, Baba is You, leveraging the fine
granularity of interaction logs. A growing body of work within the QE community has



36 X. Liu et al.

demonstrated the utility of interaction logs for studying fine-grained behaviors across
different contexts and over time in human-computer interactions. For example, Karum-
baiah et al. [14] used clickstream data from the educational game Physics Playground to
analyze students’ quitting behavior. Karumbaiah and Baker [13] extended applications
of ENA to investigate affect dynamics when students solve problems on ASSISTments,
while Wu and colleagues [28] used ENA to explore the metacognitive aspect of math
learning in the context of self-regulated learning (SRL) in CueThink. Drawing on the
insights gained from previous studies, we studied the relationships between the events
logged by the game Baba is You to determine the possible reasons for quitting in learn-
ing games, as well as to provide insights into phenomena such as how learners apply
concepts across levels and players’ exploration patterns in the game between those who
complete the game and those who quit.

3 Context

In this study, we explored and compared patterns of in-game actions and behaviors
enacted by players who quit and complete levels in the commercial video game Baba
is You. In the game, players complete levels by solving complex puzzles that involve
manipulating push-able text objects on the game board to create, break, or modify rules
[25]. The rules consist of three distinct types of text objects: nouns (e.g., BABA,WALL,
and FLAG), operators (e.g., IS and AND), and properties (e.g., WIN and STOP). When
the three text objects are aligned vertically or horizontally, the rule becomes activated,
assigning the specified property to the noun associated with said rule. For example, as
shown in Figure 1, the rule WALL IS STOP signifies that walls possess the property
of obstructing players from traversing through them. However, if any of the three text
objects constituting the rule are displaced from their original position, the rule becomes
nullified, rendering walls ineffective in stopping players or possessing any properties.

The primary objective of each level is for players to create a winnable rule, i.e.,
[OBJECT] ISWIN, and guide the player-controlled character, typically Baba—a sheep-
like avatar—to touch this winnable element. Across levels, the player is presented with
unique combinations of obstacles and rule sets that can be manipulated in different ways
to reach the win state. Participants have the option to ‘undo’ their actions or ‘restart’ the
level entirely at any time, thereby reverting the puzzle to its original state.

Despite the absence of hints or scaffolding by design, the early levels of the game
serve as a platform for players to familiarize themselves with the game mechanics as
well as the conditions necessary to complete a level. For example, in level 1 (See Fig. 1),
players can gradually deduce that pushing any text object within the ruleWALL IS STOP
would break the rule and render the walls permeable. Once the player passes through
the previously blocked wall, they can establish the rule FLAG IS WIN and then touch
the flag object in order to complete the level. At the onset of each level, players may not
see viable paths to victory, necessitating exploration of each level’s context to devise,
test, and apply possible winning strategies.

For this study, we examined player quit behavior on two levels. Lonely Flag (level
02 in the sub-world Rocket Trip) was selected as a context in which players must apply
iterative, cross-level knowledge to achieve success (and avoid quitting), while Walls of
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Fig. 1. Design of the first level, Where Do I Go?, in Baba is You

Gold (level 09 of the subworld Temple Ruins) serves as a later-game example of a level
with a more complex win state, in which quitting is more common.

Level Lonely Flag and the preceding level Empty are purposefully linked together
by the designer to challenge players to learn and apply the new concept in the game. In
the first level (Empty), players are introduced to the special noun referred to as EMPTY,
which functions differently depending on its usage.Assigning an objectwith the property
of EMPTY causes that object to permanently disappear from the game board. However,
when EMPTY is used as a noun, such as in EMPTY IS FLAG, it transfers all unoccupied
cells on the game board to the object that EMPTY represents (in this case, the FLAG).
Players can use EMPTY as either a property or a noun to solve the levelEmpty. However,
in the next level, Lonely Flag, players must use EMPTY as both a property and a noun in
order to win. Given the relative rarity of multi-use nouns such as EMPTY in the game,
player use of EMPTY as a noun in the prior level (though not required for success) may
prime players for subsequent completion of Lonely Flag (Fig. 2).

Fig. 2. Design of the level Lonely Flag. Players must first create DOOR IS EMPTY (property) to
eliminate surrounding doors and then form EMPTY IS BABA (noun) to transform empty spaces
into BABA entities that automatically reach and touch the FLAG object.
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The level Walls of Gold (See Fig. 3) does not introduce new objects but is a game
level with multi-stage win states designed to challenge players to demonstrate a compre-
hensive understanding of multiple game elements. Similar to other advanced levels in
the game,Walls of Gold offers a more intricate challenge that requires players to explore
and experiment with different strategies to find a solution.

Fig. 3. Design of the level Walls of Gold. Players must first create the rule WALL IS ROCK to
transform the walls into pushable rocks to break free from the obstruction. Subsequently, they
must configure the rules ROCK IS WIN and ROCK IS YOU, using the YOU text situated in the
top-right corner of the screen, and complete the level through the transitive property.

4 Method

This work is part of a larger research project that seeks to improve our understanding
of how players solve problems in Baba is You. Prior studies have examined how players
notice deviations (situations when the outcomes of their goal-oriented actions deviate
from their expectations), generate causal explanations, and adjust their problem-solving
strategies accordingly during gameplay [7]. Participants in these studies were recruited
through email advertisements circulated through local middle schools and around a large
public university in the United States. Once individuals were enrolled, they installed a
copy of the game on their device and were instructed to play for approximately one hour
per week over a period of three weeks. As players completed their gameplay sessions,
data was uploaded to a secure server and preprocessed for analysis. The complete dataset
consisted of player interactions from 184 middle-school and college students, with ages
ranging from 10–31. The sample consisted of 49% identifying as male, 43% as female,
5% as non-binary, and 3% preferring not to respond.

The log datawas structured to provide (1) player ID, (2) keyboard inputs as the player
navigated through game space, (3) the timestamp of each move, (4) any changes made
to the game state (e.g., creation or breaking of a rule), and (5) location of each object
in x:y coordinates. Using this data, our team was able to track player interactions with
specific rules and objects of interest, which were relevant to measuring player behaviors.
For this paper, we draw from the complete dataset, but sample 11 players who played
Lonely Flag and 26 players who played Walls of Gold – the levels best suited for our
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analysis. Although we observe variation in player ages across both levels, our analysis
using Pearson’s correlation coefficient revealed no statistically significant correlation
between age and performance (r= 0.12, p= 0.45). In other words, the findings provide
no evidence to suggest that older players consistently outperform younger players or
that younger players are more prone to quitting.

4.1 Participant Sampling

Out of the 11 players who attempted and passed the level Empty, 7 players applied
EMPTY as a property in the prior level, while 4 players opted to use EMPTY as a noun
in their win condition. Out of the 11 players, 8 were able to correctly apply EMPTY
as both a noun and property in the subsequent level, Lonely Flag, while 3 quit before
identifying a solution. It is possible that using EMPTY as a noun during the first level can
ultimately assist players in completing the second level. Therefore, to examine the poten-
tial influence of players’ prior learning on their subsequent performance, we analyzed
the click-stream data in Lonely Flag and categorized the 11 participants into “Noun” and
“Property” groups based on their strategies in completing Level Empty, and into “Quit”
and “Complete” groups based on their success whether they succeeded in solving Lonely
Flag. The outcome of the categorization yielded three exclusive groupings, specifically
denoted as “Complete (Property)”, “Complete (Noun)”, and “Quit (Property)”, with 4,
3, and 4 instances, respectively, in Figure. 4. These groups were used as unit variables
to generate ENA visualizations.

Fig. 4. The categorization of players in Empty and Lonely Flag

In the second level,Walls of Gold, 15 out of the 26 players (we excluded two players
out of the initial 28 players from the analysis so that the remaining players have adopted
the same solution) were able to successfully complete the level, resulting in a quitting
percentage of 42.30%. To complete this level, players must achieve a two-stage goal
of first breaking the wall and then forming winning conditions for victory. Therefore,
to study player’s activities and the cognitive processes involved during different stages
of gameplay, we segmented players’ activities into “Part-1” when players must free
themselves from the walled prison, and “Part-2” when players exit to the exterior where
they can access the final win state. Players are also organized into “Quit” and “Complete”
groups. The detailed decomposition of the players is represented in Figure 5. One player
in the Quit group did not manage to enter the second stage. These groups were used as
unit variables to generate ENA visualizations.
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Fig. 5. The categorization of players in Walls of Gold

4.2 Epistemic Network Analysis

Our investigation focuses on identifying the differences in the interrelations of events
between players who completed a game level and those who did not, seeking to explore
the reasons why some players may quit, while others may persevere. To achieve this
objective, we generated epistemic network visualizations to map the patterns of different
player groups’ behaviors over time in each level.

To gain a more comprehensive understanding of players’ cognitive processes, we
used different unit variables for each level, owing to their distinctive structural attributes.
Unit variables for Lonely Flag grouped player data into Complete (Noun), Complete
(Property), and Quit (Property) groups. Unit variables forWalls of Gold grouped player
data into Complete (Part-1), Quit (Part-1), Complete (Part-2), and Quit (Part-2) groups.
The secondary unit variable for each model groups the play data by individual-level
attempts. Since our objective is to analyze the interrelated actions and choices of indi-
vidual players in the game, we generated three types of codes based on pre-coded events
in the click-stream data for each level, as outlined below:

1. Undo: the reversal of the previous action
2. Add < Rule >: the creation of new rules in the game. For example, the activity of

forming the rule “WALL IS ROCK” is coded as “Add <Wall is Rock >”
3. Remove < Rule >: the removal of an existing rule in the game. For example, the

activity of breaking the rule “WALL IS ROCK” is coded as “Remove<Wall is Rock
>”

The numbers of codes generated for each level are as follows: Lonely Flag (30 codes;
15 from rule creation and 14 from rule removal), andWalls of Gold (30 codes; 15 from
rule creation and 14 from rule removal).

Other features of network structures remain consistent for both examinations. We
segmented the data based on each player’s attempt at a level (conversation variables:
Player ID, Restart), as we consider each player’s single attempt a suitable unit for the
analysis of interconnected behaviors. Given the frequency of the selected logged events
in Baba is You, with an average rate of one event every two seconds, we used a relatively
wide moving window size of 10 actions. This window size corresponds to an average
gameplay duration of 20 s, providing an appropriate temporal context to identify relevant
co-occurrences of events. This decision was informed by the fine-grained nature of the
event logs, which require a relatively high moving window size compared to many
previous ENA analyses [16, 19, 22].
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In generating epistemic networks for each level, we utilized the ENA Web Tool,
which transformed the temporally sequenced one-hot encodings of the events into a
network representation, allowing us to identify relevant patterns of co-occurring events
that can provide insights into the temporarily interrelated behaviors of the players during
gameplay.

5 Results

5.1 Lonely Flag

We used epistemic network visualizations to map the interconnection of events in the
level Lonely Flag among players classified into the above-mentioned categories (See
Fig. 4). Figure 6 presents the difference networks between Complete (Noun) and Quit
(Property) groups (left) and networks between Complete (Noun) and Complete (Prop-
erty) groups (right). In constructing the epistemic networks, we included all 30 codes,
but excluded edges with weights less than 0.1 and labeled only the nodes related to the
use of EMPTY to enhance visual clarity. Along the X-axis (dimension 1 after means
rotation), a two-sample t-test assuming unequal variance showed that group Complete
(Noun) was statistically significantly different from group Quit (Property) with an effect
size of d= 2.26 (t(4.34)=−3.19, p= 0.03*), and from group Complete (Property) with
an effect size of d= 2.28 (t(3.93)=−3.41, p= 0.03*). The difference is not statistically
significant between Complete (Property) and Quit (Property) (t(4.99)= 0.22, p= 0.84),
which precluded the need for a difference network. In the following section, we explicate
two key themes that have shed light on the transfer of learning across levels, as well as
the underlying factors that account for quitting behaviors.

Fig. 6. The difference networks between Complete (Noun) and Quit (Property) (left), and the
difference networks between Complete (Noun) and Complete (Property) (right)

Undoing as a Persistence Strategy for Property Groups
The networks indicate a contrast in the association between Undo and other game events
among players in the Property and Noun groups. Specifically, we found a stronger
connection between Undo and other events in players from the Property groups, whereas
fewer connections to Undo were observed in the Noun group. This behavioral pattern,
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characterized by the formation or breaking of rules without meaningful connections to
other events other than Undo, indicates repeated attempts to solve the puzzle without
making progress that aligns with the objective. For example, believing that EMPTY is
key to solving the puzzle, players in the Property group may repeatedly form EMPTY
IS YOU, and immediately Undo their actions after realizing that Baba is no longer a
controllable character.

One possible explanation for this behavior is the phenomenon of “wheel spinning,”
which occurs when players engage in prolonged gameplay without achieving significant
progress, leading to frustration and ultimately, giving up on the level [20]. On the other
hand, the fragmented actions and frequent backtracking of progress in the Property group
during their exploration of the levelmay also reflect a lack of confidence in their decisions
or an inability to comprehend the extent to which their current actions contribute to
achieving ultimate success. In contrast, the Noun group demonstrates a more cohesive
approach to leveraging game objects to solve the level, with their actions being more
logically connected. These patterns may signify greater clarity in comprehending the
connection between their actions and the win condition, leading to a more efficient and
successful level completion.

Transfer of Learning Across Levels
Successful completion of Lonely Flag required the creation of the DOOR IS EMPTY,
which causes the surroundingdoor to disappear, testing the player’s ability to useEMPTY
as a property. In the difference network shown on the right in Figure 6, the Com-
plete (Property) group displayed a stronger association between the Add <DOOR IS
EMPTY> action and theUndo, signifying the transfer of knowledge on the application of
EMPTY as property across levels. Similarly, the Complete (Noun) group demonstrated
robust connections betweenAdd<DOOR IS EMPTY> and several other in-game activ-
ities, whereas no connections were found concerning the addition or removal of EMPTY
ISDOOR. This indicates players who employed EMPTY as a noun in the first level were
also able to perceive it as a property and deduce themethod ofmaking the doors disappear
in the subsequent level. However, the Quit (Property) group did not exhibit such strong
associations, indicating that players in the Quit (Property) group may have encountered
difficulties in transferring their acquired knowledge to subsequent levels, which could be
indicative of a possible lack of understanding of the concept of EMPTY and its variable
applications. They were, however, more likely to add and remove the rule EMPTY IS
YOU, but these actions would have no effect on the game board since YOU is a prop-
erty rather than an object. Thus, it is unlikely that these exploratory actions would have
facilitated learning of the EMPTY concept as a noun for players in the Quit (Property)
group, which might be one of the reasons that they did not ultimately complete this level.

To conclude the second part, players must formulate the rule EMPTY IS BABA
using EMPTY as a noun. As evidenced by the networks, a much stronger connection
was observed between Add <EMPTY IS BABA> and other actions in the Complete
(Noun) group as compared to the other two groups. Players who used EMPTY as a noun
in the first level demonstrate a more extensive comprehension of its dual nature as both a
noun and a property. Conversely, those who opt for an alternative strategy may be more
likely to experience difficulties when solving the second level, even if they ultimately
achieve success. Those players transferred knowledge about the use of EMPTY as a



Decoding Player Behavior: Analyzing Reasons for Player Quitting Using Log Data 43

property from the previous level, which may have had an unintended negative impact
on their performance. Their attachment to what they had learned previously, rather than
considering new approaches, might have hindered their progress to some extent.

The results of our analysis indicate that there was no statistically significant dif-
ference between the two Property groups, and their networks showed a high degree of
similarity. Nevertheless, when each Property group was compared to the Noun group,
there were discernible statistical and visual differences. This suggests that variance in
player actions in the second level primarily results from the strategies used in the first
level, namely, the decision to use EMPTY as either a Property or a Noun. The choice
may reflect their comprehension of the newly introduced concept. However, players in
the Complete (Property) group may compensate for a lack of knowledge by engaging
in a more distributed exploration of various activities in the second level, particularly
those related to using EMPTY as a noun, such as Add<EMPTY IS WALL>, thus suc-
cessfully completing this level. By contrast, the Quit (Property) group tended to explore
fewer possibilities in the game. A lack of exploration and a possible inability to transfer
learning from the previous level to the current one could be the reasonswhy those players
ultimately quit the current level.

5.2 Walls of Gold

Weproceed to present the findings for the second level,Walls of Gold. Figure 7 shows the
difference networks between Complete (Part-1) and Quit (Part-1) (left) and networks
between Complete (Part-2) and Quit (Part-2) (right). We created epistemic networks
based on all 30 codes, but excluded edges weighted less than 0.05 to improve visual
clarity. The networks for both stages illustrate notable differences in both the cognitive
processes and behaviors of playerswho completed the level versus thosewho quit. Along
the X-axis, a two-sample t-test assuming unequal variance showed that group Complete
(Part-1) was statistically significantly different from group Quit (Part-1) with an effect
size of d = 1.00 (t(21.74) = −2.52, p = 0.02*); Complete (Part-2) was statistically
significantly different from group Quit (Part-2) with an effect size of d = 1.72 (t(22.01)
= 4.39, p< 0.01*). Our results reveal three themes related to players quitting at different
stages of the gameplay for Walls of Gold.

Fig. 7. The difference networks between Complete (Part-1) and Quit (Part-1) (left), and the
difference networks between Complete (Part-2) and Quit (Part-2) (right).
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Undoing as a Persistence Strategy for Quit Groups
Networks in Figure 7 suggest that players in the Quit groups exhibit a greater tendency to
undo their actions during both stages of gameplay compared to players in the Complete
group, a pattern also seen in Lonely Flag. Specifically, in the first stage, stronger asso-
ciations were found between Undo and Add <WALL IS WIN> and Remove <ROCK
IS WIN>. In the second stage, stronger associations were found between Undo and
Add <WALL IS WIN>, Remove <ROCK IS WIN>, and Add <WALL IS ROCK>.
The Complete group used the undo command less frequently in relation to other actions
throughout the level, especially in the second stage where only two events are associated
with Undo. As discussed in the analysis of Lonely Flag, favoring undo may indicate
wheel-spinning or lack of confidence during the gameplay. The results may serve as a
starting point for understanding the use of undo as a strategy for persistence as players
explore actions to determine and eventually achieve the win condition.

Win-Seeking Behavior
As shown in the left network in Fig. 7, the associations between the activityAdd<WALL
IS WIN > and several other game actions were stronger for players in the Quit group.
In contrast, we do not observe correspondingly strong associations between win-related
events and other actions for players in the Complete group, with the exception of the
connection between Remove<WALL ISWIN> andAdd<WALL ISROCK>, which
are crucial preconditions for escaping the enclosed wall prison. These findings suggest
that players who quit this level exhibit a stronger inclination to engage directly and
repeatedlywith theWINobject throughout gameplay, perhapswithout first establishing a
comprehensive understanding of the level design. Playerswho completed the level, on the
other hand, are less likely to engage with theWIN object repeatedly; for instance, within
this group, three players formedwin-related rules on only two occasions throughout their
gameplay, while two players engaged WIN solely at the point of level success. These
patterns suggest that playerswho complete the levelmay have amore holistic strategy for
success in mind at an earlier point in their play. As a result, these players are less likely to
engage in hasty attempts to achieve victory before overcoming the initial level obstacle.
The results suggest that the broader strategies adopted by players (e.g., engaging directly
with WIN without a broader strategy) may play a key role in determining whether they
successfully complete the level or quit. Players who prioritize understanding the level
mechanics and solutions before attempting to win are more likely to complete the game,
while those who prioritize theWINwithout the backing of strategy and an understanding
of level complexity may, somewhat paradoxically, be more likely to quit.

Strategic Abandonment and Object Fixation
The results of our analysis also suggest that players in the Quit group tend to repeat
actions from the first stage of the game, prior to breaking free from the walled prison,
even as they transition to the second stage, where these actions are less relevant for
success. For example, in the Quit group, we observe a stronger association between the
activities Remove<WALL IS WIN> and Add<WALL IS ROCK> and Add<WALL
IS WIN> in the first stage of the level. In the second stage, these activities remain more
connected to other actions for the Quit group but are now more strongly associated with
Undo. This suggests that these players are repeating patterns of actions that led to recent
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success again with an unclear or incorrect strategy in mind for how these actions will
lead to level completion (this combination of actions cannot result in a win). While
such actions could indicate player exploration and “testing” of the level mechanics with
the goal of eventually identifying a winning strategy, repeated attempts could also be
associated with frustration or confusion, such as the case of one player who attempted
“Add <WALL IS ROCK>“ 72 times before ultimately quitting the level.

In contrast, the networks for the Complete group in both stages exhibit marked
differences from one another. Unlike the Quit group, the Complete group was more
likely to strategically abandon objects (as evidenced by their weaker associations to
part 1 actions) that previously helped them progress in the level, which suggests greater
flexibility in their thinking to identify innovative strategies for success. As indicated
by the number of visible connections to each action, players who eventually quit this
level engage in slightly more explorations in the beginning stage of the game, with these
activities persisting throughout the second stage of the game. In contrast, students who
successfully solve the level initially start with limited actions and progressively expand
their search for possible actions to win the level.

6 Discussion

The aim of this research paper was to explore possible reasons for players quitting in the
puzzle-based video game Baba is You, by analyzing and visualizing player interactions
using Epistemic Network Analysis (ENA). In constructing the network, we used codes
from the automatically generated events recorded in the game’s interaction log and
applied epistemic network analysis to gain further insights into the players’ cognition.
The analysis was conducted on two game levels that (1) require cross-level knowledge
to achieve success and (2) feature a more complex win state with higher rates of quitting.

Our analysis suggests that insufficient acquisition of specific knowledge components
from previous levels (e.g., application of spatial reasoning mechanics such as the use of
objects as nouns or properties) may be an important reason why players quit. Moreover,
we found that players who prematurely engage with the final win condition without pre-
requisite strategies for success, who reapply objects or rules they initially encountered
when they no longer lead to success, and who engage in less distributed exploration and
experimentation may be more likely to quit. In both levels we analyzed, we observed
that students who quit are more likely to engage in repeated or redundant actions, which
may indicate a lack of confidence in their actions or a limited capacity to understand
how their current actions contribute (or don’t contribute) to level completion. These
findings highlight the potential benefit of targeted interventions that address the specific
knowledge gaps and gameplay behaviors that may contribute to a player quitting. With
this in mind, initiatives to design on-demand or tailored experiences, prompts, and sup-
ports for students could prove valuable. Leveraging metrics or behavior patterns such as
those identified in our analysis, educators and game designers can better identify at-risk
players and provide themwith targeted interventions that help to address their individual
needs and promote sustained engagement. In the case of Baba is You, cognitive scaffolds
could be built into the Lonely Flag level that shows learners who only used EMPTY as
a property previously that it can also function as a noun. Targeted hints could encour-
age more experimentation and exploration of the game mechanics in Walls of Gold for



46 X. Liu et al.

players who over-engage with the WIN object. Finally, an expansion of support for
players resorting to Undo as part of level engagement, through hints or tutorials, could
help players pass disengaging roadblocks. Though the primary aim of this work is a
preliminary examination of player quitting behaviors, a limitation of this iteration of the
work is the smaller sample size of students, especially for the level Lonely Flag, which
only had 11 players. Additionally, it is also important to note that other external factors
beyond players’ interactions, and social or cultural influences [12], may also impact stu-
dents’ motivation and confidence levels, leading them to potentially disengage from the
game. Future research should study a broader range of levels and students to understand
what aspects of the findings generalize, and account for other external factors that could
impact player retention with the game.

These results suggest that the application of Epistemic Network Analysis (ENA)
to investigate player behavior in video games and other learning environments holds
promise for enhancing our understanding of howstudents learn and interactwith complex
systems. Utilizing automatically generated events as codes, ENA provides a window
for examining constructs related to student learning, engagement, and experience, not
only in games but also in other learning contexts featuring well-designed event-based
logging mechanisms. Although exploratory in nature, the insights obtained from this
study could potentially inform the development of targeted interventions that address
specific gameplay behaviors and knowledge gaps in games like Baba is You, ultimately
fostering sustained engagement and success. Future researchwill expand the scope of this
inquiry by examining additional samples and contexts to further comprehend in-game
learning experiences and behaviors. Our hope is that this applied example could inspire
further research that explores log data as a source of rich, contextualized discourse for
quantitative ethnographic investigations.
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Abstract. This study explores the impact of conversational agent language (for-
mal vs. informal) on student language in an intelligent tutoring system (ITS).
Unlike previous studies that analyzed language features in isolation, we utilized
the epistemic network analysis (ENA) approach to investigate the structure of lan-
guage connections in five dimensions, including non-narrativity, word abstract-
ness, syntactic complexity, referential cohesion, and deep cohesion, in summaries
written before and after the intervention. Visualizations of the ENA networks
revealed differences in language connection structures betweenpretest and posttest
in both formal and informal groups. Specifically, in the informal group, the con-
nection between non-narrativity andword abstractness was stronger in the posttest
network. In the formal group, the connection between non-narrativity and refer-
ential cohesion was stronger in the posttest network. Additionally, the connection
between deep cohesion and syntactic complexity shifted fromsignificant on pretest
networks to insignificant on posttest networks. This study has implications for the
design of conversational agent language and sheds light on the potential of combin-
ing ENA and Coh-Metrix components to analyze the differences in the structure
of language connections, rather than individual language features in isolation.

Keywords: AutoTutor ARC · Coh-Metrix · Conversational agent · Epistemic
Network Analysis · Formality · Intelligent tutoring system · Summary writing

1 Introduction

Mastery of academic language skills and the ability to write in an academic style are
essential requirements for K-12 students to demonstrate their knowledge and enhance
their understanding [1, 10]. However, meeting these standards is often challenging for
students [20]. While summary writing, a reading-to-write or source-based writing task
[12], is increasingly used to evaluate students’ deep reading comprehension, the role of
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academic language skills in summarization remains inadequately investigated [3, 4]. A
recent study examining the impact of agent language on student language in summa-
rization found no significant difference in the language used in summaries written by
students before and after receiving summarization interventions [15]. However, further
research is needed to explore the relationship between academic language skills and
summarization, as the challenge of meeting academic language standards persists for
K-12 students.

Past research on teacher/agent-student language focused on individual language and
discourse features in isolation. However, language comprises multiple levels, ranging
fromwords and sentences to larger structures such as cohesion and genre [7].While each
feature has its own unique contribution to language, none of them can fully capture the
intricacy of language use. Therefore, it is imperative to investigate teacher/agent-student
language by examining the associations of language connections. This study utilizes the
epistemic network analysis (ENA) approach [23] to investigate how conversational agent
language (formal versus informal) affects student language through a summarization
intervention using an intelligent tutoring system (ITS), the AutoTutor for Adult Reading
Comprehension (ARC).

This study contributes to the research on teacher/agent-student language in two
significant ways. Firstly, the ENA approach is advantageous as it can reveal subtle
differences that may go unnoticed when analyzing isolated features. Secondly, the study
is the first to incorporate both the ENA approach and multi-level language features using
automated text analysis tools, such as Coh-Metrix, to compute language features, and
rENA in R to visualize language associations. This methodology has the potential to
advance language-related research.

1.1 Summarization and Academic Language

Summary writing is utilized to assess students’ reading comprehension skills required
for success in post-secondary education and the workforce. Compared to traditional
reading comprehension measures like multiple-choice (MC) tests, summary writing
provides a more accurate assessment of a student’s ability to identify and write the main
ideas of a text, integrating and uniting them into a coherent whole [4, 11]. Summary
writing is established on the Construction-Integration (CI) model of text comprehension
[14, 26] and the developmental model of writing [13]. It involves comprehension of
the source text and the skills to represent the ideas in the source text accurately using
academic language [4, 22]. Academic language refers to the language forms that are pre-
planned, well-organized, precise, and coherent and are used in both spoken and written
communication within academic and professional communities [15, 16, 21, 24]. Unlike
everyday language, which is spontaneous, less organized, andmore disjointed, academic
language is not dependent on context or shared understanding among participants.

Generating a summary of an expository science text requires a range of skills, includ-
ing decoding the text at the surface level, language comprehension at the textbase level,
and higher-order skills (e.g., synthesis and reproduction). Summary writing requires
conveying abstract ideas in academic contexts, and academic language affects the per-
formance in summarizing scientific expository texts [4]. For instance, mature writers,
either L1 or L2, demonstrated more syntactic complexity and adversative connectors in
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written summaries than less mature writers, whereas only L1 writers used more phrasal
elaboration and richer, more diverse vocabulary [22]. They also found that many mea-
sures of syntactic complexity were inextricably linked with connector use. However, the
role of academic language skills in summarization has not been adequately investigated,
which is within the scope of the present study.

1.2 Teacher Language and Agent Language

Early research on teacher language primarily focused on theoretical frameworks and
related theories. One such framework, the pragmatics-based framework, represents a
comprehensive perspective on teacher language and proposes measures for various lan-
guage levels, including linguistic and cognitive features [24]. These features encompass
interpersonal stance, information load, organization of information, lexical choices, rep-
resentational congruence, genremastery, command of reasoning or argumentative strate-
gies, and disciplinary knowledge. Teacher language has been found to be significantly
associated with students’ language development [2, 17] in English [5], Chinese [25],
French [22], Spanish [19], etc.

Researchers have used the pragmatics-based framework [24] to conduct empirical
correlational studies on specific levels of teacher language, including lexical, syntactic,
and text-based levels. For example, Gámez and Lesaux [6] found that students’ vocab-
ulary skills were positively associated with teachers’ use of sophisticated academic
vocabulary and complex syntax. However, manipulating teacher language has been a
challenge in these studies. This challenge can be addressed through the manipulation of
conversational agent language in the ITS to investigate the causal relationship between
agent language and student language [15, 16].

For example, Li and Graesser [15, 16] developed a conversation-based ITS tomanip-
ulate agent language to investigate the impact of agent language on student language in
written summaries at multiple levels of language. They utilized Coh-Metrix formality
scores and its fivemajor components of discourse, includingword abstractness, syntactic
complexity, referential cohesion, deep cohesion, and non-narrativity, to analyze agent
and student language. The Coh-Metrix tool is developed based on a multilevel theoreti-
cal framework, which includes textbase, situation model, genre, rhetorical structure, and
pragmatic communication [8]. Coh-Metrix allows for computingmost language features
listed in the pragmatics-based framework [24] and multilevel theoretical framework [8].
These components were derived through a principal components analysis using a cor-
pus of texts that individuals are exposed to the texts from kindergarten to the early
years of college [9]. Table 1 displays the definition and examples of these five primary
Coh-Metrix components.

Academic language and conversational language are at opposite ends of the formality
continuum, with academic language being formal and conversational language being
informal. Academic language is associated with high scores in all five components,
while conversational language is associated with low scores. Prior studies did not find a
significant effect of agent language, formal, mixed, or informal, on student language in
written summaries measured by five Coh-Metrix components [16].

This study utilized the ENA approach to investigate whether conversational agent
language (formal versus informal) affects student language by examining the differences
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in language associations rather than individual language features in isolation. We aim
to answer the following research question: How does the formality level of conversa-
tional agent language impact the structure of language connections in students’ written
summaries?

Table 1. Five primary Coh-Metrix components

Component Definition Example

Word Abstractness (Inverse:
Word Concreteness)

Use of abstract words that
lack mental imagery (which
are harder to comprehend than
concrete, meaningful, and
imagery-evoking content
words)

Moral (more abstract),
butterfly (more concrete)

Syntactic Complexity
(Inverse: Syntactic Simplicity)

Use of unfamiliar syntactic
structures (e.g., high
noun-phrase density and
left-embedded syntax), which
are challenging and difficult
to process

Complex: Two of the most
destructive hurricanes hit the
U.S. in recent years
Simple: Two hurricanes are
the most dangerous. They hit
the U.S. in recent years

Referential Cohesion An overlap of words and ideas
across sentences and
throughout the text helps the
reader connect the text

Two hurricanes are the most
dangerous. They hit the U.S.
in recent years (“Hurricanes”
and “They” constructs an
argument overlap)

Deep Cohesion Use of connectives or
conceptual ideas that
contribute to a more explicit
and coherent understanding of
the text at the level of a
situation model

Causality (e.g., affect), causal
verb (e.g., because);
intentional verb (e.g., talk)

Non-Narrativity (Inverse:
Narrativity)

Lack of storytelling
components such as familiar
characters, events, places, and
things, related to everyday
oral conversation

Less narrative: A hurricane is
a powerful storm with strong
winds and heavy rain, causing
destruction; More narrative:
The hurricane arrived,
bringing strong winds and
heavy rain that damaged
windows of homes
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2 Method

2.1 Participants and Procedures

We recruited individuals from AmazonMechanical Turk (AMT) who expect to improve
their English summary writing skills. These participants were compensated with $30 for
a three-hour intervention [15, 16]. After the screening process, we randomly assigned
participants to one of two groups, and only 122 completed the experiment due to the
technical issues: formal (N = 57) and informal (N = 65). The participants had an average
age of 33.25 (SD= 8.43), with 41.8% females, 86.9% language learners, and 61.5% from
India. On average, the language learners had studied English for 17.62 years (SD = 8.02)
and had spent 10.22 years (SD = 8.75) in a foreign country. Among the participants,
39.3% held a master’s or higher degree, 43.4% had a B.A., and 17.2% had less than four
years of higher education.

For this study, participants were given eight texts—four comparison texts and four
causation texts—with an average of 260.13 words each (SD = 63.47) to read and then
write the summary. From these eight texts, two of the comparison texts (Walking and
Running, Kobe and Jordan) and two of the causation texts (Effects of Exercising, Dia-
betes) were randomly selected for the intervention, while the other two comparison texts
(Butterfly & Moth, Hurricane) and two causation texts (Floods, Job Market) were used
for the pretest and posttest, with one comparison text and one causation text on each
test. A balanced 4 × 4 Latin-square design was used to control for the order effect. The
difficulty of the texts was fit for upper middle school students and high school students
[15, 16].

The participants were assessed for their proficiency in summary writing before and
after receiving a summarization intervention. A trialogue-based ITSwas used to develop
a one-hour summarization intervention. Two computer agents, a tutor agent and a peer
agent, interactively guided participants to learn a summarization strategy. The inter-
vention started with a brief lecture, followed by participants reading four expository
texts. During the lecture, the agents used text maps to introduce text structures and their
corresponding signal words, such as “likely” for similarities in comparison texts and
“therefore” for effects in causation texts. After reading each text, participants completed
five MC questions to test their ability to identify text structure and main ideas and dis-
tinguish important information from minor details. Participants received personalized
feedback and scaffolding for the MC questions. For each text, participants also wrote a
summary and evaluated it, but they did not receive feedback or scaffolding for these two
tasks. Participants also evaluated peers’ summaries, for which they received personal-
ized feedback. On the pretest and posttest, participants wrote and evaluated summaries
without receiving feedback, or scaffolding.

Participants were instructed to use their own words to summarize the text and utilize
signal words and topic sentences to highlight the main ideas and important supporting
information. The written summaries were then analyzed using Coh-Metrix version 3.0.
This tool computed five primary Coh-Metrix components with percentile scores, which
included narrativity, word concreteness, syntactic simplicity, referential cohesion, and
deep cohesion [15, 16]. To ensure consistent measurements of academic language, the
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first three components’ scores were inversed to represent non-narrativity, word abstract-
ness, and syntactic complexity (see Table 1). Finally, each of these five components was
standardized using z-scores for the final analysis.

2.2 Agent Language Manipulation

The Expectation and Misconception-Tailored (EMT) dialogue mechanism [7] was used
to design agents’ conversations. The tutor initiated the conversation by asking the learner
a challenging question with an expected correct answer. To lead the learner towards the
correct answer, a five-step tutoring frame was utilized: (1) the agent asked the question,
(2) the learner provided the initial response, (3) the agent provided brief feedback on the
learner’s response, (4) the agent used hint-assertion dialogue moves to guide the learner
to the expected answer, and (5) the conversation is wrapped up.

A natural language discourse expert generated the agents’ conversations, whichwere
then modified into formal and informal language considering five levels of discourse:
word, syntax, referential cohesion, deep cohesion, and genre [9, 15, 16]. The formal
conversations usedmore complexwords (e.g., clarification vs. show) and sentence struc-
tures (e.g., subordinate clauses vs. simple subject-verb), more content word overlapping
resulting in higher cohesion (e.g., repeating content words), more connectives (e.g.,
additionally), and a non-narrative style (e.g., impersonal articles vs. 1st- and 2nd-person
pronouns). Another expert confirmed that these conversations were natural and appro-
priate. Below are two examples of agent language in formal and informal language,
where the tutor agent provided feedback on a student’s rating of a peer’s summary:

Formal language: Morgan’s summary is rated as medium level by the experts,
because it states the major similarities between walking and running, with the
signal word in a topic sentence.

Informal language: Morgan’s summary is at the medium level. She points out
the main idea in a topic sentence. It tells us how walking and running are similar.

The study used formal and informal conversations to create two groups of formality:
(1) formal, where both the tutor agent, Christina, and the peer agent, Jordan, used formal
language; and (2) informal, where both agents used informal language. The formality of
each group was evaluated using Coh-Metrix formality scores [9, 15, 16]. Conversations
in the formal group had a mean score of 4.70 (SD = 1.89), and conversations in the
informal group had a mean score of -2.00 (SD = 0.82). These scores were consistent
with experts’ perceptions of formality [15, 16].

Fig. 1. Dialogue moves during the intervention. Note. Dark green boxes indicate manipulated
agent language. Light green boxes indicate participants’ responses.



Impact of Agent Language on Student Language 55

3 Results

3.1 ENA Analyses

To answer our research question, we utilized the rENA package in R [18] to generate
language networkswithin a one-moving summarywindow and examined the variation in
associations among the fiveCoh-Metrix components: non-narrativity, word abstractness,
syntactic complexity, referential cohesion, and deep cohesion. The units and conversa-
tions were the test (pretest and posttest), condition (formal and informal), and individual
students. The model was generated using endpoints and weighted by square root. The
rotation direction was from pretest to posttest, maximizing the variance between the
means of the pretest and posttest, with the left side of the plot representing strong
co-occurrence of language on the pretest, and the right side representing strong co-
occurrence on the posttest. In each of the two networks (superimposed and subtracted
networks of pretest and posttest), the placement of nodes is in fixed positions, allowing
for a meaningful comparison of connection patterns and interpretation of the projec-
tion space [23]. The larger the node, the stronger the connection with other Coh-Metrix
components, with lines representing the co-occurrence of these components. Darker,
thicker lines indicate stronger connections, while lighter, thinner lines indicate weaker
connections. Each red dot on the pretest and blue dot on the posttest represents an indi-
vidual learner in the ENA plot. The square at the center of each coordinate represents
the means, and the dotted line represents the 95% confidence interval (Conf. Int.).

Figures 2a and b illustrate the superimposed and subtracted networks in the informal
condition. The visualization displays a difference in the structure of language connec-
tions, namely, a stronger connection between word abstractness and non-narrativity in
the posttest network. Figures 2c and d depict a different pattern of connection structures
in the formal condition. The connection between deep cohesion and syntactic complex-
ity was stronger in the pretest network, whereas the connection between non-narrativity
and referential cohesion was stronger in the posttest network (Fig. 2).

Although network projections can visually demonstrate the differences in language
connection structures, it is hard to tell whether the difference is statistically significant
or not, especially when the connection line is slightly light and thin. Therefore, we cal-
culated the mean positions of pretest and posttest scores in both the formal and informal
groups to further explore whether the language structure differences are statistically sig-
nificant. Results of one-way ANOVA indicated a significant effect of agent language
on student language with a small effect size in the informal group, F(1, 125) = 5.63, p
= 0.019, η2 = 0.04. Post hoc comparison with the Tukey HSD test indicated that the
rotation of themeans was significantly higher on the posttest (M = 0.07, SD= 0.23) than
on the pretest (M = -0.02, SD = 0.23) in the informal condition. This result suggested
that conversational agents who spoke informal language elicited students to make more
gains in language use.
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(a) (b)

(c) (d)

Fig. 2. Superimposed and subtracted networks.

The results of the formal group also revealed a significant effect of agent language
on student language with a small effect size, F(1, 111) = 4.36, p = 0.039, η2 = 0.04.
Its post hoc comparison showed that the rotation of the means was significantly higher
on the posttest (M = 0.02, SD = 0.22) than on the pretest (M = -0.07, SD = 0.21). This
finding indicated that conversational agents who spoke formal language also prompted
students to make more gains in language use.

To identify where differences existed, one-wayANOVA analyses were performed on
10 line weights that represent the associations between each two of the five Coh-Metrix
components within each group (see Table 2). Within the informal group, only the con-
nection between non-narrativity and word abstractness was significantly different with a
small effect size, F(1, 125)= 7.01, p = 0.001, η2 = 0.05. Post hoc comparisons revealed
that this connection was significantly higher on the posttest (M = 0.26, SD = 0.16) than
on the pretest (M = 0.19, SD = 0.16). This finding confirmed the ENA visualization
that conversational agents who spoke informal language influenced students to achieve
more learning gains in language. Specifically, when learners wrote more non-narrative
summaries, they tended to use more abstract words.
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Table 2. Descriptives and ANOVA results of 10 line weights

Language Test Formal (F(1, 111)) Informal (F(1, 125))

Mean SD F η2 Mean SD F η2

Non-Narrativity * Word
Abstractness

Post 0.20 0.15 1.58 0.01 0.26 0.16 7.01** 0.05

Pre 0.17 0.13 0.19 0.16

Non-Narrativity *
Syntactic Complexity

Post 0.37 0.16 0.16 0.001 0.36 0.15 0.11 0.001

Pre 0.38 0.20 0.35 0.15

Non-Narrativity *
Referential Cohesion

Post 0.38 0.16 5.02* 0.04

0.37 0.13 0.16

0.001

Pre 0.32 0.11 0.38 0.14

Non-Narrativity * Deep
Cohesion

Post 0.39 0.17 0.11 0.001 0.40 0.16 0.85 0.01

Pre 0.38 0.19 0.37 0.14

Word Abstractness *
Syntactic Complexity

Post 0.13 0.11 0.01 0.00 0.16 0.11 3.14† 0.02

Pre 0.13 0.10 0.12 0.10

Word Abstractness *
Referential Cohesion

Post 0.13 0.09 0.74 0.01 0.15 0.10 0.15 0.001

Pre 0.11 0.10 0.14 0.12

Word Abstractness *
Deep Cohesion

Post 0.17 0.14 0.07 0.001 0.20 0.13 0.34 0.003

Pre 0.16 0.12 0.18 0.14

Syntactic Complexity *
Referential Cohesion

Post 0.32 0.17 0.02 0.00 0.28 0.15 2.47 0.02

Pre 0.31 0.17 0.33 0.16

Syntactic Complexity *
Deep Cohesion

Post 0.25 0.13 5.54* 0.05 0.25 0.14 1.25 0.01

Pre 0.31 0.14 0.28 0.14

Referential Cohesion *
Deep Cohesion

Post 0.29 0.17 1.45 0.01 0.28 0.15 1.78 0.01

Pre 0.33 0.18 0.32 0.16

Note. **, p < .01; *, p < .05; †, p < .10, which apply to all the tables.
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This patternwas not observed in the formal group. In the formal group, the connection
between non-narrativity and referential cohesion was significantly different between the
pretest and posttest with a small effect size, F(1, 111)= 5.02, p = 0.027, η2 = 0.04. Post
hoc comparisons showed that this connection was significantly higher on the posttest (M
= 0.38, SD = 0.16) than on the pretest (M = 0.32, SD = 0.11). This finding confirmed
the ENA visualization that conversational agents who spoke formal language influenced
students to achieve more learning gains in language. Especially when learners wrote
more non-narrative summaries, they tended to use more referential cohesion.

Additionally, another connection between syntactic complexity and deep cohesion
was also significantly different between the pretest and posttest in the formal condition
with a small effect size, F(1, 111) = 5.54, p = 0.020, η2 = 0.05. Post hoc comparisons
indicated that this connection was significantly lower on the posttest (M = 0.25, SD
= 0.13) than on the pretest (M = 0.31, SD = 0.14). This finding confirmed the ENA
visualization that before the intervention, learners tended to use higher deep cohesion
when they generated complex sentence structures, but this difference disappeared after
they learned summarization strategies with the conversational agents who spoke the
formal language.

3.2 Traditional Analyses

We conducted one-way ANOVA analyses on the original five Coh-Metrix components
(see Table 3) but did not find an effect of agent language on student language in the
formal group. However, there was a significant effect on non-narrativity in the informal
condition, F(1, 250) = 9.45, p = 0.002, η2 = 0.04. Post hoc comparison revealed that
non-narrativity was significantly higher on the posttest (M = 0.79, SD = 0.16) than
on the pretest. This finding suggests that conversational agents who spoke informal
language influenced students to use more non-narrative language in their summaries on
the posttest compared to the pretest.

We conducted additional one-way ANOVA analyses to compare the impact of agent
language on student language, using the means rotation of the five Coh-Metrix com-
ponents. The results showed a significant effect of informal agent language on student
language in the informal condition, F(1, 250) = 8.32, p = 0.004, η2 = 0.03. Post
hoc comparison revealed that the rotation of the means was significantly higher on the
posttest (M = 0.01, SD = 0.34) than on the pretest (M = -0.11, SD = 0.32). However,
no significant effect was found in the formal condition, F(1, 224) = 3.84, p = 0.051,
η2 = 0.02 (pretest: M = -0.13, SD = 0.35; posttest: M = -0.05, SD = 0.31). These
findings suggest that conversational agents who used informal language led to higher
means rotation in student language on the posttest compared to the pretest. In contrast,
the use of formal language by conversational agents did not impact student language.
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Table 3. Descriptives and ANOVA results of five Coh-Metrix components.

Language Test Formal (F(1, 224)) Informal (F(1, 250))

Mean SD F η2 Mean SD F η2

Non-Narrativity Post 0.77 0.18 3.62† 0.02 0.79 0.16 9.45** 0.04

Pre 0.71 0.23 0.72 0.20

Word
Abstractness

Post 0.30 0.28 0.80 0.004 0.38 0.30 3.15† 0.01

Pre 0.27 0.26 0.31 0.30

Syntactic
Complexity

Post 0.58 0.33 0.72 0.003 0.54 0.30 1.19 0.005

Pre 0.62 0.31 0.58 0.29

Referential
Cohesion

Post 0.60 0.32 0.19 0.001 0.58 0.32 2.74† 0.01

Pre 0.59 0.32 0.65 0.33

Deep Cohesion Post 0.59 0.38 1.75 0.01 0.62 0.38 0.46 0.002

Pre 0.66 0.37 0.65 0.36

4 Discussions and Conclusions

This study investigates how conversational agent language affects student language in
written summaries using the ENA approach and evaluates its effectiveness by comparing
it with traditional approaches. The ENA visualization and one-way ANOVA analyses on
ENA means rotation and line weights revealed differences in the structures of language
connections in written summaries between the pretest and posttest within each formal
and informal group. Specifically, we found that conversational agents using informal
language led students to use more abstract words in their non-narrative summaries on
the posttest. On the other hand, those using formal language elicited learners to use more
referential cohesion in their non-narrative summaries. Interestingly, in the formal group,
the language connection between deep cohesion and syntactic complexity was strong
on the pretest, but not on the posttest.

To evaluate the effectiveness of the ENA approach, we compared it to the traditional
approaches, namely ANOVA on five Coh-Metrix components and their means rotation.
Our comparison showed that the ENA approach was more effective in detecting dif-
ferences in the structure of language associations than individual language features in
isolation or their means rotation. Specifically, the traditional approaches only identified
differences in one language feature of non-narrativity or in a means rotation in the infor-
mal group, and they failed to detect any difference in the formal group. Moreover, the
ENA approach revealed the difference in language association rather than individual
language features [7, 24]. These findings demonstrate that the ENA approach, which
highlights the difference in the structure of connection, is more effective than the tra-
ditional approaches that examine individual language features in isolation due to the
identification of subtle differences.

To better illustrate the differences in the connection structures between the pretest and
posttest networks, we provided examples for each case. These findings have significant
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implications for understanding the impact of conversational agents on student language in
written summaries and for using the ENA approach in discourse analyses. This approach
is alignedwith the characteristics of language,which integratemultiple levels of features,
rather than considering individual language features in isolation [7, 24].

4.1 Informal Language Facilitates Learning

This study found that when conversational agents spoke in informal language, students
tended to use more abstract words in their written summaries for non-narrative styles.
To illustrate this finding, we provided two excerpts of student responses, one generated
on a posttest and the other on a pretest, with high non-narrativity but differing levels of
word abstractness. Example 1 contained more abstract words, such as “destruction,” to
summarize the general primary information presented in the original text, while Example
2 contained more concrete words, such as “winds measured 175 miles,” to describe
specific destruction and damage. Considering this difference was not significant in the
formal condition, the informal language used by the conversational agents may have
made it easier for learners [7] to understand the intervention strategies and apply them
to summary writing, resulting in using more abstract words to deliver main ideas and
general information in their informational summaries. This aligns with previous research
that suggests that informal language is easier for learners to comprehend.

Example 1 (Posttest): High Non-Narrativity = 0.93, Word Abstractness = 0.97

The most destructive and worst hurricanes in US in recent years are Andrew in
1992 and Katrina in 2005. They led to massive destruction and damage. Hurricane
Andrew is a category 5 hurricane. it caused extensive damage in property and
causalities. The estimated property damage is 25 billion dollars. But compared
to Andrew Katrina was not that strong. But in terms of destruction Katrina is far
more destructive and deadly. There was flooding 80 of the city with more than
1800 people are dead and property damage of worth 81 billion.

Example 2 (Pretest): Non-Narrativity = 0.99, Word Abstractness = 0

Deadly Hurricanes. Two mot destructive hurricanes hit US in 1992 and 2005.
Hurricane Andrew hit in 1992 which was strongest category. Its winds measured
175 miles per hour, damaged property worth 25 billion and killed 26 people.
Hurricane Katrina struck Mississippi and Louisiana cost at a speed of 120 miles
per hour. It caused more damage than Hurricane Andrew because of its path was
through New Orleans. The property damage was about 81 billion and 1800 people
died. It flooded 80 of the city.

4.2 Formal Language Facilitates Language Assimilation

The conversational agents who used formal language influenced students to incorporate
high referential cohesion in their informational summaries while weakening the co-
occurrence between deep cohesion and syntactic complexity on the posttest. Examples
3 and 4 had high non-narrativity, but the former, written on the posttest, contained
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high referential cohesion that overlapped words such as “butterfly” and “moth” or their
pronouns across the summary to form explicit threads that connected the text for easier
understanding. The latter, on the other hand, written on the pretest, had low referential
cohesion and used more pronouns (e.g., “both”) to refer to previously mentioned nouns,
making it more difficult to understand due to fewer connections tying the ideas together
during information processing. This finding suggests that students who learned with
conversational agents who used formal language tended to imitate their language and
repeatedly utilized nouns rather than pronouns to explicitly deliver meanings while using
amore non-narrative style to generate summaries. This demonstrates that learners imitate
the language of the agents in their summary writing.

Example 3. Formal, Posttest: Non-Narrativity = 0.98, Referential Cohesion = 0.96

Butterfly and moths are large winged insects with two long antennae and four
stage life cycles. They belongs to lepidoptera and three body parts-head, thorax
and abdomen. Both have long tongue and have tiny colored scales covering their
wings. But butterflies are active in day and moths are active in night. The body
of the butterflies are slender and smoother than moths. Butterflies have colorful
wings than moths.

Example 4. Formal, Pretest: Non-Narrativity = 0.96, Referential Cohesion = 0.04

Butterfly and moth are both insects from group lepidoptera, both have large wings,
antennae and four stages lifecycle metamorphosis, etc. Mainly they have three
main body parts head, thorax and abdomen. Both have tongue known as proboscis.
Their main differences are buteerflies are diurinal, have slender and smooth body,
antennae have thick knobs and its larva forms chrysalis and hangs from tree branch
whereas moth are nocturnal, much harier then butterflies, and larva usually spins
silk cocoon and lies on ground or debris.

Examples 5 (posttest) and 6 (pretest) demonstrate that the connection between syn-
tactic complexity and deep cohesionweakened on the posttest. Both examples usedmore
complex syntax, such as longer sentences and complex sentence structures (e.g.,which/if
clauses, by observing). On the pretest, the summary contained high deep cohesion, as
evidenced by the use of causal connectives (e.g., affect, cause, reason), resulting in a
focus on causal explanations. However, the original text focused on scientists’ predic-
tions regarding floods in different groups, not the causal explanations of floods. The
overuse of causal explanations in summaries [22] may have led to a misunderstanding
of the main ideas of the text. This finding suggests that, after the intervention, students
tended to reduce the use of causal connectives when generating summaries with more
complex sentences. This reduction in causal connectives indicates that students were
better able to identify the main ideas accurately and use connectives more effectively on
the posttest than on the pretest.

Example 5. Formal, Posttest: Syntactic Complexity = 0.99, Deep Cohesion = 0.06

Flooding is second commonest natural disaster, which can do lots of damages and
even death. Scientist can improve the ability to predict the flooding by observing
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and judging condition of the deep snow melting, sudden warming weather, still
frozen ground, heavy raining, weak dam. The combined estimation will help the
scientists to better predict the flooding and prevent the damages at best.

Example 6. Formal, Pretest: Syntactic Complexity = 0.99, Deep Cohesion = 0.98

Flood is most common in all disasters, Its affect every area in world, the cause of
flood is excessive rain in some part of the world . Other reason is deep snow melt
on mountain due to climate change, when snow is melt river over flow if heavy rain
occur, its require a lot of research to reduce the damage due to potential flooding.

In summary, these findings suggest that informal and formal language used by con-
versational agents have different effects on learner language. Informal language is more
easily understood and helps students apply summarization strategies effectively, result-
ing in the use of more abstract words to provide general information in their summaries.
On the other hand, formal language influences learners to imitate the language used by
agents in their summaries, leading to the repetition of nouns instead of using pronouns.
Additionally, formal language assists learners in accurately identifying main ideas and
using correct connectives to convey important information in their summaries.

4.3 Advantages of ENA

This study compares the ENA approach and the traditional approach, such as individual
language features in isolation and their rotation of means. The results suggest that the
ENA approach has twomajor advantages over other methods. Firstly, the ENAvisualiza-
tion displays the differences in the structure of language connections between the pretest
and posttest within each formal and informal group, while the traditional methods only
identified differences in one language feature in the informal group. This indicates that
the ENA approach allows for identifying more subtle differences in the association of
connections than the traditional methods using features in isolation. Secondly, ANOVA
analyses for ENA line weights between language features provide fine-grained analyses
for each of the 10 language combinations in each condition. The statistical analyses,
combined with the visualization of networks, provide more information about the pat-
tern of association than the mere presence of these features in isolation. Therefore, the
ENA method shows promise in teacher-student language research for identifying inter-
active variations between language features compared to traditional approaches. This is
particularly relevant to the study of language, which is amultilevel structure that requires
multiple perspectives for a comprehensive examination [7, 24]. The empirical evidence
provided by this study supports the promising approach of the ENA in discourse analyses
and the design of conversational agents for academic writing interventions.

5 Implications and Future Directions

The study investigated how conversational agent language affects student language in
written summaries using the ENA approach. The results showed that the language used
by conversational agents affected students’ use of language in their written summaries,
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with those exposed to informal language using more abstract words and those exposed
to formal language using more referential cohesion when students wrote more informa-
tional summaries. The ENA approach was found to be more effective than traditional
approaches in detecting differences in the structure of language associations rather than
individual language features in isolation. Overall, the findings support that the ENA
approach is effective for discourse analyses due to its alignment with the characteristics
of language that integrate multiple language levels. Examples were provided to better
illustrate the differences in language connection structures in the pretest and posttest
networks.

Although the present study investigated the structure of language connections in
overall networks of summaries, focusing on the pretest and posttest, there are additional
factors that could be considered to better understand the differences in language con-
nections. Specifically, text structures and the quality of summaries could influence the
choice of language, and therefore, the structure of the network may differ. Future studies
should consider conducting a more fine-grained analysis that considers different text
structures, such as comparison texts and causation texts, to reveal the differences that
exist between them. Additionally, exploring the differences in the structure of networks
between summaries of varying quality levels, such as good and poor summaries, could
better inform the instruction of summary writing in both classroom settings and intel-
ligent tutoring systems. By examining these factors, future studies can provide a more
comprehensive understanding of the role of language connections in summary writing.
Finally, future research should replicate this study to explore the generalizability of the
findings. Investigating how the results may vary if the formality of conversational agent
language is manipulated could provide valuable insights. These findings will inform
researchers on the design of the conversational language that aligns with the goals of
academic writing instruction.
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Abstract. Wearable positioning sensors are enabling unprecedented
opportunities to model students’ procedural and social behaviours dur-
ing collaborative learning tasks in physical learning spaces. Emerging
work in this area has mainly focused on modelling group-level interac-
tions from low-level x-y positioning data. Yet, little work has utilised
such data to automatically identify individual-level differences among
students working in co-located groups in terms of procedural and social
aspects such as task prioritisation and collaboration dynamics, respec-
tively. To address this gap, this study characterised key differences among
124 students’ procedural and social behaviours according to their per-
ceived stress, collaboration, and task satisfaction during a complex group
task using wearable positioning sensors and ordered networked analysis.
The results revealed that students who demonstrated more collaborative
behaviours were associated with lower stress and higher collaboration
satisfaction. Interestingly, students who worked individually on the pri-
mary and secondary learning tasks reported lower and higher task sat-
isfaction, respectively. These findings can deepen our understanding of
students’ individual-level behaviours and experiences while learning in
groups.

Keywords: Collaborative Learning · Learning Analytics · Educational
Data Mining · Ordered Network Analysis · Stress · Satisfaction

1 Introduction and Related Work

Recent studies in the emerging area of multimodal learning analytics (MMLA)
are promoting the use of sensing technologies to model students’ activity in the
physical places where collaborative learning occurs [3]. These sensor-based inno-
vations have shown the potential to capture students’ physical and physiological
data traces with high granularity and automation, enabling new opportunities
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to explore students’ perceived experiences (e.g., stress and satisfaction) of col-
laborative learning in authentic settings [18]. Understanding these experiences
is critical for pinpointing the potential impact of the learning design on stu-
dents’ cognitive and affective processes and creating mechanisms to support
reflection [16,30]. In contrast, studying such physical and physiological aspects
of collaborative learning using traditional data collection methods (e.g., survey,
interview, and direct observation) can be labour-intensive and intrusive [14].

1.1 Wearable Sensors

Wearable positioning sensors have been increasingly used to model student
behaviour that demonstrates knowledge or effective collaboration skill devel-
opment (i.e., procedural and social behaviours, respectively) during co-located
collaborative learning tasks [21,30]. Hall’s [11] seminal work on proxemics theory
has been used as the theoretical foundation for modelling students’ interactions
with other individuals and different spaces of interest from their positioning
trace data captured in maker spaces [2], the classroom [22], the library [21] and
open learning spaces [29]. For example, a zone-based model consisting of multiple
spaces of interest (e.g., patient bed site and medical trolley) was developed to
model students’ within-group movements from positioning traces [5]. Based on
such a model, social and epistemic network analyses have been used to unpack
students’ interpersonal interaction and spatial transition during collaborative
learning [7]. Teachers have demonstrated a profound interest in using such evi-
dence to support reflective practices [30].

1.2 Collaborative Learning Behaviours

However, most of the aforementioned works have only focused on capturing
group-level dynamics. Little work has explored whether wearable positioning
sensors can also capture evidence about individual-level procedural and social
behaviours in co-located collaborative learning, limiting the potential to support
personalised feedback and individualised reflective practices. Additionally, while
prior studies have investigated the behavioural differences between groups with
different performance (evaluated by teachers) [28,30,33], more work needs to be
done to understand the associations between individual students’ procedural and
social behaviours (e.g., task prioritisation and collaboration) and their perceived
experiences (e.g., stress and satisfaction) in collaborative learning. Understand-
ing these associations could reveal valuable insights about whether students have
demonstrated behaviours in accordance with teachers’ learning design intentions
and whether students’ subjective experiences of their behaviours are in line with
the intended learning objectives. For example, collaboration has been perceived
as a potential mitigation strategy that adult learners would adopt to reduce their
personal stress level [13]. Likewise, working with others has also shown positive
impacts on students’ affective states and learning satisfaction [4]. Thus, it is
essential to identify whether students have collaborated to resolve the learning
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tasks or merely to reduce their perceived stress and enhance their personal learn-
ing satisfaction. Such insights could help teachers to identify potential dissonance
between their learning designs and students’ perceived learning experience, con-
tributing evidence to support post-hoc reflective practices.

1.3 Ordered Behavioural Connections

Prior MMLA studies on collaborative learning behaviours have often used epis-
temic network analysis (ENA), a widely used network analysis technique for the
modelling of learning phenomena [1,23,24,26], to capture relationships between
different behaviours. For example, ENA has been used to differentiate between
low-performing and high-performing groups in clinical simulations based on the
co-occurrence of their socio-spatial behaviours [30] and verbal communication
behaviours [32] across different learning scenarios and phases. While ENA can
uncover valuable insights regarding the structure of connections among differ-
ent behaviours, it does not account for the order of these connections. Such
orders may be important for understanding individual students’ procedural and
social behaviours as this directional information can significantly alter the mean-
ing behind individuals’ behaviours. For example, students moving from working
individually on the primary task to working collaboratively on the secondary task
could potentially signal distraction by others, whereas the opposite behaviour
could potentially represent successful identification of the primary objective.
Therefore, adopting a method that can capture ordered connections among dif-
ferent behaviours, such as ordered network analysis (ONA; further elaborated
in Sect. 2.4), can potentially provide additional insights for unpacking individual
students’ procedural and social behaviours in co-located collaborative learning.

1.4 Research Questions and Contributions

We address the gaps in the literature identified above by characterising the
differences in individual students’ procedural and social behaviours based on
their perceived experiences in collaborative learning using ONA and wearable
positioning sensors. Specifically, we address the following research questions:

– RQ1) To what extent do students’ procedural and social behaviours, mod-
elled from positioning data, differ based on their perceived stress?

– RQ2) To what extent do students’ procedural and social behaviours differ
based on their perceived collaboration satisfaction?

– RQ3) To what extent do students’ procedural and social behaviours differ
based on their perceived task satisfaction?

The current study used wearable positioning sensors and a novel network
analysis approach to characterise students’ individual-level procedural and social
behaviours during a co-located collaborative learning activity. The x-y position-
ing data of 124 students were collected from 31 healthcare simulations using
wearable positioning sensors. These data were mapped into eight different pro-
cedural and social behaviours that were expected by teachers according to their
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learning design. Three ordered network analyses were conducted to identify key
differences between students’ individual-level behaviours according to their per-
ceived stress, collaboration satisfaction, and task satisfaction. The findings from
this study contribute empirical evidence to support the use of ordered network
analysis and sensing technologies in capturing evidence about individual stu-
dents’ procedural and social behaviours in co-located collaborative learning. Such
evidence could advance our understanding of students’ behavioural strategies,
provoke evidence-based student reflections, and empower the assessment of the
learning designs’ potential cognitive and affective impacts on students.

2 Methods

2.1 Study Context

The current study was conducted in a face-to-face clinical simulation unit.
The simulations took place in a technologically-hybrid classroom equipped with
authentic medical devices (e.g., oxygen masks) and high-fidelity patient manikins
with measurable vital signals (e.g., controllable heart rates, pulses, and respira-
tion rates). The patient manikins were voice-played and controlled by teaching
staff from a control room that could directly observe the classroom through
a one-way mirror. Each simulation consisted of a group of four students, with
two taking on the role of the graduate nurses who entered the classroom at
the beginning of the simulation. The other two ward nurses waited outside the
classroom and could be called in by the graduate nurses for help. Students were
often unaware of the multiple events that would unfold and were expected to
demonstrate several critical behaviours, including familiarising themselves with
the situations, evaluating the priority of different tasks, and distributing their
attention among these tasks efficiently. The high complexity of the tasks also
demands students to work collaboratively with other group members to achieve
shared goals.

The primary task of the simulations involved students working collabora-
tively to resolve the medical emergency of a clinically deteriorating patient after
being assigned several secondary tasks (e.g., completing a pre-operation check
and an intravenous delivery). They also needed to deal with a patient rela-
tive (role-played by teaching staff) who impatiently demanded completing her
husband’s patient release process (the distraction task). The simulation was live-
streamed in a debriefing room to students who were not currently participating
as a part of the simulation unit. As this study focused on unpacking individ-
uals’ procedural and social behaviours during the simulations, we focused on
analysing these behaviours when all four students were in the classroom.

2.2 Apparatus and Data Collection

The Pozyx Creator Kit [19] was used to capture participants’ indoor positioning
traces inside the simulation classroom. Each participant was assigned a wearable
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Fig. 1. Floor plan of the learning spaces divided into different task spaces.

Ultra-Wideband tag that transmitted signals at 60 Hz to five anchors, affixed to
the side walls of the simulation classroom. Pozyx’s proprietary engine auto-
matically computed these signals into real-time x-y coordinates using wireless
Two-Way Ranging algorithms. Positioning data was only available when partic-
ipants were located inside the simulation classroom. Participants also completed
a post-survey (Table 1) containing three single-item measures to capture their
perceived task, collaboration satisfaction, and stress after the simulation, each
with a seven-point bipolar Likert scale, ranging from strongly disagree (1) to
strongly agree (7). The positioning and survey data of 208 students across 52
simulations were captured with their informed consent and under the ethical
approval of [Anonymised] University (Project ID: [Anonymised]). This study
focused on analysing the 124 students who participated in the same simulation
scenario, where the learning design emphasised task prioritisation and collab-
oration as they were required to actively identify and attend to the primary
task while handling the distraction and secondary tasks. Whereas the other 84
students participated in a different scenario that was less complicated and more
straightforward.

Table 1. Items on students’ perceived task (S1), collaboration (S2), and stress (S3).

Item Details M SD

S1 I am satisfied with my task
performance during the simulation

4.49 1.37

S2 I am satisfied with the collaboration
performance of my group

5.67 1.20

S3 I felt high levels of stress during the
simulation

5.97 1.15
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2.3 Feature Extraction

A total of eight different procedural and social behaviours behavioural features
were modelled from students’ positioning traces to inform on their task priori-
tisation and collaboration (Table 2). The learning space was first divided into
three different spaces of interest based on their related learning tasks and the
inputs from the simulation unit coordinator, including primary, secondary, and
distraction task spaces (Fig. 1). A student was registered as in a given task space
if located within 1.5 m (large circles) or 1 m (small circles) from the centre of the
task space (euclidean distance) for more than ten consecutive seconds to reduce
the likelihood of misidentifying students’ walking behaviours as working on the
related tasks [10]. The students were registered as working collaboratively if two
or more students were in the same task space. Together, these two conditions
were used to model the first six procedural and social behaviours in Table 2. The
remaining two procedural and social behaviours were modelled from positioning
traces outside of the task spaces (circles) either by themselves (task transition)
or within one-meter proximity of other students for more than ten consecutive
seconds (task discussion). These proximity thresholds were based on prior stud-
ies [17,33] and were validated by experienced teachers.

Table 2. Procedural and social behavioural features.

Label Procedural and social behaviours

primary ind Students working individually on the primary tasks

primary col Students working collaboratively on the primary tasks

secondary ind Students working individually on the secondary tasks

secondary col Students working collaboratively on the secondary tasks

distraction ind Students working individually on the distracting tasks

distraction col Students working collaboratively on the distracting tasks

task discussion Students discussing with others outside of the task spaces

task transition Students transiting from one task space to another

2.4 Ordered Network Analysis

We used ONA to analyse the differences in individual students’ procedural and
social behaviours based on their perceived stress (RQ1), collaboration (RQ2),
and task satisfaction (RQ3) of the simulation. ONA was chosen in this study
because previous work has demonstrated its analytical and visual affordance in
identifying key differences between individuals’ learning behaviours [6,27].

We used the ONA R package to conduct the analysis [15]. The ONA algo-
rithm follows similar computational procedures implemented in ENA with an
additional set of functions to account for the order. As in ENA, we first binary
coded each student’s actions in the simulations using the eight procedural and
social behaviours (Table 2) as codes, where 1 and 0 represented the presence or
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absence of a given behaviour, respectively. The connection and unit of analysis
are within each individual student, so each activity only contains the behavioural
codes of one student at a given time (within 10 s). With the coded data set, the
ONA algorithm used a sliding window to accumulate code connections for each
student, showing how their current behaviours were connected to the behaviours
that occurred within the recent temporal context [25], defined as a specified num-
ber of lines preceding the current line in the data. In this study, we defined the
recent temporal context as being six lines, each line plus the five previous lines.
This decision was made because six lines in the data represent a sixty-second
time interval in the simulation, as most behaviour engagement for a given line,
was contained within a one-minute window. After the connection accumulation
stage, each student’s connection counts were represented as a high-dimensional
vector, where the connection strength and connection direction between each
pair of codes were recorded. The ONA algorithm then performed a dimensional
reduction to project those high-dimensional vectors onto a two-dimensional met-
ric space. Each group’s average network was summarised as a mean point (rep-
resented as a square in network visualizations) in the space and each individual
student’s network was summarised as a point, or ONA point, (represented as
dots in network visualizations). For the dimensional reduction in this study, we
used a technique that optimises the differences between the mean of two groups
called Means Rotation (MR) [1] – in this case, students in high and low perceived
stress (RQ1), collaboration (RQ2), and task satisfaction (RQ3). We applied MR
on each of the three groups to compare the high and low conditions within each
group. The groups were created based on teachers’ recommendations, where stu-
dents with a rating of 1–4 and 5–7 were categorised into the low and high groups,
respectively, for each item in Table 1. The resulting two-dimensional space high-
lighted the differences between groups (if any) by placing the means of the group
as close as possible to the X-axis of the space (see [27] for details).

To answer our three research questions, we created three ONA subtracted
plots. For each plot, a two-sample Mann-Whitney U test was conducted to test
whether the differences in directed connections between the two conditions were
statistically significant. We chose to use the Mann-Whitney U test because the
Intraclass Correlation Coefficient (ICC) scores for the outcome variable (i.e.,
ONA points) are all below 0.3 across all three conditions (i.e., perceived stress
groups, collaboration, task satisfaction), indicating that a substantial amount
of the variance in students’ ONA networks is due to variation between groups,
rather than variation within groups. Therefore, the Mann-Whitney U test is a
more appropriate choice to compare the two groups. In ONA subtracted plots,
both the node size and the edge thickness were proportional to the frequency of
behaviour occurrence. Between each pair of nodes, a chevron was placed on the
edge side with relatively heavier weights. The coloured circle within each node
represented directed connections made from one code to itself, also known as
self-transition. The larger the coloured circle was, the more self-transition that
code had made to itself. We used a blue-red colour coding scheme across all three
subtracted plots, where blue represented the high-group and red represented the
low-group.
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3 Results

3.1 RQ1: Perceived Stress

The Mann-Whitney U test revealed significant differences in the directed con-
nections of procedural and social behaviours between low-stress (N = 32, Mdn
= −0.12, Q1 = −0.18, Q3 = 0.21) and high-stress students (N = 92, Mdn =
0.01, Q1 = −0.18, Q3 = 0.21) among the x-axis (U = 1876, p = 0.02, r =
0.54). As shown in Fig. 2, low-stress students were strongly characterised by
their focus on collaboration despite the task priority. For example, they demon-
strated high self-transition in primary col, distraction col, and task discussion,
which are all procedural and social behaviours related to collaboration but for
different task types. We also observed more directed connections toward working
collaboratively in low-stress students, as they were more likely to transit to pri-
mary col, secondary col, and distraction col from working either collaboratively
or individually on other tasks. On the other hand, high-stress students were
strongly characterised by both frequent self-transitions and directed connections
to primary ind from other behaviours, suggesting that these students spent the
majority of their time working individually on the primary task despite their
prior procedural and social behaviours. Such findings were expected as students
who were left alone working on the primary tasks could experience higher pres-
sure when trying to resolve the medical emergence of the deteriorating patient,
whereas having others to help with this stressful task or collaborating on other
less stressful tasks could potentially mitigate their perceived stress.

Fig. 2. The differences in directed connections between students with low (red) and
high (blue) perceived stress (Color figure online)
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3.2 RQ2: Collaboration Satisfaction

Although the Mann-Whitney U tests showed that the differences in the directed
connections of procedural and social behaviours between low collaboration sat-
isfaction (N = 20, Mdn = 0.11, Q1 = −0.06, Q3 = 0.29) and high collaboration
satisfaction students (N = 104, Mdn = −0.04, Q1 = −0.24, Q3 = 0.15) were not
significant on either axis (p = 0.059 , r = 0.21 on the x-axis, p = 0.082, r = 0.18
on the y-axis), visually investigating the subtraction plot (Fig. 3) still revealed
some insights.

Fig. 3. The differences in directed connections between students with low (red) and
high (blue) perceived collaboration satisfaction (Color figure online)

The high collaboration satisfaction students were characterised by their focus
on working collaboratively on the primary (primary col) and distraction task
(distraction col), and the directed connections that lead toward primary col,
such as the triadic connections between task transition, secondary ind, and sec-
ondary col. Whereas the two directed connections from distraction col to distrac-
tion ind and from distraction ind to secondary ind characterised the procedural
and social behaviours of low collaboration satisfaction students. These findings
were expected as more collaboration was consistent with higher self-rated collab-
oration satisfaction, and more directed connections toward working individually
on different tasks could lead to lower collaboration satisfaction.



Characterising Individual-Level Collaborative Learning Behaviours 75

3.3 RQ3: Task Satisfaction

We found significant differences in the directed connections of procedural and
social behaviours between low task satisfaction (N = 57, Mdn = 0.11, Q1 =
−0.27, Q3 = 0.57) and high task satisfaction students (N = 67, Mdn = −0.12, Q1
= −0.40, Q3 = 0.06) among the x-axis (U = 1305, p = 0.002, r = 0.48). As shown
in Fig. 4, low task satisfaction students were strongly characterised by working
individually on the primary task (primary ind) and working collaboratively on
the secondary tasks (secondary col). The directed connections from primary ind
to task transition and from primary col to primary ind further suggested that
low task satisfaction students were stuck to the primary task by themselves,
despite having other students come to help occasionally and transiting in and
out of the primary task spaces. This finding is interesting as these students were
prioritising the right task (primary task) but felt they did not perform well, task-
wise. One potential explanation is that these students were unsatisfied with their
task because they felt overwhelmed by the primary task as they were working on
it mostly by themselves, whereas this task was designed for at least two students.

Fig. 4. The differences in directed connections between students with low (red) and
high (blue) perceived task satisfaction (Color figure online)

On the other hand, high task satisfaction students were characterised by
their focus on working individually on the secondary tasks (secondary ind),
the directed connections from secondary col to task transition and then to sec-
ondary ind, and working collaboratively on the primary task (primary col). The
later finding (primary col) was expected from students. The first two findings
were unexpected, as these students were satisfied with their task despite priori-
tising the secondary task and working individually for an extensive duration. A
potential explanation of such findings is that these students may not have delib-
erately focused on the secondary task but were assigned to these tasks during
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team discussion and responsibility delegation. Consequently, their high perceived
task satisfaction could originate from completing the secondary tasks, which fol-
low a more straightforward procedure than the primary tasks. Additionally, they
may also have felt that they were less responsible for the primary task.

4 Discussion

This study characterised the differences in individual students’ procedural and
social behaviours based on their perceived stress, collaboration, and task sat-
isfaction in co-located collaborative learning using wearable positioning sensors
and ordered network analysis. For the first research question (RQ1), we identified
that students who prioritised and worked on the primary task alone were associ-
ated with higher post-simulation stress than those who focused on collaborating
with others despite task prioritises. This finding resonates with prior literature
on the potential effects of collaboration as a mitigation strategy for reducing
students’ personal stress levels [13]. While this strategy could benefit collabora-
tive learning tasks with a clear goal, the current finding further illustrated that
it could potentially distract students from the primary task in learning contexts
requiring them to identify and prioritise different tasks.

Similar findings were also uncovered in the second research question (RQ2),
where students’ perceived collaboration satisfaction was characterised by their
social behaviours (collaboration) but unrelated to their procedural behaviours
(prioritisation). Both these findings (RQ1&2) suggest that, in complex collabora-
tive learning settings with multiple tasks and uncertain goals, merely capturing
evidence of students’ social behaviours might be insufficient to support student
reflection. Additional evidence on students’ procedural behaviours is also needed
for a holistic view of their learning behaviours. Consequently, educational tech-
nologies and learning analytics tools that aim to support student reflections in
collaborative learning need to have context-sensitivity instead of relying on a
fixed set of features and measurements [8].

For the third research question (RQ3), we found that low task satisfaction
students focused on the primary task alone. In contrast, students with high
perceived task satisfaction were characterised by collaborating on the primary
task (as expected) but even more by working individually on the secondary
tasks. While such findings were unexpected based on the learning design, where
students who focused on the primary task were expected to have higher task
satisfaction as they were prioritising the right task, these findings resonate with
prior literature on the socio-emotional connections between belonging and sat-
isfaction [4]. For example, students who worked individually on the primary
task may have felt unsupported by other group members, leading to lower task
satisfaction. The high task satisfaction in students who worked individually on
the secondary tasks resonates with prior findings on the positive association
between self-efficacy and student satisfaction [20]. As the secondary tasks were
more straightforward than the primary task, where students already knew the
required actions, they could potentially have higher self-efficacy and more suc-
cess in completing these simpler tasks, resulting in higher task satisfaction. These
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findings revealed some unexpected associations between the learning designs and
students’ collaborative learning behaviours and experiences, which teachers may
need to address during post-hoc reflections to ensure that students have a clear
understanding of the learning tasks and objectives.

Implications and Ethical Considerations. The findings have several impli-
cations for future quantitative ethnography and learning analytics research.
Specifically, combining quantitative ethnography approaches (e.g., ENA and
ONA) with novel data streams (e.g., physical and physiological data) could
potentially reveal valuable insights regarding the temporal dynamics of indi-
viduals’ learning behaviours. As our findings show, wearable positioning sensors
combined with ordered network analysis can capture and unpack students’ proce-
dural and social behaviours in physical classrooms. Such sensor-based approaches
could potentially empower future studies that aim to gain deeper insights into
the cognitive process behind students’ collaborative learning strategies [9], for
example, uncover behavioural features for distinguishing between productive and
unproductive collaboration. This potential could fuel the development of educa-
tional technologies that aim to automate the process of systematic observation in
physical classrooms. Such technologies could potentially reduce teachers’ work-
loads, generate behavioural evidence to support reflective practices, and make
formative assessments in physical classrooms more sustainable [31]. As we only
used wearable positioning sensors, future studies can combine other wearable
sensors to capture multimodal behaviour traces (e.g., physiological and verbal
behaviours [12]), providing further opportunities to unpack and triangulate stu-
dents’ cognitive and affective process during collaborative learning [3]. Addition-
ally, sensor-based approaches could contribute to the advancement in learning
space and design research as individualised evidence regarding students’ inter-
action with the physical environments can be captured with minimum intrusion
and automatically, potentially benefiting further longitudinal research. However,
such data-driven approaches could also elicit potential ethical and privacy con-
cerns, such as data misuse and unintended surveillance. Educational stakeholders
must be aware that even simple x-y positioning data can contain critical informa-
tion (e.g., learning behaviours) besides spatial coordinates when analysed with
contextual information. Future studies must consider these ethical implications
before deploying sensor-based systems in physical classrooms [31].

Limitations and Future Directions. The current approach has limitations
as we characterised students’ procedural and social behaviours based on their
proximity to the different task spaces instead of whether they have demonstrated
such behaviours. Although this approach is valid in our study as the task spaces
were purposely designed for the corresponding tasks, future studies conducted
outside of such confined learning contexts (e.g., in open learning spaces [29])
should validate if students are engaged in certain behaviours based on proximity,
especially when multiple tasks can unfold in a same physical location. Finally,
providing a qualitative interpretation of the raw data is difficult in the context
of a static paper, given that the data is dynamic and position-based. In future
work, we will explore representations that afford these kinds of descriptions.
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5 Conclusion

This study illustrates the potential of combining wearable positioning sensors
and ordered network analysis in characterising students’ individual-level pro-
cedural and social behaviours based on their experiences during collaborative
learning in physical classrooms. The findings emphasised the potential value of
quantitative ethnography approaches and wearable sensors in supporting system-
atic observation and investigating the potential impacts of the learning designs
on students’ learning experiences.
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8. Gašević, D., Dawson, S., Rogers, T., Gasevic, D.: Learning analytics should not
promote one size fits all: the effects of instructional conditions in predicting aca-
demic success. Internet High. Educ. 28, 68–84 (2016)

9. Giannakos, M., Cukurova, M., Papavlasopoulou, S.: Sensor-based analytics in edu-
cation: lessons learned from research in multimodal learning analytics. In: Gian-
nakos, M., Spikol, D., Di Mitri, D., Sharma, K., Ochoa, X., Hammad, R. (eds.) The
Multimodal Learning Analytics Handbook, pp. 329–358. Springer, Cham (2022).
https://doi.org/10.1007/978-3-031-08076-0 13

10. Greenberg, S., Boring, S., Vermeulen, J., Dostal, J.: Dark patterns in proxemic
interactions: a critical perspective. In: DIS 2014, pp. 523–532 (2014)

11. Hall, E.T.: The Hidden Dimension, vol. 609. Doubleday, Garden City (1966)
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Abstract. Collaborative problem-solving (CPS) is important in today’s fast-
paced and interconnected world. However, assessing and supporting CPS skills
and actions in online and co-located collaborative settings is challenging for
researchers and teachers. To identify individual and group CPS behavioral pat-
terns, this study employs epistemic network analysis (ENA) in analyzing, model-
ing, and visualizing the collaborative discourse patterns of legal students working
on an ill-structured problem in a semester-long course. The results showed that
individual students’ CPS strategies differed across the two meetings, and demon-
strated varying standards for cognitive and metacognitive regulation processes.
We provide implications for researchers and teachers working in CPS environ-
ments and underscore the need for multimodal datasets to understand students’
CPS strategies clearly.

Keywords: Collaborative Problem Solving · Epistemic Network Analysis ·
Asynchronous Collaboration · Self-Regulated Learning

1 Introduction

This paper presents an epistemic network analysis (ENA) of students’ collaborative
problem-solving (CPS) processes in the context of legal training to model and visualise
students’ discourse at the individual and group levels.While there are existing studies that
used ENA to study CPS [10, 11], some of the studies are neither based on authentic set-
tings nor tightly connected to a theoretical perspective relevant to CPS. In this study, we
apply ENA to a context of legal students working on an ill-structured problem, leverag-
ing self-regulated learning (SRL) [12], a well-known theoretical perspective, to identify
relevant collaborative actions. In this paper, we investigate how CPS strategy usage can
be identified between group members and within the group over time. These insights,
if provided to students and teachers promptly, may support students’ reflection on their
own collaboration process, group dynamics, and provide teachers with an informed and
timely understanding of students’ CPS discourse to support the collaborating groups.
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2 Background

Collaboration, problem solving, communication, and effective teamwork are key skills
for employability in the twenty-first century [1]. Employers across different industrial
sectors require that most school and university graduates understand domain-specific
concepts well. Yet, studies indicate that graduates are often ill-equipped to deal with
novel, complex, real-world challenges [2]. CPS is a complex process that requires prac-
tice, awareness of group dynamics, and learning from feedback on previous activities
[3]. During CPS activities, teachers are expected to monitor group processes and provide
feedback to group members about the collaborative process to facilitate meaningful col-
laboration. In practice, however, identifying students’ collaborative actions and related
group dynamics (e.g., who is doing what, how teams plan and resolve conflicts) may be
impractical and unsustainable in contemporary educational scenarios [4]. In particular,
in conventional face-to-face and blended learning situations, the heavy workload and
limited teacher time make it difficult to monitor students’ behaviours. This affects the
quality of support and feedback teachers can provide students [5]. Moreover, another
challenge is assessing the contributions of individual students while accounting for how
they relate to the contributions of other members over the course of a collaborative task
[6].

The literature suggests that the most common methods of providing feedback to
students during CPS are summative assessments, debriefing sessions, and relatively
simple self or peer ratings of CPS performance [7]. However, such approaches rarely
allow teachers to record all the key moments they wish to discuss during debriefings and
consider the redesign of courses. This is particularly problematic in co-located settings,
where evidence of events during a group activity is invisible and difficult to log [8]. In
addition, while these approaches improve upon our understanding of CPS processes, the
techniques used (e.g., observer ratings or self-reported surveys) tend to treat students’
individual actions as isolated and independent. Yet, individual students’ contributions
during aCPS task are part of the entire group’s discourse andmight affect the dynamics of
the entire group since CPS is characterized as an interactive and synergistic phenomenon
[6, 9].

A promising way to approach this challenge could be leveraging analytical
approaches that make it possible to capture the interactive and dynamic collaborative
behavioral patterns of students working in teams to generate comprehensible, actionable
insights to support team reflection [5].

3 Theoretical Background

Collaborative problem solving (CPS) is a key competency in today’s fast-paced and inter-
connected world. CPS refers to the coordinated attempt of two or more people to share
their skills and knowledge to construct and maintain a unified solution to a problem [13].
In this sense, the collaborating students are required to solve complex, ill-structured, and
sometimes well-formed problems without fixed answers to achieve the goal of collective
knowledge co-construction [13]. However, the CPS process is a multimodal, dynamic,
and synergistic phenomenon where interactive, cognitive, regulative, behavioral, and
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socio-emotional aspects of collaboration happen and might affect the outcome of col-
laborative activity [6, 9]. While all the different collaboration aspects are important, in
this paper, we focus on the regulative dimension, highlighted in previous studies [14] as
critical in a successful CPS process. The regulative dimension of CPS seeks to explore
how students plan, negotiate, set goals, reflect, and monitor their collaborative tasks.

According to [15], SRL is a social cognitive process achieved in cycles of (i) plan-
ning (i.e., task analysis, goal setting, and planning), (ii) performance (i.e. execution of
the learning task and progress monitoring), and (iii) self-reflection (i.e., self-evaluation
of outcomes and the effectiveness of their learning strategies) [16, 17]. Self-regulated
learners make decisions not only about what, when, and where to study but also set and
adjust goals, choose fitting learning strategies, monitor their progress, and evaluate the
learning outcomes and the effectiveness of their learning strategies [12]. In this study,
we present the results of our investigation of students’ collaborative patterns during CPS
in an online, synchronous collaboration environment. Using SRL as the lens to interpret
CPS, we code and analyze students’ online video meetings through ENA to identify col-
laborative patterns and how they relate to and inform each other. The following research
questions guide this study:

1. How do students engage in CPS strategies in a group setting OR/as a group over the
course of two online synchronous collaboration sessions?

2. How do students contribute individually in meaningful ways, with regard to CPS
strategies, over the course of two online synchronous collaboration sessions?

4 Methodology

4.1 Participants and Context

This study is part of a larger project at a research-intensive university in Norway. It aims
to study how CPS can be guided by providing automated feedback to student teams
about their teamwork during and after CPS in online and co-located environments. The
data was selected from a group of students undertaking a master-level legal technology
course calledLegalTechnology:Artificial Intelligence andLaw.This is an elective course
(approximately 77 students) that is run both online (usingMicrosoft Teams) and face-to-
face (e.g., boot camps and physical lectures). The course is intended to explore current
trends and future possibilities of using technology, software and computer analytics
to provide legal services and justice. Four teachers and four mentors facilitated the
course and the group projects. As part of the course assessment, students were asked to
work on an ill-structured and open-ended problem related to the course content (e.g.,
Legal Technology: Artificial Intelligence and Law). A subset of all students enrolled
in the course were recruited to participate in the research objectives. These students
comprised four groups. The students agreed upon the work mode (e.g., how to meet,
the resources to use, the type of task to choose, etc.) and had 11 weeks to work on
the project. For this initial investigation, we chose to investigate data from one group,
which was composed of four female exchange students. As part of the course project,
the group worked on the topic called GDPR Fine Calculator. The project’s goal was
to create a legal technology solution as an application that can predict the amount of a
GDPR Article 83 administrative fine. The group had two online meetings, which lasted
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approximately 3.5 h. This data was utilized after obtaining informed consent from all
the group members and gaining approval for the TeamLearn project from the National
Ethics/Scientific Committee in Norway.

4.2 Data Processing and Coding

Video data were transcribed verbatim, and later, researchers converted it into a qual-
itative data table, where each row contained one student’s turn of talk. Metadata was
added by including the meeting number and the timestamps representing the start and
end of an utterance. To code the transcribed video data for use in ENA, we used a hybrid
approach where codes were inductively developed by looking at the data to identify
aspects relevant to CPS and deductively developed based on the three stages of SRL
theory: (i) Planning/forethought, (ii) performance, and (iii) self-reflection [15]. Based
on this hybrid approach, we identified ten codes in the data: task analysis, role allo-
cation, goal setting, monitoring, questioning, subject matter knowledge, contribution,
affirmation/confirmation, socio-emotional, and reflection (see Table 1 for explanations
and examples). Social moderation was used to code the data with four raters coding it
manually using a spreadsheet and meeting several times to compare the results of their
respective codes and settle any discrepancies. The entire dataset was composed of 480
utterances/turns of talk. It is important to note that during the coding, one sentence/turn
of talk could include multiple codes (e.g., representing planning but also subject matter
knowledge). In this case, multiple codes were assigned.

Table 1. The qualitative coding table illustrating codes, explanations, and data examples

SRL Dimension Code Explanation Data Example

Planning Task analysis Statements where
students discuss
instructions and
requirements of the
group task

Yes, to me, I guess we
have to like to add what
we talked about during
lectures like legal design
and all that, but they
weren’t really precise on
what we should do (S2)

Goal-setting Statements where
students discuss what the
group needs to do during
the session or at home to
accomplish the task or
set milestones to
accomplish the group
task

Should we make a goal
or something for next
week (S3, week 1)

Task allocation Statements where
students distribute roles
amongst each other

Does someone want to
take responsibility for
emailing them? (S3)

(continued)
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Table 1. (continued)

SRL Dimension Code Explanation Data Example

Performance Contribution Student poses a potential
solution; a new idea or
next step

Should we just try for,
like, the presentation or
whatever, to have a kind
of like a homepage for
the quiz, like with our
name on the top corner
and the quiz with like
boxes you can like
check, you know. Yeah,
that’s why I want to use
Neota because there you
can just do that (S1)

Monitoring At the moment, checking
in on the progress of the
task

Yeah, for the code, yeah,
I’m still stuck. But yeah,
it’s getting better.
Before, I had like three
different boxes with
three different elements,
and now I’m trying to
write it in only one box.
Hence, it looks kinda
like one long code and
not like three (S3)

Subject matter
knowledge

Utterances or statements
where students use
subject-specific concepts
or literature during their
discussions

Yeah. So, Sweden
doesn’t have any
guidelines but actually I
would have to Now, I
compared the max fine
to the actual fine; the
more interesting thing is
maybe the annual
turnover in comparison
to the fine. So, yeah,
then you also have to go
into the case to find the
annual turnover. And
look at this one got 40%
of the max fine. Wild.
All of these ones (S3)

(continued)
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Table 1. (continued)

SRL Dimension Code Explanation Data Example

Self Reflection Reflection Statements where
students discuss if the
group has reached its
goals, how the group
solved a task, the kinds
of feelings the task
aroused and discuss the
challenges in the group’s
performance

Yes. Yeah, no, we, like I
said last time, we
already made the
biggest effort and work.
We don’t have much to
do anymore, we have all
the information we just
have to well, but it’s in a
nice way. That’s it. (S2)

Other CPS-related
codes

Socio- emotional Statements where
students discuss or share
feelings of motivation,
positive or negative
feelings towards the
collaboration or the task

Yeah, but so for our
paper for Legaltech, I
mean, I don’t really
know how much time
we need to spend on it.
And since we’re this
week and next is like a
flexible week. Right.
I’m not worried
anyways (S1)

Confirming /
Affirmation

Statements where
students are adding on an
agreement or voice
support for actions,
plans, Validation of
others and Revoicing of
others

Yeah, right (S3)

Questioning Statements where
students are trying to
figure out what to do
with the task in the
moment

Yeah. Is there something
more we could get help
with, from the lovdata?
(S3)

4.3 Data Analysis

4.3.1 Analysis of Code Frequencies

The analysis started with exploring the code segments within student discussions across
the two group meetings. We began our analysis with a quantitative count of code occur-
rences to ensure how often students participated in CPS strategies individually and
across the meetings. Frequency distribution was calculated for each code occurrence
across meetings and individual students (see Table 2).
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4.3.2 An Epistemic Network Analysis Approach

Once we determined differences in the frequency of the codes, we sought to understand
how the CPS behaviors were employed in connection with one another across the two
sessions. For this purpose, we use ENA to visualize the co-occurrence of codes within
the collaborative sessions. To form the ENA models, we used the ENA web software
(https://www.epistemicnetwork.org/). The ENA model we constructed used a conversa-
tion segment based on the meeting students were in and employed a moving window of
4 lines to limit connections to discourse occurring too far outside the recent temporal
context [18, 19]. This decision was based on the assumption that when students are
working in teams, their actions or responses could be influenced by what their peers say
within the moment or micro-context, which in turn forms the chronological sequence of
the recent dialogue segments [18, 19]. The model is based on an adjacency matrix gen-
erated by aggregating across all lines for each unit of analysis in the model. In our case,
we made two models to address the group dynamic vs. individual student question. The
first model used units of analysis defined as meetings composed of students to compare
how students behaved within the two meetings; meetings 1 and 2 had 3 and 4 student
units, respectively. The second model reversed this orientation, comparing students who
each had two units, one of which represented their behavior in each meeting.

Model 1 included the following codes: Reflection,Goal Setting, Task Allocation, and
Task Analysis. This allowed for the exploration of the planning behaviors across meet-
ings. To further facilitate the comparison of meetings, the ENAmodel used ameans rota-
tion comparing first and second meetings along the x-axis. Model 2 was more concerned
with individual student actions within the planning process, including the following
codes: Subject Matter Knowledge (SMK), Monitoring, Contribution, Feedback, Ques-
tioning, Affirmation, Confusion, and Socio-emotional. We drew this distinction because
the latter codes, like Questioning, are more based on individual contributions to the dis-
course. We wanted to be able to infer how students were contributing to the larger goals
of planning through these behaviors. Because we were primarily concerned with dif-
ferences between individual students, we used the evenly spaced, unit circle ENA plot,
which relies on the strength of code connections and disregards spatial representations
for codes. Both ENA models defined conversations as all data lines associated with a
single value of Meeting and used a moving window of 4 lines.

5 Results

We began our analysis using counts of code occurrence to consider how often students
participated holistically in CPS strategies across the meeting times and as individuals.
When we consider the meetings as a whole, it seems that the group dynamic engages
more in particular behaviors, Task analysis, Subject matter knowledge, and Confirm-
ing/Affirming in the first meeting. In contrast, the second meeting sees an influx of
Monitoring and Socio-emotional engagement. This indicates a potential transition point
between meetings that we explore further using ENA. Students also take on different
roles when we consider counts of the number of times they engage in CPS strategies.
Student 3, for example, is more likely to use Subject-Matter Knowledge than any other

https://www.epistemicnetwork.org/
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students, and Students 1 and 3 are more likely to engage in Task Allocation than Stu-
dents 2 and 4. In part, this may be because Student 4 was only active during a portion
of Meeting 2, thus missing opportunities to divide labor within these meetings. Their
absence also accounts for the reduced amount of coded lines for them (See Table 2).

Table 2. Counts of code occurrence between Meeting 1 and 2 and across student participation in
both meetings.

Code Meeting Student

1 2 1 2 3 4

Task analysis 66 13 22 25 29 3

Goal-setting 19 9 7 6 14 1

Task allocation 21 23 18 8 14 4

Contribution 38 15 12 13 21 7

Monitoring 9 23 12 8 10 2

Subject matter knowledge 35 8 11 9 23 0

Reflection 8 8 2 7 5 2

Socio-emotional 10 24 9 12 13 0

Confirming / Affirmation 112 67 63 55 55 4

Questioning 32 19 21 18 12 0

Total 393 229 200 180 214 26

Given the discrepancies in CPS strategy usage acrossmeetings and between students,
we sought to understand better how these differences manifest in coordination with one
another. To do this, we use ENA to quantify and visualise the connections between CPS
strategies as students engage as individuals and as a group over the course of the two
online synchronous collaboration sessions.

First, we look at Model 1, which compares participation in Meetings 1 and 2 using
a means rotation to maximize group differences (Fig. 1). This model yielded Pearson
correlation values of 0.97 (X-axis), demonstrating that the model itself is a visually
accurate representation of the underlying data. The model explained 0.52 of the variance
on the X-axis. Along the X axis, a two-sample t-test assuming unequal variance showed
thatMeeting 1 (mean=−1.56, SD= 1.08, N= 4)was statistically significantly different
at the alpha= 0.05 level from Meeting 2 (mean= 1.56, SD= 0.55, N= 4; t(4.47)=−
5.14, p = 0.01, Cohen’s d = 3.63).

In meeting one, the SRL planning dimension of Task Analysis is central to several
other group CPS behaviors,Goal Setting, Monitoring, andMonitoring. Meeting 2 shows
stronger connections between Task Allocation, Monitoring, and Reflection. Task Allo-
cation was expected to be prominent in the early weeks as students are sorting out a
strategy for project responsibilities, but the occurrence counts demonstrate its presence
across the two sessions. However, when visualized with the comparison plot (Fig. 1), it
is clear that the role of Task Allocation shifts fromMeeting 1 toMeeting 2. InMeeting 2,
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Fig. 1. The comparison plot between meeting 1 (red) and meeting 2 (blue) illustrates the overall
CPS discourse for meetings 1 (red) and 2 (blue) for the entire group. In meeting 1, task analysis
and Goal Setting are central to several other group CPS behaviors. In meeting two, there is a shift
to task allocation, monitoring, and reflection as the primary SRL dimensions.

students are both reprising roles that they have as well asMonitoring and Reflecting on
the progress within their roles. This result is less surprising given that as the group pro-
gresses with the task, they are expected to concentrate on checking on the task’s progress
and identify any issues to address (Monitoring) other than planning. For example, Stu-
dent 1 says, “So basically, (Student 4), what we all said, I don’t know about you, but we
were all working on our cyber security papers, so we didn’t really do much.”Here, they
are discussing where they have gotten in their own work (Monitoring) in relation to the
Task Allocation of everyone’s current job. This connection does not exist in Meeting 1.
However, while the findings highlighted some connection to Task Allocation, the groups’
discourse revealed that the group did not have assigned leaders and task allocation was
not done explicitly. S1 highlighted this by making the following comment: “Also…. I
feel like we didn’t really assign any. Like we didn’t say, ‘Okay, you’re responsible for
this’ and ‘you’re responsible for that’. We’re just working on everything a bit together”.

A similar issue was identified in meeting 2, where student 4 was wondering how the
group would proceed with the task:
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“Yeah, so I uploaded the two things I did, which was the template. I was just sort of
thinking through everything that we needed to include. I’m not sure if I’m missing
anything out; you can just add that in. And then I just did a mockup of the design,
which was somebody did a paper mockup of the design, so I just put that into a
computerized format. But other than that, I was just wondering when you wanted
to start with the writing and if I should just start with that, whether we’re doing it
all together and how that works”.

In this response from student 2, we can see the relationship of Questioning to the
Task Allocation code; as they surface their own wondering about the process, they allow
their fellow students to chime in on what the next steps should be. For this reason, we
focus on the more individual codes for Model 2.

Model 2 focuses on individual students’ behaviors across the performance codes.
The model yielded a Pearson correlation of .91 and .53 across the X and Y-axes. This
indicates that the horizontal axis is well fit and an accurate visual representation of the
data, while the vertical axis may not be. The two-plotted dimensions can be described
as moving from the pragmatics of CPS, like Subject Matter Knowledge (SMK) and
Clarification, to the more uncertain behaviors, like Questioning and Confusion. We use
an evenly distributed unit circle plot to better visualize the students in relation to all of
the codes (Fig. 2). From these plots, students 1–3 are similar in the types of connections
they are making within the group work for CPS strategies. However, Student 4 is quite
different in their network, likely due to them missing key planning elements in Meeting
1.

We can further observe differences between meetings in this plot. For each student,
the units in the upper left are from Meeting 1, and the units further to the bottom right
are from Meeting 2. Student 4 only has one node representing the mean because they
did not participate in Meeting 1. Thus, their mean is equivalent to Meeting 2. There is
no statistically significant difference between the students on either axis.

However, although no statistical differences were observed, the analysis showed
differences in how students contributed to the group discussions. For example, as illus-
trated in Fig. 2, in meeting 1, student 1 (red) was strongly associated with Affirmation,
Contribution, and Questioning behaviors. In contrast, student 2 (blue) was connected
to Affirmation, Contribution, Questioning, and Socio-Emotional behaviors. Student 3
(purple) connected similarly to student 2 (e.g., Affirmation, Contribution, Questioning,
and Socio-Emotional behaviors). It was observed that SMK was equally distributed
among the students. In contrast, given that student 4 missed the first meeting and joined
the second meeting late, their connections were different from the other students. For
example, although student 4 had connections between Affirmation, Contribution, and
Questioning, these were weakly connected. Moreover, student 4 has no connection to
the codes of SMK and Clarification. This can be attributed to several things: Student 4
was not familiar with the group dynamics or things discussed before the meeting, which
is crucial when working with a group. However, although Student 4 joined late, they
tend to connect contributions to both socio-emotional and questioning more often than
any of the other students. One possible explanation is that when Student 4 joined, they
wanted to make up for their absence to hit the ground running and contribute quickly.
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Fig. 2. Overall Comparison of Student 1 (Red), Student 2 (Blue), Student 3 (Purple), and Student
4 (Green).

In addition, among all four students and between both meetings, Affirmation is an
important behavior that tends to connect to all other codes. The robust interconnection
between affirmation and most CPS-related codes in both meetings (see Fig. 2) is likely
attributed to the presence of uncertainty towards the task, which in both meetings was
often demonstrated through expressions such as “I think”, “I don’t know” or “I’m not
sure.“. For example, students 1, 2, and 3were engaged in the following discussion during
meeting 1.

“I think if we because I was wondering about that as well, but if we stick to the
company, it could be used for both. I don’t know”.

“I also, I don’t know if we get more information about the paper from class
because I think we’re talking about the project and the planning, but they don’t
give us much about the paper». «Does someone know the word limit? Actually. I
don’t remember”.

“I don’t know”.
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[20] highlighted that such expressions not only convey the speaker’s uncertainty but
also implicitly request validation from the listener. As a result, students engage in a
mutual exchange of validation, reciprocally seeking and providing confirmation during
their interactions and interventions with peers.

6 Discussion and Implications for Future Research

Identifying students’ CPS strategies and related group dynamics (e.g., who is doingwhat,
how teams plan and assign roles) may be impractical in synchronous collaboration set-
tings [4]. The present study supports the potential of leveraging data from students’ CPS
activities (e.g., online meetings) to understand how students engage in CPS strategies
as individuals and as a group. Model 1 demonstrates that there are differences in how
students engage in CPS strategies at the different stages of group work. Furthermore,
model 2 demonstrates students 1–3 are similar in the types of connections they are
making within the group work for CPS strategies. However, although students’ CPS
actions were relatively similar across the two observed sessions, Student 3 appeared to
dominate the discussions in both meetings, demonstrating strong connections between
Subject-matter knowledge, Task analysis, and Goal setting. Moreover, Student 4 stood
out as an outlier with limited connections to CPS actions such as Subject-matter knowl-
edge, Clarification, and Socioemotional. This is likely due to student 4 missing the key
planning elements in Meeting 1 and arriving late for the second meeting. In addition,
group members likely possessed varying levels of skillset and knowledge towards the
task, hence demonstrating different standards for metacognitive monitoring [21]. This
implies that collaborative teams could benefit fromstructured protocols embeddedwithin
the learning design or collaborative tasks, explicitly highlighting expectations regarding
participation and contribution to the group task.

While the findings highlighted some connection to Task Allocation, the groups’
discourse revealed that the group did not have assigned leaders and Task Allocation was
not explicit. The lack of clear Task Allocation during the collaborative activity suggests
that the students may not have been aware of the expected roles in the group activity. In
such a case, if teachers identify such a situation early enough, teachers can promote role
distribution by explicitly asking students to assign roles and providing opportunities to
practice and reflect on their roles. Teachers can also provide feedback to students on
their collaborative skills and strategies and help them develop metacognitive strategies
to improve their learning.

Moreover, the findings also showed that students rarely engaged in Reflection. Yet, it
is a crucial component of CPS and self-regulation, as it helps students consolidate their
learning and identify areas for improvement [14]. In practice, if teachers are presented
with information about such discourse (e.g., limited reflection), teachers can support
reflection by asking students to share their thoughts and providing meta-cognitive scaf-
folding such as prompts and guidelines for self and group monitoring to support their
problem-solving endeavors [15].

Moving towards considerations of research question 2, on modeling CPS within
groups and across individuals, we have demonstrated through this analysis that ENA
allows for differentiating patterns across meetings and between students, even when
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students are not present for each meeting. That being said, questions arise for the best
parameters for such a model. For example, in such a small group, window size may have
a larger impact on how students are perceived in making connections in the model. They
may receive inflated connections between two codes even if they only engage in one
manner just because of the frequency of the other code. We addressed this in this paper
by focusing on the comparison between meetings and students, so sheer presence was
not the focus.

7 Limitations and Directions for Future Work

There were three main limitations in the current study. First, the analysis was based on
one group of four students and video data frommeetings.While this could provide insight
into students’ CPS processes, a detailed dataset with more groups and data sources that
capture students’ learning processes could improve the interpretation of students’ CPS
behaviors. For example, from the analysis of the discourse, students referred to infor-
mation that seemed to belong to other sources other than the video data transcribed. For
example, student 3 asked other group members in meeting one to ‘do some things from
the to-do list.’ This means that relying on one data source to understand students’ CPS
processes may not be adequate. In this regard, future research could consider multiple
groups and leverage multimodal data sources (e.g., digital traces, assignment drafts,
and revision history) to understand the complexity of CPS in asynchronous settings
better. Second, this study used Zimmerman’s [15] SRL framework as the lens to iden-
tify and model CPS strategies. While this framework is relevant and widely used, we
found it more oriented towards the cognitive aspects of regulation and focusing more
on individuals other than group-level regulation. Since CPS involves multiple people
and is inherently a dialogical process, future work can consider frameworks that con-
sider the cognitive, meta-cognitive, and social aspects of regulation. Lastly, although
ENA revealed patterns and the nature of discourse individual students were engaged
in during the group meetings, it was difficult to establish the interactional, emotional,
and temporal patterns of students’ collaborative process. Future research can overcome
this challenge by using approaches that account for the recent temporal context, such
as ordered network analysis [10] and combining ENA with other analytical approaches,
such as social network analysis and sequence mining, to detect social interactions and
CPS sequences and how they evolve over time at an individual and group level.

8 Conclusion

In this paper, we sought to identify the kind of collaborative actions manifested during
CPS activities at an individual and group level in an online synchronous collaboration
environment. Using ENA and SRL as the theoretical perspective to identify evidence of
CPS actions, the results showed differences in discourse between students at different
stages of the CPS process. Moreover, models showed specific SRL actions less prevalent
in students’ discourse (e.g., reflection). While the current study is at an exploratory level
whose findings cannot be used to draw strong conclusions about CPS actions, the insights
presented in this paper point to the potential of ENA in modeling individual and group
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behaviors during CPS. This information could be employed by educators as a basis for
providing timely feedback and adapting learning design to support CPS processes.
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Abstract. This paper examines discourse patterns of adolescents from five coun-
tries collaborating on STEM-related projects through online videoconferencing
and the impact of culture on the program. Epistemic network analysis was used to
analyze cross-cultural collaboration and interactions among learners from Brazil,
Cameroon, Kenya, Namibia, and the United States while participating in the Inter-
national Community for Collaborative Content Creation. Guided by the transfer
and adoption of universal principles theory and intergroup contact theory, the
research results show evidence of cultural sensitivity as it pertains to practices,
heritage, and local STEM projects in June 2017, as well as values and language
in August 2020, as learners engaged in STEM-related content creation.

Keywords: Culture · STEM · Intercultural Interactions · Virtual Learning ·
Africa · Diversity · Decolonization · Curriculum

1 Introduction

This paper examines the intercultural interactions of adolescent leaders in an inter-
national virtual learning community and how culture impacted the research project.
In the formation stages of collaborative teams, research shows some participants are
apprehensive about intercultural interaction [1, 2]. This apprehension can often hin-
der cross-cultural groups from interacting or initiating conversations, resulting in weak
outcomes or missed opportunities. For younger populations, anxiety communicating
cross-culturally among learners often impedes asking questions or withdrawal from a
conversation. Overcoming this anxiety through exposure to a richer and more satisfying
cross-cultural experience can benefit children in STEM-related fields in a global digital
learning space [3, 4]. Researchers believe that increasing intercultural interactions can
enhance learners’ ability to process interactions, predict misunderstandings, and then
adapt their own behavior in multicultural situations [5, 6]. Furthermore, these intercul-
tural interactions can spark an active desirewithin a young learner to understand a culture
outside one’s own to create heightened intercultural experiences and curiosity, thus facil-
itating appreciation, empathy, and respect for other cultures. Recommendations are to
further understand the potential impact of intercultural experiences on young learners
by examining the overall development of cross-cultural competence for learners in the
United States [7]. By focusing on the U.S., this study adds to the body of knowledge
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and rationale for U.S. institutions to integrate intercultural and cross-cultural exchanges
between learners from diverse backgrounds in curricula that could result in cultural
capacity building for U.S. learners.

1.1 Diversity in the United States and Beyond

The diversity index in the U.S. in 2015 was 0.49 [8] and increased to 0.61 in 2020 [9],
indicating that the country is increasingly diverse. Generally, diversity in the U.S. can be
observed in urban regions as people from different backgrounds converge in search of
work. Therefore, children from the U.S. participating in global STEM communities are
not devoid of experience interacting with children with diverse cultural backgrounds,
but they should be encouraged to understand and value the cultural differences when
interacting with children outside the U.S. because no group is completely homogenous.

Significant differences exist between American children and children in Africa, such
as language, beliefs, values, practices, and norms [10]. For example, regarding the cul-
tural element of language, Africa has an estimated 2,143 developing literal traditions,
which means that children from the continent speak and write in languages other than
English, thus promoting literacy in the local language [10, 11]. In the past, oral tradition
was the main form of transferring knowledge. Language is only one example of the
significant differences within countries. An understanding of the diversity of learners in
a global learning community could lead to program designers creating more culturally
conscious curricula. It could also result in students learning from peers’ cultural com-
petencies, which could be beneficial for future collaboration with people from diverse
societies. Teaching STEM learners in a global community with significantly diverse
backgrounds and colonial histories opens the doors to conversations about decolonizing
curricula.

1.2 Decolonization of the Curriculum

Most education systems serving multicultural and Indigenous societies are grounded in
Eurocentric and colonial-era worldviews. Eurocentric ideas have “shaped the bound-
aries of thought and behavior for individuals and institutions globally,” as far back as the
14th century [10 p. 11], [12]. Decolonization is a call to address or reverse the negative
impacts of colonialism on Indigenous peoples and their communities at all levels of
education [13, 14]. Calls to decolonize the curriculum show that Indigenous communi-
ties desire their children’s education to reflect local culture and context [15]. Creating
culturally relevant curricula in the U.S. is as critical as revising curricula of nations such
as Cameroon, Kenya, Namibia, and Brazil. These are countries that are significantly dif-
ferent from the U.S. but share similarities in the representation of Indigenous peoples in
their curriculums. These countries’ education systems did not prioritize the local culture
for centuries.

Curricula that integrate learners’ cultures can motivate and encourage engagement
and heighten the learners’ self-esteem, as it is believed the differences in learning across
cultures can be decreased when the cultural background of the learner is taken into
consideration [10, 16, 17]. Even though this topic is larger than the scope of this study,
it is relevant because STEM programs with learners from diverse cultural backgrounds
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often prioritize hard skills and put very little emphasis on the local culture and context
of the learner. Therefore, the need to create culturally relevant content is not limited to
urban areas such as Nairobi, the capital of Kenya, where learners come from diverse
backgrounds or regions. Integrating culture into education creates culturally relevant
education and culturally conscious learners [10, 15].

Research shows that education in the Kisii tribe of Kenya is not culturally relevant,
even though Kenya has made great strides in integrating local cultures into the curricula,
underscoring the need for continuous efforts toward augmenting or decolonizing the
curriculum [10, 18]. Conducting research, creating culturally relevant curricula, and
creating content that prioritizes the local culture and context of the learners by integrating
elements from their culture into the curriculum are steps toward the decolonization of
education for learners from countries with colonial backgrounds [10, 13]. This can also
result in a decolonized mindset where the learners can apply information from their
culture and context to STEM learning, thus respecting their cultural ways of being and
allowing them to experience and share their authentic selves with others in a global
learning community [12, 18].

1.3 The International Community for Collaborative Content Creation (IC4)

The IC4 project was established in 2017. The research examined the changes that occur
in students’ learning when international collaborative teams in a virtual community
function, as teachers helped students better understand one another and their STEM
topics. IC4 clubs sought willing and open-minded U.S. participants ages 12–17 to build
cross-cultural collaboration skills by interacting with students globally in an online
community. Students from Brazil, Cameroon, Kenya, Namibia, and the U.S. interacted
and collaborated in a digital maker space environment to create and share STEM-focused
projects [19]. The IC4 program encouraged the exchange of ideas through collaborative
projects and intercultural interactions.

The intercultural interactions of learners who participated in the IC4 program were
examined. Guided by the transfer and adoption of universal principles (TAUP) model,
and intergroup contact theory, epistemic network analysis (ENA)was applied to compare
the transcriptions collected from two globalmeetups, one in June 2017 and one inAugust
2020. The TAUP model is an emerging framework that was applied to this research for
validation.

2 Theory

2.1 Intergroup Contact Theory

Intercultural contact is any form of connection between people from different cultures,
resulting in intergroup contact.Allport’s [20] intergroup contact theory holds that interac-
tion between members of diverse groups enhances outcomes when guided by situational
equality, mutual goals, intergroup cooperation, support from leadership, and friendship
[21]. During intergroup contact, also called cross-cultural collaboration or intercultural
interactions of students from diverse backgrounds, positive learning outcomes can be
hindered by apprehension.
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In the forming stages of collaborative teams, research shows participants are appre-
hensive about intercultural communication, resulting in negative cultural adaptation [1,
2]. Apprehension can stop individuals in cross-cultural groups from interacting or ini-
tiating conversations essential for project completion, thus resulting in weak outcomes
and missed opportunities [2]. Missed opportunities refer to instances in which learn-
ers are too anxious to ask questions, engage in dialogue, or provide their opinions. An
important skill in intercultural interactions is overcoming anxiety for a rich and satisfy-
ing cross-cultural experience [2–4]. Intercultural interaction also enhances individuals’
ability to process interactions, predict misunderstandings, and adapt their behavior in
multicultural situations [2, 5, 6]. An active desire to understand a culture outside one’s
own can create better intercultural experiences, curiosity, appreciation, empathy, and
respect for the others’ culture [5, 7].

Societies’ interconnectedness and multicultural nature require programs designed to
develop intercultural competence. Perry and Southwell [7] asserted that more studies
examining the development of intercultural competence for K–12 learners are essential.
The IC4 research team facilitated intergroup interactions aimed at learning STEM skills
in a cross-cultural context for learners from diverse sociocultural and economic back-
grounds. The program encouraged the participants to exchange ideas and intercultural
interactions through collaborative content development by diverse teams within the IC4
learning community.

2.2 Decoloniality

Conversations about decolonizing the curriculum often follow a decoloniality theory,
which is generally viewed as removing all colonial influences from the curriculumwhich
is not feasible in 21st-century societies in which globalization is the norm [21]. Today’s
societies are interconnected through access to global communication tools, creating
a reality with extreme ideological or cultural positions in almost every area of life,
including education [22]. Technology has made working and learning across cultures
easier, and students can learn, interact, and influence each other, which is critical for
learners to understand and interact with learners from Eurocentric worldviews. Césaire
[23] suggested that advocates of decolonization learn and understand the past and use
that information to improve the present and the future.

In a more realistic sense, decoloniality encourages and prioritizes culturally relevant
intellectual pursuits by integrating cultural factors, such as spirituality, values, norms,
and beliefs into teaching and learning [10]. This perspective aims to diminish the effects
of Eurocentric worldviews on Indigenous learners. Knowledge shared irrespective of
the local culture of the learner can lead to the mimicry of western ways of being and
culture and a low self-reference or fractured identity [10, 13]. Learners who can apply
information taught in class to their local cultural context are able to be authentic, recall
information faster, and have better understanding and confidence, resulting in a sense of
self and identity [12, 13, 24]. When students learn about histories, places, and things that
are not part of their environment such as snow and apples, it is harder to conceptualize
and create a barrier to learning [10]. For a more equitable and relevant education that
preserves the learner’s identity, it is necessary to integrate culturally relevant frameworks
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into the learning process that support learning for children from colonial and Indigenous
communities.

2.3 The Transfer and Adoption of Universal Principles (TAUP)

The TAUP model was designed to support learning for students from countries with
colonial and Indigenous backgrounds or in a multicultural environment. The model
encourages a symbiotic relationship between a learner, their local cultural context, and a
culture different from their own [10]. In this relationship, knowledge adopted or acquired
is implemented outside the learning community, and knowledge acquired outside sup-
ports classroom learning (see Fig. 1). This means that learning is influenced by teachers,
parents, students, school systems, local culture, local context, and the school system or
curriculum.

Fig. 1. Transfer and Adoption of Universal Principles (TAUP)

The TAUP model is grounded in social learning, and situated cognition developed
following ethnographic research in the Kisii tribe of Kenya using focus group interviews
with 60 participants ages 12–70. The research data were collected using semistructured
interviews of eight focus groups comprised of teachers (n = 17), students (n = 17),
parents (n = 14), administrators (n = 6), and cultural experts (n = 6). A thematic
analysis indicated nine elements of cultural relevance for Kisii K–12 schools: (a) rite
of passage or initiation, (b) language, (c) heritage, (d) oral traditions, (e) beliefs, (f)
values, (g) reward and punishment, (h) local STEM, and (i) practice over theory [10].
The ENA tool was used to analyze the data further, and the nine elements from the
thematic analysis were used as codes to create visualizations of the relationships and
structure of connections in the data. Figure 2 shows the nine elements from the thematic
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Fig. 2. Sample Relationship Between Codes

analysis and provides an example of the connections made by the codes, modeling what
is expected in the analysis section of this paper.

A key component of the TAUP model is the requirement that learners process infor-
mation through the lens of culture. In the case of Kisii, the nine cultural elements repre-
sented in Fig. 3 are integrated into the education process using the cultural integration
and augmentation (CIA) framework [10]. It provides a model of the cultural elements
suggested for teaching and learning for Kisii K–12 schools.

Fig. 3. Cultural Integration and Augmentation (CIA) Framework



102 R. V. Akumbu et al.

The CIA framework and the TAUP model were developed in the Kisii research for
adaptation for other education communities. Other tribes can repeat the same research to
find the elements of culture relevant to the group. The nine elements can be used with or
without adaptation to the learning community or research project because of the broad
definition of codes.

In Fig. 3, STEM is referred to as “local STEM.” Local STEM represents alternative
ways of thinking about STEM or hard skills in the local culture and context while
encouraging cultural sensitivity and capacity during cross-cultural collaborations [10,
25]. Building upon the nine elements recommended by participants, this framework
encourages learners to create culturally relevant content and projects guided by universal
STEM principles, which can be transferred to or adopted by learners. Learning through
the lens of culture, a continuously evolving social construct, requires active and diverse
participants with mutual interests learning through cross-cultural collaboration with
support from community members. Cultural sensitivity from the learners’ perspectives
in addition to seven of the nine cultural elements in Fig. 3were examined. It was assumed
that elements of culture were transferred or adopted by students in the IC4 clubs through
a symbiotic relationship between the learner, the classroom, the local culture, and the
local context.

3 Methods

3.1 Sampling

The intercultural interactions of learners in the IC4 program were examined in this
quantitative ethnography research. The discourse data in this study are from the 2017
group of six students from Kenya, Namibia, and the U.S. and the 2020 meetup of seven
learners from Brazil, Cameroon, Kenya, and the U.S. IC4 participants ranged in age
from 12–17, were either enrolled in middle school or high school, and opted into the
IC4 program based on their own personal interest in STEM. Projects on STEM topics
allowed IC4 participants to think critically about how to resolve issues within their
local communities and then translate their methodology and thinking into language
commonly understood by the other global participants when presenting at weekly IC4
meetups. This study focused on cultural elements transferred and adopted by students
during two meetups.

The IC4 project recruited from the participating nations and video-recorded meetups
during the program from 2017 to 2022, and the participants for this research were
selected in the years 2017–2020. Participants enrolled in the program mainly through
the secondary or high schools they attended. IC4 facilitators in the countries of origin
aided recruitment through their professional networks. Forms were sent via e-mail to
the facilitators for schools’, students’, and parents’ consent. Students without signed
consent forms were excluded from the program. The students interested in the program
required access to the internet, a computer, or a mobile device for content creation and
video conferencing. Participants were expected to be interested in STEM and complete
STEMassignments in the IC4 program. Studentswho faced technical issues logging in to
meetup sessionswere encouraged to post a prerecorded video or PowerPoint presentation
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on Slack, an instant messaging program. Peers were encouraged to review the posting
and provide feedback. The data for this research were selected from meetups.

3.2 Data Collection and Analysis

The meetups were approximately one hour, and recordings were transcribed. An utter-
ance, or turn of talk by each learner, was represented by one line of data. Each turn of talk
was coded independently by two raters using a codebook (Table 1) consisting of eight
constructs organized around two categories: (a) soft skills transferred or adopted and (b)
hard skills transferred or adopted. The codebook was developed from the nine elements
of culture for teaching and learning in K–12 schools and supported by the TAUP model
for augmenting the education of children from diverse cultural or colonial backgrounds
[10]. Culture consists of universal principles or constructs, such as beliefs, values, and
language, which have a broad meaning generally understood by all people but differing
in application or attributes to people in different communities. They can create diverging
views in multicultural learning environments. For instance, Christians and Muslims all
believe in God, but their practices and names for the deity differ. Belief and the rest of
the codes are, therefore, universal and unifying principles with unique inferences based
on the ascribed meaning and cultural context of the learner.

Table 1. Codebook of Constructs Included in the Analysis

Category Code Description

Soft Skills Transferred or Adopted Beliefs Beliefs connected to spirituality,
religion, life after death, and taboos:
(“Abagusii, we have a lot of beliefs
that does not go with other tribes.”
For instance, the belief that if a
woman “climb up the roof and start
putting the iron sheets. It is a bad
omen,” and she will be barren.”)

Values Respect, hard work, discipline,
morality, unity, love, courage, trust:
(“The child is now a grown-up and
should behave with uttermost
respect …” “There was a lot of love
among the children… Sharing the
same Skins.”)

Practices Practices are norms and customs,
ways of being such as caning,
rewards: “Pupils need something
material” as an incentive to “keep
working hard…”)

(continued)
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Table 1. (continued)

Category Code Description

Heritage Food, cooking, location, names,
clothing styles, history: (“I’m a
Kisii because I eat the Ugali from
millet.”)

Oral Traditions Songs, proverbs, stories, music,
dance: (“At school, they should
integrate the Kisii stories as a
refreshment when we are bored, mix
stories with chemistry.”)

Language Intercultural communication,
speaking in a language other than
English: (“You can use that
language that a kid understands
better.”)

Cultural Sensitivity Awareness, knowledge, respect of
the other, and understanding [14]

Hard Skills Transferred or Adopted Local STEM Local ways of thinking about STEM
or local resources and material: (“In
Kisii culture, you know we had
people who were experts
performing surgery. They will just
open your head without going into
hospital and somebody survives.”)

The codebook comprised the codes: (a) beliefs, (b) values, (c) practice, (d) heritage,
(e) oral traditions, (f) language, and (g) local STEM from the CIA framework. Theywere
used to study the soft and hard skills transferred and adopted and the evidence of cultural
sensitivity following intergroup interactions [5, 10, 20, 21, 25]. Two raters agreed on the
codebook and final coding of research data through a social moderation process [26].
Social moderation by two raters ensured that there was consistency in coding the turns
of talk before utilizing the ENA software. Raters also agreed on the interpretation of the
results from the analysis, increasing the confidence level of the finding.

3.3 Epistemic Network Analysis (ENA)

ENA is a quantitative ethnographic tool that measures the structures of connections
in data and creates visualizations of the relationships between the elements of culture
or codes in learners’ discourse [27]. ENA was used to model the co-occurrences and
connections between the codes byquantifying their co-occurrences in the recent temporal
context [28]. For this analysis, a unit of analysis was defined as a turn of talk taken by
an IC4 participant. A moving window of size 7 was used to model the co-occurrences
of codes between a given line and six preceding lines in the same conversation. ENA
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simultaneously analyzes all networks and creates a set of networks that can be compared
visually.

4 Results

Figure 4 shows the mean positions for all data sets. Findings show high confidence
levels and strong positive correlations of 0.99 (Pearson) and 0.85 (Spearman) for the
first dimension, and 0.94 (Pearson) and 0.69 (Spearman) for the second dimension. A
Mann-Whitney test shows that data sets are statistically significantly different at the
alpha = 0.05 level at the X axis and Y axis.

Fig. 4. Mean Position for Data Set Visualization

Discourse provides evidence of cultural sensitivity, language, practices, heritage, and
values, which are positive results of the connection between the learners from diverse
cultures as they interacted, collaborated, transferred, and adopted cultural elements and
STEM knowledge [10, 20].

4.1 IC4 Global Meetup June 2017

The first analysis consisted of a meetup in 2017. Figure 5 presents the ENA model
reflecting the discourse pattern of learners as they engaged in and shared their STEM-
related projects. Strong connections were visible among the codes of heritage and local
STEM. Strength in the connections between local STEM and heritage suggests that
learners expressed STEM concepts and ideas through the lens of their personal cultural
experiences. An example of this discourse was captured by a Kenyan learner regarding
soil enrichment: “I just have that passion about making a video about this so that’s all
that I considered.” Triangulation among the codes local STEM, heritage, and cultural
sensitivity further suggests that learners were aware of the cultural differences and diver-
sity among them as they interacted. An example of this discourse was captured between
U.S., Kenyan, and Namibian learners as they shared where they were from:
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Kenyan Learner: I’m from Kenya

U.S.: I’m from U.S.A.

Kenyan Learner: I’m from St. Aloysius Gonzaga in Kenya.

Namibian Learner: I’m joining you guys from Okahandja. Yeah, I’m schooling at
[Namibia].

Discourse data show triangulation among local STEM, cultural sensitivity, and prac-
tices expressed by learners who spoke of local cultures and practices, as indicated in the
presentations specific to their country. Connections of beliefs, oral traditions, language,
and values were nonexistent, and participants made no references to these codes in the
discourse, as seen in Fig. 5.

Fig. 5. ENA Models of the IC4 Meetups June 2017

4.2 IC4 Global Meetup August 2020

The second analysis consisted of a meetup in 2020. Figure 6 presents the ENA model
reflecting the discourse pattern of the learners as they engaged and shared STEM-related
projects about three years later. None of the students from June 2017 participated in the
August 2020 meetup. A strong connection between language and local STEM can be
seen.

This connection shows that non-English speaking participants of IC4 communicated
about STEM-related content through an English translator and facilitator. This connec-
tion is significant as it suggests that, as the IC4 program matured, non-English speaking
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Fig. 6. ENA Models of the IC4 Meetups August 2020

learners were confident participating in the IC4 program and contributing to the conver-
sations within the meetup. In addition, both English and non-English speakers elected
to translate their presentations into writing for all to understand. An example of this
discourse can be seen in the following utterances between a learner from Cameroon and
the translator:

Cameroonian Learner: “Those who are the Portuguese, we have the translation. If
they want to know more, they can read it below.”

Translator: “[They] really loved your guys’ presentation, and they really appreciate
you guys having also translated into Portuguese once again. So, thank you so
much.”

The thick edges between local STEM and cultural sensitivity are much more pro-
nounced when compared to Fig. 5, suggesting the IC4 participants acknowledged the
presence of other cultures, allowing for cultural interactions to be more prominent as
the program matured. Students applied their learning to the local context through the
STEM projects they created. A learner from Cameroon shared about the importance of
medical plants having gathered information from online resources:

So, to conclude, medicinal plants are inseparable from local livelihoods because
they have long been collected, consumed, and managed through local customs and
knowledge.Management of traditional therapies is urged because the therapies are
empirical and knowledge that is often culturally inherited. However, traditional
therapies are currently being eroded due to changing lifestyles, perceptions, social
transformation, and acculturation.
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The students fromCameroon utilizedZoomconferencing software to transfer knowl-
edge about a local fruit, which they had previously discussed in another project. Even
though this was outside this meetup’s presentation content, the learners understood the
need for peers, especially those in the U.S., to visualize the materials they used in their
projects. A learner from Cameroon explained:

So last week, we talked about bitter cola, and so some people don’t know what
bitter cola is. So today we just decided to show you how bitter cola looks as you
can see, this is bitter cola. As you can see this is a fruit. When it bends, this is
how it looks like. When you open it now, you will see the fruit inside. When you
remove the bitter cola inside, you need to wash it. When you finish washing it,
you will dry it. After drying it, this is how the bitter cola looks like after drying.
When you...When you peel the bitter cola, it is white inside and has some nuts, so
it is one that is good. You can eat it now.

While coded utterances of beliefs and oral traditions were absent again in Fig. 5,
codes of values and language did surface, suggesting a deeper cultural experience as
the IC4 program matured and learners continued to experience various cultures in the
virtual setting. The relationships between cultural elements in Fig. 5 are local STEM,
heritage, practices, and cultural sensitivity, and in Fig. 6, local STEM, language, cultural
sensitivity, heritage, values, and practices made connections.

The difference between the strength of the connections or thickness of the edges
in Fig. 6 indicates increased intercultural contact and students’ ability to collaborate
cross-culturally while transferring cultural knowledge and information from their local
contexts. Codes that made no significant connections are hidden from Figs. 5 and 6. In
Fig. 5, these codes are beliefs, values, language, and oral transition, while in Fig. 6 the
codes consist of beliefs and oral traditions.

4.3 Discussion

In the 2020 meeting (Fig. 5), learners expressed cultural sensitivity to other global
learners by translating their projects. Namibia and U.S. learners discussed differences
in technology and ideas for cross-cultural collaboration without the help of facilitators.
A U.S. student stated, “We could talk about how our video equipment differs being in
the different countries that we are in,” but a learner from Namibia had the confidence
to say, “So I have an idea. …[We] can work on a photography project, maybe.” This
learner showed no sign of apprehension, which often hinders the learner from initiating
conversations.

A learner in the 2020 meetup indicated a desire for inclusivity and accomplishing
a mutual goal by asking other participants in the group the question, “Is there anything
the rest of you guys would be interested in taking pictures of if we chose photography?”
This question also shows the desire to engage in a project that was enjoyable as well as
culturally relevant.

Following the TAUP model, learners applied universal STEM principles and knowl-
edge from the IC4 project in their local communities while highlighting their cultural
values by solving an issue in the community. For example, in 2020, in a conversation
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with a Brazilian student, a Kenyan learner stated, “We [are] still giving them to the most
vulnerable. [In a] few months, we will start selling them out at a very cheaper price.”
This is evidence that participants were applying skills from IC4 to solve problems in
their communities.

Comparing the 2017 and 2020 virtual global meetups, cultural sensitivity was more
prominent as the IC4 programmatured due to a stronger presence of cultural knowledge,
projects that prioritized the local context, and learners’ confidence when interacting
with others outside their own culture. The 2020 utterances showed no apprehension
as participants easily discussed future projects, observed through the discourse of IC4
learners as they interacted and initiated conversations. Learners selected projects based
on their interests and their local cultural context, referred to as local STEM. Students
also translated their content into Portuguese or English to enable a better understanding
of their presentations by peers.

5 Conclusion

Intercultural interactions of participants in the IC4 program had positive outcomes for
learners in the global virtual STEM learning community. Findings show high confidence
levels and strong positive correlations between variables, with the data sets statistically
significantly different at the alpha= 0.05 level. Positive relationships were evidenced by
the codes (a) language, (b) values, (c) heritage, (d) practices, (e) cultural sensitivity, and
(f) local STEM. This finding supports Allport’s [19] intergroup contract theory, which
states that intercultural contact occurs and enhances outcomes when people from diverse
cultures connect with mutual goals and intergroup cooperation [22].

The data also show that learners from diverse cultural backgrounds adopted and
transferred elements of culture and local STEM knowledge, validating the TAUP model
and the CIA framework, evident in the strong connections between local STEM, lan-
guage, and cultural sensitivity (Fig. 5). Learners augmented their projects by integrating
elements of culture, such as values and practices (Fig. 6) from their local context, thus
creating more culturally relevant STEM content. The strong connections between ele-
ments of culture transferred or adopted by learners provide evidence of the impact of
culture on IC4, a global virtual STEM project.

These findings imply that U.S. institutions should integrate intercultural and cross-
cultural communication and collaborations into curricula to enhance learners’ experi-
ences and develop cultural capacity. Cross-cultural collaboration can also provide U.S.
learners with alternative methods of solving STEM-related problems. These can enable
U.S. learners to better interact with and learn from diverse people.

A limitation and bias of the study appeared in the lack of uniformity in the data sets.
Even though learners in the selected data sets attended more than one meetup, students
in the 2017 group were different from those in the August 2020 group. This study,
therefore, did not measure an increase or decrease in the cross-cultural competence of
the learners over time. Students in the studywere exposed to the cultures of others through
collaboration, but further research is necessary to determine the long-term impact of the
cultural knowledge transferred and adopted by peers and whether any evidence exists
of learners applying the competencies after leaving the program.
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Abstract. This paper reflects on previous work using QE to examine patterns of
discourse of adolescent learners in a virtual, global, collaborative informal learn-
ing setting. The collective impact of involvement in the project on participants’
experiences was observed in various reflective interviews over the last five years.
The deep reflection of this work resulted in a research shift from the general
impact on the participants to a shift towards examining how such experiences
shape self-identity, such as recognizing identity congruence, relational self, and
overcoming negative identity fostered by master narrative frameworks. An initial
examination of pre-assessment interviews indicates that younger students are still
negotiating their self-understanding, leaving the potential for involvement in the
project environment to develop a more thorough understanding of self.

Keywords: Community · Collaboration · Learning · Global · Virtual · Online ·
STEM ·Makerspace · Discourse

1 Introduction

This paper reflects on the use of quantitative ethnography (QE) in an education research
project over several years, and its impact on the evolution of research thinking and
trajectory as a result. Initially beginning at the end of 2016, the project entailed the
engagement of adolescent learners from the U.S. with learners from other countries in
a virtual setting for collaborating on the development of STEM-focused media artifacts
as a way to foster STEM learning. The project, also called the International Community
for Collaborative Content Creation (IC4), began with participants from the U.S., Kenya,
and Finland. The IC4 project’s theoretical base had emerged from an amalgamation of
the maker movement, the rise of user-created video, the psychological dynamics of self-
explanation [1], the growth of peer teaching [2], and the changes that technology and
social media were precipitating [3] that reversed many traditional classroom roles. Edu-
cators were vividly aware that students often were more capable with digital tools both
to create and to store knowledge. Contemporary literature, NSF investment directions,
and precursor projects all contributed to a rationale for explicitly positioning students
as “participatory teachers” – that is, they were to serve as creative agents, generating
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instructional content, by which they would learn STEM content more deeply under the
mentorship of their school teachers, and develop rich collaboration skills that could serve
them well in Global South – Global North collaboration [4]. The construct of participa-
tory teaching and the related construct of help-giving in an international context became
the most salient element of planning and central to efforts to win federal support.

Initially intended to focus on asynchronous means of collaboration, the energetic
engagement from students when meeting synchronously on video conference calls
quickly became the core interest of the project and main source of data collection. These
video calls, or global meet-ups, became the source of rich discourse among participants
as they shared presentations about STEM topics, provided feedback on artifacts, asked
questions and reflected on things they learned.

One of the initial project aims was to develop cultural competence among the partic-
ipants, and by extension, a tool to assess such competency. However, defining cultural
competence for adolescents became an arduous endeavor, due to the layers involved in
understanding culture. Rather, there was the realization that the project was more than
just attempting to understand and embrace cultural differences, but recognize how the
creation of a neutral space for learning can be one where all ways of knowing can be
valued.

One of the most notable anecdotal examples of this took place early on in the project
at a meet-up in 2017. A female learner from Kenya shared a science presentation about
the use of eggshells.While she initially discussed the scientific composition of eggshells,
she began to discuss the various benefits and uses for eggshells in her daily life activities
which were unfamiliar yet enlightening to herWestern counterparts. This example came
up as an eye opening presentation for U.S. participants, as well as the researchers, in
realizing how valuable other ways of knowing can be. There have been various examples
of this since, where students are able to bring aspects of themselves beyond classroom
knowledge into the project’s learning space, and to enrich learning among peers [5].
While anecdotal accounts tug at heart strings, the need for formal analysis of the data to
help convey these accounts became more and more pressing.

1.1 Developing a QE Scholarly Voice

Included in its funding proposal in 2016, the IC4 project sought to utilize a relatively
new methodological approach, quantitative ethnography (QE), as its primary technique
for analysis. While the project was pushing forward, understanding the use of QE in the
data analysis was a moving at a much slower pace. With a limited understanding of how
to operationalize QE using epistemic network analysis (ENA), the first research team
effort examining reflective interviews was submitted in summer 2018 [6]. In this paper,
the researchers sought to “zoom in” on the ENA models of individual participants and
how they contributed to collective ENA model representing groups of students. This
direction came from a desire to demonstrate that QE had potential for sharing stories
from interview data. Shortly after this submission, the researchers participated in an
intensive workshop at the lab at the University of Wisconsin-Madison which led to a
better understanding of using ENA that would grow with time. The first paper directly
following theworkshop focused on how the participants in the project developed a shared
sense of community over time [7], which began an interest in an analysis of discourse
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from the global meet-up data to the collective identity of participation in the project
environment.

This led not only to recognition of the richness of data contained in discourse data of
adolescent youth from various countries engaging in collaborative STEM learning, but
the understanding that ENA could allow for the analysis of the same data from multiple
angles depending on the research question. In lieu of pre and post assessments, shifts and
changes among participants over time could be better visualized. With the expectation
for constant dissemination that comes from a federally funded research project, this
became an empowering realization that led to the effort of multiple “short term” papers
using QE to analyze discourse data from both global meet-ups and school year end
reflective interviews, each contributing something unique to the growing understanding
of the dynamics taking place in the project. Overall, these works focused on certain
group behavior within the project environment, such as examination on participation
level, geographic location (country), and level of prompted discourse [8–10].

While initially led by the core researchers, papers became more led by research
assistants as their understanding of using QE also developed to tell the stories they saw
emerging in the growing collection of data. This included a longitudinal analysis on
a long-term collaboration, revisiting community formation in a maturing project envi-
ronment, and the student development of emotional intelligence [11–13]. These various
papers, focused on analyzing discourse from global meet-ups and post-experience inter-
views to draw out findings about groups within the project learning setting, led to gradual
reflection on the collective results among the studies.

1.2 Reflecting on Various QE Results to a Shift in Thinking

At the project start, the researchers were aware of the dynamics by which adolescents
might see themselves differently through their participation in instruction related activi-
ties with peers [14].When the authority figure of the teacher seeks help from the student,
the student sees herself or himself differently. The teacher sees that student differently.
Peers see that student differently. And the student sees peers differently. Participatory
teaching through digital media creation, coupled with the plainly humane and salutary
effects of students helping each other, promised to tap into and recruit powerful socio-
affective and cognitive mechanisms that were underdeveloped in education research
literature.

The actual sequence by which IC4 unfolded and then gave way to the current project,
Asset-Based Learning Environments (ABLE), was both unexpected and, in retrospect,
enormously reasonable. The expectation that students would focus on creating lessons
for their peers in geographically different locations turned out differently in that students
focused on doing projects of their own interest and sharing them. In a sense, the students
reified the evolution of pedagogical theory, from teacher-centered to student-centered.
The researchers expected that students would gravitate readily to the teachers’ role, and
readily embrace their sanctioned role as instructional helpers or mentees of professional
teachers. The reality represented a slight shift, whereby students found ways to explore
their own topics of interest and share those projects simply by sharing about them in the
global meetups.
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At first approximation, this seems less centered around the help-giving initially
aspired to provide and more around indulging a desire by students to share their personal
interests. Yet the meet-ups actually intensified the sentiments of help-giving. Students
truly did, in both quiet and explicit ways, celebrate the opportunity to come alongside
peers in other parts of the world, especially when there was a national income differ-
ential. Students from low-income countries eagerly crossed the invisible boundary or
working with peers from wealthy countries, and vice-versa. In that process, they wound
up continually evidencing deep appreciation for each other and a willingness to learn
from one another, though the actual effort was less about teaching each other than about
sharing with each other. Among the consistent themes of IC4 identified from meet-up
data was the routine generosity students extended to each other after sharing, and the rou-
tine pleasure that students shared simply to work alongside one another. The researchers
struggled as project leaders withmany aspects of project selection, definition, and execu-
tion. But the students consistently lived out the project’s aspirations to build a supportive
community, which was originally and accurately identified as a help-giving community.

But sharing projects of interest differs substantially from directly creating teach-
ing experiences under the rubric of participatory teaching. Meanwhile, the dynamics of
adolescents seeing each other differently, seeing their peers differently, and seeing their
teachers differently continually emerged in student reflections and in student interviews.
Perhaps more than anything, pre-teens and teens reported developing poise and confi-
dence through the collaborative exchanges throughwhich theydeveloped stronger STEM
competencies. There were numerous event markers also, by which student STEM expe-
riences appeared to transcend traditional stereotypes of under-resourced versus wealthy
and that undermined traditional gender stereotypes. The IC4 project suggested to par-
ticipants that unhealthy identity expectations -who they thought they were – did not
conform to how they came to view themselves in a healthy, international collaborative
experience. They continually report that the satisfaction and satisfaction of collaboration
with peers from other countries shaped their sense of confidence, poise, and how they
saw themselves in an international context.

The construct of participatory teaching and help-giving seemed a clever and com-
pelling pursuit within IC4 project. In retrospect, the transactional component of students
teaching one another way to the slight shift that focused on students sharing with each
other. The emotional and intellectual energy of the sharing and support process seemed to
convert to the dynamic the researchers had expected and hoped for from the outset – that
students would see themselves, their peers, and their teachers differently. The partici-
patory teaching construct had merits but the construct proved subordinate to the more
pressing and important changes that were shaping how students envisioned themselves
as “STEM” people in global collaboration. Realizing that this is where interactions and
data took the project led simply to making that identity formation the primary research
focus of the successor project.
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1.3 Embarking on a New Research Direction

As a result of this deep reflection on various QE results, the researchers embarked on the
aforementioned new project effort (ABLE) with a research focus on identity develop-
ment. This intends to closely focus on individual shifts in how participants view them-
selves (“me”), alongside ongoing collective behavior observed in the project community
(“we”). While aspects of the project remain the same, involving adolescent learners in
a global, collaborative, informal STEM-focused learning environment, there are now
some key design changes to build on the previous project. Primarily led by schools in
the U.S (formerly led by just the researchers), participants will partake in not only co-
creating STEM-focused media artifacts, but developing idea cards for other participants
to consider responding to. Regarding composition of participants, there is a larger focus
on the inclusion of learners from historically marginalized groups in the U.S. One of the
key research aims is by participating in a global learning environment where different
ways of knowing and understanding are embraced, students will overcome any negative
identity associations and develop identity congruence both as STEM learners and as
collaborative, global citizens.

The remaining sections of the paper provide an initial analysis of the pre-experience
interviews of participants in the newABLE program.While preliminary, this exemplifies
the shift in focusing on how students see themselves, and how that can potentially develop
with their involvement in the program.

2 Methods

The data analyzed in this section was collected through semi-structured pre-experience
interviews with 22 ABLE participants in March and April 2023. The sample consists
of learners spanning from grade school to high school from the countries of Kenya and
the U.S., as shown in Table 1. The interview questions revolved around the learners’
identity based on how they see themselves within their community. Learners were also
asked questions pertaining to their interests, self-determined strengths and weaknesses
in the STEM context, and their hopes or aspirations in the future. The interviews took
place via Zoom, with each interview recorded and then transcribed.
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Table 1. ABLE participants interviewed for this study

A codebook from an iterative, grounded analysis of the data was generated and
contained a total of 12 constructs, seen in Table 2. Each interview was independently
coded by two raters using the codebook, who then came together in a process of social
moderation to reach agreement on the final coding for 3,131 total utterances included in
the dataset [15].

Table 2. ABLE Participant Analysis Codebook

Code Definition & Sample Utterance

Emotional Awareness Definition: Recognition of personal responses to situations, more focused
on the self

Sample: “I am shy. I get nervous.”

Social Awareness Definition: Recognition of other people’s responses, more focused on others

Sample: [It’s important to work with others, because] “the fact that it
brings people together.”

Technology Use Definition: Use of technology tools not just conceptual or subject

Sample: “I’ve made many PowerPoints about Mars and Jupiter, I
presented to my whole class. Do you want to see?”

STEM Orientation Definition: Science, technology, engineering, math as subjects or concepts

(continued)
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Table 2. (continued)

Code Definition & Sample Utterance

Sample: “I think, when I was in elementary like primary the science was
like one subject, but it had all of these things to do with physics,
maths, but we never really realized it.”

Global/Cultural Awareness Definition: Recognition of differences that could arise based on culture, a
global perspective

Sample: “My parents were immigrants from India and I was born here in
America and I feel like learning to kind of not balance but
understand my bi-cultural identity.”

Collaborative Orientation Definition: Recognition of needing others to accomplish something, desire
to work with others

Sample: “But then, I know it’s a must to do it together that we can
achieve something bigger. So yeah.”

Independent Orientation Definition: Reliance of self rather than others in the accomplishment of
something, self-reliant disposition

Sample: “But then I look at it and say, like, you know, I can figure this
out and I can make it work.”

Personality Attributes Definition: Individual identity, what I do or how I am, does not include
future orientation

Sample: “Sometimes [I’m] a little funny and I’m kind.”

Social Attributes Definition: Identification of a particular social construct grouping, social
identity

Sample: “I also do Girl Scouts so that kind of helps definitely a lot with
like leadership skills and things.”

Self-efficacy Definition: Recognition of being exceptionally good at something

Sample: “I feel like I’m really strong in math and a little bit in science.”

Challenge Awareness Definition: Recognition of not being good at something

Sample: “Maybe, like, sometimes I feel like I get distracted a bit easily.”

Support Appreciation Definition: Acknowledging general help/support from a specific individual

Sample: “My teacher is really encouraging and really helped me along
with that process.”

After the social moderation process, models were generated using the ENAwebtool.
ENA, an approach operationalizing quantitative ethnography, creates visualization of
data through the patterns of connections between constructs [16]. For this analysis, the
speaker was identified as the unit of analysis and the response to a question within an
interview was defined as the conversations in which connections were limited. The edge
weights were scaled to 1.5 in order to better visualize the connections in the data.

3 Results

The resulting ENA network models are below, providing an overall pattern of the inter-
views, followed by an examination by country and school age group. Three constructs
initially coded for (Collaborative, Global/Cultural Awareness, and Support Awareness)
were removed from themodels in order to focus the analysis onmost relevant constructs.
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For all the models, the nodes (dots) represent the different constructs that were coded
for, and edges (lines) are the weighted connections between the constructs. Thicker lines
indicate stronger connections, while thinner lines indicate less connection.

3.1 Overall Model

The overall pattern of interviews can be seen in Fig. 1, defined by Social Attributes at
the top, Self-Efficacy and STEM-Orientation at the bottom and left, and Independent on
the right. The strongest connections are on the bottom left constructs including Chal-
lenge/Deficiency with STEM Orientation and Self-Efficacy, which illustrates a part in
the interview where participants reflect on how they see themselves in various roles.
Overall, Personality Attributes are more connected than Social Attributes, indicating
how students identify by their personality rather than the social in-groups they perceive
themselves to be part of.

Fig. 1. ENA network model across all pre-experience interviews conducted.

3.2 Examination by Country

An examination of the interviews by country, Kenya and U.S., is see through a sub-
tracted network model in Fig. 2. A means rotation was utilized to maximize the key
differences between the two along the X axis. Participants from the U.S. had constructs
more connected on the left side of the model, most prominently depicted between Tech-
nology Use, STEMOrientation, and Self-Efficacy. Participants fromKenya were mostly
connected with constructs on the right, such as Independent and Personality attributes.
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Fig. 2. Subtracted ENA network model of U.S. participants (purple, upper left) and Kenya partic-
ipants (red, upper right) on the bottom left and their respective confidence intervals on the bottom
right (Color figure online).

3.3 Examination by Grade Level

Figure 3 provides a subtracted network model of the interviews by grade level, with
middle school in purple on the left and high school on the right. Similar to the results
seen in Fig. 2, one group, the high school students, had a richer networkmodel in general
and were more focused on the right side of the model, including strong connections to
Personality Attributes, Independent, Emotional Awareness, Challenge/Deficiency and
Social Awareness. In comparison, the middle school group had less distinct connections,
which were focused mostly on the lower left side of the model, with strong constructs
connected to Technology Use and STEM Orientation.
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Fig. 3. Subtracted ENA network model (lower left) of middle school age participants (purple,
upper left) and high school age participants (red, upper right) and their respective confidence
intervals (right) (Color figure online).

4 Discussion

The examination of these pre-experience interviews provides an initial reporting of how
participants currently see themselves, with the intent to track changes as a result of their
participation in the ABLE project. In examining the comparison of construct patterns
in the ENA models between countries (US and Kenya), students in Kenya reflected in a
richer way compared to the students in the U.S., who had thinner connected models. A
similar pattern was observed when examining the models by grade level, where middle
school students had less rich connections, which were all focused on the lower left of
the model, connecting between Technology Use, STEM-Orientation, Self-Efficacy and
Challenge/Deficiency.

The parallel patterns of connection among the two subtracted models is not surpris-
ing, given that most Kenyan participants are high school age and most U.S. participants
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are in middle school The differences in the richness of their discourse can be illus-
trated by a comparison to their response to the same question, which asked about future
aspirations:

Kenyan Student: The things I would mention I have aspirations. I aspire to be a
botanist. I really got interested into plants lately so I have been doing my research
since I got, I found out about this project. I wanted to find out what would happen,
like whether it would assist me in some kind of way.

U.S. Student: I would want to pursue engineering or engineering designs.

While the more sparse network model can be attributed to age, it also indicates an
opportunity for the project experience to have a lasting impact that can develop and
affirm a positive sense of self. This is evidenced from a pre-experience interview with
a U.S. high school student who participated in the precursor project, IC4, throughout
middle school.

US Student: I’ve been a part of well, I had been a part of IC4 before it had ended,
and I think I’d been part of it for seven years since I was in sixth grade up until last
year when it ended. It helped me introduce me a lot to not only the science field,
but how I can mix my interests with biological sciences and technology together,
which I thought was really fascinating.

Like academic was in like extracurricular wise and growing up, you know, I was
a really big reader, so at first when I was younger, I was like, Oh, I really love
literature and maybe this is something I want to pursue and then through clubs
in middle school such as IC4 and two other technology related clubs and STEM
clubs, I started realizing that my interests, even though I enjoyed literature, I was
really intrigued by math and science. So I think that’s why they’re really important
to me, and I’d like them to be an integral part of my future career and educational
opportunities.

This reflection illustrates the potential for how an experience in the ABLE project
can strengthen a learner’s sense of self identity over time.While themore sparse network
model can be attributed to age, it also indicates an opportunity for the program experience
to have a lasting impact that can develop and affirm a positive sense of self. A comparison
with post-experience interviews will provide further insight into assessing these ideas.

The contribution of this paper is not merely in service of reporting on the results of
an analysis of pre-experience interviews. Rather, this paper aims to illustrate is a result
of “slow research” developing in parallel to the usual, urgent pace of dissemination [17,
18]. It takes the opportunity to reflect on and document the evolution of research thinking
that came from ongoing reflection over time in using QE as a primary methodological
approach. The precursor project allowed exploration into telling collective stories about
groups of participants (“we”), leading to an interest in examining how the experience
impacts an individual’s shift in thinking about themselves (“me”) in the current endeavor.
In parallel to examining shifts of student participant thoughts about self, the researchers
aim to continue reflecting on how to use QE to share the stories of their own shifts in
thinking.
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Abstract. Debugging is a challenging task for novice programmers in computer
science courses and calls for specific investigation and support. Although the
debugging process has been explored with qualitative methods and log data anal-
yses, the detailed code changes that describe the evolution of debugging behaviors
as students gain more experience remain relatively unexplored. In this study, we
elicited “constituents” of the debugging process based on experts’ interpretation of
students’ debugging behaviors in an introductory computer science (CS1) course.
Epistemic Network Analysis (ENA) was used to study episodes where students
fixed syntax/checkstyle errors or test errors. We compared epistemic networks
between students with different prior programming experience and investigated
how the networks evolved as students gained more experience throughout the
semester. The ENA revealed that novices and experienced students put differ-
ent emphasis on fixing checkstyle or syntax errors and highlighted interesting
constituent co-occurrences that we investigated through further descriptive and
statistical analyses.

Keywords: Computer Science Education · Debugging · Programming
Experience · Epistemic Network Analysis · CS1

1 Introduction

Debugging is an important component of computer programming where students “find
out exactly where the error is and how to fix it” [1]. Different from general programming
ability, debugging skills cannot be immediately obtained from writing code [2] and thus
deserve individual pedagogical attention [1]. Novice programmers often find debug-
ging difficult for two main reasons. First, successful debugging requires a wide range
of knowledge—including general programming expertise and knowledge of debugging
methods—that novice programmers may not possess [3]. This deficiency of debugging
knowledge and strategic skills often hinders students from controlling the program-
ming process [4]. Second, the process of debugging often happens outside of class, so
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instructors have limited opportunities to directly support students when they encounter
difficulties and misconceptions [5].

Epistemic Network Analysis (ENA) is a technique that detects and measures associ-
ations between coded data elements and represents the associations through a dynamic
network [6]. It allows researchers to visually and statistically compare different groups’
networks. ENA can be applied to understand students’ debugging processes by reveal-
ing the associations between debugging behaviors within a window slice and how these
associations differ in student groups.

In this study, we used ENA in an introductory computer science (CS1) course to
investigate the relationship between computer programming experience and debugging
behaviors. To achieve this, we elicited what we called “constituents” of the debug-
ging process—i.e., binary variables deduced from expert observations. Each constituent
was operationalized based on how experts interpret students’ debugging behaviors and
was computed on the code submissions. We investigated debugging behaviors for two
types of debugging episodes in which students attempted to fix different types of errors:
syntax/checkstyle errors or test errors. ENA point plots and networks were created to
explore the difference between students with and without prior experience, and to inves-
tigate how debugging behaviors evolved as students gained more experience over three
different times periods of the semester. Our ENA highlighted interesting constituent
co-occurrences that we investigated through further descriptive and statistical analyses.

Specifically, we asked the following research questions:

1. Howdoes the use of ENAallow us to better understand students’ debugging behaviors
when solving computer programming problems?

2. How does the debugging behavior of students differ based on their prior computer
programming experience?

3. How does debugging behavior evolve over the duration of the semester, as students
gain more computer programming experience?

2 Related Work

2.1 Debugging

Students’ debugging processes have been investigated through qualitative studies based
on think-aloud transcriptions [7], grounded theory [8], interviews [9], and researcher
coding [1]. These studies have identified insightful debugging challenges and concepts,
such as barriers students encountered corresponding to different debugging phases [7]
and debugging strategies articulated by students [8, 9] or experts [1].

Other studies have focused on revealing debugging behaviorswith log data.Although
programming processes have been modeled from different perspectives such as code
updates [10] and program state transitions [11], limited studies have focused on specif-
ically analyzing debugging processes using log data. Ahmadzadeh et al. [12] distin-
guished groups of good and weak debuggers based on how well they corrected logical
bugs.While the study included statistical results, students’ debugging behaviorswere not
analyzed quantitatively to explain differences in their performance. Jemmali et al. [13]
considered both error states and programming actions in debugging sequence analysis.
However, they only considered four levels of codemodifications (no/small/medium/large
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change) and provided limited interpretations of debugging patterns. Since debugging
involves a variety of knowledge and skills, debugging processes should be described
with more detailed code-changing behaviors instead of simply how much the code has
been changed.

2.2 ENAWith Process Data

ENA has been applied to various types of educational process data [14], such as action
logs [15, 16], coded discourse [17, 18], and affect observations [19]. Although the orig-
inal ENA methods do not account for sequential order among learning events, they can
extract features from process data that have predictive power on learning performance
no worse than sequential analysis methods [18]. Recently, directed ENA has been devel-
oped to capture sequential information among learning events [20], and it has shown
promise in dissecting MOOC learning tactics [21].

Many studies have used ENA to uncover the co-occurrence patterns among self-
regulated learning behaviors [15–17] and to understand collaborative learning processes
[17, 18]. Researchers have also utilized ENA in the field of computing education [22–
24]. Particularly, Hutchins et al. [23] applied ENA to understand high school students’
debugging process during block-based programming. Their result showed that a group
characterized by tinkering and evaluation debugging strategies was better at integrating
physics and computational thinking concepts than a group characterized by multiple
code construction actions without testing.

3 Learning Context

In this study, we analyzed data collected from an undergraduate CS1 course in Java at
a Midwestern public university. Students used an online auto-grading system to com-
plete homework, quiz, and exam questions throughout the semester. The course included
two large midterms, naturally dividing the semester into three periods. Homework was
assigned almost every day, and students could submit unlimited attempts to the online
system before the midnight deadline. For each submission, the system first checked if
there were any syntax (incorrect Java code) or checkstyle (the code did not follow course
specific formatting rules) errors. If so, the system would provide error messages. Other-
wise, the platform ran a set of problem-specific test cases to evaluate the submission’s
correctness. The test cases returned information about the first encountered error or no
error message if all cases passed.

3.1 Data

Submission log data of 745 students solving 69homeworkquestionswas collected during
the Fall 2019 semester. Each student made an average of 7.49 submissions per question.
For each submission, the online learning system recorded the student’s submitted code,
submission time, and any syntax, checkstyle, or test error messages. Students also com-
pleted a pre-course survey providing demographic information and self-reported prior



128 J. D. Pinto et al.

experience in programming. Thirty-one percent of the students were female. We inves-
tigated two questions related to the students’ prior programming experience. The first
one asked which programming languages students were familiar with. We grouped the
possible answers into four categories—Java, Java+ (Java and at least one other), other,
or none—because we assumed that students with Java experience may learn differently
in this introductory Java course. The second question asked students to self-rate their
programming abilities on a range from 1 (lowest) to 5 (highest).

3.2 Eliciting Constituents

Process log data, such as code submissions, contain rich information that can be used
to better understand students’ debugging behaviors. However, log data first needs to be
pre-processed to compute features that summarize debugging behaviors and filter out
irrelevant information. To identify relevant and interpretable features, we elicited binary
“constituents” of experts’ interpretation of debugging behaviors, each operationalizing
an element of debugging behavior that experts identified as meaningful.

We identified constituents using a similar method to the one used by Paquette, de
Carvalho,&Baker [25]. The elicitation process involved conducting interviewswith pro-
gramming experts and extracting relevant components of their interpretation of students’
code submissions. This section provides an overview of the expert interview process and
describes how we identified a specific set of constituents for our study.

We recruited two programming experts, both computer science graduate students
with a research focus on computer science education who also had prior teaching or
tutoring experience. These experts were expected to possess a deep understanding of
Java programming concepts and be familiar with common student misconceptions and
debugging strategies. Both experts were presented with the same set of pre-selected
examples of student problem solving submissions and were asked to comment on how
students approached solving the problems and the debugging strategies they employed.
In total, the first expert commented on 20 problems for a duration of 6.18 h, and the
second expert commented on 24 problems for a duration of 9.82 h.

To identify key constituents of the experts’ interpretations, we first constructed a
flowchart representing their approach to interpreting code submissions, based on the
recurring themes identified from the interview recordings. The flowchart was reviewed
to identify missing components from the experts’ interpretation approach, which lead
to further review of the interviews. Through this iterative process, we generated a com-
prehensive list of constituents that captured the essence of the experts’ interpretation.
Finally, we computed these constituents from the code submission data.

Table 1 presents a list of all the constituents used in the analyses presented in this
paper. These constituents represent various aspects of the debugging process, including
changes to the submitted code and progress towards fixing errors. It is important to note
that some of the elicited constituents, such as the use of print statements, were excluded
from our analyses.While print statements can be used during debugging, some problems
(especially early in the semester) required students to use print statements as part of the
solution. The constituents were removed from the analyses to avoid confounding print
statements that were part of the solution with those that were used for debugging.
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Table 1. Debugging constituents based on the experts’ interpretation.

Constituents Operationalization

massive deletion The student deleted 4 or more lines of code, and
at least 30% of all the lines from the previous
submission were deleted

submission undo This is not the first submission, and the code is
the same as a submission at least 2 submissions
back

deleted line w/ error At least one line with a checkstyle/syntax error
from the previous submission was deleted

modified line w/ syntax error At least one line with a syntax error from the
previous submission was modified

changed var name The name of a variable was modified

repeated change At least one identical change
(deletion/addition/modification) was made on
multiple lines. E.g., submission added the same
word on two or more lines

ignored checkstyle but addressed
syntax

Lines with syntax errors in previous submission
were altered but lines with checkstyle errors
were not

reduced syntax errors The current submission has less total syntax
errors than the previous submission

reduced checkstyle errors The current submission has less total checkstyle
errors than the previous submission

change in test error The provided test error for the current
submission is different than the test error that
was provided from the previous submission

new error The current submission is not the first and has at
least 1 error that was not present in the
immediately preceding submission

repeated new error At least 1 error identified as new (new error)
is the same as one of the errors in the previous
submissions

4 Epistemic Network Analysis

4.1 Methods

Data Preparation. To focus our analyses on how students debugged specific types of
errors, we split our data into debugging episodes that exclusively kept submissions with
either syntax/checkstyle errors or test errors. We settled on this approach after a pilot
study revealed interpretation issues when keeping all error types together. This is due
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to the design of the learning platform, which only ran problem-specific tests when no
syntax/checkstyle errors were present.

In addition, because debugging is a process that unfolds over multiple steps, students
who solved problems in few attempts may not be provided with adequate opportunities
to demonstrate their debugging process. As such, only episodes with a number of sub-
missions in the 75th percentile or above were included, with a minimum submission
threshold of 5 for syntax/checkstyle error episodes and 6 for test error episodes.

We calculated the constituents separately for each episode.We also included relevant
grouping data to make our analysis possible: answers to survey questions about prior
programming ability and experience with programming languages, as well as informa-
tion about which third of the semester each problem was assigned to. For each set of
episodes, we removed constituents that were not relevant to its type of error. For exam-
ple, change in test error was not relevant to syntax/checkstyle errors, whereas
reduced checkstyle errors was not relevant to test errors.

Table 2. Number of debugging episodes for each grouping.

Programming language (T1) Prior ability (T1) Time 

None Other Java Java+ 1 2 3 4 5 T1 T2 T3 
syntax/ 

checkstyle 832 954 520 1260 804 1357 1064 289 52 3576 4756 4439 

test 174 491 237 273 209 413 403 133 17 1178 1485 3191 

Epistemic Network Analysis. ENA was conducted using the rENA package [26]. We
compared the networks obtained using two different window sizes (2 and 3) and found
no meaningful differences. We therefore decided to use a window size of two for our
analyses, which we reasoned would be easier to interpret as co-occurrences would be
from either immediately adjacent submissions or from the same submission.

We created ENA point plots and networks for each type of debugging episode for
each grouping dimension. We also created a separate mean epistemic network for each
group, as well as plots showing the difference between pairs of mean group networks.
Welch t-tests (Table 3) were conducted to identify statistically significant differences
between networks. Table 2 provides detailed information about the number of data
points included in each grouping. Since each of our grouping categories included more
than two groups, we used singular value decomposition rather than means rotation.

When preparing the plots for prior programming ability and prior language experi-
ence groupings, we kept only problems that were part of the first third of the semester
(T1).We reasoned that prior experiencewould have themost impact on debugging behav-
iors of students early on, but that this effect would decrease with in-course experience,
which may equalize students with different prior levels of experience.

This series of plots allowed us to analyze the various co-occurrences between con-
stituents, allowing us to answer our research questions on the impact of experience on
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Table 3. Results of Welch t-tests for previously known languages (top), starting programming
abilities (left), and semester time (right). In each cell, syntax/checkstyle debugging episodes are
on top and test debugging episodes on bottom in italics. *p < 0.05, **p < 0.01, ***p < 0.001.

Language
Java+ Java Other

A
bi

lit
y

2 1.34
0.58 

6.56***

1.48
4.22***

1.04
2.60**

0.51 None

3 3.53***

0.23 
2.55*

0.43 
0.86
0.16

3.90***

0.97 Java+

4 4.28***

0.97 
3.61***

0.59 
1.96
0.89 

2.15*

0.61 Java 20.17***

3.25** T1

Sem
ester 

tim
e

5 2.72**

0.91 
2.39*

1.12 
1.72
1.00 

0.85
1.31 

18.71***

4.10***
1.51
0.47 T3

1 2 3 4 T1 T2

debugging practices. We also used ENA to identify follow-up questions that warranted
further exploration of our data.

4.2 Results

Prior Experience. We compared the debugging-related actions in the first third of
the semester (T1) of students with different levels of prior experience. We found that
the epistemic networks for students subdivided by either previously known programing
languages or self-reported experience level yielded very similar trends—that is, students
with lower self-rated ability followed the same general debugging patterns as those with
little or no prior knowledge of programming languages when compared with those who
either rated their abilities higher or had more experience with languages such as Java.
This raised the question of how often these two survey dimensions intersect, which we
explored further in a second round of analysis (Follow-Up Question 1).

Debugging Syntax/Checkstyle Errors. Themean networks for syntax/checkstyle debug-
ging episodes revealed that, along the x-axis, checkstyle-focused constituents were
located on the left, whereas syntax-focused constituents were on the right, and con-
stituents related to general code edits were closer to the center (Fig. 1, left). Overall,
the epistemic networks for novice students were more heavily weighted on the right and
more experienced students more on the left, across both starting ability level and previ-
ously known languages (Fig. 1, right). Together, these observations suggest that novice
students showed more co-occurrences of debugging behaviors addressing syntax errors,
whereas more experienced students showed more co-occurrences related to checkstyle
errors.

We found further evidence of this when comparing the mean networks of students
with different levels of prior ability (Fig. 1, left). Experienced students (self-reported
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Fig. 1. Difference network between ability levels 5 and 1 in first third of semester (left); Means
and confidence intervals across ability levels and prior know languages (right).

ability of 5) had stronger co-occurrences between new error and reduced check-
style errors than novice students (self-reported ability of 1), as well as between
deleted line w/ error and reduced checkstyle errors.

One potential explanation is that experienced students may have simply encountered
less syntax errors and, as such, encountered proportionallymore checkstyle errors. Alter-
natively, experienced students could be addressing both syntax and checkstyle errors
within the same submission. We decided to pursue these questions further in our second
round of analysis (as Follow-Up Question 2) by exploring the distribution of check-
style vs. syntax errors and the order in which students fixed checkstyle vs. syntax errors
(checkstyle>syntax, syntax>checkstyle, or simultaneously).

With novice students, we found the opposite. They had many more co-occurrences
between new error and ignored checkstyle but addressed syntax when
both were present. Echoing some of our previous questions, this could be explained by
experienced students simply making less syntax errors, giving them less opportunities
for this constituent than novice students. There is some evidence for this in the fact that
novice students had more co-occurrences between new error and modified line w/
syntax error than experienced students.

Debugging Test Errors. We again found that the mean epistemic networks for less
experienced students were more heavily weighted on the left and vice versa across
the two dimensions of prior experience (self-rated ability levels and familiarity with
various programming languages). There was one exception where the most advanced
ability level (5) conspicuously did not follow this pattern (Fig. 2, right). However, given
this group’s much larger confidence interval, along with the consistency in the network
graphs between the two experience dimensions aside from this group, we did not include
the advance ability level further in our analyses at this stage, instead choosing to set its
significance aside for later investigation as Follow-Up Question 3.
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Fig. 2. Difference network between ability levels 4 and 1 for test error debugging (left); Means
and confidence intervals across ability levels and prior know languages (right).

We found that experienced students had more co-occurrences between massive
deletion and change in test error than novice learners. A possible explanation is
that experienced students are more confident in their abilities and make more changes to
the code before submitting. However, this hypothesis should be verified in future studies.

As explained previously, one limitation of our dataset is that only a single test error
can be identified in each submission, whereas all syntax/checkstyle errors are presented.
This means that the new error constituent is only measuring new syntax/checkstyle
errors. In test error debugging episodes, this could only occur in the very last submis-
sion, indicating that a student’s code had no more test errors but introduced new syn-
tax/checkstyle errors. We found that novice students have more co-occurrences between
this action and change in test error than experienced students. This may suggest
that novices are more likely to make new syntax/checkstyle errors while debugging for
test errors, though in this case we’re only capturing that information at the very end of
a test error debugging episode.

Changes Across Semester. Here we report on the variations in debugging patterns that
we observed using ENA to compare students at the beginning (T1), the middle (T2), and
the end (T3) of the semester, regardless of prior experience.

Debugging Checkstyle and Syntax Errors. Flipping the trendwe observed earlier, where
students with more prior experience showed more connections to checkstyle errors, it
appears that, as the semester progresses and they develop more experience with pro-
gramming and the expectations of the course, students increasingly spend more time on
syntax errors and less on checkstyle errors. Figure 3 (left) reveals that the majority of
co-occurrences between new error and reduced checkstyle errors take place
during the first third of the semester. Figure 3 (right) further highlights how different the
early part of the semester is from the latter two thirds.
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Fig. 3. Syntax/checkstyle debugging episodes. Difference network between semester time 1 and
3 (left); Means and confidence intervals across semester times (right).

The strong co-occurrences in the latter part of the semester with the constituent
ignored checkstyle but addressed syntax suggest that this may not simply
be a case of students making less checkstyle errors, but rather of students consciously
choosing to fix syntax errors first. We explore this further as Follow-Up Question 4.

Fig. 4. Test debugging episodes. Difference network between semester time 1 and 3 (left); Means
and confidence intervals across semester times (right).

Debugging Test Errors. With debugging for test errors, it is the last third of the semester
that stands out as unique (Fig. 4, right). During these later weeks, students have many
more co-occurrences between massive deletion and change in test error. This
is consistent with what we found among more experienced students during the early part
of the semester, suggesting that experience leads to this debugging pattern.
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The first two thirds of the semester included more co-occurrences between change
in test error and new error than the last third. This is similar to what we found
among novice learnerswhen comparedwithmore experienced ones early in the semester,
suggesting a consistent trend. Because of the nature of our data, this co-occurrence can
be interpreted as students making new syntax/checkstyle errors while debugging a test
error and either giving up or successfully solving the problem without making more test
errors. We explored this further in Follow-Up Question 5.

5 Follow-Up Questions from ENA

The ENA analyses provided insights into the students’ debugging behaviors. It high-
lighted ways in which debugging behaviors varied based on prior programming expe-
riences and how debugging behaviors evolved throughout the semester. However, it
also raised questions that could not fully be answered by examining the co-occurrence
networks by themselves. In this section, we investigate each of these questions.

Follow-Up Question 1. Through our use of ENA, we found that grouping debugging
episodes using the two survey dimensions designed to measure experience provided
very similar observations of debugging behaviors. We asked whether this was because
students who self-rated as more capable were also those who listed prior knowledge
of more programming languages. As part of a follow-up analysis, we calculated the
Spearman’s rank correlation between these two categories and found a moderate rela-
tionship for student in both the syntax/checkstyle error dataset (rs = 0.63, p < 0.001)
and the test error dataset (rs = 0.63, p < 0.001). A confusion matrix revealed, how-
ever, that the majority of students—especially those with experience in Java and other
languages—rated their abilities at the midpoint of 3 (Fig. 5). Because we are interested
in comparing more vs. less experienced students, this neutral option makes it difficult
to categorize students. We found that by removing all students in ability level 3, the
Spearman correlation became stronger in both the syntax/checkstyle and the test error
datasets (rs = 0.71, p< 0.001 and rs = 0.71, p< 0.001, respectively). For the rest of our
follow-up analysis, we define experienced students as those with prior Java experience
(Java or Java+) AND who rated their abilities as either 4 or 5. Similarly, we define
novice students as those with either no prior known programming languages (none) or
with only languages other than Java (other) AND who rated their abilities as either 1 or
2. This fits with how we analyzed these categories during our ENA as well.

Follow-Up Question 2. Another group of questions that arose during ENA were those
regarding the connection between new error and reduced checkstyle errors.
By looking at the frequency at which experienced students simultaneously fixed check-
style and syntax errors (65 times) vs. performing these actions one after the other (310
times), we found that a certain trend we discovered via ENA—that experienced stu-
dents placed more emphasis on checkstyle errors than syntax errors in comparison with
novice students—was not simply a case of simultaneous debugging after all. We also
found that experienced students had a ratio of checkstyle to syntax errors of about 1.71
(1.62 checkstyle and 0.95 syntax errors on average per submission), whereas novice
students had a much smaller ratio of about 0.69 (0.99 checkstyle and 1.43 syntax errors
on average per submission). Since the average number of syntax and checkstyle errors
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Fig. 5. Confusion matrix for prior ability and prior programming languages for both datasets:
checkstyle/syntax and test debugging (T1 only). Lighter color indicates more instances.

per submission was similar between the groups (2.57 vs. 2.42), such a stark contrast
in ratio seems to confirm that the trend we discovered was due to experienced students
making more checkstyle errors while novices made more syntax errors.

Follow-UpQuestion 3. In our ENA,we found that studentswho self-rated their abilities
as 5 (the highest) did not fit the trend set by the other ability levels. We investigated this
and discovered that, as suspected, these students accounted for a disproportionally small
subset of students (4%). As such, it is unclear whether the unexpected observation that
high-ability students hadmore co-occurrences between submission undo and change
in test error than other students is simply due to the lower sample size.

Follow-Up Question 4. Some trends in our ENA led us to ask whether students made
less checkstyle errors in the latter parts of the semester or if the proportion stayed
the same, but they simply chose more often to ignore these and fix their syntax errors
first. We found that the number of checkstyle errors per submission indeed decreased
drastically after the first third of the semester, going from 1.18 to 0.43, and then only
slightly increased to 0.73.We also found that the number of syntax errors per submission
progressively increased from 1.27 to 1.67 and then to 2.07. These observations reveal
a significant shift in the types of errors that students struggled with as they gained
experienced. They also leave room for an acknowledgement of the shift in debugging
strategy we observed in which students, as they gained experience, more often chose to
focus on syntax errors first, even when they also had checkstyle errors present.

Follow-UpQuestion 5. Our ENA revealed that it wasmore common during the first two
thirds of the semester for students to make a syntax/checkstyle error while debugging
a test error and not receive any more test error messages in that problem. However, it
was unclear if this was because students in these cases fixed both the new errors and
the previous test error simultaneously, or if they simply gave up after the frustration of
encountering a new type of error during the process of debugging. We found that in most
cases—about 92%, regardless of the time in the semester—these students indeed solved
the problem, indicating that they simultaneously fixed both types of errors.
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6 Discussion and Conclusion

In this study, we elicited and calculated debugging constituents from episodes where
students fixed syntax/checkstyle errors or test errors. We used ENA to compare the
debugging behaviors of students based on their prior programming experience and to
study how debugging behaviors evolved as students gained more programming experi-
ence throughout the semester. Results of our analyses showed how novices and expe-
rienced programmers put different emphasis on fixing checkstyle or syntax errors. The
differences between co-occurrences of debugging patterns in the epistemic networks
we generated raised further questions about the causes of such differences and about
how debugging behaviors may shift as students gain more experience. We highlight our
findings in the following paragraphs.

First, ENA for the two pre-course survey questions (self-rated programming ability
level and previously known programming languages) showed similarities in the debug-
ging behaviors of novice and experienced programmers in the first third of the semester.
Experienced students placed more emphasis on fixing checkstyle errors while novice
students focused more on syntax errors. An analysis of the distribution of syntax and
checkstyle errors showed that this may largely be due to experienced students making
less syntax errors (and proportionally more checkstyle errors). This may be related to
the experienced students’ greater familiarity with the Java language and its syntax and
their lack of knowledge of the checkstyle rules specifically enforced in the course.

Second, as students gained more experience through the semester, they made signif-
icantly less checkstyle errors, causing them to focus more on fixing syntax errors. Even
when they encountered checkstyle errors, they more often chose to tackle syntax errors
first. This may be the result of an increase in problem complexity or the continuous intro-
duction of new concepts with new syntax as the semester progressed. The change in pro-
gramming concepts and problems can create more occasion for making syntax errors or
encourage students to focus first on big problems (syntax errors) and worry about the
details (checkstyle errors) later. During the constituent elicitation interviews, one of the
experts explicitly commented on how students should ignore checkstyle errors until they
fixed all syntax errors. As such, this may be evidence of students learning better debug-
ging strategies with experience. Another potential factor could be the order in which
errors are presented to students. Checkstyle errors are always put above syntax errors, so
studentsmight follow the displayedorder tofix errors in earlier parts of the semesterwhen
still becoming familiar with the system. This suggests designing auto-grading systems to
downplay less critical checkstyle rules so as to highlight the importance of addressing
syntax and test errors first.

Third, similar debugging patterns for test errors appeared among more experienced
students, whether they came to the class with more prior experience or gained additional
experience throughout the semester. More experienced students more often performed
massive deletions that led to changes in test errors. It is unclear why this is the case, as
performing massive deletion doesn’t appear, on the surface, to be an efficient debugging
strategy. It may be evidence of increased confidence in deciding when to make signif-
icant—instead of incremental—changes to code. But further analyses will be required
to better understand this phenomenon. More experienced students also finished their
test debugging episodes attempting to fix syntax/checkstyle errors less often. While this
didn’t appear to prevent less experienced students from successfully solving problems,
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having to fix both types of errors simultaneously might slow down the debugging pro-
cess. This suggests that it might be helpful to remind more novice students to focus
primarily on test errors instead of being distracted by syntax/checkstyle errors.

While the use of ENA in this study revealed interesting findings about debugging pat-
terns, existing limitations call for improvements in futurework. First, the context inwhich
our dataset was collected may have influenced the type of debugging behaviors that we
observed. Unfortunately, the online homework that was used by the students was lim-
ited to displaying only one test error at a time. Because of this, it may have been difficult
for students to assess whether they were making progress towards the correct solution
when debugging test errors. It also limited us in our analyses of how much progress stu-
dents were making towards the correct solution. Second, the self-reported survey data
posed some difficulties in defining student experience groups. Students exposed to more
programming languages did not consistently rate themselves at a higher ability level,
as stated in Follow-Up Question 1. More objective measures of prior experience would
help avoid such bias. Third, while ENA networks served as an insightful tool to explore
debugging patterns in different student groups, the connection between constituents can
only represent co-occurrence without showing which constituent comes before another.
Given that debugging is a sequential process, this ambiguity caused difficulties in inter-
preting some behaviors and their causes. Directed ENAnetworks [20] could be applied to
account for the sequential aspects of ENA. Fourth, additional qualitative analyses can be
combinedwith ENA to explain the co-occurrence between constituents. For example, we
found that the connection between massive deletion and a change in test error appeared
more often for more experienced students. This result was unexpected because wewould
assume incremental changes to be more efficient during debugging, in most cases. Fur-
ther analyses will be needed to qualitatively examine the submission log data and better
understand this behavior.
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Abstract. The launch of ChatGPT has caused a storm of reactions and debates
in the academic community. These ongoing conversations have elicited mixed
responses of enthusiasm, dissatisfaction, and apprehension among stakeholders
in the academic spaces. However, student voices are yet to be heard. This paper
analyses student responses to an opinion piece about ChatGPT published in The
New York Times. Using the Theory of Reasoned Action, we interpreted stu-
dents’ perceptions and dispositions towards ChatGPT.We analyzed how students’
beliefs, personal experiences with ChatGPT, and social expectations influenced
their stance on adopting or banning ChatGPT in U.S. schools. We found that stu-
dents perceived ChatGPT to be a valuable tool to support learning. However, they
have several concerns about the potential for cheating, misinformation, and issues
of fairness related to the use of ChatGPT.

Keywords: ChatGPT · Chatbots · AI Conversational Agent · Theory of
Reasoned Action

1 Introduction

ChatGPT is an AI-based conversational system that uses advanced language models
to understand and generate human-like text responses [1, 2]. It is designed to engage
in natural language conversations with users, responding to their inputs in a way that
simulates human conversation. The launch of ChatGPT in November 2022 elicited con-
siderable debates among scholars and the public [11, 19, 20].While some educators have
expressed enthusiasm about the potential for ChatGPT to transform the educational land-
scape, others have voiced concerns regarding ethical considerations, data privacy, and
academic integrity. One reason for the optimism about this particular AI chatbot is its
capacity to facilitate personalized learning. On the other hand, there is growing concern
and apprehension regarding upholding academic integrity within classrooms [10]. Crit-
ics have argued that the utilisation of AI chatbots such as ChatGPTmay enable high-tech
plagiarism and serve as a means of circumventing learning experiences.
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Given the possibility of implementing AI conversational agents like ChatGPT in
academic settings, it is crucial to engage in discussions and consider the perspectives
of various stakeholders within the academic community. Currently, much of the conver-
sations exist among educators, administrators, and policymakers, but the perspectives
of the learners themselves are lacking. Students are a crucial aspect of the educational
ecosystem and, as such, may be directly and indirectly impacted by the policies imple-
mented regarding adopting new technologies. Moreover, students are perceived as early
adopters of new technologies and are often exposed to these tools outside their class-
rooms. Thus, student feedback is critical to successfully integrating intelligent chatbots
within educational contexts, but few studies have looked closely at student data. This
paper analyses high school students’ responses to an online article published in the New
York Times seeking students’ opinions about the integration or ban of ChatGPT in U.S.
schools. We answered the following research questions:

1. What are high school students’ attitudes toward adopting ChatGPT in schools?
2. In what ways do high school students’ experience with the AI chatbot ChatGPT

influence their perceptions of the tool?

2 Theory of Reasoned Action (TRA)

TheTheory of ReasonedAction (TRA) [3, 4] offers a suitable framework for understand-
ing students’ attitudes and opinions regarding adopting or banning ChatGPT in schools.
Widely used in the fields of psychology, social psychology, and behavioural science [8,
9, 18], TRA suggests that behavioural intention, a predictor of behaviour, is directly
influenced by personal and social variables [4] (Fig. 1). In TRA, attitude is theorized as
a key determinant of behavioural intention, and it describes how people feel towards a
particular behaviour, such as the degree of favourableness or unfavourableness towards
an object. If an individual believes that a particular behaviour will result in a positive
outcome, they are more likely to have a favourable attitude towards that behaviour. On
the other hand, if they believe the behaviour will lead to a negative outcome, they are
more likely to have a negative attitude toward it [3].

Fig. 1. Theory of Reasoned Action (TRA)
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The second key determinant of behavioural intention in TRA is subjective norm. It
refers to an individual’s perception of social pressure to perform or not perform a spe-
cific behaviour based on societal expectations and norms [3]. When individuals consider
engaging in a behaviour, they consider the opinions and expectations of others, such as
community, family, friends, or colleagues. If an individual believes society generally
approves of a behaviour, then they are more likely to engage in that behavior. On the
other hand, if they believe that society disapproves, they are more likely to avoid the
behavior. Additionally, TRA acknowledges that background factors like beliefs, percep-
tions, personal experiences, and broader social factors influence attitudes and subjective
norms. Based on the theoretical framing of this paper, an individual’s intention to carry
out a behaviour is based on two constructs: attitudes and subjective norms. Within the
context of this paper, we investigate how students’ attitudes and perceptions towards
ChatGPT impact their opinion on the ban or adoption of ChatGPT.

3 Methods

3.1 Data collection and Coding

We used Quantitative Ethnography (QE) methodology [5, 21] to understand the phe-
nomena under investigation comprehensively. Data used in this study consisted of high
school students’ comments to a Student Opinion post: How Should Schools Respond
to ChatGPT? in the New York Times Learning Network dated January 24, 2023. The
NY Times Learning Network section features articles that elicit students’ viewpoints
on diverse topics, predominantly those related to current events and issues (www.nyt
imes.com/column/learning-student-opinion). These articles are intended for a specific
audience of middle and high school students, particularly students who are 13 years old
or older. Responses undergo moderation by NY Times personnel, ensuring that only
authorized contributions are made public. In the opinion piece, the author references a
previously written article titled: “Don’t Ban ChatGPT in Schools. Teach With.” This
article discusses the controversy surrounding the use of ChatGPT in schools. Students
were prompted to read this hyperlinked article and share their opinion by responding to
the following questions: Have you experimented with ChatGPT, whether in school or on
your own? How promising or useful do you think it is? Why do you think many educa-
tors are worried about it? What “negative impacts” can you imagine? Should teachers
“thoughtfully embrace” this technology? This study examined the comments posted in
response to the article and the prompt questions. On March 15, 2023, 446 comments
were collected for data analysis, including 79 replies to parent comments.

Each comment was segmented into discrete lines delimited by a full stop, resulting
in 3,064 sentences derived from 446 comments (Fig. 2).

http://www.nytimes.com/column/learning-student-opinion
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Fig. 2. Segmenting the data into lines (sentences) and conversations (a post and its responses)

We employed an inductive and deductive approach [14, 16] to analyze data, identify-
ing twenty-two initial codes thatwere eventually grouped into seven final code categories
(Table 1). The authors used nCoder [12] to calculate kappa and rho between the first
coder (author 1), second coder (author 2), and the computer classifier (Table 2). The first
coder trained the classifier using regular expression matching [17] on ninety tests set for
each code. A second coder also coded the same sample.

Table 1. Codebook

Codes Definition Example Sample Classifier Regex

Ethical
Concerns

comments related to
plagiarism, academic
misconduct, fairness

many students would
most likely use it to
cheat

\b[Pp]lagiari
\b[Cc]heat
\bunfair

Control policies Comments that
suggest ways to
adopt and manage
the negative impact
of ChatGPT

schools should
provide adequate
training to teachers
and students on how
to use ChatGPT

\b(detector?|detect(?:ion)?)\b
\bregulated\b
\bsupervis[eion]\b

Accept references to
accepting or using
the ChatGPT

I think ChatGPT
should be allowed in
school

\ballowed\b

Perceived
Limitation

Comments related to
potential constraints
or shortcomings of
ChatGPT

I doubt it could truly
be capable of having
the same thoughts a
human could

\bnot advanced\b
\black the level of knowledge\b
\bdoes not know\b

Apprehension comments related to
fear, anxiety
concerning the use of
the tool

The scary
thing…about chatgpt
is that

\bfear
\bworried
\bscary

(continued)
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Table 1. (continued)

Codes Definition Example Sample Classifier Regex

Perceived
Usefulness

Comments that
describe ChatGPT as
valuable or beneficial

I think it can be
helpful to writers
who struggle in
certain ways

\b(inspire|feedback|possibilities|beneficial|inspiration)

Negative
Impact

Comments related to
harmful outcome that
may result from
using ChatGPT

AI would hinder
students’ ability to
make a logical
argument

\bcause.{1,9}harm
\b(negative|negatively)

Table 2. Kappa and Rho between the Human coders and classifier

Codes Author 1 vs Author
2

Author 1 vs
Classifier

Author 2 vs
Classifier

Kappa Rho Kappa rho Kappa rho

Ethical Concerns 0.94 0.01 0.97 0.01 0.93 0.03

Control policies 0.93 0.02 0.93 0.02 0.97 0.01

Accept 0.93 0.03 0.93 0.03 0.93 0.04

Perceived Limitation 1.00 0.00 1.00 0.00 0.97 0.00

Apprehension 1.00 0.00 1.00 0.00 1.00 0.00

Perceived Usefulness 0.97 0.00 0.97 0.00 1.00 0.00

Negative Impact 1.00 0.00 0.89 0.01 1.00 0.00

3.2 Data Analysis

Full Comment Sentiment Analysis
Sentiment analysis uses natural language processing, machine learning, and other com-
putational techniques to identify subjective information from sources such as text,
speech, or social media. This provides valuable insights into people’s opinions, atti-
tudes, and behaviours [13]. An initial sentiment analysis was done using the AFINN
sentiment dictionary in the R programming language. Developed by Finn Årup Nielsen,
AFINN is a list of English words rated for sentiment on a scale from -5 (negative) to+ 5
(positive) and is often used as a baseline for sentiment analysis. AFINN provides a score
for each word, and scores greater than 0 are considered positive, words with scores less
than 0 are considered negative, and words with scores equal to 0 are considered neutral.

Considering that sentiment dictionaries may not accurately capture a word’s senti-
ment in a specific context, we anticipated cases where words like “cheating” or “worry”
are categorized as having a negative sentiment, even though the comment in question
may have an overall positive connotation. For example, a statement such as “I think that
if teachers use it as a learning tool, it will show students how to use it to help their
writing skills and decrease cheating levels…” may be classified as negative due to the
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presence of the word “cheating,” even though the student is not using the term in a
negative way. To verify the accuracy of the sentiment results generated by the AFINN
sentiment dictionary, two researchers performed a hand coding of each comment (n =
446). We used these sentiment classifications of positive, neutral, and negative to create
an attitudinal sentiment metadata group for each student comment. Table 3 provides a
definition and examples of comments within each category.

Table 3. Attitudinal Sentiment Categories

Category Definitions Example

Positive Comments that perceive ChatGPT as
useful and should be embraced

I feel that teachers and schools should
embrace ChatGPT i would see this as a
great learning experiment within schools
because of the many things it can do for
the students …

Negative Comments that perceive ChatGPT as
harmful and should be banned

I overall think it is harmful to the English
curriculum… it’s hurting our learning
and makes us take a step back… we need
to figure out a way to pick up on it easier
so that it’s less used

Neutral Comments that appear to be in-between
and makes no call to embrace or ban the
use in schools

..At this point we are forced to be okay
with our new ways of life, someday an AI
is all you will have, people will stop
being creative and doing things on their
own because AIs will know what we do,
but better. This could be helpful right
now… But no doubt, it will become an
issue in the future

Modelling Connections with ENA
In this study,we applied ENA [12, 21] to our data using theWebTool (version 1.7.0) [12].
ENA is a technique in quantitative ethnography formodeling the structure of connections
in data and assumes: (1) that it is possible to systematically identify a set of meaningful
features in the data using codes, (2) that the data has local structure (conversations),
and (3) that an important feature of the data is the way that Codes are connected to one
another within conversations [21]. To model connections in the data, we decided to use
a whole conversation window since all the students were making contributions to the
same discussion prompts. For this study, we defined the units of analysis as all lines
of data associated with a single value of Attitudinal Sentiment Category subsetted by
user id. We were also interested in how students’ experiences with the AI chatbot may
influence students’ attitudes and opinions toward the adoption of this technology in their
schools. Thus, we coded each student’s comment for experience with ChatGPT. From
familiarity with the data, we grouped experience into three categories (Table 4). Then,
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we used a chi-square test of independence to examine the relationship between students’
experience with ChatGPT and their perception of its adoption in schools.

Table 4. Experience with A.I chatbot

Experience Definition Example

No experience Makes clear statements about having
no experience using the app

I have never used ChatGPT…

First-person Make clear statements about
exploring the app

…I have personally used the bot on my
own time just messing around with it…

Second-person Make clear statements about having
experience via observation

In class, our teacher had ChatGPT
create a marriage proposal

In our ENA model, we aggregated networks using a binary summation in which the
networks for a given line reflect the presence or absence of the co-occurrence of each pair
of codes. The result was two coordinated representations for each unit of analysis: (1) a
plotted point, which represents the location of that unit’s network in the low-dimensional
projected space, and (2) a weighted network graph. For the dimensional reduction, we
used a singular value decomposition (SVD) [21] with independent dimensions to explain
as much of the data’s variation as possible using the first two dimensions.

The positions of the network graph nodes are fixed and determined by an optimization
routine that minimizes the difference between the plotted points and their corresponding
network centroids. Because of this co-registration of network graphs and projected space,
the positions of the network graph nodes and the connections they define can be used
to interpret the dimensions of the projected space and explain the positions of plotted
points in the space. Ourmodel had co-registration correlations of 0.88 (Pearson) and 0.86
(Spearman) for the first dimension and co-registration correlations of 0.92 (Pearson) and
0.93 (Spearman) for the second.

4 Results

4.1 RQ1: What are Students’ Attitudes Toward Adopting ChatGPT in Schools?

Students with positive attitudes towards adopting ChatGPT
TheENAnetworkmodel (Fig. 3a) revealed that studentswhose commentswere classified
as positive attitudes made the strongest connections with perceived usefulness, as indi-
cated by the largest size of the node. These students generally made strong connections
between the AI chatbot’s perceived usefulness and ethical concerns. They advocated
for schools to embrace and adopt the AI chatbot while considering the need for control
policies ormeasures. An example of this result is evidenced in the data where one student
states,
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“I feel that this technology isn’t fully reliable at all times, and many can feel
overwhelmed because of the rapid advancements we are facing, But, I think if we
use this technology in the right way, people will be less overwhelmed and find it
as more of a resource than a source, I think many teachers can find this useful, as
AI can quickly identify complex questions one might have. I believe that there are
many pros and cons to this, but if we use the technology correctly, it could benefit
us all.”

In the opening sentence of the comment, “I feel that this technology isn’t fully
reliable at all times,” the student expresses an underlying concern about the reliability
of the technology (perceived limitation) but goes on to acknowledge the value of the
tool, stating, “if we use this technology in the right way, people will be less overwhelmed
and find it as more of a resource.” This statement implies control policies and perceived
value. Saying “if we use this technology in the right way”, implies the need for some
measure of control applied to the use of the tool to enable people to be more comfortable
with its use in the classrooms. Furthermore, the student gives an example (perceived
usefulness) of how the AI chatbot can be used in the classroom. The student states, “I
think many teachers can find this useful, as AI can quickly identify complex questions
one might have.” thereby highlighting another usefulness of the tool.

Another evidence of a similar connection was made by a student named Kora who
strongly connects between perceived limitation, perceived usefulness, control policies,
and ethical implications while also advocating for the use of Chat GPT in schools. In
this comment, Kora explains:

“Some people think that this website is harmful but I see it as a website that can
and should be used in schools… teachers should let you be able to use ChatGPT
but only a certain amount of times in a … Also, depending on what grade you’re
in I think that should affect the use of this app… but I don’t think students should
be able to if they’re writing for assignment that is a Summative because that is
technically cheating.”

Kora opened up the comment acknowledging the perceived limitation of the tool as
harmful but proceeded to make a case for adopting the technology within the bounds
of control, saying, “teachers should let you be able to use ChatGPT but only a certain
amount of times in a semester” This statement suggests that teachers should allow
students to use ChatGPT, as a resource in the classrooms. However, there should be a
limit on the number of times a student can useChatGPTduring a semester. In otherwords,
while students would have access to ChatGPT for assistance, it should be regulated to
prevent excessive reliance or potential misuse of the tool. In a concluding statement, the
student says, “I don’t think students should be able to if they’re writing for assignment
that is a summative because that is technically cheating.” This statement, “technically
cheating,” suggests an ethical implication of using the tool for certain assignments,
specifically summative assessments, which can be considered cheating from an ethical
standpoint.

In these examples, we can see how students lend their voice to the ongoing conver-
sations regarding adopting AI chatbots in schools by acknowledging the usefulness of
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the technology, raising ethical concerns, and recommending control measures to allow
for using the technology in the classrooms.

Fig. 3. Subtracted network models of students in positive and negative categories.

Students with Negative Attitudes Towards Adopting ChatGPT
The ENA network model (Fig. 3b) revealed that students whose comments were classi-
fied as negative attitudes made strong triadic connections among the nodes of negative
impact, perceived use, and ethical concern. Their concerns about negative impact led
them to generally connect with the node for a ban on the use of AI chatbots in schools
(Fig. 3b). An example of this connection is evidenced in the data where one student
commented,

“This new robot… is impacting learning negatively. ChatGPT is something that
students in college and high school are using to sabotage the way they can actu-
ally learn. By getting bigger skills in writing, students use ChatGPT to turn in
something, not from their writing. Students should not be able to use this robot
because it shows no care of how students can give 100% but give maybe 5% in
typing in a couple words to have a whole essay written...”

In this example, the student argued that ChatGPT is causing undesirable conse-
quences and hindering students learning experience. The student called out the “neg-
ative” impact of ChatGPT on learning and indicated the belief that the technology is
disruptive to the learning process. This perception about the harmful nature of the tech-
nology is further emphasized in the sentence that follows, where the student states,
“ChatGPT is something that students in college and high school are using to sabotage
the way they can actually learn.” In a concluding remark, this student recommends a ban
on the use of AI chatbots, saying, “Students should not be able to use this robot because
it shows no care of how students can give 100% …” suggesting that the student believes
the use of ChatGPT is allowing students to circumvent the effort required to complete
assignments on their own, and is therefore undermining the value of their education.
In this example, we see the student expressing a strong opinion that using the chatbot
is harmful to learning and that students should not be allowed to use it. The statement
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“Students should not be able to use this robot” suggests that the student believes there
should be a policy to prohibit or restrict the chatbot use in educational settings.

Students with Neutral Attitudes Towards Adopting ChatGPT
The ENA network model (Fig. 3c and 4b) revealed that students whose comments were
neutral had a more centralized position in the plot as they make strong connections
between negative impact, perceived usefulness, and ethical concern. These students did
not explicitly state whether to adopt or ban the technology. An example of this result is
evidenced in the data where one student, Sam states,

“The whole world is beginning to bring more AIs to life, like making video games,
having AIs help with homework and creating music or a job application all for
you. At this point we are forced to be okay with our new ways of life, someday an
AI is all you will have, people will stop being creative and doing things on their
own because AIs will know what we do, but better. This could be helpful right
now but no doubt, it will become an issue in the future.

Sam’s comment suggests a mixed perspective on AI. By saying, “AIs help with
homework and creating music or a job application all for you,” the student acknowledges
thatAI canbe beneficial.Yet, she also expresses concerns about the potential implications
for the future, stating, “it will become an issue in the future.” The student also raises
concern about the prevalence of AI by saying, “At this point, we are forced to be okay.”
The comment implies that people may feel compelled to accept and adapt to the new
ways of life driven by AI, and this reliance on AI could lead to a decrease in individual
creativity and autonomy. Broadly speaking, students who fall into the neutral group did
not explicitly make a case for either adopting or banning AI. Instead, they focused on
acknowledging the usefulness of AI and expressed concerns about the negative impact
of ChatGPT.

Statistical Differences between Positive, Negative, and Neutral Students
The ENA analysis revealed significant differences between students with positive atti-
tudes and perceptions toward adopting ChatGPT in schools and those with negative
attitudes and perceptions. As observed in the ENA network (Fig. 4).

This difference in the network is further substantiated by the statistical results that
show that along the X axis, a two sample t test assuming unequal variance showed
Positive (mean = 0.06, SD = 0.46, N = 230) was statistically significantly different at
the alpha = 0.05 level from Negative (mean = -0.08, SD = 0.39, N = 120; t(278.98)
= -2.94, p = 0.00, Cohen’s d = 0.31). Along the Y axis, a two sample t test assuming
unequal variance showed Positive (mean = 0.13, SD = 0.42, N = 230 was statistically
significantly different at the alpha = 0.05 level from Negative (mean = -0.23, SD =
0.32, N = 120; t(299.95) = 8.90, p = 0.00, Cohen’s d = 0.92). This statistical result is
corroborated by the comparison plot (Fig. 4a) that revealed that students in the positive
category have strong triad connections in their networks with control policies, accept,
perceived usefulness, and ethical concerns. These connections primarily fall within the
positive region of the Y-axis. While students within the negative sentiment category
make strong triad connections with ban, ethical concerns, negative impact and perceived
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(a) positive and negative groups (b) Group means and Confidence Interval

Fig. 4. Comparison plot of student in three attitude groups

usefulness of the technology the resulting networks primarily fall below the intersection
point towards the negative region of the Y-axis. However, there are points of similarity
observed between the positive and negative network groups. Both groups recognize the
usefulness of the ChatGPT but have concerns related to the ethical implications of the use
of the tool in the classroom. Figure 4a revealed points of connection at the thick nodes
of perceived usefulness and ethical concern. This implies that despite any differences
in sentiment or opinions between the two groups (positive and negative), both groups
recognize the usefulness of ChatGPT and also express ethical concerns about the tool.
This indicates that while both groups appreciate the value and benefits of ChatGPT, they
raise questions or reservations about its ethical implications.

When comparing students in the neutral group with the students in the positive and
negative attitudes respectively, the results showed statistically significant differences.
Specifically, the plot revealed differences between the neutral and positive groups along
the x and y axis. Along the X axis, a two sample t test assuming unequal variance showed
Neutral (mean = -0.06, SD = 0.43, N = 74 was statistically significantly different at
the alpha = 0.05 level from Positive (mean = 0.06, SD = 0.46, N = 230; t(131.57)
= 2.05, p = 0.04, Cohen’s d = 0.26). Along the Y axis, a two sample t test assuming
unequal variance showed Neutral (mean = -0.03, SD = 0.36, N = 74) was statistically
significantly different at the alpha= 0.05 level from Positive (mean= 0.13, SD= 0.42,
N = 230; t(143.46) = -3.31, p = 0.00, Cohen’s d = 0.41).

Comparing the neutral group with the negative group showed differences along the
Y axis but no differences along the X axis. Statistical results showed along the X axis,
a two sample t test assuming unequal variance showed Neutral (mean = -0.06, SD =
0.43, N = 74) was not statistically significantly different at the alpha = 0.05 level from
Negative (mean= -0.08, SD= 0.39, N= 120; t(143.43)= -0.29, p= 0.77, Cohen’s d=
0.04). Along the Y axis, a two sample t test assuming unequal variance showed Neutral
(mean = -0.03, SD = 0.36, N = 74) was statistically significantly different at the alpha
= 0.05 level from Negative (mean= -0.23, SD= 0.32, N= 120; t(143.10)= 3.83, p=
0.00, Cohen’s d = 0.58).
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4.2 RQ2: In What Ways do High School Students’ Experience with the AI
Chatbot ChatGPT Influence their Perceptions of the Tool?

Using the results of the sentiment analysis, we counted the occurrences of positive
and negative perceptions towards ChatGPT for each experience groups and used the
result to perform a Chi-square test of independence for the groups. For this analysis,
we excluded the both the neutral sentiments and the population of students who did
not indicate whether they have had any experience with ChatGPT or not. As such, our
Chi-square analysis of negative or positive perception towards ChatGPT is limited to the
population of students who explicitly indicated in their comment that they have either
(1) firsthand experience, (2) secondhand experience, or (3) No experience.

Table 5. Chi-square Test and Descriptive Statistics for perception by Type of Experience

Experiences Total

Perception First-person Second-person None

Negative 6 (20%) 9 (30%) 15 (50%) 30

Positive 39 (46%) 15 (18%) 31 (36%) 85

Total 45 24 46 115

X2(2, N = 115) = 6.432, p = 0.0401* Numbers in parentheses indicate row percentages.

Chi-square results (Table 5) show a statistically significant difference in students’
perceptions of ChatGPT among the three experience groupings X2(2, N= 115)= 6.43,
p = .0401. Students who had a positive perception were more likely to have firsthand
experience with the AI chatbot, while students who had a negative perception were more
likely to have no experience with the AI chatbot. Our qualitative findings also supported
this result and showed that students with first-person experience using ChatGPT tended
to express more positive opinions about the tool and generally favored its adoption and
use in school. For example, a user commented:

“I have seen others use and have used ChatGPT myself, as a strong study tool.
It is very useful for summarizing information and generating examples that relate
to what I’m working on. I think it’s very helpful, though I always make sure to
check and see if the information that I’m being provided is accurate, or else I’d
be learning the wrong thing. Used the correct way, ChatGPT is very helpful, very
effective, and can aid learning, knowledge and creativity.”

This student used ChatGPT for “summarizing information and generating exam-
ples” related to their work. Their firsthand interaction with ChatGPT allowed them to
explore the affordances of the tool and its limitation, as evidenced by their comment
about how they often ensure to “check and see” if the information provided by the
tool is accurate. Based on their practical understanding of how ChatGPT works, how it
can be used, and its potential for error, this user concluded that ChatGPT was a “very
helpful and very effective” tool that supports creativity. Another user commented on
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how “ChatGPT is quite flawed … [and] unable to truly understand the complexities
of speech” however, they believed that the tool would continue to improve and could
surpass humans’ writing skills in the near future. Finally, this user considered AI tools
like ChatGPT as an effective “aid” rather than an independent problem solver. Several
other users with firsthand experience with the tool shared similar perspectives about the
effectiveness of the tool and expressed optimism and excitement about its potential to
“aid” students’ learning. Other users’ made similar comments such as “I’ve checked it
out and it gives a great step stool for a better piece of writing,” and “I believe schools
should not ban ChatGPT but use it to further our learning … I have used Chat GPT for
many things such as emails, and also for just pure enjoyment.”

5 Discussion and Conclusion

The results of the study are consistent with the Theory of Reasoned Action, [3] which
suggests that attitudes towards a behaviour are determined by subjective norms and
perceived behavioural control. The results showed that students with positive attitudes
towards the adoption of AI chatbots in schools were influenced by their perceived use-
fulness and perceived value of the technology, as well as their beliefs about the need
for control measures to regulate its use. Furthermore, the students’ recognition of the
potential usefulness of AI chatbots for teachers reflects the influence of subjective norms
on attitudes towards the technology. Students who held negative perceptions towards the
adoption of ChatGPT in schools generally did not believe that this technology should be
embraced by schools. The attitudes of these students may be influenced by the subjective
norms present within their school environment. Some students have reported that their
school had banned ChatGPT, and they agree with this ban.

The findings in this study revealed that students with a positive attitude perceived AI
chatbots as valuable tools that can improve their educational experiences and make their
academic lives easier. However, these students were also concerned about the potential
risks associated with their use. They recognized that AI chatbots are not without their
limitations and may present risks such as data privacy and security concerns, and they
were more likely to advocate for the implementation of control measures to ensure the
responsible use of AI chatbots and protect their personal information. Students with
negative attitude perceived ChatGPT as harmful and unsafe to learners and, as such,
advocated for a ban. The implications of these findings are that when given a platform,
high schools students can engage in debates about the ethical use of AI in education and
develop complex, multi-faceted arguments based on their lived experiences. Although
discussions about ethical implications of AI chatbots in education typically exist among
educators, administrators, and policymakers, students should also be included in these
discussions as such decisions directly impact them and their lives.

Moreover, because many AI technologies are now widely available, students may
experiment with such tools outside of school settings. As the findings revealed, students
who had positive perceptions of the AI chatbot were more likely to have had firsthand
experience with the tool. In contrast, those with negative perceptions were more likely
to have had no experience with the tool. Those students with positive perceptions and
firsthand experience provided sophisticated arguments that acknowledged the other side
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of the debate about how people may be resistant towards such technologies. These
students also acknowledged the limitations of the tools, and although they were overall
in favor of using AI Chatbots, many provided constraints on their usage. Based on these
findings, we advocate for educators and parents to encourage high school-aged students
to explore AI chatbots before drawing conclusions about their usage in education.

The goal of this study is not to generalise these claims to all high school students but
rather to provide a thick description of a dataset of students who posted their opinions to
this particular article. These findings suggest that this group of young people developed
contrasting and complex arguments for and against the use of AI chatbots based on
their lived experiences. Thus, we argue for engaging with students and addressing their
ethical concerns transparently and openly to ensure that their opinions are heard and that
they are actively involved in AI educational decision-making processes. By doing so,
educators and policymakers can make informed decisions about the adoption or ban of
such technologies in schools while also addressing the needs of students.
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Abstract. This work applies quantitative ethnographic techniques to a novel
research context: animal behavior research in the field of biological sciences.
Chimpanzee tool use is complex, culturally transmitted, and differs even between
populationswith similar ecologicalmaterials available. Tool use involves the flexi-
ble combination of behavioral elements to modify and utilize environmental mate-
rials and can expand an organisms’ ecological niche by allowing access to oth-
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flexibility and inform future research applications around cultural variation in
chimpanzees.
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1 Introduction

1.1 Behavioral Flexibility and Survival

The Earth is currently experiencing a mass extinction event, with species disappearing
at an alarming rate due to human activities [1]. Despite conservation efforts, the number
of declining species exceeds those that have been saved [2]. Primates are particularly at
risk, with 60%of primate species currently facing extinction [3].With genetic adaptation
occurring at a slow pace, behavioral flexibility is crucial for organisms to survive in
changing and disturbed habitats.

Behavioral flexibility, or the ability to flexibly adjust behavior to local environmental
conditions, can influence an individual’s survival by allowing species to occupy variable
environments [4, 5]. Environmental complexity has been linked to increased brain size
in primates, and this increased brain size is associated with greater behavioral flexibility
and innovation [6]. This suggests that primates with larger brains are better able to cope
with resource scarcity, as greater innovative ability allows individuals to respond to novel
or changing environments [6]. Great apes exhibit frequent innovation and a high degree
of behavioral flexibility within and between populations [7].

Chimpanzees in particular are known for their behavioral flexibility, which has
allowed them to adapt to a variety of environments and ecological niches [8]. Chim-
panzees have a dynamic fission-fusion social system, where bonded communities of
20–150 individualswill split into smaller subgroups to forage [9]. This flexible social sys-
tem may reduce the costs of travel and plays an important role in allowing chimpanzees
to persist in their current habitats [10]. This social flexibility allows chimpanzees to
maintain large groups relative to other great apes [9] and maximize protection in anthro-
pogenic settings [10, 11]. In Bossou, Guinea, for example, chimpanzee groups will alter
their positioning when crossing roads depending on the degree of risk and number of
adult males present [10]. In Kibale, Uganda, foraging parties in human croplands vocal-
ize less often than parties in the core of the range in response to greater potential risk of
human detection [10].

Chimpanzees also respond flexibly to new or altered habitats through a variety of
adaptations, although these presumed adaptations have not been directly linked variation
in fitness or reproductive success. There is substantial evidence of chimpanzees alter-
ing behavior in response to climatic factors [12–14]. At Fongoli, Senegal, chimpanzees
will rest in caves or soak in rivers to reduce heat stress associated with the dry, high
temperature conditions [12]. In Issa Valley, Tanzania, chimpanzees will also alter nest
architecture and materials based on local, overnight weather conditions [13]. Several
chimpanzee populations also alter their nocturnal behavior, increasing activity at night
when there are low rates of human activity or higher average daytime temperature [14].
Chimpanzees have also frequently been documented flexibly changing their foraging
behaviors in response to environmental and anthropogenic factors [15, 16]. In Kibale,
habitat destruction has led to some groups of chimpanzees exploiting croplands, with
large raiding parties often including older individuals or nursing mothers [15]. Evi-
dence comparing two chimpanzee groups at Bulindi, Uganda suggest that chimpanzees
increase foraging adaptations to cultivated landscapes over time [16]. Overall, these
cases exemplify the varied ways in which chimpanzees flexibly alter their behavior in
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response to their environment and anthropogenic context to influence their survival (e.g.,
acquire food, avoid heat exhaustion, contend with weather, etc.).

Behavioral flexibility assessments for chimpanzees have been conducted by observ-
ing wild chimpanzees and comparing behavior between different contexts (e.g., savanna
chimp behavior at different times of day or temperatures [12–14]) or more directly in
captive settings with experimental procedures that can be altered in order to quantify
how quickly subjects can pivot from one behavior to another [17, 18].

1.2 Chimpanzee Tool Use

Tool use behaviors are highly flexible, innovative behaviors that often allow chimpanzees
to access new dietary items [19, 20]. For example, termite fishing – where chimpanzees
use modified plant probes to extract termites from mounds – has been documented in at
least 15 chimpanzee communities across tropical Africa [7]. Termites can provide non-
trivial amounts of important vitamins (e.g., B12), minerals (e.g., iron and manganese),
and amino acids, and have higher comparative nutritional payoff due to their large colony
sizes [21]. Additionally, tool use behaviors vary between chimpanzee populations based
on genetic, cultural, and environmental differences [7, 22] Research suggests that food
scarcity, increased exposure to tool using conditions, and/or the relative profitability
of high-energy resources that can be obtained with tools have driven the development
and maintenance of tool use in chimpanzees [20, 23]. However, studies have also found
that genetic variation and behavioral variation between chimpanzee groups is highly
correlated [22]. This suggests that genetic differences are also influencing variation
in tool use behaviors, potentially via heritable traits like taste preference or dexterity
[22]. Finally, increased diversity of behavior has been linked in chimpanzees to greater
distance from their ancestral forest habitats during the Pleistocene glacial period, sug-
gesting that behavioral flexibility has been important for chimpanzees surviving in new
environments [24].

Ultimately, this implies that variation in cultural behaviors like tool use can influence
chimpanzee evolution, as it is: (1) heritable [22], (2) differs within and between popula-
tions [7], (3) linked to environmental differences [23], and (4) provides fitness benefits
[24]. These behaviors can also be transmitted socially between individuals throughobser-
vation [25]. It is important to understand what factors promote behavioral flexibility in
order to maintain behavioral variation in wild chimpanzee populations. Human influ-
ence has been related to sharp decreases in the diversity of chimpanzee behaviors [26].
As rates of human influence increase in and around chimpanzee habitats, preserving
behavioral flexibility may be an important step in chimpanzee conservation.

Termite fishing is one of the most widely studied tool use behaviors in chim-
panzees, with a large degree of variation in technical diversity between populations
(Fig. 1) [7, 19, 27]. A recent study compared variation in termite fishing behavioral
elements between 15 chimpanzee communities and identified 38 behavioral elements
with community-specific combinations making up specific termite fishing techniques
[19]. Tool use behaviors can serve as a useful measure of behavioral flexibility because
they can be observed and quantified directly [28]. Therefore, termite fishing is a conve-
nient method for studying behavioral flexibility, and a good foundation for comparing
flexibility between chimpanzee populations.
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Compared to other chimpanzee subspecies, termite fishing behaviors of the Nigeria-
Cameroon chimpanzee (Pan troglodytes ellioti) remain relatively understudied. P. t.
ellioti was identified as a separate subspecies relatively recently [29] and has no study
populations habituated to human presence, making firsthand behavioral observations
nearly impossible. P. t. ellioti is the most endangered chimpanzee subspecies, with
the smallest population size and the smallest range [30]. The ability to quantify the
behavioral flexibility of P. t. ellioti and understand how this flexibility may be shaped
by its environment can be a powerful conservation tool for this endangered primate.

Fig. 1. Map of the distribution of chimpanzee subspecies. Present populations where termite
fishing has been observed. Figure from [31].

1.3 Epistemic Network Analysis

Epistemic Network Analysis (ENA) is a quantitative ethnographic technique that visual-
izes patterns of associations across themes or elements in complex and often large-scale
data [32]. Originally developed around the theoretical concept of epistemic frames, ENA
is often used to model relationships between cognitive elements linked in a particular
epistemology (i.e., a contextualized way of thinking) in human discourse. A common
approach to building matrices of associations in ENA is the use of a moving stanza
window, which connects binary codes applied to a single line of data to codes applied to
prior lines within the recent temporal context [32, 33]. This framing aligns with existing
understandings of technical combinations in chimpanzee tool use over time. Epistemic
networks are also well-suited to the visual and statistical comparison of differences
across unit groups (in this case chimpanzee age groups) through plotting of unit means
and rotated network models in a single high dimensional space.

While used predominantly in the learning sciences, these features of ENA suggest
that the technique has powerful potential applications in the study of animal behav-
ior, particularly for visualizing the ways that chimpanzee connect complex and flexi-
ble behaviors over time as part of their tool use. ENA has recently shown promise in
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cross-disciplinary contexts as a technique to analyze (a) surgery trainees’ operative per-
formance during a simulated procedure [34]; (b) gaze coordination during collaborative
work [35]; and (c) communication among health care teams [36]. We offer research on
animal behavior as another valuable application of these approaches.

1.4 Research Questions

In this study, we use ENA to examine termite fishing behaviors in a group of P. t. ellioti
in Mbam & Djerem National Park, Cameroon and address the following questions:

1. Do older chimpanzees exhibit greater flexibility in termite fishing behavior than
younger chimpanzees?

2. Can ENA be used successfully to visualize behavioral flexibility and variation in
termite fishing techniques in chimpanzees?

Given that termite fishing is socially transmitted and dexterously complex, we
hypothesize that older chimpanzees will incorporate more behavioral elements than
younger chimpanzees, and that younger chimpanzees will rely on fewer, more prototyp-
ical termite fishing techniques.

2 Methods

2.1 Study Site

This study was conducted along 10 2-km transects near Ganga Station in Mbam &
Djerem National Park (MDNP), Cameroon. Ganga Station is located in the northeastern
side of the park along theDjerem river in central Cameroon and is one of the only remain-
ing continuous field sites studying P. t. ellioti. MDNP extends more than 4,165 km2 and
was created in 2000 [37, 38]. This region is part Guinea-Congolia/Sudania regional
transition zone, where the Guinean rainforest, the Congolian rainforest, and the Suda-
nia savanna intersect to create a mosaic ecotone of riparian forest, closed-canopy and
gallery forest, and open grassland [38]. MDNP experiences an average annual rainfall
of ~2000 mm and a wet season from April to October [37].

2.2 Video Collection and Coding

Camera traps were set up at seven termite mounds along transects near Ganga Station
from February 2020 following an initial pilot study at one termite mound in May 2019.
Camera traps were strapped to trees between 2–3 m from the termite mound and angled
to show the entiremound structure. These camera traps use infraredmotion detection and
were programmed to record 1-min videos when triggered. Silica packets were placed on
the camera screen to prevent damage from humidity. During this study, termite fishing
was documented at four of the seven termitemounds. Everymonth, field assistantswould
swap out the SD cards and change the silica/batteries as needed.

Including the pilot data from May 2019, the camera traps recorded 254 videos of
chimpanzee termite fishing from February 2020 to June 2021, totaling approximately
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4 h of observation. Visitors to the mound were typically lone juvenile chimpanzees, or
small family groups consisting of a single adult female and her dependent infants. In
total, 12 chimpanzees were observed termite fishing during this period (Adults: n = 6,
Juveniles: n = 4, Infants: n = 2). Random subsets of the videos of each chimpanzee
subject were coded for analysis in this study for a total of 87 videos. Videos per subject
ranged from 1 to 40 (mean= 7.25). This wide range is due to variation in representation
for each chimpanzee subject. Chimpanzees with fewer than 6 videos of observation time
had all of their videos coded, while all subjects who appear in more than 10 videos have
at least 6 of their videos coded in this subset, chosen at random.

Videos were analyzed for behavioral elements using a comprehensive ethogram
adapted from several ethograms of chimpanzee behavior and chimpanzee tool use [19,
39]. This comprehensive ethogram includes a total of 59 chimpanzee behaviors (Tool
Making: n = 6; Tool Use: n = 30; Non-Tool Behaviors: n = 23). These elements are
combined flexibly into techniques (e.g., wrist assisted probe), and these techniques may
be contextually relevant tomaximize termite fishing success. Each row of data represents
a single behavioral element from a single chimpanzee in a single video, and includes data
on the start time, body position, hand use, and other body parts utilized in the action.
Start time for each behavioral element is recorded to the nearest quarter-second, and
behavioral elements are considered to be mutually exclusive, meaning the start time of
a particular behavioral element is also the end time of the previous one. This leads to a
sequence of behavioral elements for each chimpanzee within each video, with each line
representing only a single behavior, which demonstrates how the chipmanzees chain
behaviors through time while using tools to termite fish. Subjects in this study generally
exhibited between 20 and 60 behavioral elements per minute, with adults utilizing more
behaviors than juveniles or infants on average.

All videos were coded by T. Andres-Bray. Fifteen of the 87 videos were also coded
by a second observer to establish interrater reliability using Cohen’s kappa [40]. The
second observer underwent a period of training via co-coding with the primary observer
before coding videos independently. Interrater reliability for all behavioral elements was
κ = 0.773, which is considered very high [41].

2.3 Epistemic Network Analysis

We used Epistemic Network Analysis (ENA) [32] with the aid of the ENA Web Tool
(version 1.7.0) [42] to analyze combinations of behavioral elements. Units of analysis
were defined as all lines of data associated with a single chimpanzee age class subset
by subject ID and video number. For example, a single unit in this study was all lines of
data for the adult chimpanzee “Subject 1” from Video 1.

The ENA algorithm uses a moving window to construct a network model for each
line in the data, showing how codes are connected within a recent temporal context [43].
In this case, the moving window for a particular line included that line and the 3 previous
lines, within a given conversation (this window length was determined appropriate for
self-referential tool use behaviors over time, as previous research has found termite
fishing tool use in chimpanzees consists of combinations of approximately elements
[19]). In this case, the conversation is defined as all lines of data for a given subject in a
given video (e.g., all behavioral elements used by Subject 1 in Video 1). The resulting
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networks are aggregated for all lines for each unit of analysis in the model. In this model,
we aggregated networks using a binary summation in which the networks for a given
line reflect the presence or absence of the co-occurrence of each pair of codes.

Our ENA model included the following behavioral elements:

• ToolMaking: 1) Reshape, using hand to straighten brush fibers of the tool; 2) Reduce,
using hand or teeth to remove parts of the tool; and 3) Fray Bite, using teeth to create
brush tip at the distal end of the tool.

• Tool Use: 1) Probe, inserting a tool into the mound; 2) Oscillate, moving the tool back
and forth repeatedly within the mound; 3) Extract, remove the tool from mound; 4)
Eat fromTool, consuming termite from the tool; 5) andWrist Help, using the opposite
wrist to guide tool to their mouth.

• Non-Tool: 1) Scratch Ground, using a finger to prepare an area for probing; and 2)
Scan, visually search the surrounding area, typically considered vigilance behavior.

The ENA model normalized the networks for all units of analysis before they were
subjected to a dimensional reduction, which accounts for the fact that different units of
analysismayhave different amounts of coded lines in the data. For the dimensional reduc-
tion, we used a singular value decomposition, which produces orthogonal dimensions
that maximize the variance explained by each dimension [36].

Networks were visualized using network graphs where nodes correspond to the
codes, and edges reflect the relative frequency of co-occurrence, or connection, between
two codes. The result is two coordinated representations for each unit of analysis: (1) a
plotted point, which represents the location of that unit’s network in the low-dimensional
projected space, and (2) a weighted network graph. The positions of the network graph
nodes are fixed, and those positions are determined by an optimization routine that
minimizes the difference between the plotted points and their corresponding network
centroids. Because of this co-registration of network graphs and projected space, the
positions of the network graph nodes—and the connections they define—can be used
to interpret the dimensions of the projected space and explain the positions of plotted
points in the space. Ourmodel had co-registration correlations of 0.99 (Pearson) and 0.99
(Spearman) for the first dimension and co-registration correlations of 0.99 (Pearson) and
0.98 (Spearman) for the second. These measures indicate that there is a strong goodness
of fit between the visualization and the original model.

3 Results

3.1 Age Class Comparison

Figures 2, 3, and 4 show connections between behavioral elements in the ENAmodel for
Infants, Juveniles, andAdults respectively. The age class unitmeans are shown as colored
squares (Infants: blue, Juveniles: purple, Adults: red). The strength of the connections
for each age class is shown by the thickness of the lines (See Figs. 2, 3, and 4).
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Fig. 2. Epistemic network of infant behavioral elements. This figure shows the connections
between behavioral elements (circles) for infant chimpanzees. Stronger connections are repre-
sented by thicker lines. Variance explained by the x-dimension = 32.2%, Variance explained by
the y-dimension= 14.7%. Squares represent unitmeans for each age class: infants (blue), juveniles
(purple), and adults (red).

Fig. 3. Epistemic network of juvenile behavioral elements. This figure shows the connec-
tions between behavioral elements (circles) for juvenile chimpanzees. Stronger connections are
represented by thicker lines. Variance explained and unit means are the same as Fig. 2.
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Fig. 4. Epistemic network of adult behavioral elements. This figure shows the connections
between behavioral elements (circles) for adult chimpanzees. Stronger connections are represented
by thicker lines. Variance explained and unit means are the same as Fig. 2.

The unit mean for Infants is pulled to the left in the space because of a triad of
stronger connections between probe-oscillate-extract. This combination appears to be
a modification of the prototypical probe-extract technique. Infants also have a stronger
connection between wrist help and both probe and extract compared to Juveniles and
Adults, indicating potentially more frequent use of the wrist help behavior (Table 1).
The stronger connections between probe-oscillate-extract and the comparably strong
connection with wrist help may indicate infants focus on a few specific combinations as
they learn how to fish for termites. This fits with anecdotal evidence from our videos.
The two infant subjects often employ fewer behavioral elements per video and perform
these elements for longer. Additionally, they would repeat the same technical sequences
of probe-extract or probe-oscillate-extract even if previous attempts were unsuccessful,
suggesting they may not have completely mastered the techniques or perhaps are not
experienced enough to know what other elements to employ to improve success rate.

Juveniles, on the other hand, maintain a stronger connection between probe and
extract but lack the comparably strong connection with oscillate seen in Infants (Fig. 3).
Additionally, while Juveniles have a comparably weaker connection between wrist help
and both probe and extract, they show a stronger connection between probe and scratch
ground than seen in Infants (See Table 1). This may indicate that with more experience,
chimpanzees participate more in non-tool behaviors during termite fishing. As chim-
panzees grow older, they may learn additional behavioral elements, like scratch ground,
that do not involve the tool but can be combined with tool using elements to increase
success. The juveniles in this study were generally more successful at termite fishing
compared to infants. They tended to default to a scratch ground-probe-extract pattern
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but would be more willing than infants to adjust non-tool behaviors when unsuccessful.
Anecdotally, if juveniles were unable to acquire termites, they would relocate or acquire
a new tool rather than adjust their tool-use technical combinations.

The Adult mean is pulled to the right due to stronger connections between scratch
ground and scan (Fig. 4). This connection strength is twice as strong in Adults than in
Juveniles, and over fifteen times stronger than in Infants (See Table 1). The connection
between scratch ground and scan could be due to adults using periods between termite
fishing bouts to prepare the mound and keep an eye on other chimpanzees, given that
adult females are generally present at mounds with young infants. Additionally, while
the connection between probe and extract was approximately half as strong in Adults
as compared to Infants and Juveniles, Adults have more varied, moderate connections
among all of the behavioral elements (Fig. 2c) (Table 1). This could indicate that Adults,
who have more experience termite fishing, may have a greater understanding of the
context in which these different behavioral elements are useful and therefore employ
them more precisely and flexibly. For example, Subject 1, who is an older adult female
and prolific tool user, frequently multitasks with tool use and non-tool use techniques
to acquire chimpanzees. She would switch frequently between probe-extract, probe-
oscillate-extract, and picking termites directly off of the mound. When unsuccessful,
she would modify the tool by reshaping the fibers or re-fraying the brush tip rather than
seek out a new tool or location like juvenile chimpanzees, potentially suggesting an
understanding of elements that can improve fishing success.

Table 1. Connection Strength Between Behavioral Elements. This table shows line weights
for dyads of the behavioral elements (codes) from the ENA model where at least one of the three
age classes had a connection value greater than 0.15.

Behavioral Dyads Infant Value Juvenile Value Adult Value

Extract-Eat from Tool 0.05 0.16 0.10

Extract-Scan 0.11 0.15 0.04

Oscillate-Extract 0.34 0.13 0.16

Probe-Eat from Tool 0.06 0.18 0.06

Probe-Extract 0.54 0.55 0.31

Probe-Oscillate 0.33 0.17 0.15

Probe-Scratch Ground 0.01 0.23 0.16

Probe-Wrist Help 0.22 0.02 0.09

Reshape-Extract 0.21 0.09 0.12

Reshape-Oscillate 0.20 0.01 0.04

Reshape-Probe 0.19 0.08 0.14

Scratch Ground-Scan 0.02 0.13 0.31

Wrist Help-Extract 0.17 0.02 0.08
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3.2 Behavioral Flexibility in ENA

Variation in connection strength between behavioral elements in the ENAmodel has the
potential to be a useful measure of behavioral flexibility, as the strength of connection
between behavioral elements is related to the frequency that those elements appear in the
same moving window. An unbalanced model would indicate less flexibility as members
of that age class would rely on a smaller number of technical combinations, while a
more balanced model would indicate greater flexibility through the more varied use of
different technical combinations.

Figure 5 compares the asymmetry in the models for all three age classes using 18
dyadic connections between behavioral elements. These dyads are all connections where
at least one age class had a connection value of 0.05 or greater. These dyads were ranked
from strongest to weakest connection within each age class and plotted to show the
different models’ asymmetry in connection strength. Thus, the dyad ranked 7 for Adults
is not necessarily the same behavior pair as it is for Infants and Juveniles; rather, it is
whichever dyad is the 9th strongest connection within each age class.

Adults had a more balanced model compared to both Juveniles and Infants (See
Fig. 5). This suggests that Adults have more varied combinations of behavioral ele-
ments, which may imply that Adults utilize more flexible termite fishing techniques.
Compared to Infants, the Juvenile model shows more diverse, though often less heavily
weighted, connections across behaviors (See Fig. 5). This suggests infant chimpanzees
show high flexibility with a limited number of behavioral elements, possibly as they
vary combinations in a “guess-and-check” method. This is followed by a period of low
flexibility where adolescent chimpanzees have a few techniques, with strong focus on
those combinations. Finally, adult chimpanzees have had time to observe or innovate
behavioral elements, and more experience in using more combinations, and this may
explain the greater variation in moderate strength connections seen in Fig. 5.

Fig. 5. Change in connection strength from strongest to weakest connections. This figure shows
the diversity of different types of behavioral connections in each model by showing the connection
values between behavioral elements in decreasing order within each age class. Note that the top
ranked connection for adults is not necessarily the same as the top ranked connection for juveniles
or infants, etc. (Table 1).
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4 Discussion

Behavioral flexibility is an important trait that can aid organisms in accessing novel
resources or survive in novel habitats [4, 7]. This trait becomes increasingly important
as humans continue to alter natural habitats, as behavioral changes can occur faster
than genetic adaptations to changing environments. Tool use is an important flexible
behavior for chimpanzees, as it can be used to access nutrient-rich food items like social
insects and can generalize strategies to acquire different resources [7]. The results of
this study demonstrate that ENA is a valuable tool for quantifying behavioral flexibility
in non-human animals and making behavioral comparisons.

The ENA model in this study was able to visualize differences in the ways chim-
panzees of different age classes combined the same behavioral elements. These results
suggest that Adults have a greater flexibility in the combinations of behavioral elements
utilized to fish for termites, while both Infant and Juvenile chimpanzees show strong
preferences for simpler, prototypical combinations (e.g., probe-extract). This is consis-
tent with prior research which has shown: 1) a long developmental period required to
master the different behavioral elements associated with tool use and to further combine
them in functional sequences, and 2) the pattern of acquiring simpler combinations first
before more complex patterns [44–46]. More varied analyses are needed to confirm this
pattern, including an analysis of tool success and the sequential combinations of tools,
but ENA has shown it is able to provide useful visual and conceptual information about
chimpanzee tool use in Mbam & Djerem National Park, Cameroon.

There are several important drawbacks to ENA that are important to highlight in the
context of this study. The model created here was limited to 10 behavioral elements,
which is roughly one-sixth of the total behaviors present in the ethogram used in this
project. More than 15 elements becomes cumbersome to visualize with ENA, and thus
this analysis may miss out on some rare behavioral elements that could contribute to
behavioral flexibility. Further, ENA can only show connections between pairs of behav-
ioral elements and is unable to show if those combinations have directionality (e.g.,
probe&#xF0E0;extract vs. extract&#xF0E0;probe). The sequence in which behavioral
elements are utilized is an important part of tool use, and modeling methods that account
for sequence (like Ordered Network Analysis [47]) may also be useful for this type of
research.

However, ENA remains a powerful untapped analysis for non-human animal behav-
ior research. Some of the greatest benefits of ENA include its flexibility and visualization
ability.With enoughmetadata, ENAcan easilymodel andvisualize comparisons between
awealth of topics. In addition to age class comparison, ENA could be utilized to examine
differences between different populations, sexes, tool characteristics, temporal or spatial
locations, mound characteristics, and more. All of these potential topics could improve
our understanding of factors that influence behavioral flexibility by providing a way to
quantify flexibility and can ultimately benefit chimpanzee conservation. This could be
particularly potent for long-term chimpanzee study sites (e.g., Goualougo Triangle [23],
Gombe [45], or Ngogo [48]) that have a wealth of demographic and ecological data and
also utilize behavioral videos. ENAwould be an effective tool to compare behavioral pat-
terns and behavioral flexibility between these well-known and well-studied chimpanzee
communities.
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Abstract. This research examines how speakers use language to motivate their
audiences through an analysis of 15 Harvard University commencement speeches
from 2007 to 2021. Motivating language theory classifies the data and interprets
the result as a theoretical framework. This study modeled the language patterns
employed by the speakers using Epistemic Network Analysis (ENA) and com-
pared the ENA network model based on gender and time. Results indicate that
meaning-making language serves as a dominant approach tomotivating audiences.
Particularly, the speakers mainly employed personal anecdotes or enlightenment,
knowledge related to their own experience, and suggestion language to imply
specific actions or ideas. Additionally, the differences in motivational language
patterns between male and female speakers and between older and more recent
speeches were found. These findings could help organizational leaders, who must
communicate or speak to employees, motivate them to commit and engage with
their work.

Keywords: Motivating Language · Commencement Speech · Epistemic
Network Analysis (ENA)

1 Introduction

The language is employed by leaders in communicating with followers plays a vital role
in leadership since it possesses the potential to influence the followers’ attitudes and
behaviors [1]. The leader’s views andwisdomcanbe strategically conveyeddependingon
the language used, and so the language effectively encourages and inspires the followers
[2]. Motivated workers are more likely to be engaged and productive on the job, which
can result in enhanced performance and job satisfaction [3, 9]. Therefore, fostering
individuals’ motivation to engage in actions with enthusiasm via the language leaders
use is considered a pivotal element in achieving good organizational management [2].

1.1 Motivating Language Theory

Motivation language theory explains how language use can significantly affect the moti-
vation and behavior of individuals [1]. This theory asserts that motivational language

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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plays a crucial role in fostering an environment that either increases or decreases themoti-
vation of employees within an organization [6], increasing employees’ job satisfaction
and enhancing their quality of work life [7]. According to motivational language theory,
motivational languages are classified into three languages: direction-giving language,
empathetic language, and meaning-making language [9].

Firstly, direction-giving language is a language that decreases confusion by clearly
presenting directions and guidelines linked to the jobwhile an organizationmember does
their job. It functions as a compass, informing members of the organization about their
location and direction while doing their jobs [9]. This sort of leader talk demonstrates
clarity of purpose and objective, influencing factors, considerations, problem-solving
strategies, and previous work methods [8].When leaders communicate a strategic essen-
tial in direction-giving, employees understand what must be done, including processes,
time frames, and projected rewards [10].

Next, empathic language is used to boost employee morale by showing interest in,
encouraging, and praising them [1]. This language demonstrates a leader’s humanity
and goes beyond a normal connection with employees [10]. A leader can engage in an
empathetic conversation when he or she acknowledges or praises an employee’s efforts
or is sympathetic to the employee’s difficulties. For instance, praise for achievement or
effort, interest in individuals, and words promoting individual growth, for example, are
all included [9]. Furthermore, language expressions expressing the leader’s emotions
may be incorporated since the language that can generate emotional disturbance in the
employees may be included.

Lastly, meaning-making language recognizes the organization’s culture, values, and
expectations of members of the organization [1]. This type of language also conveys
the meaning of work to validate employees’ sense of self-worth and reinforce their
commitment to the organization’s goals. This type of language can be informal, for
example, when referring to personal experiences, values, and wisdom [9]. If direction-
giving language corresponds to “what” as a language that gives goals or directions,
meaning-making language might be said to correlate to “why”.

1.2 Gender Differences in Motivating Language

Numerous studies have investigated in depth the distinctions between female and male
speech and language usage. These studies cover a range of research domains, from
examining the language itself [11] to concentrating on communication styles [12, 13]
and comparing the leadership styles of various leaders based on gender [14].

For instance, research into the differences in communication patterns between men
and women has revealed that men tend to communicate with the goal of task completion
in mind, using objective and direct language. In contrast, women prefer communication
that focuses on establishing relationships with others and frequently employs emotional
language [13]. In addition, research focusing on leaders in organizational contexts has
revealed that male leaders are more likely to engage in conversations centered on goal
achievement and performance outcomes. On the other hand, female executives empha-
size conversations thatmotivate employees and result in perception shifts [14]. Therefore,
this study also examined how the languages used in motivational speeches conducted to
the public differ by gender.
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1.3 The Use of Language in the Changing Times

Research investigating the evolution of language usage across time is being undertaken
in diverse academic disciplines, including linguistics, political science, and leadership
studies. The correlation between shifts in language usage and alterations in culture,
society, and organization is a significant factor to consider.

In the field of linguistics, Pillar [15] has shown the transformations that have occurred
in speech and language usage across different historical periods and cultural contexts.
Chilton [16] conducted a study in political science wherein the researcher investigated
the dynamic relationship between language and politics by analyzing political discourse.
The study specifically focused on examining the shifts and transformations in language
usage within speeches. Furthermore, within the realm of leadership, there has been a
notable focus on examining leaders’ language use and communication within organiza-
tions, particularly considering technological advancements and organizational transfor-
mations [17]. As such, the researcher concluded the change of language usage across
time necessitates an investigation of the temporal variations in the motivating language
in commencement speeches as well.

1.4 Purpose of Study

The study aims to explore leaders’ language patterns for strategic speech delivering
a valuable message to the public for motivation through ENA using the motivating
language theory as a framework. Through an examination of 15 Harvard University’s
commencement speeches from 2007 to 2021, this study seeks to discover how speakers
utilize language to effectively inspire and motivate audiences. In addition, the purpose
of this research is to examine the differences in patterns of language based on gender
and time of speech.

2 Method

2.1 Data Sources

The commencement speech is a collection of leaders’ substantial and meaningful moti-
vating languages to share their stories from their life experiences, explain what they
learned from failures and struggles, and make graduating students inspire to reflect on
the direction andmeaning of life [4]. Commencement speeches are given by well-known
speakers among the graduates, including journalists, artists, entrepreneurs, and politi-
cians, who provide advice as seniors to juniors who graduate from university and plan
their careers in society. Mainly, speakers devote significant effort to preparing flawless
speeches. For instance, in the case of Bill Gates’ commencement speech in 2007, he
wrote it for six months and revised it six times to finish it [5].

Particularly, Harvard University invites commencement speakers who are always
in the spotlight worldwide, namely world leaders. Thus, the Harvard commencement
speech is incredibly enlightening and moving for students and the public, who value
speakers. For example, influential media outlets compete to extract and introduce com-
mencement speechmessages; books aremade by gathering graduation speeches; famous



176 Y. Seol

speeches are extensively disseminated on the Internet. For these reasons, the data used
in this study was Harvard communication address manuscripts of 15 speakers from 2007
to 2021. The following Table 1 indicates the sample.

Table 1. Sample.

The number Year Speaker Gender Occupation

1 2007 Bill Gates Male Businessman

2 2008 J.K. Rowling Female Artist

3 2009 Steven Chu Male Scholar

4 2010 Jimmy Tingle Male Artist

5 2011 Amy Poehler Female Artist

6 2012 Fareed Zakaria Male Journalist

7 2013 Oprah Winfrey Female Artist

8 2014 Sheryl Sandberg Female Businessman

9 2015 Natalie Portman Female Artist

10 2016 Steven Spielberg Male Artist

11 2017 Mark Zuckerberg Male Businessman

12 2018 U.S. Rep. John Lewis Male Politician

13 2019 Angela Merkel Female Politician

14 2020 Martin Baron Male Journalist

15 2021 Ruth J. Simmons Female Scholar

2.2 Coding

In the coding phase, the data was segmented into sentences, resulting in a dataset con-
taining 2,271 sentences that were then evaluated. The researcher employed an induc-
tive coding approach to identify and extract semantic units, determining ten codes.
Subsequently, the codes were classified into three distinct categories of motivational
language—direction-giving language, empathetic language, and meaning-making lan-
guage [1]. Consequently, multiple deliberations with a fellow researcher established and
enhanced a codebook.Afterward, the final coding for each data linewas established using
a social moderation procedure [20]. Two raters independently coded all lines according
to the prepared codebook and achieved consensus (Table 2).
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Table 2. Codebook.

Categories Codes Definition Examples

Direction-giving language Suggestion Suggesting to the listener to
behavior or think or change

Trust yourself; you know what
you should do

Public Confidence Stating personal previous
achievements or quotes from
prominent persons to enhance
public confidence on his or her
statement

Philip Randolph said, “we are all
in the same boat now” and we
must look out for each other and
care for each other”
From that moment, I worked day
and night on this little extra credit
project that marked the end of my
college education and the
beginning of a remarkable
journey with Microsoft

Question Using the tone of a question as a
means of emphasizing something
or evoking interest, not as a
question requiring a specific
answer

So why do I talk about the
benefits of failure?

Repetitive Words Repeating similar forms of words
or phrases or sentence structures

As long as they have fewer and
narrower educational
opportunities, as long as they
must fear for their safety every
moment of every day of their lives

Empathetic language Metaphors Explaining a phenomenon or
thing in comparison to another
similar phenomenon or thing
without directly explaining it

If you’re constantly pushing
yourself higher, higher the law of
averages not to mention the Myth
of Icarus predicts that you will at
some point fall

Inclusive We Using first-person plural
pronouns (we, us, ours,
ourselves), including a speaker
(1st) and audiences (2nd person
pronouns)

We do not need magic to change
the world, we carry all the power
we need inside ourselves already:
we have the power to imagine
better

Emotive Language Using a language with words that
reflect emotions rather than
objective facts or reasoning

It could be exhilarating,
intimidating, sometimes even
discouraging, but always
challenging

Meaning-making language Personal Anecdotes Sharing personal experiences or
memories

Because, like most of you, I
began college in my teens, but
sophomore year, I was offered my
dream job at Universal Studios, so
I dropped out

Wisdom Mentioning a thoughtful and
insightful way to make beneficial
and correct decisions and
judgments in thinking and acting
in life

Failure is just life trying to move
us in another direction

Knowledge Mentioning structured
information from learning and
experiencing

In 1980, the number of countries
that were growing at 4 percent a
year—robust growth —was
around 60
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2.3 Epistemic Network Analysis

The researcher utilized Epistemic Network Analysis (ENA), which is a tool to analyze
qualitative data statistically and provide visualized network models [18]. ENA models
relational patterns between codes by showing network graphs based on the weighted
connection derived from code co-occurrence [19]. Additionally, ENA specializes in a
comparative analysis between different results in a set of networks [19]. In a network
graph obtained through ENA, nodes represent codes, and lines connecting nodes rep-
resent the relationship between codes. The more frequently codes and the relationship
between codes appear in the data, the thicker the line and the bigger the node.

As for the ENA parameters, the speaker was defined as the unit of analysis, and
an infinite moving window was utilized to model the connections between the codes.
Since this is not a conversation but rather a speech delivered at a specific time during the
commencement ceremony, the infinite moving window was chosen for data analysis. In
this sense, the researcher interpreted that the speech was connected from the beginning
to the end of the data because the speaker’s arguments or contents were well-structured
and meticulously prepared.

3 Result

3.1 Descriptive Findings

Fifteen speakers’ speeches from 2007 to 2021 containing a total of 2,271 lines were
analyzed. There were eight men and seven women, accounting for 53.2% and 46.8%
of the dataset, respectively. There were seven speeches from 2007 to 2013 that were
relatively old, accounting for 39.9% of the total data, and eight speeches from 2014 to
2021 that accounted for 60.1%. As for the occupations, Artists accounted for the most,
with six, and 35.9% of the total utterances. Businessmen are three represented 26.8%,
making them the second largest (Table 3).

Table 3. Descriptive Summary.

The number of speeches The number of utterances Percentage (%)

All Speech 15 2,271 100

Male 8 1,209 53.2

Female 7 1,062 46.8

Old (2007–2013) 7 907 39.9

Recent (2014–2021) 8 1,364 60.1

Artist 6 815 35.9

Businessman 3 608 26.8

Journalist 2 337 14.8

Politician 2 255 11.2

Scholar 2 256 11.3
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3.2 Overall Network Model

First, the researcher examined the leaders’ speaking patterns as disclosed in the entire
speech. PERSONAL ANECDOTES was the most crucial codes. PERSONAL ANEC-
DOTES and SUGGESTION had the strongest association, and two connections showed
the second strongest relationship equally with a connection value of 0.22: PER-
SONALANECDOTES and PUBLICCONFIDENCE, PERSONALANECDOTES, and
KNOWLEDGE. The model’s X axis represents variance (or SVD1) at the value of
36.3%, whereas the Y axis represents SVD2 at the value of 23.5%. Both the Pearson
and Spearman correlations between the x and y axes in the model were 1. According
to these metrics, the visualization closely matches the source model, indicating a strong
goodness of fit (Fig. 1).

Fig. 1. ENA Networks for all speech.

3.3 Comparison of Group Network Models

Afterward, the researcher compared any differences in group models based on gender
and time. The entire dataset was categorized by gender into men and women. Seven
speeches from2007 to 2013were categorized asOld, while eight from2014 to 2021were
categorized as Recent. Consequently, the subsequent analysis centered on comparing the
male and female graphs (see Fig. 2) and the Old and Recent graphs (see Fig. 3).
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Male and Female Speeches. The line between KNOWLEDGE and PERSONAL
ANECDOTES is the strongest in the males, followed by the line between KNOWL-
EDGE and SUGGESTION. In contrast, the strongest line in the women’s group graph
was between PERSONAL ANECDOTES and METAPHOR, and the second strongest
relationship was between PERSONAL ANECDOTES and SUGGESTION. Upon com-
bining the group models and examining the graph depicting significant differences
between groups as opposed to the characteristics of each group, the male group was rel-
atively more prominent in the characteristics mentioned above. In particular, the female
group demonstrated relatively strong connections to PERSONALANECDOTES, EMO-
TIONAL LANGUAGE, and MATAPHOR. In this regard, ENA showed statistical dif-
ferences between male and female groups. On the X axis (MR1), a Mann-Whitney test
revealed that Male (Mdn = -1.07, N = 8) differed significantly from Female (Mdn =
0.99, N = 7 U = 4.00, p = 0.00, r = 0.86) at the alpha = 0.05 level.

(a) (b)

(c)

Fig. 2. ENA networks comparison based on gender. The upper left graph (a) is males’ network
model. The upper right graph (b) is females’ network model. Below graph (c) is a subtracted
network demonstrating the major differences between two groups.

Old and Recent Speeches. The graph (a) illustrates that the old model has a signif-
icant association between PERSONAL ANECDOTES and PUBLIC CONFIDENCE
and KNOWLEDGE, whereas the graph (b) demonstrates that the recent model has
the strongest association between PERSONAL ANECDOTES and SUGGESTION. In
recent speeches, the relationship between PERSONAL ANECDOTES, REPETITIVE



Examining Motivating Language in Commencement Speeches 181

WORDS, and SUGGESTION was more apparent than in earlier speeches. A Mann-
Whitney test along the X axis (MR1) revealed that Old (Mdn = -0.18, N = 7) was
statistically substantially different from Recent (Mdn= 0.68, N= 8 U= 9.00, p= 0.03,
r = 0.68).

Fig. 3. ENA networks comparison based on time. The upper left graph (a) is the old speeches’
network model. The upper right graph (b) is the recent speeches’ network model. Below graph (c)
is a subtracted network demonstrating the major differences between two groups.

4 Discussion

This research investigated motivational language patterns of prominent individuals in
diverse fields at Harvard University Commencement speeches to learn more about the
language these speakers use to inspire and encourage their audiences. Furthermore, this
study analyzed how language patterns vary concerning speakers’ gender and the time of
day they speak.

4.1 Leaders’ Motivating Language

When leaders wanted to motivate graduates and the public through graduation speeches,
themost commonmethodwas to describe their experiences andmemories. Additionally,
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the most frequently employed language was suggestion to change audiences’ thoughts
or behaviors. The subsequent examples illustrate this point in detail.

• J.K. Rowling [Personal Anecdotes-Suggest]: “Now you might think that I chose my
second theme, the importance of imagination, because of the part it played in rebuild-
ing my life, but that is not wholly so. Though I personally will defend the value of
bedtime stories to my last gasp, I have learned to value imagination in a much broader
sense.”

Furthermore, to give the public confidence in their own experiences, ideas, and
arguments, leaders frequently spoke of their accomplishments.

• Oprah Winfrey [Personal Anecdotes-Public Confidence]: “And in 1986 I launched
my own television show with a relentless determination to succeed at first. I was
nervous about the competition and then I became my own competition raising the bar
every year, pushing, pushing, pushing myself as hard as I knew. Eventually we did
make it to the top and we stayed there for 25 years.”

In addition, leaders frequently connect their experiences with knowledge, includ-
ing relevant information, significant events, and trends. For instance, it was a method
of disseminating information to the public, consisting of an explanation of why he or
she did it and an explanation of what he or she did.

• Steven Spielberg [Personal Anecdotes-Knowledge]: “My own desire to confront that
reality compelledme to start, in 1994, theShoahFoundation.Andwe’re nowgathering
testimonies from genocides in Rwanda, Cambodia, Armenia, and Nanking. Because
we must never forget that the inconceivable doesn’t happen? it happens frequently.”

4.2 Male and Female Leaders’ Motivating Language

More frequently than female leaders,male leaders referred to their fact-based knowledge.
Along with acquiring knowledge, there was a propensity to assert one’s own opinions
and to relate personal experiences to the acquired information. In contrast, female leaders
were more likely than male leaders to share their personal experiences. It was affirmed
that they used metaphorical language when describing their experiences, as well as
more emotional than factual language. In this regard, both male and female leaders
mainly use Meaning-making language. However, it was also found that men use more
Direction-giving language, while women tend to use Empathic language more.

• Mark Zuckerberg [Male: Knowledge-Personal Anecdotes-Suggestion]: “But today,
technology and automation are eliminating many jobs. Membership in communities
is declining. Many people feel disconnected and depressed, and are trying to fill a
void. As I’ve traveled around, I’ve sat with children in juvenile detention and opioid
addicts, who told me their lives could have turned out differently if they just had
something to do, an after school program or somewhere to go. To keep our society
moving forward, we have a generational challenge—to not only create new jobs, but
create a renewed sense of purpose.”

• Sheryl Sandberg [Female: Personal Anecdotes-Emotional Language-Metaphors]:
“My marriage fell apart within a year, something that was really embarrassing and
painful at the time. And it did not help that so many friends came up to me and said, “I
never knew that I Never thought that was going to work” or “I knew you two weren’t
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right for each other” No one had managed to say anything like that to me before I
marched down an aisle when it would have been far more useful.”

4.3 Old and Recent Leaders’ Motivating Language

The difference in the language pattern between old and recent speeches was also promi-
nent. In relatively recent years, leaders have used more direct language that suggests
action or thought specifically as well as repeats the same sentence structure multiple
times to emphasize meaning delivery. This characteristic was confirmed as well in the
2019 speech given byAngelaMerkel. In this regard, it has been demonstrated that leaders
are more likely to use direction-giving language today than in the past.

• Angela Merkel [Recent: Personal Anecdotes-Suggestion-Repetitive Words]: “As fed-
eral chancellor, I often have to ask myself, am I doing the right thing? am I doing
something? Because it isn’t right? Or simply because it is possible.” That is some-
thing you two need to keep asking yourselves. And that is the third thought I wish to
share with you today. Are we laying down the rules for technology or is technology
dictating how we interact? Do we prioritize people as individuals with their human
dignity and all their many facets?”

• J.K. Rowling [Old: Personal Anecdotes-Wisdom-Metaphor]: “Such knowledge is
a true gift, for all that it is painfully won, and it has been worth more than any
qualification I ever earned.”

4.4 Conclusion

During commencement speeches, speakers often use language that imbues meaning to
motivate and inspire their audiences. The speakers emphasized the credibility of their
thoughts and arguments, employing personal anecdotes, highlighting their achievements,
and establishing their validity by connecting pertinent material to their statements. Fur-
thermore, it is recommended that the audience engage in proactive action or introspec-
tion regarding the subject matter in subsequent instances, drawing upon their personal
encounters.

Female speakers employed a more significant amount of visceral and metaphorical
language in comparison to their male counterparts. In recent years, there has been a
shift in the content of leaders’ motivating speeches, with an increased emphasis on
meaning-making language. However, it is observed that leaders are today adopting a
higher frequency of direction-giving language, characterized by exact expression and
repeated emphasis on their points, compared to previous periods.

4.5 Implications

This research showed how Harvard commencement speakers use language to motivate
their audiences. The findings of this study have the potential to contribute to our com-
prehension of language usage patterns, as well as the disparities in language between
genders and throughout different time periods.

Primarily, it is crucial for leaders to underscore to employees the importance and
worth of their work, along with the desired values of the organization. In essence, it
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would be advantageous for the leaders to articulate the reasons behind the significance
and value of this endeavor, employing language that facilitates the creation of meaning
[1, 9]. The method could encompass various approaches, such as the leaders providing
a detailed account of their personal experiences, employing metaphoric expressions
to draw parallels with other objects or situations, offering supplementary explanations
rooted in relevant knowledge, or utilizing wise words to prompt employees to reassess
the intended meanings subtly. Furthermore, the persuasiveness of leaders’ arguments
was enhanced when they effectively linked the knowledge and suggestions to their own
personal experiences.

It is essential to utilize language that highlights the significance of a particular con-
cept and that underscores specific obligations or guidance [9]. In addition, it can be
beneficial to augment one’s achievements that substantiate the significance and cred-
ibility of the subject matter a leader intends to communicate, drawing upon personal
expertise and insights or referencing the statements of esteemed individuals who have
achieved notable accomplishments. The assertion made by a leader can be reinforced by
demonstrating that several individuals have achieved recognized triumphs and accom-
plishments by pursuing their desired values, so enhancing employees’ confidence. Fur-
thermore, while highlighting the importance or worth of work, effectively conveying the
specific actions that employees ought to undertake and explicitly suggesting them can
serve as an efficacious approach to foster a more realistic work drive.

In addition, consistent with the findings of Moran [14], as discussed earlier, this
study’s findings corroborate the notion that there is gender-based differences in the
language spoken by leaders. There is a tendency for men to employ language that is
grounded in factual knowledge or information, whereas women tend to utilize language
that is comparatively more emotive and metaphorical. Thus, the result of this study
implies when male leaders endeavor to apply a greater degree of emotional language,
they might expect to elicit a higher frequency of favorable talks as a means of inspiring
their colleagues. In contrast, it is anticipated by female leaders that employing goal-
oriented language, along with a comprehensive understanding of the subject matter
they seek to challenge, may facilitate their ability to engage in discussions with male
subordinates effectively.

Lastly, the result of this study, like other research that has documented shifts in lan-
guage patterns over time [15–17], which reveal differences in language used between old
and recent speeches, could contribute to helping organizational leaders in understanding
of changing speech trends and crafting more contemporary and practical addresses. It
would helpmotivate employees by increasing the use of direction-giving language, char-
acterized by future-oriented suggestions of specific ways to practice and using repeated
exact expressions on their points.

4.6 Limitation and Future Study

The small sample size is a significant limitation of this study. The study utilized the
speeches of 15 individuals, indicating that it may have been limited to generalizing all
leaders’ motivating language in commencement. Next, the study data included only Har-
vard University graduation speeches, which can act as a limitation to the generalization
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of the research results because speakers are selected to reflect the culture or characteris-
tics of Harvard University. Furthermore, the target of the commencement speech is the
public and graduates. Therefore, speeches and conversations intended for employees for
specific objectives can be distinguished from those of word-wide leaders.

Thus, future research could also include speeches from other schools in addition
to those from Harvard University. By incorporating speeches from schools in differ-
ent regions, regional restrictions and specific cultural characteristics can be overcome,
resulting in more trustworthy research findings. Additionally, to observe the pattern of
motivational language use by company leaders, acquiring and analyzing data on the
languages spoken by company leaders could also be a future research direction.
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Abstract. Science communication, or the dissemination of scientific informa-
tion to public entities, allows science communities to share ideas, impact policy,
garner public support, and provide education. Recent calls have highlighted the
need to move beyond the dominant models of science communication towards
a model of explaining and viewing science communication as a form of social
meaning-making or culture. Viewing science communication as a culture requires
a systematic way to analyze and model the meaning-making to allow researchers
to understand better how effective science communicators interact with the public
to inform science communication training and education. We argue that quan-
titative ethnography (QE) and epistemic network analysis (ENA) are promising
methodologies and tools to analyze and model science communication culture
systematically. Our findings suggest that ENA networks can model how speakers
employ science communication techniques and their interactions, the differences
among speakers, and highlight how a speaker’s presentation may change over
time. Collectively, science communicators centered their TED Talks around the
audience, attending to the audience’s thoughts, feelings, and understanding of the
topic.

Keywords: Epistemic Network Analysis · Science Communication · TED Talk ·
Discourse

1 Introduction

Science and scientific advancements have played a critical role in the development of
most societies seen today. The discovery of the DNA structure by Rosalind Franklin,
James Watson, and Francis Crick changed molecular biology and modern medicine [1].
More recently, advancements inmachine learning technologies have created newavenues
for transportation, such as automated driving [2]. As scientific advances continue, so
does the need to understand how scientific information is disseminated to the public and
how effective science communicators communicate to public audiences. Dissemination
of scientific information to public entities allows science communities to share ideas,
impact policy through laws and social programs, garner public support for scientific
advancements, and educate others about the nature and limitations of science [3]. Over
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the past several decades, practitioners and scientists have debated how to frame best
practices in science communication, creating four prominent models to understand and
make sense of science communication that mainly focus on knowledge transfer [4, 5].
More recently, researchers have argued to move beyond the four dominant models of
science communication towards a model of explaining science communication as a form
of social meaning-making or culture [4]. Viewing science communication as a culture
requires a systematic way to analyze and model the culture of science communication
to allow researchers to understand how effective science communicators interact with
the public to inform science communication training and education.

The present study explores how epistemic network analysis (ENA) [6] can be lever-
aged as an exploratory tool to make sense of the different ways effective science commu-
nicators communicate. The research question addressed in this study is:How did the top
Science TED Talk speakers utilize communication techniques to create an experience
for their audience?

2 Background

2.1 Popularizing Science: TED Talks

TED (Technology, Entertainment, Design) Talks are one form of widespread science
communication produced by the American Canadian non-profit TED [7, 8]. Traditional
TED Talks are recorded as part of TED’s annual international conference consisting
of speakers from broad disciplinary fields, from medicine to politics to art, speaking
about their content expertise. The speakers’ presentations are video recorded and con-
verted into a digital format. Select TED Talk videos are publicly available under a Cre-
ative Commons license and streamed over multiple platforms, including TEDTalks.com,
YouTube,Netflix, and iTunes,which collectively receive over onemillion viewsdaily [9].
TEDTalks.com categorizes and tags each video available on its website, with TEDTalks’
most popular categories being technology, entertainment, design, business, science, and
global issues [7]. The popularization of TED Talks, particularly science TED Talks,
lends the opportunity to examine the videos as a form of popular culture, specifically
popular science culture.

2.2 Cultural Theories & Experiential Learning Theory

This study examines science communication as a form of culture, specifically popular
culture. Popular culture can be viewed as the practices, beliefs, or objects recognized
and consumed by a mass audience [10]. The framing of science communication as a
form of popular culture challenges the current notions of viewing science communi-
cation through a lens of knowledge transfer and towards a view of collective meaning-
making and significancewithin isolated experiences and over a continuumof experiences
throughout one’s life.
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One way to examine science communication as a form of culture is through con-
cepts of experience [4]. John Dewey’s experiential learning theory can be used as a
framework to understand how effective science communicators create an experience
for their audiences. According to Dewey’s experiential learning theory, an experience
encompasses interacting with a meaningful entity and an individual’s past and present
lived experiences [11]. Experiences are personal and unique; however, the entities with
which we have experienced are often shared in a social setting, such as through videos
or presentations [4], creating multiple independent experiences or truths.

3 Methods

This study used quantitative ethnography (QE) [12] and epistemic network analysis
(ENA) [13] to elucidate the culture of effective science communicators and how they
create experiences for their audiences. Video transcripts analyzed in this study were the
top tenmost viewed traditional TEDTalks tagged as “science” fromTEDTalks.com. Tra-
ditional TEDTalk videos were defined as videos that consisted of one speaker presenting
information to an audience for less than 30 min. Several of the topmost viewed science
TED Talk videos were excluded for not meeting the specified criterion, such as TED Ed
videos. Most (80%) of the top ten science TED Talk speakers are New York Times best-
selling authors, providing credibility for their effective science communicators status,
millions of views, and thousands of likes on the speakers’ TED Talk videos. Speakers’
verbal discourse and actions, such as displaying a picture on the screen or referencing
a prop, were transcribed using a combination of automated and manual transcription.
Transcripts were segmented into lines based on a pause in the speakers’ discourse or a
change in subject. For example, if a speaker paused or used a transition word such as
“so”, this denoted the end of the subject and a transition to the next idea. The segmented
data resulted in 591 lines.

Codes were developed using an inductive and deductive approach, deriving the codes
from the data itself [14] and cultural and experiential learning theories (Table 1). The
first author developed the codebook independently and hand-coded a randomly generated
data set that contained a third of the lines (199). A second coder independently coded the
test data set, and disagreements were mediated between the two coders. Cohen’s Kappa
was calculated for each code (Table 1), and the first author coded the remainder of the
dataset.

As a final step in coding, a researcher created a metadata column as a higher-order
segmentation [12] tomodel how the speakers created an experience for their audiences as
the talk progressed and changed sections. For each line, the metadata column indicated
the section of the talk (introduction, body, or conclusion). Sections such as the introduc-
tion, body, and conclusion are indicative of narrative or storytelling, techniques often
used to deliver scientific content to nonexpert audiences, the public [15]. The section
of the talk was determined by a change in the speaker’s content and delivery [16]. For
example, when transitioning to the conclusion, the speaker may summarize what was
previously said.
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Table 1. Codebook and Cade Validation

Codes (Cohen’s Kappa) Definition Example Utterance

Including Audience (0.94) Any instances of the speaker
addressing the audience, including
asking the audience questions,
talking to the audience, or using
you to speak to the audience. Does
not include instances when the
speaker uses you when talking
about the collective you

“Which I’m glad you liked, but
they did not like that at
all—silence on the phone. And into
the silence, I said, “I’d be happy to
speak at your school, but that’s not
a wellness week; that’s a sickness
week. You’ve outlined all the
negative things that can happen
but not talked about the positive.“

Connecting to Audience (0.95) Any instances of the speaker using
any personal information about
them or their thoughts, feelings,
beliefs, or past experiences to link
themselves and their experiences
to the audience and the current talk

“There are also really big
differences in how people think
about time. So here I have pictures
of my grandfather at different
ages. And if I ask an English
speaker to organize time, they
might lay it out this way, from left
to right. This has to do with
writing direction…”

Connecting Language (0.93) Any instances when the speaker
used language that connects to the
audience as if they belong to the
same group, such as the collective
we, us, or ours. Does not include
instances when the speaker uses,
we, us, you, or our when talking
about a specific group that does not
include the audience

“I am an energy being connected
to the energy all around me
through the consciousness of my
right hemisphere. We are energy
beings connected to one another
through the consciousness of our
right hemispheres as one human
family. And right here, right now,
we are brothers and sisters on this
planet, here to make the world a
better place. And in this moment,
we are perfect, we are whole, and
we are beautiful.”

Support Tools (0.96) Any instance when the speaker
uses support tools and mechanisms
to help deliver the message to the
audience, including when the
speaker references a support tool

Screen reads: “But Is Synthetic
Happiness Real?” - Graph of %
memory for owned Monet print of
controls (~90%) and patients with
amnesias (>50%)

Audience Response (0.97) Any instance of the audience
responding to the speaker,
including laughter, applause,
groans, gasps, or other
exclamations

“This is a fact -- or, as we say in
my hometown of Washington, DC,
a true fact. Laughter. Applause.”

The ENA [6] web tool was used to model the experience created by the top ten
most viewed science TED Talk speakers for their audiences. Researchers visualized
the co-occurrence of codes within a stanza using a sliding window [17] of five, which
included the line of interest plus the previous four lines. The stanza size was determined
by looking at the recent temporal context in the dataset, in which few speakers reference
information over four lines of data. Table 2 contains the ENA models’ parameters and
goodness of fit correlations.
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Table 2. ENA Model Parameters

Model one Model two

Unit of Analysis Speaker Speaker, Section

Conversational Unit Speaker Speaker

Moving Stanza Window Size 5 5

SVD1 variance 52.9% 35.5%

SVD2 variance 22.4% 24.3%

Pearson Correlation D1 1 1

Spearman Correlation D1 0.99 0.99

Pearson Correlation D2 0.98 0.99

Spearman Correlation D2 0.89 0.92

4 Results

4.1 Model 1

In the first ENAmodel, whichmodeled the discourse of all ten speakers, network analysis
findings revealed that speakers created experiences for their audiences by (a) using
support tools such as photos and including the audience in the speech and (b) connecting
to the audience through personal stories while eliciting an audience response such as
laughter.

4.1.1 Example 1: Support Tools to Include the Audience

The following excerpt highlights one speaker, Dan Gilbert, whose talk discusses the
ideas of generating synthetic happiness. Dan’s research examines the creation of happi-
ness through how we view lived events, either naturally occurring or through synthetic
generation. According to Dan, natural happiness is created when we achieve a goal or
receive a desired item, achieving what we expect or want to occur. In contrast, synthetic
happiness is generated from positive thoughts about an event that may have seemed
negative initially, such as becoming a paraplegic. In the following excerpt, Dan used
support tools, such as information displayed on a large screen for the audience to see,
to include the audience in his talk by directly addressing the audience.

Line Type Utterance

7 Talk Let’s see how your experience simulators are working. Let’s just run a quick
diagnostic before I proceed with the rest of the talk. Here’s two different futures
that I invite you to contemplate. You can try to simulate them and tell me which
one you think you might prefer. One of them is winning the lottery. This is about
314 million dollars. And the other is becoming paraplegic. Laughter

8 Media Screen reads “Pop Quiz.” – Below are two pictures, one of someone winning the
lottery and the other is someone in a wheelchair (paraplegic)

(continued)
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(continued)

Line Type Utterance

9 Talk Just give it a moment of thought. Laughter. You probably don’t feel like you
need a moment of thought

10 Talk Interestingly, there are data on these two groups of people, data on how happy
they are. And this is exactly what you expected, isn’t it? But these aren’t the
data. I made these up!

11 Media Screen reads, “You Passed!” – Below is a false graph showing the happiness of
lottery winners and paraplegics one year after the event – Lottery winners are at
60% while paraplegics are at 20%

In line 7, Dan poses an activity to the audience; he asks them to simulate an experi-
ence, to imagine if they would prefer to win the lottery or become a paraplegic. Here,
Dan directly addresses the audience by asking them to participate in a thought activ-
ity during his presentation actively. Next, (line 8) Dan used a support tool to display
the words “Pop Quiz” on the screen and used imagery to help the audience imagine
the “simulation” as they engaged in the activity. Dan continues to use support tools to
include the audience in his talk; for example, in line 11, Dan displays a graph on the
screen depicting the happiness of lottery winners and people with paraplegia one year
after their life event with the words “You Passed!” directly above the graph. As the graph
is displayed on the screen, Dan addresses the audience again by asking them if the data
displayed on the screen are the results they expected. Here, Dan uses language, such as
“you,” to include the audience in the speech in combination with the support tools to
create an experience for the audience.

4.1.2 Example 2: Connecting to the Audience

For years, Jill Bolte Taylor was a neuroanatomist researcher who focused on studying
how our brains understand and create reality. Jill’s life drastically changed one morning
when she woke up with a stroke, which took her eight years to recover fully. Now, Jill
educates others about neuroplasticity through her position as the Harvard Brain Tissue
Resource Center’s National Spokesperson. In this example, Jill Bolte Taylor created
an experience for her audience through connecting to the audience by immersing the
audience in her thoughts and feelings the morning she had a stroke. While telling her
story, Jill utilized other communication strategies, such as eliciting an audience response
to facilitate the experience she was trying to create for her audience.

Line Type Utterance

33 Talk So, I take the phone pad, and I put it right here. I take the business card, I put it
right here, and I’m matching the shape of the squiggles on the card to the shape of
the squiggles on the phone pad. But then I would drift back out into La La Land
and not remember when I came back if I’d already dialed those numbers

34 Talk So, I had to wield my paralyzed arm like a stump and cover the numbers as I went
along and pushed them so that as I would come back to normal reality, I’d be able
to tell, “Yes, I’ve already dialed that number.”

(continued)
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(continued)

Line Type Utterance

35 Talk Eventually, the whole number gets dialed, and I’m listening to the phone, and my
colleague picks up the phone, and he says to me, “Woo woo woo woo.” Laughter

36 Talk And I think to myself, “Oh my gosh, he sounds like a Golden Retriever!” Laughter

In line 33, Jill connected to the audience by detailing the events that took place as
she tried to phone for help the morning she woke up with a brain hemorrhage in her
left hemisphere. Jill described finding the business card for her neuroscience research
lab but being unable to register written numbers as numbers and drifting in and out
of consciousness. Here, Jill connected to the audience by describing a personal and
life-altering medical event in detail. Jill continued to connect to the audience in line 34,
where she described struggling with paralysis on one side of her body. Next (line 35), Jill
recounted the moment her colleague picked up the phone, but due to the hemorrhage,
Jill could no longer understand human speech. To Jill, her colleague sounded like a
“GoldenRetriever” (line 36).Here, Jill continued to create an experience for her audience
through immersing her audience in her personal thoughts and feelings by connecting to
the audience. In the last two lines, Jill lightened the mood by recounting her experience
with language that could provoke laughter, anaudience response. In line 36, Jill described
her lack of ability to understand speech as someone sounding like a “Golden Retriever,”
which provoked audience laughter. Here, Jill relied on humor and laughter to reduce the
seriousness of her lack of ability to function.

4.1.3 Example 3: Audience Response: Eliciting laughter

One of the speakers, Mary Roach, is an established science writer with seven New
York Times bestseller novels. Mary’s talk centered on the information she learned while
researching for her New York Times bestseller Bonk: The Curious Coupling of Science
and Sex. In the following excerpt, Mary leveraged several communication strategies
to create an experience for her audience, including audience response, support tools,
and connecting to the audience. Similar to Jill, Mary described a past experience and
relied on language to elicit laughter, an audience response, to reduce the tension when
discussing the taboo subject of orgasms.

Line Type Utterance

7 Media Screen reads: “2: You don’t need genitals.”

8 Talk I think the most curious one that I came across was a case report of a woman
who had an orgasm every time she brushed her teeth. Laughter

9 Talk Something in the complex sensory-motor action of brushing her teeth was
triggering orgasm. And she went to a neurologist, who was fascinated. He
checked to see if it was something in the toothpaste, but no – it happened with
any brand. They stimulated her gums with a toothpick, to see if that was doing
it. No. It was the whole, you know, motion

(continued)
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(continued)

Line Type Utterance

10 Talk And the amazing thing to me is that you would think this woman would have
excellent oral hygiene. Laughter. Sadly – this is what it said in the journal
paper – “She believed that she was possessed by demons and switched to
mouthwash for her oral care.” It’s so sad. Laughter

In the seventh line, Mary used a support tool to display the number “2” and a brief
description of the orgasm fact “You don’t need genitals” she is currently addressing in
her talk titled Ten things you didn’t know about orgasm. Here, Mary used the support
tool to tell the audience information without verbally speaking; she indicated to the
audience that the talk was progressing to the next topic, topic #2. In line 8, Mary began
talking about the second fact on orgasms by recounting a case study she discovered when
researching for her novel. Mary never explicitly said, “you don’t need genitals to have
an orgasm,” nor did she need to because of her use of support tools. Additionally, in line
8, Mary connected to the audience through sharing the reason she picked the case study
described above to present during her TED Talk because she thought it was the most
“curious one.” Lastly, in line 8,Mary elicited an audience response by selecting a unique
case study to present to the audience. Mary continued, line 9, recounting what she read
in the case study regarding a woman who orgasmed when she brushed her teeth. In the
last line of the excerpt, Mary once again connected to the audience and used language to
elicit an audience response when she discussed her thoughts regarding the woman who
orgasmed when she brushed her teeth. Mary’s ability to elicit laughter, connect to the
audience, and use support tools created a humorous experience for the audience when
discussing a scientific topic that is usually not discussed in public spaces.

4.1.4 Co-occurrences of Codes Among All Speakers

The epistemic network analysis (ENA) web tool provided a visual model for the mean
discourse network (Fig. 1) for the speakers and showed that the speakers collectively
made connections among all codes during their TEDTalks. However, the weight of these
connections was not equally dispersed, as shown by the thicker line connecting tools
(support tools) and including audience (0.48). The more robust connection between
these two codes indicates that the speakers used support tools to address the audience
to include them in their talk. As shown above, Dan Gilbert, whose node (purple dot)
is closest to the tools code, utilized both support tools and included the audience in
his speech when asking the audience to partake in a thought activity, utilizing both his
language and various media to create an experience for the audience.

The next strongest connections, as indicated by the thickness of the line and indi-
cated weight of 0.33, are between support tools and connecting language and between
connecting language and including the audience. The heavier weighted lines connecting
support tools and connecting language, along with the connection between connecting
language and including audience, indicated that the speakers used rhetoric to indicate
they belong to a collective groupwhen directly addressing the audience and using support
tools.
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Fig. 1. Meandiscourse network for top tenmost viewed scienceTEDTalk speakers. Three speaker
examples, Dan Gilbert, Jill Bolte Taylor, and Mary Roach are labeled. The mean plotted point
of speakers is at the center of the plot and represented by a red square. Confidence intervals are
displayed.

Additionally, the placement of the unit nodes (speakers) in the ENA network directly
correlated to that speaker’s use of the codes, with the codes closer to the speaker nodes
used more frequently. For example, the six speaker nodes to the left of the mean indicate
that these six speakers made more connections to connecting language, including audi-
ence and support tools, in comparison to the mean. Alternatively, the placement of the
four speaker nodes to the right of the speaker mean indicated that these four speakers
connect with the audience and promote an audience response more than the other six
speakers and the average. Here, the ENAwas leveraged to visually represent the patterns
of connection made by each speaker and collectively among all speakers.

4.1.5 Closer Examination of Individual Speakers

In addition to allowing researchers to model the co-occurrences of codes among all
speakers visually, ENA can also provide a closer examination of individual speakers,
like nodes that are further away from the average. Two speakers, Mary Roach and Jill
Bolte Taylor, revealed a greater emphasis on audience response and connecting language
as compared to the mean, as shown by the placement of their nodes in the mean network
(Fig. 1). ENA subtraction networks were produced to visualize how speakers may create
an experience for the audiences that differs from the mean network of all speakers.
Figure 2 shows the ENA difference network for all speakers (red) and Jill Bolte Taylor
(green), while Fig. 3 shows the ENA difference network for all speakers (red) and Mary
Roach (blue).

Jill’s use of connecting to the audience is shown in the ENA network through the
weighted lines linking the connecting to the audience code to the other four codes.
Although Jill’s network revealed a connection between connecting to the audience and
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the other four codes, the weights are not evenly distributed, as shown by the thickness
of the lines in the model. In comparison to the average, Jill’s most robust connection
was between the connecting to the audience and audience response codes. Therefore, the
difference network revealed that Jill used her personal thoughts, feelings, and experiences
to create an experience more than the other TED Talk speakers. Jill’s use of connecting
to the audience was seen in the excerpt above when Jill recounted attempting to call a
colleague for help as she was experiencing a stroke.

In addition to highlighting Jill’s use of connecting to the audience compared to the
mean, Fig. 2 also reveals that Jill did not utilize support tools to include the audience in
her TED Talk as frequently as the mean. This thin red line connecting the support tools
code to the included audience code in the ENA model indicated that Jill used tools to
include the audience in her talk less than the average. The thin weight of the line between
these two codes revealed that there is not a large difference between the frequency of
the co-occurrences of the codes between Jill and the average.

Fig. 2. Discourse network of the difference betweenmean ENAnetwork for all speakers (red) and
Jill Bolte Taylor (green). Mean plotted point of speakers is at the center of the plot and represented
by a red square. Confidence intervals are displayed.

Like Jill, Mary Roach elicited an audience response to create an experience for her
audience. Mary’s strongest connection in the difference network is between audience
response and tools, indicating that Mary used support tools to aid in delivering her TED
Talk while also producing a positive audience response through provoking laughter.
Although audience response is strongly connected with support tools, Mary did not use
the support tool to elicit the audience’s response; instead, the audience responded to
what Mary said, as shown in the excerpt above. The strong connection between support
tools and audience response is due to the codes frequently appearing together within the
same context. Mary relied on humor and provoked an audience response more than the
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average to create a better experience for her audience by reducing the tension created
when discussing sex and orgasms with a large crowd.

Fig. 3. Subtracted discourse network of mean ENA network of all speakers (red) andMary Roach
(blue). Mean plotted point of speakers is at the center of the plot and represented by a red square.
Confidence intervals are displayed.

4.2 Model 2: Finer Grained Examination of Individual Speakers

The previous two sections have shown how ENA models the average discourse of all
speakers as well as highlights individual speakers who may differ from the mean. In this
section, we highlight how ENA can be used to model how speakers’ communication
may change according to the section of the talk: Introduction, Body, or Conclusion. The
ENA Networks below (Figs. 4, 5 and 6) show the discourse networks for Mary Roach
by section of the presentation. The introduction discourse network (Fig. 4) shows that
Mary Roach only made connections between three of the five codes, including audience,
support tools, and audience response. The lack of connections between the connecting
language and connecting to audience codes indicates that these codes were not present
in the introduction of Mary’s talk, meaning she did not use connecting language or
personal information to connect to the audience in the introduction of her TED Talk.
The connections in the introduction were limited due to the lack of content in Mary’s
introduction, which consisted of one line, line 1. Mary began her talk using support tools
to include the audience by displaying the title of her talk on the screen (line 1), shown as
the thick blue line connecting support tools to including the audience in Fig. 4A, which
directly addresses linguistically with the word “you.” In line 2, Mary begins the body
of her talk by discussing the first fact about orgasms.
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Line Type Utterance

1 Media Screen reads: “Ten things you didn’t know about orgasm.”

2 Talk Alright. I’m going to show you a couple of images from a very diverting paper
in The Journal of Ultrasound in Medicine. I’m going to go way out on a limb
and say that it is the most diverting paper ever published in The Journal of
Ultrasound in Medicine. The title is “Observations of In-Utero Masturbation.”
Laughter

In the body ofMary’s TEDTalk, shemade connections between all five codes, as seen
in Fig. 4B. In this section of her talk, Mary relied on multiple different communication
techniques to create an experience for her audience,with themost robust ENAconnection
and the thickest line between audience response and support tools. An example of Mary
using support tools and the audience’s response can be seen in the expert above when
describing the second of ten facts about orgasms.

Lastly, in the conclusion, the ENA network (Fig. 6) revealed that, similar to the
introduction, Mary once again did not make a connection among all codes, refraining
from using support tools or connecting language to address the audience. The strongest
connection in the conclusion ENA network is between audience response and including
audience, as shown by the thicker line between these two codes in the ENA network.
In the conclusion, Mary used inclusive language to address the audience directly. Col-
lectively analyzing the three ENA networks reveals that Mary consistently elicited an
audience’s response during all three sections of her talk.

Fig. 4. Discourse network forMary Roach by section of the TEDTalk: introduction.Mary’smean
plotted point is at the center of the plot and represented by a blue square.
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Fig. 5. Discourse network forMary Roach by section of the TEDTalk: body.Mary’smean plotted
point is at the center of the plot and represented by a blue square.

Fig. 6. Discourse network for Mary Roach by section of the TED Talk: conclusion. Mary’s mean
plotted point is at the center of the plot and represented by a blue square.

5 Discussion and Conclusion

Through the lens of cultural and experiential learning theory [4, 10, 11], this study ana-
lyzed the discourse of the top ten science TED Talk speakers to visualize and measure
science communication best practices regarding creating an experience for an audience.
Findings revealed that speakers created experiences for their audiences by (a) using sup-
port tools such as photos and including the audience in the speech and (b) connecting
to the audience through personal stories while eliciting an audience response, such as
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laughter. Thesefindings suggest that effective science communicators employ techniques
to incorporate the audience into their talk, focusing on content delivery and audience
involvement to create an immersive experience. Collectively, science communicators
centered their talks around the audience, attending to the audience’s thoughts, feelings,
and understanding of the topic. More broadly, the results contribute to our understand-
ing of the culture of effective science communicators as they negotiate how to present
scientific information to create an experience for a large, diverse audience, which is an
understudied area. The framing of science communication as a formof culture challenges
the current notions of viewing science communication through a lens of knowledge trans-
fer and, instead, moves towards a view of collective meaning-making and significance
within isolated experiences and over a continuum of experiences throughout one’s life.

In this study, we have identified four advantages of using ENA to examine the cul-
ture of effective science communicators. First, ENA allowed us to model the interactions
between the codes for all ten TED Talk speakers selected for this study. The placement
of the speaker nodes and mean plotted points provides the researcher with informa-
tion about how all speakers used science communication techniques to center their talk
around creating an experience for the audience. Second, the weight of the edges in an
ENA network can indicate the codes that have a stronger relationship to one another,
allowing the researcher to examine these interactions regarding the speakers, generating
an understanding and involvement for the audience and how this involvement with the
audience manifested. Third, subtracted ENA networks allow us to compare and con-
trast how speakers used science communication techniques and, in our case, to measure
and visualize how much speakers differed from the mean. In this study, the difference
networks highlighted that generating experiences are personal and unique and that sci-
ence communicators leverage the shared social setting to create multiple independent
experiences or truths for the audience [4]. Fourth, higher-order segmentation used in
the second ENA model revealed how speakers’ communication techniques changed
over time, as referenced by the introduction, body, or conclusion section of their talk.
Sections such as the introduction, body, and conclusion are indicative of narrative or
storytelling communication techniques that are often used to deliver scientific content to
nonexpert audiences and the general public [16]. For example, the finer grain analysis of
one speaker, Mary, revealed that she did not utilize the same communication techniques
in the three sections of her presentation, creating a designed differential experience for
her audience over time.

In short, our findings suggest that quantitative ethnography (QE) and epistemic net-
work analysis (ENA) can be leveraged to examine the culture of effective science. These
results suggest qualitative methods alone are limited in their ability to model the com-
plex interactions of effective science communicators and that ENA can be a powerful
tool to discern the culture of effective science communicators. Moreover, these findings
can help scientists disseminate their advancements more effectively to the public, allow-
ing their work to impact policy, garner public support, and effectively facilitate public
education about the nature and limitations of science [3].
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Abstract. Asian Americans have been stereotyped as “model minorities” and
occupy a precarious racial position in U.S. racial hierarchy. At times in U.S. his-
tory, Asian Americans are touted as success stories of U.S. meritocracy; however,
Asian American valorization often depends on broader social contexts. With the
onset of the COVID-19 pandemic and its origins in China also came a wave of
anti-Asian sentiment in theU.S. This shift inAsianAmerican positionality became
a focal point to scholars across fields and broadly shifted the discourse on Asian
American issues. This study uses Epistemic Network Analysis (ENA) to build two
models which thematically show differences across the literature before and after
the onset of the COVID-19 pandemic. The first model focuses on Asian American
issues, such as the perpetual foreigner and the model minority, and shows after the
beginning of the COVID-19 pandemic; research focused much more on discrim-
ination. The second model shows the relationship between Asian Americans and
broader racial groups such as Black, Latinx, and White U.S. citizens, and found
that before COVID-19, there was more discussion about the relationship between
Black and Asian Americans; however, after the onset of COVID-19, there was a
shift to White and Asian Americans.

Keywords: Epistemic Network Analysis · Literature Review · Asian American ·
Education

1 Introduction

Since the sterling Asian American “success stories” were projected in the mass media
in the mid-1960s [1], scholars have paid great attention to how the image of Asian
Americans has been socially constructed and shapedAmerican society. AsianAmericans
are often stereotyped as intelligent, hardworking, high-achieving model minorities who
have reached the “American Dream” academically and economically. However, Asian
Americans are also viewed as perpetual foreigners, no matter how long their families
have lived as citizens in the United States [2–4]. Despite being paradoxical, these racial
stereotypes—the model minority and the perpetual foreigner myths—are identified as
forms of racial discrimination.

Throughout history, global events have shifted perceptions of Asian Americans. In
1882, the Chinese Exclusion Act was passed due to anti-Chinese sentiment [4]. During
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WWII, Japanese Americans were interned in concentration camps; and during the great
depression, many Asian Americans were the targets of hate crimes like Vincent Chin [5].
More recently, we have seen the rise of hate crimes against Asian Americans with the
onset of the COVID-19 pandemic and rhetoric around the pandemic, such as “Kung flu”
[6]. As the COVID-19 pandemic has continued to persist, there has been a breadth of lit-
erature on Asian Americans’ experiences, especially concerning their racial stereotypes
[7–9].

However, there has yet to be a comprehensive examination of the shift in Asian
American education scholarship published before and after the pandemic. Little is known
about if and how COVID-19 has impacted Asian Americans’ educational experiences
and their perceptions in educational literature. Therefore, applying Epistemic Network
Analysis (ENA) to Asian American education scholarship, our study seeks to understand
(1) how Asian Americans have been framed concerning racial stereotypes and (2) how
the COVID-19 pandemic has impacted the perceptions of Asian Americans.

2 Asian American Education Issues

2.1 The Model Minority and Perpetual Foreigner Myth

The model minority is currently the most prevalent stereotype of Asian Americans;
historical-analytical studies revealed that the image of Asian Americans had changed
drastically over time from negative to positive strands. Before the Black Power move-
ment, Asian Americans were viewed as uncivilized, deviant “coolies,” who were will-
ing to work endless hours at low wages and in conditions that were unacceptable to
White laborers [2, 10]. However, during the height of the Black Power Movement, the
mass media in the U.S. started to project a positive image of Asian Americans in the
mid-1960s. Being “skeptical” about the swift change of the Asian American image in
American popular media, many scholars have explicated the historical development of
the model minority myth and critiqued the grand political schemes behind the creation
of the myth [4, 11–14]. These scholars have argued that it was no coincidence that a
series of Asian American “success stories,” led by Peterson’s [1] article, were published
amid the Black Power Movement. Rather, American politicians and White elites used
the positive image of Asian Americans to suppress African Americans in their outspo-
ken quest for equality, including civil rights protection and governmental assistance for
minority groups. This narrative blamed African Americans, Latinos, American Indians,
and poor Whites for their low academic and socioeconomic achievement [2, 4, 12].

Frank Wu called the perpetual foreigner stereotype “a twin” of the model minority
myth. Despite being paradoxical, they work in tandem to form and perpetuate the preju-
dicial image of Asian Americans [4]. As the name suggests, Asian Americans are often
stereotyped as perpetual foreigners, regardless of how many generations they have lived
in the U.S. [3, 13]. While research studies have not been consistent in describing the
historical development of the perpetual foreigner stereotype, most scholars posit that the
stereotype was formed in the early history of Asian immigration, when Asian Americans
were viewed as exotic, deviant, uncivilized “yellow perils” [4, 13]. This stereotype was
reinforced during volatile historical periods, such as at the outbreak of World War II,
during the Vietnam War, and at the end of the Cold War, when Asian immigrants from
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Japan, Vietnam, and China, respectively, were considered suspicious and suspected of
disloyalty and espionage [4, 13, 15].

In addition to the model minority myth, the perpetual foreigner stereotype is consid-
ered a form of racial discrimination that separates Asian Americans from other minority
groups. It disconnects and silences the social struggles facing many Asian Americans in
the mainstream political and racial discourses. From the lens of racial triangulation the-
ory [16], the perpetual foreigner stereotype is interrelated with the model minority myth,
in which Asian Americans are valorized as models for success in the American meritoc-
racy and juxtaposed with African Americans who are often perceived as underachieving
minorities despite their extended history, their ‘insider status’ in the U.S. [17].

2.2 Asian American Disaggregation

Since the inception of the model minority myth, scholars have called for a more nuanced
approach to understand Asian Americans’ experiences. Chun [18] critiqued the mono-
lith by calling scholars to consider education, immigration, and occupational status. The
American Council on Education [19] noted in their report that Asian American success
had been frequently highlighted; however, this achievement has broadly masked the
educational needs of the 28 other groups within Asian Americans. About a decade later,
Chang and Kiang [20] would bring attention to the issue that Asian American data must
be more nuanced, even more so because of the shifting demographics. Teranishi et al.
[21] would also bring attention to this issue in their broad studies, which address chal-
lenges for AsianAmericans in higher education. Finally,Museus [22] asserted that Asian
Americans are arguably one of the most misunderstood populations, and as such more
research is needed to understand this group. The literature is evident that, despite liter-
ature on Asian American educational achievement, there have been misunderstandings
about Asian Americans because of how Asian American data can be disaggregated.

Scholars have also identified differences in the college application process for South-
east Asian American students (SEAA). SEAA economic and achievement outcomes dif-
fer considerably compared to the other Asian American Pacific Islander (AAPI) groups.
SEAA has higher poverty rates, and 50% or more of the population has less than a high
school education. Additionally, East Asian Americans and some South Asian Ameri-
can populations who enroll in higher education earn a bachelor’s degree, and SEAA
students’ completion rates are broadly lower [23].

The model minority myth reduces the diversity of Asian American experiences into
one narrative that does not accurately portray Asian Americans. Scholars have only
begun to reveal the differences within the Asian American category. Whether it be how
Asian American high schoolers navigate the model minority myth and their beliefs in
education, how Southeast Asian Americans navigate the college application, or under-
standing generational status shapes college access knowledge. Therefore, it is essential
to bring attention to the differences among Asian Americans to provide more equitable
opportunities for the communities that may not have access to the same resources as
high-achieving Asian American communities.
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3 Theoretical Framework: Asian American Racial Positionality

Going “beyond Black and White” in the theoretical discourse about races in the U.S.
frames Asian Americans as somewhere between Black and White. Multiple scholars
over time have theorized Asian American racial positionality. Beginning with Kitano
[24] who applies the middleman theory to Japanese immigrants in California and Hawaii
to explain the development of Japanese Americans as the middleman minority. While
the middleman minority possesses resources, politically and socially, the middleman
minority is allowed very few privileges and often serve as scapegoats. Kitano concludes
by taking the stance that the position of the middleman minority is paradoxically weak.
While themiddlemanminority was a theorymeant to apply tominority people in various
countries, the application by Kitano shows Asian Americans occupying a middle space
in U.S. social structures.

LaterKim [11] posits a theoryof racial triangulation that considers the racial positions
of Asian Americans relative to Whites and Blacks. Challenging a more common per-
ception of racial hierarchy with Whites on the top, Blacks on the bottom, and other non-
White groups in between [25, 26], Kim complicated this linear racial logic by looking
specifically at the two axes (superior/inferior and insider/foreigner) that stratified racial
groups [15, 16, 27]. Kim argues that Asian Americans have been racially triangulated
vis-à-visWhites andBlacks through two simultaneous, interrelated processes of “relative
valorization” and “civic ostracism” [16]. In the former process, White opinion makers
valorize Asian Americans as model minorities, placing them above Blacks on a supe-
rior/inferior axis. In the latter approach, White opinion makers construct Asian Ameri-
cans as perpetually foreign and ostracized from politics, placing them below Blacks on
an insider/foreigner axis [28]. Racial triangulation explains the social constructs of the
model minority and perpetual foreigner stereotypes.

More recently, Zou and Cheryan [29] theorized a racial position model which cap-
tures groups’ experiences with racial prejudice and their perception in U.S. society. This
model explains the type of prejudice and discrimination each group faces and can be
used to compare differing racialized experiences. While this model can be used to com-
pare experiences, the authors state this model does not identify which groups are most
oppressed. The authors theorize racial position on two axes. The first axis is measured
on a binary of inferiority and superiority. The second axis is measured foreignness and
Americanness. The authors found that Asian Americans were generally rated as superior
to other groups; however, they were perceived as more foreign than racial groups such
as Black Americans and Indigenous Americans.

Asian American racial position has been theorized, and we utilize the idea that Asian
American racial positionality is consistently in flux. Thus, we use Asian Americans’
ambiguous racial positioning to understand how Asian Americans are framed in U.S.
society in relation to other racial groups. Further, we recognize the diversity of experi-
ences within the Asian American panoply and attempt to differentiate Asian American
experiences utilizing pan ethnic categories distinguishing between East Asian, Southeast
Asian, South Asian, and Filipino experiences. The theory is also utilized to understand
how COVID-19 shaped the relationships between racial positioning, the model minor-
ity myth, and the perpetual foreigner to create a more cohesive understanding of Asian
Americans’ perceptions and experiences in the U.S.
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4 Methodology

4.1 Data Collection

The study analyzes education research on Asian Americans to understand how COVID-
19 shaped Asian American racial dynamics in the U.S. In the first stage of the study,
we collected titles and abstracts of peer-reviewed articles through four major electronic
databases: Educational Resource Information Center (ERIC), Education Full Text, and
JSTOR, using the following keywords: “Asian Americans,” “Asian students,” “stereo-
types,” “model minority myth,” “perpetual foreigner,” “education,” “college access,” and
“schooling experience”. In the second stage of the study, we applied inclusion and exclu-
sion criteria to locate articles whose focuses align with the study’s research questions
concerning stereotypes and perspectives of Asian Americans students. In the third stage
of the study, we divided our selected articles into two categories: (1) before COVID-19
with publications before 2020 and (2) after COVID-19 with publications after 2020.

In total, 160 articles were published before COVID-19, and 34 were published after
COVID-19 using our search criteria. The difference between the number of studies
before and after COVID-19 is due to the inclusion of all studies before 2020, in contrast
to the two years in which studies have begun to address the impact of COVID-19 on
Asian Americans. Titles and abstracts were then imported to the R statistical package
for data analysis.

4.2 Development of Codes and Coding Process

We developed codes deductively based on the model minority, perpetual foreigner myth,
and data disaggregation. The code model minority was used anytime the text included
the phrase “model minority.” Similarly, the perpetual foreigner was coded anytime the
text included the phrase “perpetual foreigner.” However, to capture the concept of data
disaggregation Asian American was broken down into pan-ethnic groups: East Asian,
Southeast Asian, South Asian and Filipino. The pan-ethnic East Asian includes the
ethnic groups Japanese, Korean, and Chinese. These groups were developed based on
theories of pan-ethnic development in the U.S. [30, 31] and challenges associated with
pan-ethnic identities [32]. Although East Asian, Southeast Asian, and South Asian can
be considered parts of Asian America, these codes were not aggregated. For example,
it is possible for a study to address South Asians and not reference Asian Americans.
The codes Black, White, and Latinx are included to reflect how Asian American racial
position is contingent upon the concepts of Whiteness and Blackness in the U.S. Each
code was coded to have any instance of the words.

The data was coded utilizing R studio. The R script searched the title and abstract for
any indication of the codes and variations on the code. For example, for the code “model
minority,” R would search for the word “model minority.” If the phrase was included
in the text, then model minority would be indicated as present. For pan-ethnic groups
such as East Asian, R would search for the words East Asian in addition to the ethnic
groups categorized into East Asian such as Chinese, Japanese, and Korean. While this
method allows for large amounts of text to be coded efficiently, limitations exist. Using
R to search for keywords does not consider the broader context of how these statements
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are being used and assumes that if the keyword is in the text, the study addresses the
conceptual framework.

4.3 Comparative Literature Review with Epistemic Network Analysis (ENA)

To understand the relationship between themes, we have chosen to use ENA, a quantita-
tive ethnographic technique, to model the structure of data connections. ENA assumes:
(1) it is possible to systematically identify a set ofmeaningful features in the data (Codes);
(2) the data has a local structure; and (3) an essential feature of the data is the way codes
are connected within conversations. This study is one of the few studies to use ENA to
examine trends in comprehensive literature reviews and is a significant contribution to
exploring themes from past literature. For example, one study used ENA to identify gaps
in the literature and the semantic relationship between different themes [33]; however,
this method is limited to modeling the relationship between keywords rather than its
intended purpose of identifying and representing unique patterns and perceptual orga-
nization. Despite this limitation, ENA is beneficial for this study as it visually models
the differences pre-COVID-19 and post-COVID-19.

For this comparative analysis, we used difference plots to highlight pre- and post-
COVID-19 years rather than separate plots. The difference model shows the differences
between pre- and post-COVID-19. For this study, we organized documents from the
earliest to latest and selected an infinite stanza. The rationale for organizing studies by
date is to reflect the idea that each of these studies is in conversation with one another.
For example, a seminal study, such as Kim’s theory of racial triangulation [16], can
be referenced later in another study which can reflect a conversation. Using an infinite
stanza assumes that each document is built upon similar concepts.

Figure 1 (see below) shows the Epistemic Network based on the text search and
the codes developed. The model shows the relationships between the themes through
the nodes’ distance, size, and thickness. The red lines represent the general theme for
articles before covid, while the blue lines represent the general themes for articles during
covid. The size of the points indicates how frequently the themes occurred, while the
thickness of the lines indicates the strength of the relationship between the two points.
The placement of the gray points shows how semantically related each topic relates to
each other. Finally, models’ goodness of fit was checked using Pearson and Spearman,
with values above 0.93.

5 Analysis and Findings

We built two networks to understand the relationship that Asian Americans had with
other Asian ethnic groups (Fig. 1) and racial groups (Fig. 3). The themes were selected
based on the deductive codes from the model minority myth, perpetual foreigner myth,
and data disaggregation. The first model compares Asian American pan-ethnic groups
and highlights how differing Asian American pan-ethnic categories have been addressed
in the literature.

Often times when writing about Asian Americans there is an assumption that Asian
American are East Asian American [32]. While Chinese, Japanese and Korean Ameri-
cans areAsianAmerican, there aremanyotherAsian ethnic backgrounds such asHmong,
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Thai, Malaysian. The focus on East Asian Americans has led to other Asian American
voices and needs being ignored. For example, while some Asian ethnic groups have very
high bachelor’s attainment rates, Taiwanese (72%) and Asian Indian (76%), this stands
in stark contrast to Hmong (14%), Cambodian (13%), and Laotian (12%) communities
[34].

The pan-ethnic categories attempt to reflectAsianAmerican diversity and understand
the relationship between them. The first model includes codes, Model Minority, Asian
American, South Asian, discrimination, Southeast Asian, and perpetual foreigner. The
second model focuses on the relationship that Asian Americans as a panethnic group
have to other racial categories and includes: model minority, Latinx, Black, perpetual
foreigner, White, Asian American, and discrimination. In addition to the models that
show the overall mean. From each of these networks, two contrasting studies are selected
to highlight the differences between the studies shown in Fig. 2, and Fig. 3.

5.1 COVID-19 and Perceptions of Asian Americans Panethnic Groups

Figure 1 shows the mean difference between Asian ethnic groups’ themes before and
after COVID-19. One finding from this graph shows before COVID-19, the literature
focused on the relationship Asian Americans had with the model minority myth. Studies
before COVID-19 addressed how the model minority did not accurately reflect the expe-
riences of Asian Americans broadly [13, 35–37] and addressed how the model minority
diminishes experiences of racism and structural problems [38]. After COVID-19, some
studies discussed the veracity of Asian Americans as high-achieving model minorities
[39]; however, one study addressed how Chinese transracial adoptees navigated being
the model minority to being a perceived threat [9].

Fig. 1. Means difference network for panethnic AsianAmerican literature before and after Covid-
19

There is also a relationship between the model minority myth and broader panethnic
categories such as Southeast Asians and East Asians. One exception to this analysis
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is the relationship the model minority myth has with South Asians, which has a more
substantial relationship after COVID-19. This could be due to a shift in the field rather
than related to COVID-19. After COVID-19, there seemed to be a shift in focus as
there is a strong relationship between Asian Americans and discrimination. This is
supported by Southeast Asians and East Asians having a connection to discrimination
after COVID-19. This is contrasted against the code South Asian which found more
instances of discrimination before the COVID-19 pandemic. This would be consistent
with the increase in Asian American violence preceding the onset of the COVID-19
pandemic [7].

Fig. 2. Comparative means network for Park [40] and Kantamneni [41] using Panethnic Asian
American model

Figure 2 shows the comparative network for two studies using the samenetwork: Park
[40] and Kantamneni [41]. Park’s study was published in 2011 and directly addresses
the role of the model minority in the lives of Korean immigrant students. It concludes
that Korean immigrant students constructed their identities around those who were able
to achieve the model minority status and those who were unable to achieve the status.
Kantamneni’s study was published in 2020 and describes how the COVID-19 pandemic
affected different communities of color from awide range of economic backgrounds, and
particularly how the COVID-19 pandemic has increased discrimination against Asian
Americans in society. Kantamneni then calls for a renewed research agenda around the
COVID-19 pandemic. Park’s study focuses on the model minority; while Kantamneni’s
study focuses on Asian American discrimination. The contrast in these two studies
highlights the shift in topics before COVID-19 and afterward however, some studies
continue to focus on discrimination, the model minority myth, and COVID-19. Misra
et al. [42] calls upon addressing increasing stigmatization by examining research onmen-
tal health, stigma reduction practices, and federal policies to reduce anti-Asian racism.
Some studies, such as Wing and Park-Taylor [9] contextualized the model minority
within COVID-19 and recognized historically recurring anti-Asian sentiment like the
yellow peril movement.
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5.2 Asian American Framings and Covid 19

Figure 3 shows the relationships between different racial groups and Asian Americans.
This differs from Fig. 1, by removing broad ethnic groups in Asian Americans and
focusing on Latinx, Black, and White racial groups in addition to broad concepts such
as theModelMinority and the Perpetual foreigner myth.With the addition of other racial
groups, Asian American positionality becomes much more evident. For example, the
position of Asian Americans to the White node is much closer than Black and Latinx.
This would indicate that from the studies selected, there was a closer semantic distance
for the White code than there were for other racial categories. Further, there is a strong
thematic relationship between Asian Americans, White, and discrimination with the
onset of COVID-19, which would be consistent with the shift in sentiment toward Asian
Americans.

Fig. 3. Comparative network for Racial groups and Asian American literature before and after
Covid-19

Using the size of the nodes as a comparison to indicate the frequency of occurrence,
White has a higher frequency thanBlack or Latinx. Thismodel provides examples of how
other racial groups are framed in relationship to Asian American literature. For example,
the relationship between all other racial groups seems stronger before COVID-19 than
afterward. While all other racial groups share this commonality, they are semantically
distant.

Figure 4 uses the network for Fig. 3 and compares two specific studies: Wing and
Park-Taylor [9] andWong and Halgin [14]. Wing and Park-Taylor’s study was published
in 2022, and they write about Chinese transracial adoptees who were adopted by White
families and experience navigating the COVID-19 pandemic, finding the pandemic has
significantly affected their physical and emotional well-being and their sense of belong-
ing with their families. Wing and Park-Taylor conclude the model minority myth acts
to minimize Asian American discrimination and conflicts in addressing Anti-Asian hate
because of coinciding social justice issues such as Black Lives Matter. Wong and Halgin
examine whether the model minority myth benefits or harms Asian Americans. They
find the stereotype detrimental to Asian Americans because the label does not accu-
rately reflect Asian Americans, pigeonholes Asian Americans, and may foster social
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Fig. 4. Comparative means network for Wing and Park-Taylor [9] and Wong and Halgin [14]
using the race model

indifference towards Asian American discrimination. Wong and Halgin’ study focus
particularly on Asian Americans as the model minority in relationship to White popu-
lations. At the same time, Wing and Park-Taylor’s study attempts to grapple with how
COVID-19 shifted how Asian Americans are perceived.

Figures 3 and 4 suggest AsianAmericans occupy an ambiguous and fluctuating space
within the racial hierarchy. There is a strong relationship in the studies that have exam-
ined Asian Americans explicitly mentioning White people or Whiteness. In contrast,
few studies examine Asian Americans’ relationship to Black and Latinx populations.
This gap in Asian American issues relating to Black and Latinx populations was exacer-
bated during the COVID-19 pandemic, which emphasized focusing on anti-Asian crime.
Some studies during the COVID-19 pandemic addressed the relationship between Asian
Americans and other communities of color. For example, Pheng and Xiong [43] write
about how as Southeast Asian researchers, they can produce anti-racist scholarship with
their communities to benefit minoritized communities. In this study, COVID-19 was
mentioned to contextualize anti-Asian racism and highlight how COVID-19 has been
detrimental to Black, Indigenous, and People of Color (BIPOC). Similarly, Kantamneni
[41] mentions how COVID-19 has disproportionality affected BIPOC communities and
has stoked anti-Asian sentiments; however, the emphasis of the study was to address
Asian American discrimination, rather than Pheng and Xiong [43], which shows how
South East Asian scholars can work towards building solidarity and doing community
education work.

6 Limitations and Next Steps

While ENA can be a powerful methodology for understanding broader discourse themes,
this study has some limitations. The first limitation of this study is the body of text used.
Abstracts are intended to provide summaries of studies; however, they often may not
capture all aspects of the study. For example, Lee and Zhou’s [44] abstract mentions
the success frame with no mention of the model minority; however, in reviewing their
complete work, the model minority becomes an essential component of their study.
Rather than using abstracts, future studies may consider using full document texts. In
addition to limitations by the abstract, similar limitations exist with how the data was
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coded using R. Because the data coded any instance of model minority and perpetual
foreigner it is unclear how these frameworks were used.

Another limitation is the amount of data selected. This analysis used more than 160;
however, many other studies could have been included to create a more comprehensive
review of the field of Asian American education studies. This comprehensive review
would need to include a coding schema that does not simply conduct a word search but
rather understands the contexts of the word.

Despite the limitation, this study shows the first steps in how ENA can be used to
compile literature and,more importantly, its usefulness in creating comparative literature
networks. Future research using ENA for literature reviews can identify shifts in bodies
of literature to show how the field has changed after a specific period or event by creating
difference networks. Further, this method can compare different methods in selecting
literature. For example, with the advent of A.I.-assisted research tools, a comparison
could be conducted that compares A.I.-selected studies with human-selected studies.

7 Conclusion

This study uses two epistemic networks to show the shift in Asian American educa-
tional studies. Figure 1 broadly shows that before COVID-19, Asian American educa-
tion research focused on Asian Americans and the model minority; however, after the
COVID-19 pandemic, there was a stronger relationship between panethnic categoriza-
tions and Asian Americans. Figure 3 shows the relationship that Asian Americans had as
a broad racial group to other racial groups, finding that before COVID-19, Asian Amer-
ican education literature addressed Black and Latinx studies; however, after COVID-19,
there was a stronger relationship between Asian Americans and White studies.

ENA can be used to create a broad snapshot of the field’s current state and allow
scholars to understand the direction of the field. In the case of Asian American education
research, more research needs to be done to connect how the COVID-19 pandemic
relates Asian American populations to other communities of color, similar to the work
of Pheng and Xiong [43]. Further research can also begin to understand how different
Asian American panethnic groups are different.
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Abstract. Intersectional identity theory, also known as intersectionality, asserts
that an individual’s unique combination of identities both mediates and is medi-
ated by their sociocultural contexts, and is thus a valuable theoretical framework
for exploring identity. However, while intersectionality has been largely applied
within USA contexts to explore intersections of race, gender, and class, its appli-
cability to non-USA contexts remains largely unexplored. We interviewed high
school students in the USA and Pakistan to understand their conceptualizations
of intersectional identities with regard to their broader life experiences as well as
within the context of their educational experiences. In this paper, we analyze ten
of these interviews through a quantitative ethnographic-epistemic network anal-
ysis (QE-ENA) approach to identify connections made by participants between
specific aspects of identity within their conceptualizations. Our results suggest
that participants from different country groups emphasize and connect different
aspects of identity and point towards the need to better contextualize intersectional
identity theory for non-Western global contexts, alongside broader implications
for applications of intersectionality within further global research as well as the
efficacious nature of QE-ENA to analyze issues of intersectionality.

Keywords: Intersectionality · Student Identity · Global Research · Epistemic
Network Analysis

1 Introduction

Educational experiences significantly influence children’s cognitive abilities, academic
achievement, and life outcomes, including their socioemotional and psychological devel-
opment. Accordingly, educational settings must become more conducive to the optimal
holistic development of children of all backgrounds, cultures, and social identities as an
antidote to inequity and underdevelopment [1]. Intersectional identity theory asserts that
individuals are impacted by multiple intersecting identity markers that serve as axes of
oppression [2], such as gender, race, culture, religion, socioeconomic status, immigra-
tion status, education level, language, disability, and other such identity markers. Thus,
intersectionality serves as a useful lens through which identity-based experiences can
be examined.
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While discourse around educational inequities on the basis of identity are prevalent
in the United States of America (USA), especially with regard to issues of race and
gender inequities, most developing countries are yet to investigate how intersectional
identities play out in educational settings in contemporary times [3]. In this study, we
adopt a quantitative ethnographic approach and leverage epistemic network analysis [4]
to examine the following questions:

1. Which aspects of identity are connected by high school students in the USA and in
Pakistan when conceptualizing their own intersectional identities, both within and
outside of their academic contexts?

2. What, if any, differences are present between high school students’ conceptualiza-
tions of intersectional identity across the different country contexts of the USA and
Pakistan?

We posit that intersectional identity theory is applicable across global contexts while
noting that for intersectionality to be useful for non-Western populations, the theory itself
must be iterated with precision by drawing upon the multidimensional lived experiences
of non-Western populations. This study is our humble attempt to expand the boundaries
of intersectional identity theory by foregrounding the lived experiences of students in
non-Western contexts. To this end, we have utilized the emerging design philosophy of
quantitative ethnography and its corresponding analytical approach of epistemic network
analysis [4].

2 Theoretical Framework

2.1 Identity and Intersectionality

While there are a multitude of definitions for identity, we draw on Gee’s [5] conceptual-
izations of identity which posit the existence of a more internal and intrinsic individual
core identity as well as a number of external-facing identities that arise in response
to different social contexts and pressures. We find this conceptualization of identity to
be especially relevant to our study, which considers participants’ identity both in their
“core” state as well as the interplay between participants’ identity and their educational
experiences and contexts.

Intersectional thought has its roots in the work of Black feminist women activists
and writers [6, 7]; intersectionality as a theory was first concretized by Crenshaw [2]
as a legal framework for the purpose of gaining greater justice amidst systemic and
institutionalized forces of oppression in the USA with a focus towards resisting racism
and sexism. Accordingly, Crenshaw’s [2] conceptualization of intersectionality focused
on axes of race and gender, specifically the intersectional experiences of Black women,
and challenged the paradigms of viewing oppression through a single-issue lens within
a legal context.

The role of identity and intersectionality in educational experiences has been well-
documented throughout the extant literature; educational experiences and learning out-
comes for minoritized students are a function of their social identities, which shape their
unequal access to quality resources and experiences [8]. Ethnic discrimination, for exam-
ple, takes different forms and reflects deficit-based attitudes, expressed in explicit and
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implicit ways [9, 10]. These biases are often experienced as microaggressions or overt
aggressions [11] and become institutionalized into systemic oppression, exacerbating
educational disparities and causing disproportionate harm to minoritized students [12].

2.2 Country-Specific Applications of Intersectionality

Given the emphasis on identity as an analytical framework for understanding educational
experiences, it is fitting that intersectionality has been propagated in a multitude of ways
within the field of education research in the USA [13]. In the USA, Black, Latinx, and
Native American students underperform relative to their White counterparts [9, 10].
Data reveal differences that map directly onto race and social class, i.e., the 2016 high
school dropout rate for Hispanic versus White students [9]. In 2015, the percentage of
students in grade 9–12 reported to have been in a physical fight in school within one year
was higher for Black and Latinx students as compared to White students [14]. These
statistics illuminate the diffusion effect of structural discrimination [9]. Accordingly,
the use of intersectionality as a theory in education research typically gives emphasis
towards identity markers of race, gender, socioeconomic status, and sexual orientation
[13, 15–18]. However, it is important to note that these particular identity markers, while
prominent within a USA context, may vary in their relevance when considering how to
apply intersectionality as an epistemological lens for examining the experiences and
identities of students within non-USA country contexts, thus underscoring the need for
the present study.

Pakistan is one such context, possessing an abundance of multifaceted diversity that
underscores the need for a contextually responsive iteration of intersectionality. 220
million people with 60% of the population below the age of 30 years form a range
of intersectional identities [19]. Ethnically, Pakistan is diverse with Punjabi, Balochi,
Sindhi, Pashtun, Kashmiri, Hazara, and Muhajir ethnicities and hosts a large refugee
population, having absorbed 2 million refugees from Afghanistan [20]. As a Muslim
majority nation with different religious sects, religious minorities include Christians,
Hindus, and Sikhs. Linguistic and socioeconomic fault-lines are stark. These particular
identity markers impact student experiences in educational settings across Pakistan. This
is evident in learning levels, completion rates, and other education indicators which show
a gap between historicallymarginalized and privileged segments of society. For example,
students in the region of Balochistan have lower learning levels compared to the region
of Punjab, completion rates for girls are lower in rural areas showing gender inequity,
children with disabilities do not perform as well as peers, and religious minorities are
unable to express themselves openly in educational spaces for fear of retribution and
opportunity costs [21].

Thus, while structural inequities and oppressions are present within both Pakistan
and theUSA, their nature varies, andwe thus hypothesize that the identitiesmost affected
and intersections thereof are different between the two countries. This signals the need
for a theory of intersectional identity that has been fine-tuned in accordance with the
specific identity-based contexts of a given country, whether that country be the USA,
Pakistan, or otherwise. With such contextually specific adaptations, intersectionality
could better inform the work of education practitioners by allowing them to gain a better
sense of which identity aspects students give more or less emphasis towards, assisting
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them in improving the quality of educational experiences for students in a contextually
responsive manner.

Lastly, given that the nature of intersectionality itself is one of interconnectedness,we
find that there is great potential for the use of Quantitative Ethnography (QE), and specif-
ically epistemic network analysis (ENA) in exploration and analysis of intersectional
identity. Indeed, QE and ENA have been previously used to analyze certain conceptual-
izations of identity, particularly within the context of gaming communities [22, 23], but
has not yet been applied to intersectional identity in ways similar to our analytic purview
here.

3 Methods

3.1 Data Collection

We developed a semi-structured interview protocol to surface students’ conceptualiza-
tions of their intersectional identities, in line with best practices for interview proto-
col development [24]. Data collection occurred from January through December 2022,
wherein we conducted semi-structured interviews with 16 high school students through-
out the Philadelphia and Los Angeles regions of the USA and 45 high school students
across the Lahore, Kasur, Chinniot and Islamabad regions of Pakistan. Participants were
selected through voluntary convenience sampling [24]. From our participant pool, we
randomly selected five USA interviews and five Pakistani interviews for analysis in this
paper.

While the interview protocol was kept consistent across countries, there was
contextual-based variability in the frequency of and specific nature of interviewers’
probes, a phenomenon that is inevitable when multiple researchers are conducting inter-
views [24]. One notable instance of this contextual variabilitywas the interview language
varying by country; the USA interviews were conducted in English and the Pakistani
interviews were conducted in Urdu. Furthermore, our research team observed through-
out the interview process that some questions varied in their applicability to different
countries’ participants based on researchers’ understanding of the country’s context.
This created additional variability within the interview process, however, not to a degree
where researchers had to abandon the protocol altogether. Any structural differences in
interview applications were also considered as part of the interpretation of subsequent
ENA models.

3.2 Data Cleaning, Organization and Selection

For theUSAparticipants’ interview data, automatically generated Zoom transcriptswere
cleaned manually, using the interview audio recording as a reference when necessary,
and in-person interviews were manually transcribed. Data cleaning for the Pakistani
participants’ interview data was a lengthier process, as the research team manually
transcribed interviews and then translated those transcripts from Urdu to English.
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3.3 Data Analysis: Code Development and Coding Procedures

Codes were developed inductively through a collaborative process of thematic analysis
[24] and then deductively applied to the data through a binary coding approach (See
Table 1). Due to practical constraints, only one member of the research team engaged
in coding of the data. This coder’s positionality is that of a second generation Indian-
American, Hindu, male, doctoral student. In line with single-coder criteria set forth by
Shaffer & Ruis [25], the research team feels that this coder’s positionality intersects
with aspects of both countries’ participants’ experiences in ways that lend validity to
his coding decisions, especially with respect to the USA participants. However, we
do acknowledge that our coder’s positionality is not a substitute for an emic Pakistani
perspective in coding,whichwould have given our coding decisions even greater validity.

Table 1. Codebook.

Code Definition

Family Participant references their family

Education Participant references their formalized education or academic identity

Emotional Affect Participant references any experienced emotional state

Gender Participant references their gender identity

Language Participant references their written or spoken language

Location Participant references their geographic location, whether macro or micro

Morality Participant voices considerations of morality (i.e., “right,” “wrong,” etc.)
in connection to an aspect of identity

Peer Interactions Participant references interactions with their peers

Race Participant references their race or ethnicity

Religion Participant references their religion

Sexual Orientation Participant references their sexual orientation

3.4 Epistemic Network Analysis

The coded interview transcripts were analyzed through Epistemic Network Analysis
(ENA), as it is a valuable analytical method that gives structure to qualitative data while
retaining contextual importance and allows for rich sensemaking of congruent themes
in data through model visualization [26].

Each interview contains 40–60 coded lines of data on average. Each line of data is a
participant utterance, separated by turn-of-talk between the participant and interviewer.
Interviewer utterances were not coded or included in ENAmodels; however, those utter-
ances were present in the transcript during coding to provide context for participants’
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utterances. This approach was intended to prioritize the visualization of patterns in par-
ticipants’ discussions of their own identities. Once a transcript was fully coded, inter-
viewer utterances were removed due to our assessment that interviewer utterances were
not indicative of surfacing participant identity.

ENA Modeling Decisions
The first-level unit variables are each country (the USA and Pakistan), with a second-
level unit variable being each individual student and a third-level unit variable being
each interview part. This second-level unit variable was the result of observations that
questions #1–6 of the interview protocol ask the students to reflect on their identities in
a more open-ended manner without calling particular attention to identity in the con-
text of any social phenomenon (e.g., education); thus, we are referring to the responses
from these first six questions as participants’ conceptualizations of their intersectional
identities at baseline. Though there can be no truly abstract baseline identity for any
individual [5], given the sociocultural nature of the phenomenon, we use this term of
baseline identity to distinguish participants’ general conceptualizations of their inter-
sectional identities from their conceptualizations of intersectional identities with regard
to educational experiences and contexts. From Question #7 onwards marks a concrete
shift in asking students to think about and reflect on how their educational experiences
and school contexts have affected their identity.

The conversation variable is each individual student’s interview. Lastly, our epistemic
networks employ a moving stanza window of three lines, as the organization of each
interview into two parts makes the data more suitable for a moving stanza window due
to the natural flow of the discourse and self-reflection. We chose a stanza window of
three lines due to line count in our interviews; interpretively, we noticed that participants
were more often referring to their more immediate previous utterances.

Our ENA models are generated by the webENA tool. Coded data, along with the
corresponding unit and conversation variables, are entered into and formatted in a spread-
sheet according to standard ENA conventions in order for the webENA tool to generate
a model [4]. The ENA models are made by the webENA tool looking for frequent co-
occurrences of codes within every three line-window of data, bounded by the parameters
set by our assignment of the unit variables, conversation variables, and stanza window
[26]. The count of co-occurrences of every particular code combination for each three-
line window within our data set is then aggregated into a matrix of values. These values
are then normalized to account for different volumes of data between each interview, as
no two interviews are exactly the same length. Finally, the connections between codes
per each unit variable are visualized within an ENA model.

Once models were generated, we then engaged in parsimonious analysis to inter-
pretively determine if any codes could be visually hidden from the models, to amplify
visibility of emergent trends from the data. Accordingly, we decided that any code with
no connections above a relative weight of 0.1 were excluded from the models. While this
is not as systematic as approaches such as the Parsimonious Removal with Interpretive
Alignment (PRIA) approach [27], we feel that this decision enhances the interpretive
power of our models while maintaining thematic fidelity to the data.
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4 Results and Discussion

Our results are organized with relation to our analysis of the two halves of the interview
protocol as discrete entities, as discussed above. For each interview half, we discuss
notable connections within each country group’s models followed by a discussion of key
differences seen within the respective comparison model and their broader implications.
All models have a Pearson goodness of fit of 1.0.

4.1 Baseline Conceptualizations of Intersectional Identities

The ENA models for the first part of the interview (see Figs. 1, 2 and 3) visualize
participants’ baseline conceptualizations of their intersectional identities as unearthed
through the first part of our interviewprotocol. In accordancewith ourmethods, the codes
ofMorality and Socioeconomic Status were excluded from thesemodels, as neither code
formed any connections with any other codes above a relative weight of 0.1.

Within the USA students’ conceptualizations of intersectional identities at baseline
(see Fig. 1), a quartet of well-connected codes emerged from the model: Race, Gender,
Peer Interactions, and Family, although the latter is the least strongly connected of the
group. Race is the strongest connected code within the model with heavy connections
to Gender (0.241), Religion (0.19), and Peer Interactions (0.16). In addition to its con-
nection to Race, Gender was most connected to Peer Interactions (0.21) and Religion
(0.15), indicating that our USA participants may conceptualize their gender in relation
to multiple other aspects of their identities. Evidencing the race-gender connection, one
USA student said: “I am a Black man, some people see us differently. They don’t see
us as equals sometimes.” The results for the Race and Gender codes reinforce what we
observed within the aforementioned literature on identity formation within the USA,
which posits the importance of race and gender as key components of intersectional
identity for this participant group.

Peer Interactions was strongly connected to Religion (0.18) and Family (0.14), in
addition to its strong connections to Race and Gender. These connections ran counter
to our expectations of Peer Interactions; extant identity-based literature often cognizes
social phenomena as a mediator of identity as opposed to being a part of identity [28,
29], yet our results indicate that our USA participants conceptualize their interactions
with peers as part of their baseline intersectional identities. Lastly, the Family code
had a relatively strong connection to Education (0.21) and more moderate connections
to Gender (0.13) and Peer Interactions (0.13), leading us to conclude that our USA
participants’ baseline conceptualizations of identity may be more likely to be shaped
by their interactions and experiences with family members and within family contexts.
One USA participant aptly describes this multidimensional connection when describing
her baseline identity: “Me and my friends try and go out just to have fun, because, like,
school stresses us out sometimes…well, me and my friends have gotten really close this
year. So, like, our families have met and stuff. So yeah, my mom really likes my friends.”
This participant fluidly connects aspects of her peer interactions, family experiences,

1 All numbers within parentheses in this section refer to relative line weights as given by the
webENA tool.
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and academic identity with her broader notions of identity, demonstrating how these
identity aspects intersect.

The ENA model of Pakistani students’ highlights the prominence of the Education,
Family, Language, Location, and Religion codes in their baseline conceptualizations of
intersectional identities (see Fig. 2). Specifically, the Family code occupies a position of
centrality through its stronger connections to Education (0.45), Language (0.27), Loca-
tion (0.32), and Religion (0.21). The other four codes mentioned all have comparatively
strong connections to each other; no connection among the group has a relative weight
less than 0.22. Thus, this model provides us with a working understanding that our
Pakistani participants conceptualize their identities primarily through their familial and
education-related experiences, along with their regional, language, and religion-related
identities.

Fig. 1. ENA model of USA participants’ baseline conceptualizations of intersectional identity.
The line weight between Family and Religion (not visible) is 0.11.

Fig. 2. ENAmodel of Pakistan participants’ baseline conceptualizations of intersectional identity.
The line weight between Family and Religion (not visible) is 0.21.

The comparison model (see Fig. 3) displays what our analysis of Figs. 1 and 2
tacitly builds towards: that our USA and Pakistani participants foreground different
connections between different aspects of their baseline intersectional identities, and that
these differences are stratified along country lines. For example, the prominent codes
for our USA participants (Race, Gender, Peer Interactions) were less robustly connected
to other codes among the Pakistani students’ discussions of their baseline identities.
The converse is also true of the more prominent codes for our Pakistani participants:
while Family did have some connection to other codes for our USA participants (see
Fig. 1), connections to Family among Pakistani participants are approximately twice as
strong. The Education, Language, Location, Religion codes are more prominent within
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the model of our Pakistani participants but are more sparsely connected to other codes
within the USA students’ data. As one Pakistani participant described: “What defines
me, is my reason for studying. That’s the main thing….the place I’m from, Kashmir, the
level of education there is improving, but not from an Islamic point of view…I study here,
with the support of this Islamic Trust, and…take what I learn here, from an Islamic point
of view, when I go there,” demonstrating these dynamic connections between academic,
regional, and religious identities all at once.

Lastly, we note that the individual means of Pakistani student responses (visualized
as dots in Fig. 3) are clustered closer together around the Pakistani mean, and the USA
students are spread further from the USAmean, potentially indicating that our Pakistani
participants’ conceptualizations of baseline intersectional identity are more similar in
terms of their patterns of connection-making than that of the USA participants.

Fig. 3. ENA comparison model of relative differences between co-occurring aspects of identity
for USA and Pakistan students. The line weight between Family and Religion (not visible) is 0.1.

We thus conclude that there is variability at the country level in how our participants
conceptualize their baseline intersectional identity, as evidenced by the differences in
specific code connections between the two groups. Both of these conclusions lead us to
assert that theorists and researchersmust account for contextual differenceswhen seeking
to utilize intersectionality as an epistemological lens, and that perhaps intersectionality
in non-USA contexts must be treated as a grounded theory, to be generated and iterated
upon in a highly emic manner.

4.2 Intersectional Identities and Educational Experiences

In analyzing the epistemic networks for the second part of the interview (see Figs. 4, 5 and
6), we first excluded Religion, Sexual Orientation, Socioeconomic Status, and Language
codes based on our aforementioned criteria; none of these codes formed any connections
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with a weight of over 0.1. Next, we note that the prominence of the Education code in
all models for this interview part is expected, given that the second part of our interview
protocol is directly centered around students’ educational experiences. What is notable
to us, instead, are the connections made between the Education code and some codes
over others, in addition to other particularly strong or weak code connections present.

As seen in Fig. 4, our USA participants more strongly associate their intersectional
identities in the context of their educational experiences with Peer Interactions (0.55),
followed by Emotional Affect (0.29). From this, we can posit that our USA participants
were more likely to associate their education-related identity with peer interactions and
emotional affect; this was reflected within the data. As one USA participant described in
response to being asked about their identity in school, “I was really immature in middle
school, so I think I’ve definitely like, you know, opened up and just -- like I feel like
everybody just has to be nice to everyone, I guess. Like, there’s no reason to be mean,”
illustrating the connectionsmade between her educational experiences, peer interactions,
and emotional affect with regards to conceptions of nice versus mean. Other codes with
less strong connections to Education included Gender (0.19), Race (0.12) Family (0.12)
and Morality (0.1).

Fig. 4. ENA model of USA participants’ conceptualizations of intersectional identity in educa-
tional contexts.

For our Pakistani participants (see Fig. 5), their strongest associations with the Edu-
cation code were with Peer Interactions (0.48), Morality (0.27), Location (0.26), and
Family (0.25). Gender was also associated with Education to a lesser degree (0.11).

When comparing the USA and Pakistani participants’ themes from the second part
of the interview (see Fig. 6), we are drawn to the similarities between both country
groups in their strong association of Peer Interactions as part of their intersectional
identities in the context of their educational experiences. This is the strongest and most
consistent connection across both participant groups within either part of the interview.
Perhaps this is because the highly social experience of being a student in school [30]
is a commonality among all other country-based contextual differences with regard to
educational experiences. Participants from both countries expressed their sentiments
around the prominence of peer interactions in educational contexts. Speaking to a pos-
itive impact of peer interactions in educational contexts on their identity, one Pakistani
participant describes that “before coming to [school name] I would identify myself as
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Fig. 5. ENA model of Pakistan participants’ conceptualizations of intersectional identity in
educational contexts.

someone who likes to stay on their own, gets angry easily, lacking patience and ability
to understand others. But after coming to [school name] and interacting with many
different people and also getting scolded a little, I changed and now I am a calmer,
more accepting person.” In comparison, one USA participant paints a more complicated
picture of the intersections of peer interactions with their baseline identity: “I think my
identity shapes how my peers view me, because they see me as like, as somewhat of an
outcast, they don’t want to include you in something…But like, for the most part, kids,
or the kids [at this school] are pretty cool. Like, they include you in stuff. They laugh
and joke, and they’ll talk to you. But sometimes there are people that stand out, and it
just happens that they don’t fit in with the group.”

Additionally, another set of notable differences are that USA participants associate
Emotional Affect (0.21) and Race (0.15) with Peer Interactions more than their Pakistani
peers, whereas Pakistani participants associate Morality (0.14) and Location (0.12) with
Peer Interactions more than the USA participants. Though the specific impacts of peer
interactions on identity may differ by student, it is clear that peer interactions do intersect
with identity heavily in the context of educational experiences.

Lastly, we note that the Education-Location connection (0.24) for Pakistani partici-
pants possesses the strongest difference of any code connection in this model. Interpre-
tively, this is reflected in the data, as participants frequently discussed their region and
location when asked about various aspects of their identity in relation to their educa-
tional experiences. As one Pakistani participant described: “I like being around people
who belong from different areas of Pakistan. I did not have to face any challenges in
that aspect. Being the head boy of school has given me the leverage to manage people
from different backgrounds, hence this has given me an opportunity to expand on my
horizons.” Again, while we cannot speculate as to the underlying reasons for these dif-
ferences, these differences can be regarded as potential evidence that students in these
different countries may place emphasis on different aspects of identity when engaging
with their peers.
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Fig. 6. Relative differences between co-occurring aspects of identity for USA and Pakistan
students in the context of their educational experiences.

5 Conclusion

Our results have broader implications for the theory of intersectionality as an epistemo-
logical lens, as well as for global research design and for the QE-ENA approach.

As previously discussed, the dominant theoretical models of intersectionality are
rooted within USA contexts, and applications of these models within education research
thus largely focus on intersections of racial, gender, socioeconomic status, and sexual ori-
entation identities [13]. Our Pakistani participants foreground aspects of identity that are
not often considered by USA-based models of intersectionality, namely, academic iden-
tity, region-based identity, and family-based identity. For our USA participants, while
they foreground connections between their racial and gender identities, socioeconomic
and sexual orientation identities were more sparsely connected. Our USA participants
also give greater prominence than expected to family identities and peer interaction-
related identities, suggesting that there is more nuance to intersectional identities within
the USA context that is yet to be uncovered. We thus conclude that further research is
needed to understand these finer nuances, and to then utilize those nuances to create
multiple emic, grounded theories of intersectionality that stem from participant experi-
ences in an emic manner. At a theoretical level, we envision that these multiple theories
of intersectionality, all operating from the same broad theoretical lens that identity is
fundamentally intersectional, while simultaneously prioritizing contextually-based vari-
ability of which particular identities are intersected most and least, could then be used
to better guide research on intersectional identities within non-USA contexts and even
help to refine intersectional identity theories within the USA. Additionally, our findings
also evince the need for identifying Pakistani-generated theories that can contribute to
understanding intersectional identity in their specific context; such theories would be
highly useful in achieving greater contextual sensitivity within future iterations of this
work.

Our findings for how students conceptualize their intersectional identity within edu-
cational contexts are largely congruent with our aforementioned implication for inter-
sectional identity theory; the differences between country groups with regard to the
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emphasized identity aspects within educational contexts support our implication that
intersectionality must be adapted from and for specific participant groups when used as
an epistemological frame for research with their contexts. However, one key theme from
our findings on participants’ identities within their educational contexts is the preva-
lence of the Peer Interactions code across both countries’ participants. Participants from
both countries conceptualize an aspect of their identities in relation to their interactions
with their peers; furthermore, this peer interaction identity has the strongest connection
to other codes within the context of participants’ educational experiences. While peer-
peer interactions are typically discussed in the literature as a social phenomenon and
cognized as distinct from identity [28–30], our participants from both country contexts
clearly foreground their identities in connection their peer interactions within educa-
tional contexts, perhaps indicating that there may be an aspect of individual identity that
is derived mainly in relation to one’s peer interactions.

Lastly, we note that the usage of QE-ENA as a research design and analytic approach
iswell-suited for investigating conceptualizations of intersectional identity; however, our
application ofQE-ENA to intersectional identity is relatively novelwithin thefield ofQE-
ENA.While QE-ENAhas been used to analyze identity, those studies had fundamentally
different scopes of investigation as well as different conceptualizations of identity itself
[22, 23]. The highly interconnected nature of intersectional identity itself makes it a
natural phenomenon to be explored via QE-ENA, as the QE-ENA approach itself is
ideal for visually surfacing and analyzing such interconnectedness at a fine grain and
without sacrificing fidelity to participants’ experiences and sociocultural contexts [4].
One specific future direction would be to use QE-ENA to analyze intersecting aspects of
identity with regard to valence (i.e., positivity or negativity) to understand how students
perceive their various aspects of identity, in addition to understanding which aspects
students connect together more or less often. Additionally, we would like to engage
methods of participatory QE-ENA in relation to this work to enhance the emic aspects
of our methods and findings [31]; in future work, we can engage in participants in
co-creation and modification of codes as well as soliciting their feedback on resultant
ENA models. Meaningfully integrating participants’ voices into our analysis through
participatory QE-ENAmethods would enhance the fidelity of our identity-related work.
Thus, we hope to engage in further intersectionality-oriented research using QE-ENA,
and hope that theQE-ENAfield at largemay find value in and expand upon our approach.

5.1 Limitations

We note four specific limitations with our study. Firstly, the epistemic network analysis
within this paper is only applied to a small subset of our total participant group, limiting
generalizability for implications of this work. Accordingly, we have been careful to
analyze our results with respect to the subset of participants andwithout drawing broader
inferences, and we thus state our implications in terms of potentialities as opposed to
analytic certainties.Our next limitation concerns the translation of Pakistani participants’
interview transcripts from Urdu to English. Though our team made every effort possible
to ensure word-for-word accuracy within the translated transcripts, there is always room
for error in fidelity that emerges when analyzing a translated interview transcript and is
thus worth noting [24]. Next, we observed that there was what we consider to be a large
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amount of variability between interviewer styles. Though all interviewers were given
the same semi-structured interview protocol and guidance on how to conduct interviews,
we noticed that our USA interviewers tended to depart more readily from the protocol
structure through the use of probing questions,whereas our Pakistani interviewers tended
to follow the interview protocol more rigidly and with less probing questions. While
interviewer variability is inevitable [24], such variability is still notable for its potential
effects on participant responses and analysis thereof. Finally, we note the limitation
of utilizing a single coder for the data without conducting test-retest reliability, as any
potential biases on the part of the coder will have a greater impact upon the analysis with
only one coder. The use of a single coder occurred due to practical constraints within our
research team; for future work we will aim to utilize multiple coders with robust inter-
rater reliability measures [32]. We will also aim to utilize coders that together possess
emic perspectives of all contexts investigated within future work.
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Abstract. This paper explores the experiences of preservice teachers of color
completing teacher preparation historically white university. Drawing on critical
race theory (CRT), this paper foregrounds intersectionality of participants’ various
and intersecting identities, using epistemic network analysis (ENA) to represent
connections between participants’ identities and senses of belonging within the
context of their programs. ENApresents a unique opportunity to visually represent
the connections between participants’ experiences and multiple salient identities
simultaneously, minimizing the risk of essentialism and tokenization. Results of
this intersectional analysis of preservice teachers of colors’ (PSTOC) experiences
and implications for teacher education suggest that PSTOC experiences of belong-
ing in teacher preparation can be understood through program interactions and that
PSTOC social identities influence the ways they approach and make sense of their
experiences. Further implications for the utility of ENA as a tool for understanding
identity and intersectional experiences are offered.
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1 Introduction

Schools and districts nationwide, as well as academics and policymakers, have voiced
calls for a teaching force that reflects the growing diversity of American public school
students – more than half of whom identify as a racial or ethnic minority [3]. How-
ever, teachers of colors’ reflections on preparation programs indicate that preparation
programs are often marginalizing and isolating spaces [1, 8, 12]. Consequently, teacher
preparation programs have begun to reflect on racial dynamics present within their
programs for PSTOC [1].

This paper explores PSTOC experiences in teacher preparation programs at histori-
cally white universities (HWI) using a dataset of 13 interviews conducted with graduates
from three teacher preparation programs in HWI. This paper uses ENA to examine the
questions:
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1. How do PSTOC describe their experiences in teacher education programs in HWI?
2. How do PSTOC various social identities impact and influence their experiences in

their teacher education programs in HWI?

2 Review of Literature

Ample literature about teacher of colors’ (TOC) experiences in teacher preparation
has revealed that, overall, they report experiences of marginalization and isolation [1].
Further investigation reveals that many university-based teacher preparation programs
(and particularly those located within HWI) have been designed within normative white
theoretical and pedagogical confines, and consequently fail to address the specific needs
of the myriad and intersecting identities of PSTOC [2].

Developed by legal scholars in the 1970s, critical race theory has been extrapolated
for its utility as a tool for understanding racial inequality across disciplines. One aspect
of critical race theory is the centrality of race and racism as well as the ways that racism
intersects with other social identities such as gender, class and more – often referred
to as intersectionality [15]. Intersectional understandings of the lived experiences of
minoritized communities positions people as complex beings who hold multiple social
identities and are seen through those identities. Although some social identities may
become more or less salient in particular circumstances, they can never be separated
from an understanding of the person who holds them. This understanding guided an
intentionally holistic andmultifaceted analysis of interviewswith participants that, while
positioning race and racism as central to lived experience, did not limit itself to race as
a singular social identity.

Theorized as part of the larger academic discourse in education on critical racial
approaches to teaching and learning, culturally relevant pedagogy (CRP) advocates for
culturally competent education which supports academic success while affirming and
supporting students’ cultural identities [10]. Affirmation and support of cultural identity
tends to be subjective given that experiences of intersectionality may render individuals
dominant in one social identity andmarginalized in another simultaneously. The broadest
possible manifestation of culturally competent education, then, is education that values
and prioritizes the ways of knowing and experiences of communities of color. Research
on culturally competency in teacher preparation reveals that a sense of belonging as
reified in community construction is essential to honoring the strongly community-based
forms of knowledge production in and values of communities of color [5, 9].

It is from this research that the decision was made to focus on the constructs of
belonging and social identities and their roles within participants’ teacher education
experiences.

3 Methods

3.1 Study Design, Setting, and Participants

To begin to understand participants experiences in teacher preparation, we interviewed
13 recent (1–5 years) graduates of color from three graduate-level teacher education
programs at HWIs in a large, poverty impacted city. In 2021, all graduates were offered
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a routine exit-survey soliciting program feedback. Those who self-identified as TOC
were invited to participate in an interview about their experiences.

3.2 Data Collection and Organization Techniques

Interviews lasted between 30 and 60 min, followed a semi-structured interview proto-
col consisting of 17 questions and were video recorded and transcribed for analysis.
Interviews took place via zoom and were conducted by graduate students who were not
affiliated with any of the preparation programs. Variation in the number of questions per
interview relates to the presence or absence of probing and conditional questions based
on participant responses. During the transcription process, all names were deidentified.
Anonymizing interviewees to protect the identity of participants was particularly impor-
tant given researchers’ proximity to the teacher education programs. For example, in
some cases, members of the research team were professors, coaches or mentors in the
program. The dataset consists of 13 interviews. Given the, at times, monologic nature
of semi-structured interviews, only statements from the participant were included in
the data set. Lines of data in the interview were segmented by the completion of a full
thought as reviewed interpretively by members of the research team [16]. An advantage
of the size of this dataset is that it was possible to segment data into lines by hand.

As part of a larger study in which epistemic network analysis was not originally con-
sidered, initial coding consisted of both traditional, qualitative coding, using deductive
codes that looked broadly at identity and experiences in the program and flexible coding
[3, 11]. Identity was coded according to conceptions of social identity, professional iden-
tity and personal identity. Experiences were coded based on whether they represented
a structural, institutional, relational, or curricular experience. No inductive coding had
yet been completed.

In accordance with the underlying ethnographic ideologies in quantitative ethnog-
raphy, we left space to identify inductive codes after finalizing deductive coding [7]. It
was here that the multitudes of social identities mentioned surfaced for us as noteworthy
across several participants. We created codes based on the social identities mentioned
by participants in interviews, and created additional codes based on emergent themes.
At this stage, we had three parent codes, each of which had several child codes, and
totaled 21 codes. After several rounds of iteration, we collapsed, changed and elimi-
nated codes to reach a codebook that captured the most salient themes that emerged,
and most directly related to the study’s research questions. We were left with a set of
codes that centered around social identities, interactions, and sense of belonging. Ulti-
mately, we used sense of belonging and lack of belonging as a unit variable, so that both
experiences could be easily isolated from one another, and analyzed in association with
particular social identity and interaction codes. As such, sections of interviews were
designated as pertaining to a sense of belonging, a lack of a sense of belonging, or,
other, where the participant was not describing program experiences but instead giving
background or contextual information. Like many quantitative ethnography studies, we
used binary coding to indicate whether or not a code appeared in a given line. Each
parent code had several child codes which served to categorize the nature of the relevant
social identities, interactions, or experiences more specifically in any given statement.
A codebook is included below (Table 1).
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Table 1. Codebook

Parent Code: Social Identity
Social identity codes were assigned when a participant made reference to a particular social
identity that arose when describing themselves or while speaking about their experiences

Age Statements participants made in which they mentioned their age

Race Statements participants made in which they mentioned their racial identity

Religion Statements participants made in which they mentioned their religious identity

Gender Statements participants made in which they mentioned their gender identity

Geography Statements participants made in which they mentioned a hometown or other
geographic location

SES Statements participants made in which they mentioned their socioeconomic
status

Sexual Identity Statements participants made in which they mentioned their sexual identity

Parent Code: Interactions
Interaction codes were assigned when a participant described an experience that included an
interaction with another person who belongs to one of the categories described below

Interactions with University Faculty/Staff Statements participants made describing
experiences in which they interacted with
university faculty or other staff affiliated with
the university or the program

Interactions with Fieldwork Adults Statements participants made describing
experiences in which they interacted with a
colleague at a school-based fieldwork site
(specifically, not a student at the site or a
student’s parent)

Interactions with People Outside the Program Statements participants made describing
experiences in which they interacted with
anyone who was not affiliated with the
program at all

Interactions with Peers Statements participants made describing
experiences in which they interacted with
another person enrolled in the program

Interactions in Identity Subspaces Statements participants made describing
experiences in which they interacted with a
peer specifically in a space defined by
identity affinity, whether formally or
informally formed

(continued)
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(continued)

Parent Code: Interactions
Interaction codes were assigned when a participant described an experience that included an
interaction with another person who belongs to one of the categories described below

Code: Experiences
An experience code denotes when a participant described a specific experience they had during
the program, rather than when a participant gave context about themselves or talked broadly
about the program

Coding first included presence or absence of the parent code.When a parent codewas
present, the statement was then coded for presence or absence of related child codes. For
example, the following line was codedwith a 1 in the parent code for social identities and
the associated child codes of geography and socioeconomic status but received 0’s for all
other codes since no other social identities, specific interactions or program experiences
were mentioned (Table 2).

“So I’m from a small. small town in western Pennsylvania. It’s, it’s a small town
that’s, you know not very not thriving very much and you know a lot of people in
that town don’t seek higher education.”

Table 2. Coding Example

Social Identities Age Race Religion Gender

1 0 0 0 0

Interactions with… Faculty & staff Peers Field-based colleagues People outside the
program

0 0 0 0 0

Amore illustrative line of coding can be seen below, where the participant mentioned
their racial identity as salientwhile describing a specific experience interactingwith peers
and faculty members (Table 3).

“Alpha: sure. I mean in no way, were they the best. I didn’t feel like there were a lot
of people of color that, you know, shared my same experiences. I really wanted a
strong black community, and I was unable to find that in my Program. Some of my
classmates were pretty intense and, excuse me, there was a number of diversity
related experiences that happened, students making comments and classes that
weren’t necessarily checked by the professors. professors, not knowing. How to
navigate those conversations when they came up.”
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Table 3. Coding Example

Social Identities Age Race Religion Gender

1 0 1 0 0

Interactions with… Faculty & staff Peers Field-based colleagues People outside the
program

1 1 1 0 0

3.3 Data Analysis Techniques

Data analysis utilized ENA to examine the pattern of connections between the constructs
in the codebook. For this study, there were three units of analysis. The first was the
variable that categorized a statement as relating to belonging or lack of belonging (or
neither), the secondary unit was the program in which participants were enrolled, and the
third was the individual interview. Because the interview protocol asked questions about
identity at the beginning of the interview and participants referenced those identities
throughout, the decision to use an infinite stanza window allowed connections to identity
to be captured in the analysis. To understand the impact of this decision on the proportion
of connections in the middle of the interview, infinite stanza windows of four and eight
lines were also tested. Neither led to significant changes. The individual interviews
constituted the conversations.

4 Results

To interpret results and paint themost contextualized picture of participants’ experiences,
the connections established by epistemic networkmodels and thewords and descriptions
offered by participants during their interviews are most effectively considered together.
Pairing qualitative analysis of interviews with quantitative ethnographic analyses offers
a way to triangulate interpretation of data in a thickly described and deeply contextual
way. Qualitative analysis of interviews allows researchers to identify important focal
points for further analysis. Epistemic network models allow for a more fine-grained
investigation of the isolated focal points identified by qualitative analysis.

4.1 What are Teachers of Colors’ Experiences of Belonging in Their Teacher
Education Program?

Qualitative analysis surfaced themes of belonging and isolation as salient aspects of
PSTOC experiences in programs. Numerous participants mentioned the impact of the
pervasiveness of the normative vision of teachers as white, middle-class, mono-lingual
women. Participants shared reflections on the ways this normative vision of teacher
identity manifested within programs – from coursework likened to “diversity for white
people,” that amplified the experiences of “well-meaning white women,” and ensured
that “their voices were always present,” to specific instances of individual white, women
teachers perpetuating harmful narratives about families and students, “speaking about
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their experience, as if they’re fact, or as if they’re law” (Alpha; Kilo; Foxtrot). Experi-
ences like these led some participants to question whether they belonged in their pro-
grams at all, or whether their admission or choice to enroll was a mistake. Engaging
with the experiences that participants described during their interviews made clear the
salience of belonging but left us with questions about where belonging and lack of
belonging were felt most acutely.

ENA offers more fine-grained insights into participants’ experiences with belonging
as it allows us to put aspects of participants’ experiences more directly in conversation
with their experiences of belonging. One such aspect of participants’ experiences we
used ENA to understand more deeply in relation to belonging was the interactions that
participants had within the program (Fig. 1).

Fig. 1. A comparison plot of teachers of colors’ experiences of belonging and not belonging as
connected to program interactions. Because of the relatively strong connection between interac-
tions with peers and interactions with faculty and staff in the belonging (0.79) and not belonging
(0.74) groups, the line appears comparatively thin in the difference model above.

The model in the figure above shows that discussions around a lack of belonging
had more overall connections to participants discussions of interactions with colleagues
at fieldwork placements, while interactions with peers and interactions with university
faculty and staff tended to drive discussions of both belonging and lack of belonging.
The model highlights the potential impact that interactions – good and bad – had on
participants’ experiences, and in the case of interactionswith peers and university faculty
and staff, suggests that interactions can be positive or negative andwere not categorically
helpful or harmful to participants’ experiences of belonging.

Indeed, this is corroborated by qualitative analysis of interviews, in which partici-
pants across all programs noted “a certain dismissiveness,” “a certain coldness” or lack
of sincerity palpable in interactions with faculty and staff (Kilo; Delta; Alpha). Speak-
ing about interactions with faculty and staff, several participants noted feeling under
supported. One participant shared how feeling under supported by faculty and staff,
particularly in response to clear and direct requests for support, led that participant to
question their belonging in the program, saying:
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“All of my experiences in the program are the feedback that I’m receiving from
the program so… not feeling heard by professors when I’m voicing concerns or,
like, having difficulties with my school… all of this provides feedback to me that
is telling me, you know, that maybe I made the wrong choice” (Alpha).

Participants also reflected on positive interpersonal experienceswith faculty and staff
that supported their senses of belonging within their programs. They shared experiences
where their voices and critiques were heard by professors, and where they felt that
professors saw them and were invested in their growth.

“[Two professor’s names] are fantastic… I think that, um, where they are open to
conversations about how things land or didn’t land and how, like, they’re willing
to recreate pretty much on the spot” (Golf).

“I remember a lot of the people of color who were involved in the program were
very sympathetic to me – they showed an interest in me and asked me about who I
was and what I was about, so I always felt really great when I had professors that
were really open and invested” (Delta).

“… every Black professor that I came in touch with, in contact, we had a great
relationship” (Charlie)

Similarly, ENA inspired an investigation of participants’ interactions with peers in
their programs. Like interactions with faculty and staff, the epistemic network model
pictured above suggests that peer interactions were not categorically positive or negative
and contributed to both a sense of belonging and a lack of belonging for participants.
This was also corroborated by a qualitative analysis of the interviews which revealed
interactions between peers that fostered a sense of belonging and interactions between
peers which isolated and marginalized participants.

Several participants mentioned negative interactions with white peers which empha-
sized, for them, the ways in which teachers of color felt marginalized and were made to
feel marginalized within their programs. One participant, in particular, shared an experi-
ence where white peers made the teachers of color in the program feel actively excluded
and erased, sharing that:

“Many of the white cohort members, um, pretty much did their own thing and kind
of didn’t really, like, talk to any of us or try to engage with any of us. It got to the
point where they actually were invited to one of, one of the cohort member’s, like,
actual homes and like, their parents threw an all out dinner, and they posted it on
social media… not one person of color was, like, invited to that dinner gathering”
(Echo).

Conversely, several participants also mentioned the healing and affirming powers of
affinity spaces that consisted of peers of color.

“That kind of solidified our, like, affinity space of being, just, supportive of our-
selves as people of color… Just by sheer necessity, we kind of just, stuck together.”
(Echo).
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“I had a Black girls group chat and we were four young Black women… who are
all English teachers… and yeah, I never felt alone in the program for sure” (Golf).

“I had a solid group of friends, who I still talk to now. Um, the reason why we’re
so solid is because we were the only people of color in the group…” (India).

Qualitative analysis of the data highlighted the salience of themes about belonging,
while quantitative analysis of the data enabled amore focused examination of the themes
of belonging and not belonging. Epistemic network analysis enabled a more detailed
analysis of how sense of belonging and lack of sense of belonging were experienced
by participants. Epistemic network analysis distilled interactions between participants
and faculty and staff and between participants and peers as notable, which then guided
further qualitative analysis of those interactions. Overall, epistemic network analysis
of this data paints a picture of participants’ positive and negative experiences in their
teacher preparation programs and highlights how interactions that participants reflected
on as positive and negative further influenced their own senses of belonging in their
programs.

4.2 How do Teachers of Colors’ Various Social Identities Impact and Influence
Their Experiences in Their Teacher Education Program?

Using inductive codes that reflected the social identities that participants mentioned in
interviews, epistemic network models that visualized connections between a sense of
(and lack of a sense of) belonging and social identities was generated.

Fig. 2. Teachers of colors’ experiences of belonging as connected to social identities.

Participant discussions coded for belonging tended to feature stronger patterns of
associations between race, geography, and gender (see Fig. 2). A comparison plot (see
Fig. 3) between belonging and not belonging discussions reveals that discussions around
not belonging tended to have stronger code connections overall, specifically in terms of
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Fig. 3. A comparison plot of teachers of colors’ experiences of belonging and not belonging as
connected to their mentioned social identities.

participants’ discussions of race and geographic affiliation (0.52), and race and socioe-
conomic status (0.33). Contextualizing these findings in relation to our understanding of
the qualitative interview data suggests that race, socioeconomic status, and geographic
affiliation presented points of tension which may have acted as barriers to feelings of
belonging for participants.

The insights extrapolated from the epistemic network model guided a qualitative
interpretation of the interviews with a specific focus on mentions of race, geographic
affiliation and socioeconomic status. Qualitative analysis of the interviews elucidates the
ways inwhich race and SES influenced a sense of belonging for participants. Participants
connected race to feelings of not belonging.

“I was… canceled for asking a question in class to a student who was saying harm-
ful things about Black parents, which means that they were also saying harmful
things about Black communities… Before the incident in class, I felt that I could
take on the world. Afterwards, after that incident, I realized that I should think
carefully before I speak… I should think really, really hard about how my words
will sound landing on white ears, and then, and then I usually decided not to say
anything. I did not feel safe” (Bravo).

“I had a cohort of very… I guess… very expressive white people … and that felt
hard because, you know, I was like, almost in a way defensive about, like, being
in this… being… being in this program and being Black in this program. And um,
like, being around white people in this program knowing that it was a program
meant, you know, focused on urban teaching” (India).

“The white people in our program had their voices heard… because the program
is tailored to their needs of, like, not understanding racism, not understanding
classism, not understanding all of those things… I feel like they were heard more
often because the program was structured for people like them, not for people like
me” (Charlie).

Participants also connected SES to feelings of not belonging.
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“… the voices of people of color, it always felt like those voices were missing.
Um, especially in conversations about race and class” (Alpha).

“I think I also felt more empowered in spaces that had poor people in them, or
people who had struggled. And so there were some first generation events that had
happened that I went to and I immediately felt more comfortable because there’s
this hyper awareness that you have to have when you’re a student who doesn’t
naturally fit in to this space, and it’s good to let that armor down” (Juliet).

Although geography was mentioned in discussions of not belonging, interviews
revealed that mentions of geography were approached somewhat differently than men-
tions of race or SES. A qualitative analysis revealed two primary ways in which geo-
graphic affiliation was mentioned as relevant to program experiences for participants.
The first is as part of critiques of the programwhich surfaced that some participants found
the narratives perpetuated about the local community to be problematic. One participant
shared:

“I was also missing the voices of the Philadelphia natives because we spent a lot
of time talking about Philly in ways that I wish were challenged or supported by
the people who have the most to lose, you know, the residents of Philadelphia.
And not the ones who are here for school or work, but you know, the ones who
are here because they consider it to be home” (Alpha).

The other notable context in which geographic affiliation was mentioned as rel-
evant to participants’ program experiences was around how a participant’s own geo-
graphic history (where they are from or where they have lived) impacted the way they
engaged in the program. For example, one participant noted how their time living in
the community inspired their professional ambitions, and also how their upbringing in
a different geographic community impacted and influence the ways they carry themself
professionally:

“I’m a long time Philadelphian. Um, I wasn’t born here, but it definitely feels like
home. I’ve been living and working in the city for about ten years and I feel that
this has informed a lot about my professional trajectory. I like to be involved in
things that benefit the city, and obviously, I’m a Black woman. I’m originally from
the South. Southern hospitality – and I’m always constantly aware of that and what
it means for my experiences in elite communities” (Kilo).

ENA enabled a more focused analysis of interview data by visually distinguish-
ing potential connections of interest. Using ENA to distill the need for a more focused
analysis of the particular social identities of race, socioeconomic status and geographic
affiliation as related to discussions of belonging and not belonging enabled interpreta-
tion and meaning making around the ways that social identities impact and influenced
participants’ experiences in teacher preparation. Analysis and subsequent interpretation
of interview data creates a compelling picture of PSTOC who are motivated by social
identities such as race, geographic affiliation and socioeconomic status, and whose own
experiences in teacher preparation are processed and interpreted through lenses of those
social identities.
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5 Discussion

This study’s findings have potentially important implications for both these teacher
preparation programs and for preparation of TOC more broadly. Most broadly, find-
ings from this study reinforce the importance of teacher education research that centers
teachers of color and their experiences in teacher preparation [6].

Findings around belonging, not belonging and program interactions have potential
implications for university hiring and programmatic decisions around community build-
ing. Within the focal university, these findings imply that hiring faculty of color may
have a positive impact on the experiences that preservice teachers of color have within
the university’s teacher preparation programs. Thus, if the university hopes to contribute
to diversifying the teaching profession, ensuring that there are faculty and staff of color
who relate to preservice teachers of color and see them fully, in ways that participants
have described in this study, is important. Further, community building in affinity spaces
may be important in establishing a sense of belonging for preservice teachers of color.
Conversely, the potential that normative whiteness holds in disempowering preservice
teachers of color in teacher preparation should also be considered.

Findings around the influence and impact of social identities on participants experi-
ences in teacher preparation highlight the many salient social identities that are influence
and impact the ways that participants made sense of their experiences. This has impli-
cations for the ways that this university’s teacher education programs – and teacher
education programs, broadly – maintain fidelity to the critical foundations of culturally
relevant pedagogy. In particular, findings can be interpreted as making a case for the cen-
trality of race and racism for teachers of color, as well as the ways that racism interacts
with other social identities – both of which are central tenets of CRT. Foregrounding ped-
agogical approaches in the centrality of race and racism and in intersectional approaches
necessitates culturally competent teacher preparation that honors the knowledge that is
generated from teachers of colors’ sensemaking processes that result from experiencing
teacher preparation from the perspective of racialized and intersectional lenses.

5.1 ENA for Analysis of Identity and Intersectionality

Interpretation and analysis of interview data also gives way to rich discussions of ENA’s
utility in analysis of identity and intersectionality.

ENAwas originally developed as a way of visualizing and modeling complex socio-
cultural systems. In particular, ENA was developed to model the skills, knowledges,
identities, values and epistemologies within a particular cultural system or community
of practice. Shaffer [13] argues that the different ways of knowing, of deciding what is
worth knowing, and of adding to a collective body of knowledge and understanding for
a community of practice constitutes a community of practice’s epistemic frame. Further,
Shaffer [14] views epistemic frames as the organizing principles for communities of
practice and views learning as a process in which learners develop the ability to incorpo-
rate epistemic frames into their identities. It follows, then, that epistemic networks can
be useful in modeling individuals’ identities in relation to the epistemic frames of their
communities of practice. In the case of this study, ENAoffers away tomodel connections
between preservice teachers of colors’ social identities and their senses of belonging or
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not belonging to a particular community of practice with a particular guiding epistemic
frame. Epistemic network models, in this study, aid interpretation of insider and outsider
identities and positionalities within the community of practice of professional teachers.

Further, ENAmay offer a nuanced way to approach intersectional identities and their
relative positionalities within communities of practice and their respective epistemic
frames. Intersectionality positions people as complex beings who hold multiple social
identities simultaneously. Thus, people bring multiple identities to the lenses through
which they make sense within and experience the world. In short, while particular social
identities may become more or less salient circumstantially, they can never be separated
out from an understanding of the person who holds them, or that person’s understand-
ing of the world. ENA has potential value in showing how people are able to connect
various intersecting pieces of their identities together. Indeed, in this study, it is of note
interpretively that salient social identities were often mentioned together. For example,
participants often mentioned their race in tandem with their gender or socioeconomic
class, in addition to other combinations of social identities that came together to form a
lens through which participants described experiences and understandings.

6 Conclusion

Findings suggest that TOC experiences of belonging in teacher preparation can be under-
stood through the interactions they have as part of the program. In particular, findings
suggest that, for the participants of this study, interactions between teachers of color and
university faculty and staff, and interactions between teachers of color and their peers
(of color and white peers) can meaningfully influence teachers of colors’ experiences of
belonging, both positively and negatively. Further findings suggest that TOC intersec-
tional social identities influence the ways they approach teacher education experiences
and impact the ways that they make sense of experiences.

Finally, findings suggest that ENA is a valuable tool for analyzing identity negotiation
within the epistemic frames of communities of practice. More specifically, ENAmay be
useful in making sense of negotiation of multiple social identities within a community
of practice’s epistemic frame.
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Abstract. This research examined the relationship between the elements of cul-
turally relevant education that might enhance learning for primary and secondary
students in the Kisii tribe in Kenya. A mismatch exists between what and how
Kisii children learn in school and at home. The study examined elements of cul-
ture that can be leveraged to enhance learning, focusing on mathematics. A total
of 60 participants, divided into eight focus groups, were interviewed. The themes
from the thematic analysis were used as codes in the epistemic network analy-
sis, a quantitative ethnographic technique. This research confirms a mismatch is
present between what and how Kisii children learn in school and at home. The
epistemic network analysis showed connections between codes from the thematic
analysis: initiation, language, heritage, oral traditions, values, beliefs, rewards
and punishment, practical over theory, and local STEM. These analyses show ele-
ments of culture support learning and teaching for students in Kisii K–12 schools.
Thismultilayered analysis contributes to the cultural integration and augmentation
framework and the transfer and adoption of universal principles model.

Keywords: culture · mathematics · colonization · curriculum · education ·
STEM · Kenya · Africa

1 Introduction

1.1 Research Purpose

This research examined the relationship between the elements of culturally relevant edu-
cation that support learning and teaching for K–12 students in the Kisii tribe in Kenya.
Classroom education is relevant when it prioritizes the local culture and context of the
learner, enabling the application of classroom knowledge outside of school [1]. Contex-
tuality connects formal learning with external experiences, allowing learners to interpret
situations based on prior knowledge and perceptions [2–5]. A child’s experiences in
Kisii should be based on their culture, and integrating culturally relevant elements into
education could make learning, teaching, and the curriculum more effective, creating
a deeper understanding in the learning process [6–10]. Culture and other previously
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learned content play a vital role in how and what the child learns and helps connect stu-
dents’ prior knowledge to new knowledge [11]. Marginalizing learners’ culture causes
cognitive dissonance as they struggle to adopt unfamiliar forms of consciousness and
mental processes [12, 13].

1.2 Research Problem

Learning in primary and secondary schools in Kisii may be negatively affected by cur-
riculum and pedagogies that are culturally irrelevant. In most African villages, education
is community-based, relevant to the culture, and contextual. Children learn from their
elders and the environment [14]. The colonial education system created knowledge gaps
by failing to align with the knowledge children gain at home. Education is therefore an
inherently flawed system if it prioritizes another’s culture, system, and ideology—thus
preparing the learner for a society other than their own. This dichotomy emphasizes the
importance of culturally relevant elements of education to support optimal outcomes in
teaching and learning in Indigenous communities, where the child’s culture, context,
and information processing are significant to learning [11, 15, 16]. The research sug-
gests that learners’ cultures can enable efficient connections between new knowledge
and prior Indigenous knowledge, creating an emotionally safe space that impacts the
learners’ identity [2, 5, 17–19].

1.3 Background: Kisii Tribe and Kenyan Education Policy

TheKisii tribe is Bantu-speaking people in western Kenya with a population of about 1.1
million—predominantly farmers and herders—with a chieftaincy structure [20, 21]. The
region has about 467 primary schools with 6,278 teachers and 334 secondary schools
with 3,940 teachers [21]. Education is based on the British system, and the instructional
language is English [22]. The English language priority stems from British colonialism
that aimed to exert power over locals by transmitting their lifestyles, beliefs, values, and
practices, which influenced the culture and political and educational systems [23, 24].
The government’s policy is for children to start school by age six, but by that age children
can speak and count in their mother tongue, and they have already been significantly
shaped by their experiences, families, communities, and cultures in ways that strongly
support cognitive development [17, 18, 25].

1.4 Divergence in Mathematical and Language

Mathematics can be affected by local cultural contexts. This highlights the need to con-
sider contextual differences when integrating mathematical concepts into a new culture.
When the language of instruction differs from the mother tongue, it can create a learning
gap. Teaching mathematics in the mother tongue can bridge the language gap, poten-
tially improving learning outcomes [26]. For instance, the English language has multiple
groupings using a single terminology, but the TshiVenda language has no such emphasis
causing students to group giraffes, goats, and cows based on their noncannibalistic rela-
tionship instead of an animal group [27]. It is important for educators to bridge the gap
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between learners’ cultural knowledge and the content and concepts to be mastered by
leveraging learners’ lived experiences and the local context [16]. A deep understanding
of the sociocultural context and language is crucial for the transfer and construction of
knowledge, including universal principles of math, science, and language. This occurs
between learners, educators, and the local environment. The symbiotic relationship found
in mathematics buttresses students’ connection with their schools and, as a result, lowers
behavior problems while at the same time enhancing student learning outcomes [13].

1.5 Theory: Postcolonialism

A postcolonial framework supports understanding culture, linguistics, mathematics, etc.
because of its relationship between colonial and current events [28]. BeforeWorldWar II,
western ideas defined the global boundaries for behavior and thinking for many individ-
uals and institutions [29]. After the war, many subjugated nations sought independence
from their colonial masters and initiated decolonization, including reversing political
control and its impact on Indigenous people [24]. Many nations, such as Kenya, gained
their independence, but it can be argued that coloniality—the impact of colonization on
emotions, intellectual pursuits, and cultural factors—persists.

Scholars state that the education of subalterns and native learners from a European
canon results in a state of nonbeing or insignificance, generally leading to a fractured
existence or identity, which is evident in the mimicry of the West and previous colonial
masters [29–32]. European systems of education have been replacing Indigenous educa-
tional systems from as early as the mid-14th century [33]. Such an education diminishes
self-reference, forcing the learner to value theWest over localways of being. Postcolonial
education theorists argue for culturally relevant education and sociopolitical conscious-
ness, whereby learning is grounded in the native culture and context [18, 34]. Culturally
relevant pedagogy, therefore, provides students with the ability to value and celebrate
their cultures and that of others. Culturally relevant education aligns with postcoloniality
theory. Postcoloniality empowers subalterns to shape their envisioned world by under-
standing past colonial relationships and current events, guided by African philosophies
[29, 35].

Postcoloniality is supported by decoloniality, which aims for a colonialism-free iden-
tity and augments Eurocentric systems with local knowledge for a more equitable and
relevant education system, instead of completely disposing of western education [28–31,
36]. In the search for ways to augment, Africanize the curriculum, or create a culturally
relevant education forKisii, there are significant aspects ofwestern culture and structures
of education that will remain. Augmentation of the curriculum is the process of making
curriculum and teaching methods that are more relevant to the reality of Indigenous
people such as the Kisii tribe [24, 37].
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1.6 Research Questions

This research examined the following questions:

• RQ1: Culture: What are the elements of culture that might support learning and
teaching for primary and secondary schools in the Kisii tribe in Kenya?

• RQ2: Learning: What are culturally relevant practices, strategies, and processes that
enhance learning and teaching for Kisii students in primary and secondary schools?

• RQ3: Relationship: What are the relationships between the culturally relevant prac-
tices, strategies, and processes that support teaching and learning for Kisii students
in primary and secondary schools?

2 Methods

2.1 Focused Ethnography (FE)

FE was used to identify, from the experiences of teachers, parents, learners, cultural
experts, and school administrators, the culturally relevant elements that might support
education in Kisii [38]. All participants responded to RQ1, while learners and teach-
ers responded to RQ2. The first two RQs required a grounded research approach to
determine the codes for answering RQ3. Ethnographic data collection techniques of
recording audio and video of participants were used [39]. The data were transcribed,
translated, thematically analyzed, and then analyzed with epistemic network analysis
(ENA) to investigate the relationship between culturally relevant practices, strategies,
and processes for teaching and learning in the Kisii tribe. A translator was used when
necessary, and the transcribers also spoke the local language, enabling a second review
of all translated quotes translations (Table 1).

Table 1. Codebook of Constructs Included in the Analysis

Code Description Example

STEM/Local STEM Local ways of thinking about
STEM or local resources and
material

“She counts up to 10; she puts a
stick aside.”

Rites of passage Birth, circumcision or
initiation, marriage, death

“We have the birth; circumcision;
we have the marriage and death.”

Oral traditions Songs, proverbs, stories,
music, dance

“If you are not taught at home,
the world will teach you.”

Heritage Food, names, clothing styles,
history

“I’m a Kisii because I eat the
Ugali from millet.”

Language Ekegusii, Gusii, Swahili,
English

“You can use that language that a
kid understands better.”

(continued)
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Table 1. (continued)

Code Description Example

Values Respect, courage, discipline,
morality,

“the child is now a grown-up and
should behave with uttermost
respect.”

Beliefs Spirituality, life after death,
and taboos

“we have a lot of beliefs that does
not go with other tribes.”

Reward and punishment Corporal punishment, gifts,
motivation

“Pupils need something
material” as an incentive to
“keep working hard.”

Practical over theory Ways of learning outside of
school

“But in homes, we do practical.
But in schools, it’s just theory.”

Formal education system Ways of learning in school But in schools, it’s just theory
Competency-based curriculum
(CBC)

Processes Processes are the steps or list
of activities. “how”

“You go slaughter that hen, cut it
into small pieces, put it into a
sufuria

Practices Practices are norms and
customs. “what”

“if you’re newly married, you will
be sent to a kitchen [to] cook.”

Strategies Strategies are short plans of
action
“how”

“At school, they should integrate
the Kisii stories as a refreshment
when we are bored, mix stories
with chemistry.”

2.2 Sampling

Participants were recruited through local contacts with a recruitment letter, and no remu-
neration was provided. Participants had the option to withdraw at any time. Sixty par-
ticipants were interviewed using the recommended range of six to eight participants per
focus group, and each interview lasted about 120 min per group to avoid burnout [40].
The participants from the Kisii community were predominantly natives, spoke the local
language, and were aged 12 and older. The parents (n= 14), teachers (n= 17), students
(n = 17), administrators (n = 6), and cultural experts (n = 6) brought the number of
participants to N = 60.
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2.3 Thematic Analysis (TA) and Epistemic Network Analysis

This research took an indirect approach to quantitative ethnography by first completing
a qualitative ethnography. The data were analyzed for themes, codes, and elements
of culture that can support learning and teaching for children in Kisii. Findings were
grouped as elements of culture and then used as codes for studying existing connections
and relationships in the discourse using ENA.

ENA is a quantitative ethnography (QE) analysis tool for measuring the structure of
connections, creating visualizations of the relationships between the codes, and quanti-
fying co-occurrences [41]. ENA simultaneously analyzes all networks and creates a set
of networks that can be compared visually to provide a better understanding of the rela-
tionship between the content of discourse [41, 42]. Unit of analysis is defined as a turn
of talk taken by participants. An Excel spreadsheet of the discourse and codes developed
from the thematic analysis was used to code about 2,338 lines of dialogue. The reliabil-
ity of codes was validated using social moderation, whereby two raters checked for the
meaning of codes and accuracy of coding on 20% of the data collected. Differences were
reconciled—a social moderation process or interrater reliability critical to QE [42–45].

3 Results

3A Thematic Analysis
Three major themes emerged from responses: (a) elements of culturally relevant edu-
cation; (b) practices, strategies, and processes for enhancing learning in Kisii; and (c)
practices, strategies, and processes for facilitating teaching in the Kisii tribe of Kenya.
Frequency count for coded categories with the most codes for elements of culture to
support learning and teaching for Kisii schools were identifying as a member of the
Kisii tribe and culture (n = 111), teaching at school different from teaching at home
and community (n = 50), learning at home different from learning at school (n = 43),
and how to change or correct the teaching differences between home/community and
school (n= 32). The categories that had coded responses from the most focus groups for
elements of culture to support learning and teaching for Kisii schools were identifying
as a member of the Kisii tribe and culture (n = 8), learned at home but not taught at
school (n = 8), learning to speak Ekegusii or Kiswahili and other activities at home (n
= 6), and learning at home different from learning at school (n = 5).

3.1 Elements of Culturally Relevant Education

For RQ1, focus group data were analyzed thematically to identify nine main categories
under the theme of culturally relevant education elements: rites of passage, reward and
punishment, the practice over theory, values, oral tradition, language, beliefs, heritage,
and local STEM. Their responses provided context to the significance of the following.

Rites of Passage. This theme represents the Kisii rites of passage (birth, circumcision
and initiation, marriage, death) and the formal and informal learning that appear after
circumcision and initiation.An administrator noted, “Wehave the birth, even the naming;
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even the circumcision; we have the marriage and death.” A parent spoke about how
circumcision signifies initiation into adulthood for boys: “In Kisii, especially for men,
once you are circumcised, then we know you are now a man.” Both male and female
circumcision are critical to the identity of the Kisii tribe, as noted by a cultural expert:
“So that was the thing that was making us Abagusii; that was making us distinct from
the rest, but it is fading.”

Reward and Punishment. The systems of reward and punishment reveal differences in
learning at home and at school. This refers to practices such as caning, corporal punish-
ment, giving gifts, motivation, and encouragement. Teachers and parents advocated for
a form of reward and punishment: “Pupils need something material” as an incentive to
“keep working hard.” A cultural expert with teaching experience noted, “White man’s…
constitutions affect us in one way or another negatively.” Another participant in the cul-
tural group blamed this government action and the banning of caning on mimicking the
West: “[You] know we are using the American Constitution purely.”

Practical Learning over Theory. Practical learning over theory or the informal edu-
cation system represents the largest gap in education in Kisii. “That new curriculum
can never train you to be a perfect cook because yours is to watch what is done by
your teacher.” A teacher agreed: “But in homes, we do practical. For example, you go
slaughter that hen, cut it into small pieces, put it into a sufuria. We light fire. We see with
our naked eyes. But in schools, it’s just theory.”

Values. Many of the responses centered on the Kisii values of respect, hard work,
discipline, morality, dressing properly after initiation, unity, and love. As one of the
parents shared, “There was a lot of love among the children. Sharing the same skins
which is obtained from the cow, and there was somuch friendship between the children.”
Another parent mentioned the importance of dressing properly after circumcision as a
sign of moral values, stating circumcision for a girl means “the child is now a grown-up
and should behave with uttermost respect.”

Oral Tradition. Oral tradition, including songs, proverbs, and stories, plays a vital
role in preserving Kisii culture. Students expressed appreciation when their teachers
integrated these elements into the curriculum, as it helped them feel more connected
to their culture. One stated, “If you are not taught at home, the world will teach you.”
Students feel incorporating oral tradition into learning helps break up the monotony of
education. “At school, they should integrate the Kisii stories as a refreshment when we
are bored, mix stories with chemistry.” A teacher noted that “western culture is creeping
in more, and people are trading traditional culture in favor of western culture.”

Language. Learning in Ekegusii, Swahili, and English offers the possibility of new
communication pathways. Teachers recognize the value of using familiar language with
students to illustrate difficult concepts or teach new words. One related, “You can use
that language that a kid understands better. For example, you are talking about a plate,”
suggesting the teacher indicate or describe the plate. “From that, they can understand and
know.” However, students strongly recognized the value of learning multiple languages
to communicate with members of other tribes and nations.
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Heritage. TheKisii people share a common heritage, which is evident in their responses
related to food, traditional cooking, names, history, clothing, and locations. Among
these, food and cooking were the most frequently mentioned and significant codes in
the heritage category. One parent shared how food connected her to her heritage: “I’m a
Kisii because I eat the Ugali from millet.” One of the teachers emphasized that cooking
was so important to cultural identity that wives could be judged for bad cooking and
even sent for retraining. A parent added that “if you’re newly married, you will be sent
to a kitchen, then you cook badly. For instance, you cook the Ugali, and it is soft,” she
can be sent back to her parents.

Local STEM. This theme examined how STEM activities are used outside of school or
without formal education to solve complex problems and included references to STEM.
Multiple focus groups mentioned that older generations demonstrated effective counting
skills with local systems despite lacking formal education. A teacher gave an example
of counting bananas for sale: “She counts up to 10; she puts a stick aside.” Using
this system, she calculates her profit faster than most students. Discussing education
mismatch, a teacher noted: “[I ask] one over one [1/1] or two over two [2/2], and he
tells me zero.” Even though this sounds mathematically wrong, the teachers concluded
that culturally the student is correct because once the child gives away the two items,
there is nothing left to share. Cultural experts discussed how local experts conducted
complex surgical procedures, and a teacher argued that “because of modernization and
technology, we are copying other people’s culture and throwing away our culture.”

Kisii Beliefs. Kisii beliefs generally connect to the rites of passage (birth, circumcision
and initiation, marriage, death) with examples such as life after death, taboos, and beliefs
attached to naming. A female administrator from the cultural group noted that in addition
to the beliefs and practices of naming, “We are the Bantu who migrated from the Congo
Basin. Abagusii, we have a lot of beliefs that does not go with other tribes.” For instance,
the belief that if a woman “climb up the roof and start putting the iron sheets. It is a bad
omen,” and she will be barren. This means it is taboo for a woman to roof a house. An
administrator talked about the uniqueness of names and rituals: “There are some other
rituals done to those kids born on the road; if she is a lady, she is called Nyanchera and
if he is a male is called Makori.”

3.2 Practices, Strategies, and Processes for Enhancing Learning and Facilitating
Teaching

The findings for RQ2, enhancing learning, are as follows: (a) integrating language as
a strategy for better understanding, (b) integrating the local culture and context as a
strategy for learning, (c) integrating practical learning over theory in the process of
learning, (d) eliminating corporal punishments, and (e) integrating parents and elders to
preserve the culture. The findings for RQ2 are language integration, cultural integration,
practical learning, corporal punishment, involving parents and elders, and supporting
the competency-based curriculum education process.”
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3B Epistemic Network Analysis Results
RQ3was answered using ENA. Table 3 provides codes and descriptions used in the ENA
applying a quantitative ethnographic technique that models the structure of connections
in data. This analysis also measured the strength of connections between elements of
culture in RQs 1–3 as codes: (a) STEM; (b) initiation, (c) oral tradition, (d) heritage, (e)
language, (f) values, (g) beliefs, (h) reward/punishment, (i) Kisii education, (j) formal
education, (k) process, (l) practices, and (m) strategies. These were used to code the data
for ENA.

Figure 1 provides a visual of the mean representation of the data indicating statisti-
cally significant differences between all data sets except for parents and administrators.
Along the x-axis, a two-sample t-test assuming unequal variance showed administrators
(mean = −0.14, SD = 0.31, N = 174) was not statistically significantly different at the
alpha = 0.05 level from parents (mean = −0.12, SD = 0.35, N = 267; t(401.20) = −
0.71, p = 0.48, Cohen’s d = 0.07).

The variance showing each axis of the model in Fig. 1, representing the entire dis-
course, is x = 0.11 and y = 0.08. Spearman’s goodness-of-fit is x = 0.79 and y = 0.87.
Pearson’s goodness-of-fit is x = 0.78 and y = 0.85. These statistics are moderate, indi-
cating the fit of correlated plot points to corresponding network centroids. The greatest
spread is between students and cultural experts as can be observed in the mean position
in Fig. 1. Figures 2 and 3 model subtractive graphs that compare findings using two
ENA networks found within the same model. This was achieved by subtracting the edge
weight of one network from another during the simulation, which shows the connections
or relationships that exist between elements in different groups.

Fig. 1. Mean Positions for Dataset Visualization

In Fig. 2, the portion of network nodes that make up the ENA space for students along
the x-axis on the top left quadrant are oral tradition, beliefs, reward and punishment,
and Local STEM. These are interconnected by language, close to the y-axis, and at the



Conceptualizing Theoretical Frameworks for Post-colonial Education 253

very top. The bottom left quadrant is made up of initiation on the far left, followed by
values and practices, and are interconnected by heritage in the teachers group. The top
right quadrant comprises formal education, strategies with insignificant weight, and no
obvious interconnects by language. The bottom left quadrant comprises process andKisii
education, both connected to heritage and initiation in the student group. Connections
between elements were made in all the groups with varying strengths.

Fig. 2. Teachers (Red) and Students (Blue) Comparison (Color figure online)

In Fig. 3, along the x-axis on the top left quadrant are practices, processes, strategies,
and reward and punishment. Belief on the x-axis shows weak connections within the
cultural expert group. In the top right quadrant is Kisii education, which interconnects
with processes. The bottom left quadrant comprises initiation, values, and oral traditions
with weak connections and interconnection between cultural experts and students. The
bottom right quadrant includes STEM, formal education, and language indicating strong
relationships.

Figure 3 compares students to cultural experts, shows the widest gap of all the
comparison models between the student and cultural expert groups, and presents the
visualization of the discourse of students and cultural experts. The variance for Fig. 3 as
indicated by each axis of the model is x = 0.10 and y = 0.08. Pearson’s goodness-of-fit
is x = 0.93 and y = 0.79, while Spearman’s goodness-of-fit is x = 0.93 and y = 0.79.
Along the x-axis, a two-sample t-test assuming unequal variance showed students (mean
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= 0.16, SD= 0.34, N = 313) was statistically significantly different at the alpha= 0.05
level from cultural experts (mean = −0.22, SD = 0.27, N = 218; t(517.27) = −14.43,
p = 0.00, Cohen’s d = 1.23). Along the y-axis, a two-sample t-test assuming unequal
variance showed students (mean = 0.00, SD = 0.29, N = 313 was not statistically
significantly different at the alpha = 0.05 level from cultural experts (mean = 0.00, SD
= 0.37,N = 218; t(396.71)=−0.01, p= 0.99, Cohen’s d = 0.00). This difference could
be the gap that exists between the education system and the local context and culture.
The gap between the cultural experts and students is observed in Fig. 1 by looking at the
visualizations of the mean positions.

Fig. 3. Students (Red) and Cultural Experts (Green) Comparison (Color figure online)

4 Discussion

4.1 Thematic Analysis

The results from the thematic analysis led to nine cultural elements for enhancing the
Kisii K–12 education system: (a) local STEM, (b) initiation or rites of passage, (c) oral
tradition, (d) heritage, (e) language, (f) values, (g) beliefs, (h) reward/punishment, and (i)
Kisii education. STEM was validated by its real-world applications. The study showed
that the local context and culture are essential in educating children in Kisii. The local
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context comprises elders, parents, leaders, and more while the local culture embodies
the nine elements of culture. Local STEM includes references to medicine, physics, and
mathematics learned and taught outside of the classroom. All knowledge transferred and
adopted outside of the classroom can be referred to as Kisii education.

Heritage, the most coded cultural element, encompasses artifacts, food, vegetation,
animals, weather, history, andmore. Participants took pride in discussing local food, their
history, and their belief that they have the country’s best climate. Heritage ties into oral
tradition, and students noted that factors such as songs improved their learning. Students,
compared to the rest of the participants, opposed caning as a form of punishment but
encouraged all rewards that prioritize positive reinforcements [46, 47].Most participants
believe in consequences and noted that an alternative form of punishment is necessary.

A surprising finding is the passion for circumcision. The four rites of passage are
birth, initiation/circumcision, marriage, and death. Circumcision is taught in school but
lacks the necessary purpose and understanding, leading to dissatisfaction among parents
and cultural experts. Discussionswith elders strongly favored theKisii education process
during circumcision and other rites of passage. Circumcision, which happens in the early
teen years, and death ceremonies are generally performed after the harvest season. A
significant amount of the beliefs, values, norms, and more are transferred from the elders
to the children during these activities and periods. The Kisii education system prioritizes
practice over theory as children learn through observation and practice. Teachers and
students found that integrating Ekegusii, the local language, into teaching enhances stu-
dents’ understanding and leads to cultural preservation. The thematic analysis provided
the codes for the ENA.

4.2 Epistemic Network Analysis

Figure 2 compares the discourse of teachers and students and shows strong connections
between language, process, and formal education for teachers. This means teachers used
language in the process of teaching. Relationships in red are the perspectives of teachers
and in blue are those of students. As indicated in earlier sections, the use of Ekegusii
in the Kisii education code and food in the heritage code are the most frequently used
elements in the process of formal learning and teaching. Interconnections occur lightly
with elements such as initiation or rites of passage and Kisii education that prioritizes
practical learning over theory. Discussion in the teacher and student groups also connects
rewards and punishment with formal education where learners desire less punishment
andmore rewards, as stated earlier. Themodel shows no significant relationship between
the teachers and learners as it relates to STEM, strategies, and beliefs. Even though
groups discussed these independently, opinions from the groups are not connected. A
teacher noted, “I teach physics, and there is a topic talking about centripetal force, and
in the culture there is a [catapult or sling].” Students made no obvious mentions of
teachers enhancing their learning in STEM-related classes but provided oral tradition
examples: “At school they should integrate the Kisii stories as a refreshment whenwe are
bored, mix stories with chemistry.” The perspective of teachers and students indicates
that in the process of teaching and learning, cultural elements such as (a) initiation, (b)
oral tradition, (c) heritage, (d) language, (e) values, (f) reward/punishment, (g) Kisii
education, (h) formal education, (i) process, and (j) practices can enhance learning.
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Figure 3 compares cultural experts and students with the largest gap. Strong connec-
tions in the cultural expert group exist between initiation and heritage because the four
rites of passage are linked by attributes such as food: “A lady [who] don’t know how to
cook, can be sent away from marriage,” or “I’m a Kisii because I eat the Ugali from mil-
let.” The connections observed between processes and practices in relation to heritage
and initiation result from discourse referencing activities such as cooking, circumcision,
and burial practices. Elements of culture, such as beliefs, oral traditions, rewards, and
punishment, show connections within the cultural expert group only compared to the
formal education system, indicating a mismatch or divergence.

A relationship between cultural experts and students exists despite the divergence in
opinions. The heritage code also shows strong interconnections with the formal educa-
tion system as it relates to practices and procedures used for teaching in the community.
The relationship is established through cooking and Ekegusii, the local language, and
is used both in school and at home for teaching and learning. A stronger connection to
strategy was seen in the use of the local language as a teaching mechanism in school,
which a student suggested would “help those who do not understand English to make
learning better.” The connection between STEM, initiation, and process is weak but
stronger between STEM and formal education codes. The connection to initiation results
from references by cultural experts about marriages and traditional medicine, including
different forms of treatment or local sciences. All codes made connections with vary-
ing strengths within each group with one significant interconnection between heritage
and formal education already explained. Figures 1 and 3 provide visualizations of the
mismatch between what and how Kisii children learn in school versus at home. This
mismatch can be attributed to imposed elements in the education system: (a) English
instead of Ekegusii; (b) formal school versus learning from parents and elders; (c) no
caning and western-centric education, religion, names, and medicine as opposed to local
names, religion, medicine, and education.

5 Conclusion

This research finds that there is a mismatch between what and howKisii children learn in
school versus at home. ENA analysis provides visualization of the gap and relationship
between cultural elements. Thematic analysis resulted in nine cultural elements for
enhancing the K–12 education system: (a) local STEM, (b) rites of passage, (c) oral
tradition, (d) heritage, (e) language, (f) values, (g) beliefs, (h) reward/punishment, and
(i)Kisii education. Findings also showapreference for practical over theoretical learning,
which alignswith a community-based education often found in Indigenous communities,
and culturally relevant and contextual learning [21, 32, 34, 43]. Integrating the nine
elements of culture into classroom teaching and learning can improve understanding
and make the education system more culturally relevant. Integrating the culture and
local context shows respect for the community and can preserve the tribe’s culture and
identity.
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5.1 Recommendations

This study led to the development of the cultural integration and augmentation (CIA)
framework, also referred to as the cultural investigation, integration, and augmentation
framework, and the transfer and adoption of universal principles (TAUP) model. The
CIA framework investigates a group’s cultural elements through research for integration
into the desired system. In Kisii K–12 schools, the CIA framework holistically leverages
elements from the learners’ culture and context to be integrated into the formal educa-
tion system. The framework could enable proper representation in the formal education
system of the community, culture, and psychological wellbeing of the learner while
accepting and acknowledging the validity of diversity in speech, attitude, learning, and
thinking styles, which can result in better learning outcomes [48–51]. This research sug-
gests that integrating cultural elements into education can impact the learner’s cognition,
identity, values, and skills.

The TAUP model represents the symbiotic relationship between teachers, learners,
culture, and context in the teaching and learning process.

It aims to avoid the belief that all the concepts in STEM and the approach to teaching
related subjects are universal and can be applied uniformly across cultural boundaries.
The TAUP model is based on an understanding of learners’ prior knowledge, sociocul-
tural environment, and local context. In Indigenous communities such as Kisii, knowl-
edge adoption and transfer should flow through the lens of the culture and local context,
with constant collaboration between parents, community elders, learners, schools, and
educators. The TAUP model is supported by situated cognition and social learning the-
ory, placing significant value on the local context whereby learners spend long periods
of time observing, thinking, describing, reflecting, and contextualizing information from
their environment [6, 12, 46]. The key components of the TAUPmodel are: (a) processing
information transferred or to be adopted through the lens of culture; (b) collaboratingwith
all stakeholders in the transfer and adoption process; and (c) promoting the symbiotic
relationship between learners, teachers, community, content, and culture. Assessment
and evaluation of the TAUP model and CIA framework require further research, but for
education systems it can be carried out in classrooms using the level two (learning) eval-
uation process that indicates what the student has or has not learned using discussions
and group activities from inside and outside of the classroom [1, 2].

5.2 Implications and Future Research

The mismatch between children’s home and school learning is a global problem. Chil-
dren engage with only a small fraction of what they are taught in school, leading to
disinterest and alienation. Even well-designed curricula, lesson plans, and books can
be irrelevant to students if they are misaligned with their experiences. The implemen-
tation of formal education is a complex issue and a challenge for education systems.
Further research is needed to determine the effectiveness of integrating Kisii cultural
elements into education. Although the findings suggest that integration of Kisii cultural
elements aligned with processes, practices, and strategies could enhance learning and
make the current system more culturally relevant, further research is necessary to study
their effectiveness in enhancing learning and academic achievement.
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Abstract. This study delves into the unique perspectives of authors ofU.S. history
textbooks on critical events, such as World War II, the Cold War, and the Vietnam
War, employing quantitative ethnography (QE) and epistemic network analysis
(ENA). These methodologies offer a lens through which divergent viewpoints can
be analyzed, thereby revealing differences among documents sharing a common
themeyet presenting varying narratives. The study presents the epistemic networks
of two history textbooks and compares three shared events routinely discussed in
each book. The findings emphasize the diverse patterns of perspective-taking by
both the topic and the author, as evident in the connections drawnbetween common
constructs of historical narratives. This research underscores the need to acknowl-
edge the presence ofmultiple historical viewpoints and political perspectives, even
within history textbooks from the same country. Exploring these perspectives is
essential to fostering a more comprehensive understanding of historical events
and promoting critical thinking and nuanced interpretations. The outcomes of this
study suggest that applications of QE and ENA can be instrumental in critically
examining how history is constructed and communicated, thereby advancing our
understanding of the pedagogical implications in history education.

Keywords: History Textbook Analysis · Quantitative Ethnography · Epistemic
Network Analysis · History Textbook · Textbook Analysis

1 Introduction

Educational systems frequently emphasize national history as they construct national
identities around and within which individuals can situate themselves [1]. This has led
authors of history textbooks to invest significant effort in presenting national historical
accounts in a clear and accessible manner for learners. However, writing an entirely
objective history text is challenging, if not impossible, due to the inherent subjectivity
of both the authors’ and broader societal perspectives. As a result, examining historical
texts is vital to understanding the subjectivity and complexities present, as they reflect
the ideological biases, dominant narratives, and values of the time and place they were
written [2].
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This acknowledgment of embedded perspectives has given rise to the study of his-
toriography, which scrutinizes historical writing and provides valuable insights into the
practices of historians and assessments of the reliability and significance of their work
[3]. Nonetheless, attaining a consistent understanding or interpretation of historical facts
remains a challenging endeavor, even among people of the same country, let alone across
nations. For instance, history texts routinely vary in both structure and content, depend-
ing on factors such as nationality, jurisdiction, publishing house, and authorial stance,
which engender a plurality of perspectives in their narratives. As a media example, Dana
Goldstein, in her article published in the New York Times, highlighted the prevalent
variation in the content of history textbooks owing to the political polarization among
states in the US [4].

These differences in the presentation may lead to distinct learning experiences and
outcomes for student readers, particularly if they are applied differentially across student
groups [5]. Although divergent perspectives are not inherently problematic, stakeholders
involved in the learning process must develop awareness and make informed decisions
regarding the implicit framing of historical media [6].

Consequently, scholars have advocated for developing standardized systems for ana-
lyzing historical texts [7, 8]. Grever and van der Vlies [9] proposed a focus on the content
of different textbooks and the ways in which authors convey their perspectives through
historical narratives rather than solely concentrating on fact-checking and identifying
biases. However, this approach could be potentially challenging due to the number of
historical writings that must be meticulously analyzed and compared. While the content
analysis employed in Goldstein’s work may aid in the identification of such discrep-
ancies, its methodological approach tends to prioritize quantitative aspects of textbook
data, such as the frequency of terms or concepts and the length of text allotted for descrip-
tions, which may limit its capacity to offer more nuanced insight into the scope of these
divergences in historical perspectives.

In this context, the field of quantitative ethnography (QE) and its associated tech-
nique, epistemic network analysis (ENA), appear as valuable tools for scholars. Research
in QE using ENA has demonstrated the utility of the approach for examining divergent
perspectives and revealing differences among documents that share a common theme
but are written with varying perspectives [10]. Further, ENA’s ability to quantitatively
model connections between concepts in complex discourse data suggests potential util-
ity for applying the approach to knowledge structure within different history textbooks
[11]. Importantly, written text data, such as that in textbooks, can be conceptualized as
a form of discourse, reflecting an ongoing narrative of historical events. In this setting,
ENA can reveal the explicit differences in content and the often-implicit associations
between concepts that shape an author’s perspective on historical events. By analyzing
these patterns, ENA can provide a deeper understanding of historical texts’ underlying
narratives and biases present in historical texts.

Moreover, ENA holds promising potential for streamlining the process of textbook
analysis, rendering it a more practical and efficient solution for comparing multiple
textbooks and addressing the extensive catalog of writings mentioned by Grever and van
der Vlies [9]. The nature of ENA as a process of systematizing (typically) qualitative
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data allows the results to be replicable and comparable across different studies, thus
contributing to a more standardized approach to history textbook analysis.

The current study employs ENA to conduct a comparative analysis of twoUS history
textbooks obtained from online sources to address the following research question: How
do authors connect common historical constructs to convey their unique perspectives
in history textbooks? By addressing this research question, we aim to demonstrate the
potential value of ENA as a tool for analyzing history textbooks. Although the study does
not provide an expert-level historiographical analysis, it offers a systematic approach to
assessing textbooks, aligning with the recommendations made by Grever and van der
Vlies [9].

2 Methods

2.1 Data Collection and Preprocessing

This study utilizesUShistory textbooks [12, 13], concentrating on three historical events:
World War II, the Cold War, and the VietnamWar. These events were selected based on
their close chronological proximity and the varying outcomes for the United States. To
offer a clearer understanding, we sourced two specific history textbooks for our analysis.
Textbook 1 was published in NY in 2011 by a single author and comes from a relatively
smaller publishing company,W.W.Norton&Company. Contrarily, Textbook 2, released
in NY in 2015, was a collaborative effort by five authors and was published by the major
firm,McGraw-Hill. ConductingENAonhistory textbookswritten inEnglish, originating
from different publications and authors, provides a starting point of appropriate scope
that avoids potential misinterpretations associated with translating texts from multiple
languages.

The methodological approach of this study involves using QE and ENA [11] to
analyze two history textbooks with a focus on an objective to visualize and compare the
authors’ perspectives by examining patterns of connection-making between historical
themes in their respective textbooks. Through analyzing the networks from each history
textbook, the study seeks to uncover differences in the perspectives and narratives of
authors in their writing [9].

It is important to note that history textbooks are typically composed of continuous
narratives designed to convey a neutral tone, with each sentence conveying new, sig-
nificant information [14]. However, descriptions of historical events are often divided
into sections, indicated by headings or subheadings. Therefore, in this study, relevant
chapters or sections from each textbook were selected to extract texts describing events
of interest. This approach ensured that the dataset collected for analysis was directly
relevant to the events of interest and aligned with previous research suggestions [7].

2.2 Method of Analysis

During the data analysis process, several methodological decisions were made to facil-
itate the use of ENA. Firstly, to address the research question, we identified the unit
variables as Textbook and Event. Assigning Textbook as the primary unit variable, ENA
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generated comparable networks for both textbooks. The secondary unit variable, Event,
allowed each textbook network to incorporate three events and calculate unit means for
each event. This method allowed for a more detailed exploration of the distinctions and
similarities in representing events across textbooks.

Conversation variables were set as Section, Block, and Text to segment the data
hierarchically, allowing for a more granular analysis of the content. The Section variable
organizes the text into broader thematic categories. In contrast, the Block variable breaks
down the text into paragraphs or smaller subsections, facilitating a closer examination of
the connections between concepts. Finally, theText variable refers to individual sentences
or phrases, which are the building blocks for constructing the epistemic networks. This
methodological structure ensures that the analysis captures the intricacies of historical
narratives and perspectives as organized by each book’s authors and editors, providing
a comprehensive understanding of the differences in the textbooks’ content.

Secondly, the moving stanza window size was set to five sentences. This decision
was based on the mean, median, and mode number of sentences in each paragraph
converging to a value of five in the dataset. With these metrics in mind, the selected
window size typically allows for associations within a single paragraph and back to
one paragraph prior. The decision to use a moving stanza is based on the understanding
that history textbooks, such as these, are constructed as organized, continuous narratives
of historical events, with each sentence expected to continue the description from the
preceding sentences [15].

2.3 Codes and Codebook

To ensure a comprehensive analysis of the textbooks, we employed nine codes in the
ENA, each with a specific scheme encompassing relevant words or phrases. Draw-
ing from Shemilt [16] and Zajda [17], we built a coding framework to discern how
history textbooks guide national identity perspectives. Shemilt emphasized integrat-
ing multifaceted societal elements, such as economic systems, population dynamics,
and political setups, while Zajda highlighted the forces influencing societal evolution.
Although Shemilt proposed including technological advances, population dynamics, and
religious practices, our coding merged these with other categories for clarity: techno-
logical advances as cultural artifacts within Culture, population dynamics within Public
Opinion/Atmosphere due to their impact on societal sentiment, and religious practices
also in Public Opinion/Atmosphere, reflecting group beliefs.

Indo-deductive code development was conducted to encompass the diverse criteria
needed to comprehend the nuances of various history textbooks [18]. It is important
to note that evaluating history through these constructs can be both contentious and
subjective [18]. Hence, it’s crucial to articulate the schemes or criteria for each code and
rationalize their selection as constructs for history textbook analysis. The subsequent
section will delve deeper into the rationale behind these code selections and elucidate
the schemes employed to categorize words or phrases within the text under one of the
nine designated codes.

These codes are intended to represent the fundamental constructs of historical nar-
ratives and how authors use them to (1) explain their interpretation of history and (2)
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relate historical events to the current shape of the United States, among other purposes.
The nine codes and their coding schemes are defined and exemplified in Table 1.

Table 1. Codes, descriptions, and example sentences for each code.

Code Description Examples

Values/ Justice Discussion of national values and justice as
they pertain to a nation’s historical actions
and their impact on its present-day identity
Terms: freedom, security, rights

“… President Roosevelt spoke eloquently of
a future world order founded on the
“essential human freedoms”: freedom of
speech, freedom of worship, freedom from
want, and freedom from fear.”

International Relations Discussion of international relations,
including relationships between the United
States and other countries and
relationships between countries other than
the United States
Terms: countries or regions (e.g., U.S.,
Europe), international organizations (e.g.,
United Nations

“These four powers would jointly occupy the
German capital, Berlin, while an Allied
Control Council supervised the national
government.”

Economic Impact Discussion of economic conditions during
a historical period, including indicators
such as gross domestic product, industry
success or failure, and employment rate
Terms: gross domestic product,
employment rate

“Despite the end of government wartime
spending the gross national product fell less
than 1 percent, and employment actually
increased.”

Politics Discussion of political influences in the
historical narrative, such as the political
landscape during the text’s depiction,
including the political leadership and
agendas
Terms: political agendas, political regimes

“With the Democrats out of the White House
for the first time since the Depression and
with McCarthyites in retreat, Eisenhower did
indeed seem to be leading the nation on a
course “right down the middle.”

Public Opinion/ Atmosphere Discussion of societal reactions and
opinions towards events, including the
depiction of broader societal implications
and how they shape collective memory and
identity
Terms: public opinion, societal
implications

“In the years immediately following World
War II, the status of black Americans
enjoyed a prominence in national affairs
unmatched since Reconstruction.”

Culture Discussion of cultural artifacts and their
significance in shaping American identity,
including artwork, literature, and popular
culture
Terms: names or descriptions of cultural
artifacts (e.g., Four Freedoms by
Rockwell), other related terms (e.g.,
Zootsuit)

“Drawing on the lives of his Vermont
neighbors, Rockwell translated the Four
Freedoms into images of real people situated
in small-town America.”

(continued)
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Table 1. (continued)

Code Description Examples

Figures Discussion of historical figures mentioned
in a text and their significant roles in
shaping history
Terms: Franklin D. Roosevelt, Harry S.
Truman, Winston Churchill

“In Denver, Colorado, Rodolfo “Corky”
Gonzales laid out a blueprint for a separatist
Chicano society, with public housing set
aside for Chicanos and the development of
economically independent barrios.”

Concepts/ Ideologies/ Terms Discussion of newly emerged terms,
ideologies, or concepts in a historical
narrative and their impact on the broader
intellectual and ideological frameworks of
the United States during the depicted era
Terms: Isolationism, and Anticommunism

“Riding a wave of anticommunism, fanatical
patriotism, and anti-Semitism, Hitler’s Nazi
Party trumpeted similar fascist ideals,
looking to unite all Germans in a Greater
Third Reich.”

Aggression/ Military Action Discussion of military actions or conflicts,
including strategies, tactics, motivations
behind military operations, and their
impacts
Terms: World War II, military actions (e.g.,
invasion), military groups (e.g., army)

“In March Johnson ordered Operation
Rolling Thunder, a systematic bombing
campaign aimed at bolstering confidence in
South Vietnam and cutting the flow of
supplies from the North.”

The data was coded independently by two graduate-level researchers. Inter-rater
reliability (IRR) was assessed using Cohen’s kappa and Shaffer’s Rho. The agreement
between the raters for 100 randomly selected lines for each construct was reasonably
high,withType I error rates:κ >0.85 andρ(0.90)<0.10 (SeeTable 2).After establishing
acceptable IRR thresholds, the full-scale dataset was coded for the nine constructs.

Table 2. Constructs and inter-rater reliability statistics.

Code Cohen’s Kappa (κ*) Shaffer’s Rho (ρ)

Values/Justice 0.87 < 0.05

International Relations 0.87 < 0.05

Economic Impact 0.95 < 0.05

Politics 0.89 < 0.05

Public Opinion/Atmosphere 0.89 < 0.05

Culture 0.85 0.09

Figures 0.96 < 0.05

Concepts/Ideologies/Terms 0.85 0.02

Aggression/Military Action 0.94 0.05
* All the kappa values are statistically significant for ρ(0.90) < 0.10
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3 Results

3.1 Statistical Measures

In this study, the epistemic networks were generated using the open-access ENA tool
to visualize and compare connections between inductive themes across two history
textbooks. The epistemic networks demonstrated high precision, indicated by a goodness
of fit value of 1 for both the X-axis andY-axis. This value not only underlines themodel’s
capability to accurately represent code networks, potentially offering insights into the
authors’ viewpoints, but also facilitates an extensive comparative analysis of units using
plotted points, individual networks, and network difference graphs.

Networks for Textbooks 1 and 2 were found to be different to a degree of statistical
significance. Each textbook was found to have a unique set of codes, leading to distinct
narratives and contexts along the X-axis (MR1). To maximize the variance observed
when comparing Textbook 1 and Textbook 2, a means rotation was performed for the
visualization. A Mann-Whitney U test, conducted along the X-axis (MR1), indicated
a statistically significant difference between the two textbooks, with a median value of
1.40 for Textbook 1 and -1.31 for Textbook 2 (N = 3, U = 0, p = 0.10, r = 1.00). In
both dimensions, our model exhibited co-registration correlations of 1 for both Pearson
and Spearman. This suggests a strong goodness of fit between the visualization and the
original model.

3.2 Epistemic Network Analysis

To answer the question, “How do authors weave together common historical constructs
to convey their unique perspectives in history textbooks?” The epistemic network graph
of Textbook 1 is shown below in Fig. 1.

In the first textbook, certain codes had stronger associations, most notably between
Values/Justice and Public Opinion/Atmosphere (lw = 0.31), as well as between Politics
and Figures (lw= 0.31; see Fig. 1). The emphasis on these connections provides insights
into the author’s perspective on historical narratives and the factors deemed essential in
shaping the representation of historical events.

One prominent connection in Textbook 1 is the link between Values/Justice and
Public Opinion/Atmosphere, which illustrates the author’s recognition of how values
and justice influenced public opinion and the societal mood of the era. This connection
is evident in the author’s assertion,

“The rights revolution completed the transformation of American freedom from
a set of entitlements enjoyed mainly by white men into an open-ended claim to
equality, recognition, and self-determination.”

Through this statement, the author reveals the nation’s fundamental values and their
role in shaping the societal climate. This emphasis underscores the relationship between
the United States’ ethical and moral principles and public perception, which shape the
wider historical narrative.
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Fig. 1. An epistemic network model to describe historical events in Textbook 1.

The connection betweenPolitics andFigures in Textbook 1 demonstrates the author’s
propensity to frame historical events around influential figures and their political actions.
The statement below serves as an example:

“Nixon ran for president in 1968 declaring that he had a ‘secret plan’ to end the
war. On taking office, he announced a new policy, Vietnamization. Under this plan,
American troops would gradually be withdrawn while South Vietnamese soldiers,
backed by continued American bombing, did more and more of the fighting. But
Vietnamization neither limited the war nor ended the antiwar movement.”

In this quote, the author delivers a narrative that focuses on Nixon’s public-facing
political strategies. The author presents Nixon’s campaign promise of a “secret plan”
to end the war, and his implementation of Vietnamization, and the outcomes of these
actions. The narrative here implies a critique of Nixon’s policies, as it mentions that
“Vietnamization neither limited the war nor ended the antiwar movement.” It estab-
lishes a connection between Nixon’s political actions and the continuation of the war,
suggesting a gap between Nixon’s promises and the results of his strategies (Fig. 2).

The authors of Textbook 2 also exhibited a high focus on connectingPolitics andFig-
ures(lw= 0.42), being slightly higher than the connectionweight observed in Textbook 1
between these two codes. Additionally, there was a notable connection between Interna-
tional Relations and Aggression/Military Actions (lw= 0.37), among other connections
between each code. This contrast in emphasis suggests that the authors of Textbook 2
may have approached the historical narrative with a different set of narrative priorities.
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Fig. 2. An epistemic network model to describe historical events in Textbook 2.

The stronger connection between Politics and Figures in Textbook 2, similar to Text-
book 1, showcases how the authors framed specific historical events around influential
figures and their political actions play in shaping the historical narrative. The follow-
ing example illustrates how the Vietnam War was framed around President Nixon’s
influence:

“Nixon thus set two goals for his campaign: to distance himself from President
Johnson on Vietnam and to turnWallace’s “average Americans” into a Republican
majority. The Vietnam issue was delicate, because Nixon had generally supported
the war. As he told one aide, ‘I’ve come to the conclusion that there’s no way to
win the war. But we can’t say that, of course. In fact, we have to seem to say the
opposite.’”

The quote above offers a more nuanced and reflective look into Nixon’s politi-
cal motivations and strategies. It provides insights into Nixon’s private thoughts and
dilemmas about the war, contrasting with his public stance. The authors of Textbook
2 foregrounded Nixon’s personal and political challenges, depicting him as a strategic
politician in managing his public image and navigating the issues of the Vietnam War.
This quote suggests a more complex connection between Nixon as a figure and his polit-
ical actions, as it emphasizes the discord between his private beliefs and public activities.
This focus enhances our understanding of the interplay between political dynamics and
the actions of influential figures, offering readers amore anecdotal depiction of historical
events.
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On the other hand, the connection between International Relations and Aggres-
sion/Military Action in Textbook 2 reveals the authors’ focus on the relationship between
international relations and aggression or military actions between countries. This focus
highlights the complex interdependence among nations and the role that military actions
play in shaping the trajectory of global history. An example of this stronger connection
emerges in the authors’ discussion of WWII:

“Before the war Americans seldom exerted leadership in international affairs.
After it, the world looked to the United States to rebuild the economies of Europe
and Asia and to maintain peace. Not only had World War II shown the global
interdependence of economic and political systems, but it had also increased that
interdependence. Out of the war developed a truly international economy.”

The passage cited above offers an exemplary picture of how the United States, pre-
viously a relatively isolated player in international affairs, was propelled to a leadership
role in the post-war era. The authors mentioned that the war exposed the inherent inter-
dependence of global economic and political affairs and significantly increased this
interdependence. From this passage, readers would learn that the war catalyzed the cre-
ation of a truly international economy, revealing the impact of military action on the
world’s political and economic landscape (Fig. 3).

Fig. 3. A comparative network model of nine codes employed to describe historical events in
Textbook 1 and Textbook 2 is presented. In this model, only connections with a weight exceeding
0.1 are represented, as the primary objective of the comparative chart is to elucidate the distinct
web of code constructions employed by the authors and highlight their differing approaches in
narrating historical events.
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The comparison chart further provides a visualization of the differences between the
network maps for each textbook, highlighting the frequency with which specific pairs
of codes were connected. In Textbook 1, there is a clear prominence of connections
between the codes of Values/Justice, Public Opinion/Atmosphere, Politics, and Con-
cepts/Ideologies/Terms. This recurring pattern indicates a thematic focus in the author’s
historical narrative.

An intriguing aspect of Textbook 1’s approach is its distinct emphasis on the code
of Values/Justice, which forms the centerpiece of many code connections. This is par-
ticularly apparent in the author’s treatment of the Cold War era, as exemplified by the
following passage:

“...the anticommunist crusade had created a pervasive atmosphere of fear … But
anticommunism was as much a local as a national phenomenon … States and
localities required loyalty oaths of teachers, pharmacists, and members of other
professions, and they banned communists from fishing, holding a driver’s license,
and, in Indiana, working as a professional wrestler.”

In this narrative, the author depicts the pervasive fear that dominated the Cold War
era, attributing it to the climate of mistrust and unease starkly contrasting with the
democratic freedom of the US. This suggests the author’s inclination to emphasize the
role of values and justice in perceiving historical events. This concentration also reveals
the author’s interpretation of historical events. It serves as a reminder to readers that
history is not merely a chain of events but a complex interweaving of Values/Justice,
Public Opinion/Atmosphere, Politics, and Concepts/Ideologies/Terms.

Conversely, the most frequently mentioned codes in Textbook 2 were International
Relations, Aggression/Military Action, Figures, and Politics. Additionally, Textbook 2
reveals that the connections of codes do not revolve around one particular code but
are instead dispersed among several different codes. This observation suggests that the
authors emphasized the interconnected nature of world events, emphasizing the relation-
ships between various historical actors and their roles in shaping the global landscape.
The authors’ depiction below of the Cold War era illustrates this example:

“Proposals for the international control of atomic energy fell victim to cold war
fears…But Truman chose Bernard Baruch, a staunch cold warrior, to draw up the
recommendations to the United Nations in June 1946. Baruch’s proposals ensured
that the United States would dominate any international atomic agency.”

In this passage, the authors outline the interwoven relationship between interna-
tional relations, military actions, the figures involved, and their political decisions. The
implications of Truman’s decision, Baruch’s role, and subsequent proposals are situated
within the broader geopolitical context of the Cold War. These connections suggest the
authors’ emphasis on the interconnectedness of world events, historical actors, and their
collective influence on the trajectory of global history.
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4 Summary Discussion and Conclusion

In this study, we employed ENA to tackle the following research question: “How do
authors weave together common historical constructs to convey their unique perspec-
tives in history textbooks?” This preliminary investigation has highlighted the utility
of ENA for analyzing discourse in history textbooks, as it helped uncover contrasting
patterns in the two textbooks and highlighted the authors’ differing viewpoints on his-
torical narrative construction. Textbook 1, authored by a single individual, exhibited a
pronounced linkage between Values and Public Opinion/Atmosphere, possibly reflect-
ing the author’s emphasis on the societal ramifications of historical events. In contrast,
Textbook 2, a collaborative work by five authors, underscored the connections between
International Relations and Aggression/Military Actions, suggesting a collective view-
point rooted in global geopolitics. Importantly, a common thread across both textbooks
is the emphasis on the relationship between Politics and Figures, which accentuates
the universally acknowledged interplay between prominent individuals and their polit-
ical actions. These observations enhance our comprehension of how the framework
and origins of historical texts can influence their narrative. It’s valuable to highlight
these variances through an Epistemic Network Analysis (ENA) visualization. Historical
narratives can be written from various perspectives, making it essential not only for pub-
lishers, authors, and instructors but also for students to be cognizant of these differing
viewpoints. In sum, this exploratory analysis has broadened our understanding of how
history is presented and interpreted within these textbooks.

One limitation of this study is that the codes and their schemes were developed indo-
deductively, which could invite disagreement over their construct validity. In this paper,
we acknowledge that the constructs set indo-deductively can be subjective. However, the
reasons for not utilizing a clearer and more well-founded framework are twofold. First,
upon examination, there isn’t a pre-designed construct system suitable for QE research.
Secondly, after reviewing history textbooks, we realized that there are instances where
the same term aligns with more than one construct scheme. Additionally, we recognized
no clear boundaries between distinct constructs and the terms appearing in the history
text.

Another limitation of this study is that the coding process does not consider the order
of connections between codes. Despite being aware of the limitations, this preliminary
study proceeded with the specified methodological approach. According to our findings,
this research explores a domain that hasn’t been previously attempted. As a result,
among the QE tools, ENA can provide the most basic yet definitive research outcomes.
Moreover, the reason for not employing other tools, such as Ordered Network Analysis
(ONA), is our belief that ENA is more suited to address the research question of this
paper. This question pertains to how historical book authors connect the nine constructs
and how they form different networks as a result of their perspective.

Future research could explore alternative coding schemes that highlight different
facets of historical narratives to mitigate these challenges. To address the limitation
regarding the order of code connections, researchers may consider the application of
ONA [19].

An exciting prospect for future studies would be a transition towards a more eval-
uative approach, such as comparing each textbook against established social studies
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education standards. This would offer a more structured evaluation of the alignment of
each textbook with recognized educational criteria.

Currently, this study is investigating themes and their interconnections within each
textbook, along with the implications of these connections on the narrative approach of
each work. The use of ENA, and potentially ONA, in history textbook analysis, could
offer deeper insights into the product of historical narratives and perspectives. This
systematic approach to assessing textbooks, especially within the context of history
textbook analysis, could contribute to a more nuanced understanding of how history is
presented and interpreted, thereby paving the way for richer and more diverse historical
accounts.
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Abstract. This paper extends a developing analytic framework for political dis-
course that takes place over digital social media. Earlier presentations of the
framework have furnished a rationale for applying the conceptual framework
of epistemic frame theory and the tools of quantitative ethnography for politi-
cal discourse analysis. They have provided early existence proofs of the viability
of epistemic network analysis (ENA) for rudimentary models of social media
threads that involve political content. The current theoretical paper moves signif-
icantly beyond this foundation. It summarizes and deepens the explanation of the
constructs of discursive transactions, response grammars, and epistemic frames
in political discourse. It proposes and supports three modeling tools for build-
ing a productive science of political discourse. The first modeling tool involves
both ENA and a mathematical means for extending ENA’s key explanatory and
predictive potential to display dyadic connections between constructs. The second
involves complex adaptive system (CAS) theory. The third involves the application
of artificial neural networks. Each of these three tools provides valuable model-
ing affordances which the other two do not. Collectively, these three approaches
hold promise to contribute to the science of political discourse by deepening our
understanding and supporting potential repair of profoundly disturbing trends in
political conversations that are unfolding globally.

Keywords: quantitative ethnography · epistemic network analysis · epistemic
frames · political discourse · artificial neural networks · complex adaptive
systems · parallax

1 Introduction and Purpose

This theoretical paper extends an analytic framework [1, 2] for political discourse that
takes place over digital social media. It is intended as a prospectus for the challenge
of building a more robust science of dysfunctional political discourse analysis. In the
US and in other countries, dysfunctional or polarizing discourse has become a ubiqui-
tous, ominous reality. Political discourse is a critical mediator for how a society sets
priorities, deliberates over, and responds to urgent social issues. Yet especially when
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conducted over social media, political discourse has fallen into widely-recognized dys-
function, characterized by increasing and self-reinforcing [3] anti-social norms of inci-
vility, disgust, and polarization. That dysfunction sabotages the public policy processes
that effective problem-solving and innovation require, imposing harsh, immeasurable
setbacks to societal well-being and progress. Because dysfunctional discourse appears
intractably resistant to obvious corrective measures, it merits serious analysis to uncover
non-obvious patterns, connections, or structural properties. Thegoal of repairingpolitical
discourse seems only possible with the benefit of such targeted analyses.

Political discourse analytics have already found a growing niche in discourse analysis
researchmore broadly, especially in the areas of narrative networks and bipartite analysis
[4–6]. This paper adds to that broader literature by explaining how three interpretations,
or modeling tools, of quantitative ethnography (epistemic network analysis, complex
adaptive systems, and artificial neural networks) may separately and collectively yield
explanatory and predictive models of political discourse, and may reveal tipping points
beyond which productive discourse is statistically likely to worsen monotonically. As a
theoretical paper, we offer it as a precursor to planned empirical and simulation studies
that encompass myriad dynamic patterns and variables, studies designed to help build a
productive science of dysfunctional political discourse.

Our primary goal in contributing to a science of dysfunctional discourse is to help
foster discourse repair. Dozens of initiatives underway seek to do just that [e.g., cataloged
in 7], through complementary approaches that address different aspects of what can be
considered dysfunctional discourse pathology. Among such complementary approaches,
this paper takes a theory-driven models and modeling perspective [8] to explore a view
that humans, with views across political spectra, are highly vulnerable to false but avoid-
able polarization -- polarization that both a) sabotages the relational richness necessary
to build social trust, and b) metastasizes by feeding on itself, thus iteratively catalyzing
further depletion of social trust.

A possible foundational implication of visualizing the pathology of polarizing dis-
course is recognition that virtually every aspect of how individuals view others acrimo-
niously through the lens of political beliefs may be fundamentally unsound and flawed.
That is the essence of the semantic parallax argument advanced in an earlier paper [2],
that the meaning of what we see is distorted by the ways that we see – what we later
refer to in this paper as our affect-intense epistemic frames. And because actions inex-
orably shape personal identity, acting on what we think or believe we see in one another
can intensify the parallax, distorting us individually and collectively – unintentionally
cultivating persona shifts that are artifacts of dysfunction but seem to validate negative
views that political opposites have of one another. That parallax then recycles distortion
to further damage social trust, collective identity, and national viability.

The modeling tools this paper suggests take on the difficult challenge to make such
parallax and the dynamics it enmeshes visible in the following way. Models that can
plainly depict polemics and response patterns used by different political groupings,
and the subsequent divisions such patterns spawn in broader societal discourse, might
illuminate unintentional but recurring traps – traps that misdirect discordant affect and
attention, and thus subsequently erode civil discourse.Wealso expect to identify potential
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opportunities for repairing gaps in the verbal communication structure deployed by
antagonistic participants engaged in hostile political dialog.

Each of the three types of modeling tools – epistemic network graphing, complex
adaptive systems, and artificial neural networks – has different affordances and tradeoffs
(summarized in Table 3) for making visible pathological aspects of dysfunctional dis-
course and its self-reinforcing nature. The next section outlines constructs that form a
common language applicable to each of the three modeling approaches. The paper then
reviews the potential viability of each approach and its tradeoffs.

1.1 Five Constructs: Epistemic Frames, Discursive Transactions, Response
Grammars, Cognitive Appraisal, and High-Valence Activations

Five important constructs apply to each of the three tools the paper proposes for building
a productive science of dysfunctional political discourse.

As noted elsewhere [1], the construct of epistemic frames [9] provides both lan-
guage and a means to integrate important considerations underlying political discourse.
Epistemic frames refer to “everything” that is involved in an individual’smindset – in this
case, narrowed to a politicalmindset (qualifying that the term “mindset” includes consid-
erations of emotion central to the study of dysfunctional discourse). The terms “political
epistemic frame,” “political point-of-view (POV),” or simply “epistemic frame” appear
interchangeably here as a reference to an individual’s political perspective. A political
epistemic frame thus represents a holistic, dynamic, and multifaceted emotional and
cognitive construct. It incorporates moral commitments, personal understandings, the
impact of personal experiences, political interactions, prejudices, self-interest, and a
sense of personal identity and identity protection – the totality of interconnected atti-
tudes towards politically related attitudes and individuals. This theory-building and tool-
building research centers around epistemic frames, how they are expressed. And how
they change during socially-mediated political discourse.

Table 1. Sample Response Grammar Scenario

Representative X is attacked on social media by Candidate Y, running for the same office, for
using taxpayer money to buy votes on a certain spending bill. In this example, X knows that
by supporting the spending bill, s/he is doing exactly that - using taxpayer money to buy
votes. X also knows that the spending bill will do some good – besides making it more likely
s/he will get elected – an easy win-win situation. But X also believes that it may not be a very
judicious use of taxpayer money, and it kicks the can down the road for resolving a looming
fiscal crisis. X has a complex response that attacks Y by sarcastically belittling the original
complaint, attempting to diminish Y’s overall political philosophy, and raising questions
about Y’s suitability for office

How epistemic frames are expressed, and how they shift during discourse, leads
to the next construct – a discursive transaction [1] (Fig. 1), defined as a sequence of
steps in a political conversation that beginswith reading or hearing an incomingmessage,
followed by assessing the contents of thatmessage and generating cognitive and affective
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responses. The final step of the discursive transaction is the reply. In epistemic graph
practice, the reply phase of a discursive transaction is a codable utterance.

A response grammar refers to everything in a discursive transaction except the
initial message or communication [1]. It thus includes cognitive appraisal of incom-
ing messaging, emotional reaction to it, and reply (if any). Response grammars were
originally referred to as emotional grammars [1], in recognition of a perceived underem-
phasis of the role that emotions play in the generation and analysis of polarized political
discourse. Mathematically, a response grammar can be seen as a template based on prob-
abilistic and acculturated norms that predict how an individual responds following an
incoming communication in a conversation. A response grammar answers the question,
“What is the most likely response, shaped by emotion, that might be expected to follow
from a given input or provocation?” The response grammar for a compliment might
involve a simple thanks. In contrast, the grammar for an insult might involve a retalia-
tory insult, anger, or alienation. Earlier papers [10] have enumerated relatively simple
grammars or patterns of responses as they might appear in social media threads. The
simplest (and most predictable) examples involve thanking someone for a compliment
or responding with hostility to a directly offensive comment or insult.

But grammars more typically assume many (often competing) layers of complexity.
For example, Table 1 furnishes a sample scenario with more layers than responding
to a simple compliment or insult. It is referenced later in the description of the three
modeling tools. For discussion purposes here, response grammars manage current rel-
evant emotional factors, including those that relate to an individual’s own perceived
vulnerabilities. In the Table 1 scenario, several affective strata or factors contribute to
the whole. One factor may be guilt (and fear of being exposed in an unfavorable light):
X knows that Y is at least partially right. This realization may add anti-social incentive
to belittle or to delegitimize Y to minimize the effect of the attack - Y has become an
identity threat to X for telling the truth as Y sees it, and in a way that might plausi-
bly garner voters’ attention, to the detriment of X. Another potential emotional layer is
quite different: X takes true and heart-felt satisfaction in the social good that the extra
spending will produce. And X also enjoys selfish satisfaction in believing that the vote
will help keep her or him in office. The active response grammar must manage multiple,
affectively intense and sharply contrasting layers, some of which (as in this example) are
attached to guilt, animus, humane benevolence, and self-interest – an unsurprising mix
of both prosocial and antisocial factors. In whatever way Y then replies, the exchange
has amplified the acrimony between them, as well as between their respective followers.
The resulting epistemic frames shifted, perhaps only slightly, but now they incorporate
the emotionally charged exchange and the polarizing feelings the exchange engendered.

The underlying public policy issue – i.e., whether the value of the spending merits
passing the bill – has legitimate tradeoffs that constitute the critical public policy issues,
but the tradeoffs never seem to get evaluated properly. Instead, they come shrouded in
antagonistic charges and exchanges that result in hard feelings, anger, and unwillingness
to treat an opposition’s voice as valid. If legitimate public policy discussion represents
“signal,” the signal to noise ratio in this example might rhetorically be as little as 10%,
and even that 10% is contaminated by the ill-will of the 90% noise. In this scenario, any
next step that includes distortions, misinformation, or disinformation in the exchanges
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is critically important. When an individual perceives themselves falsely attacked in
any context of consequence, the individual is likely to experience outrage and will
retaliate with whatever tools might be available. An accusation perceived to be false is
one of a handful of message categories that provoke high valence negative emotions
such as intense outrage or fear in the response grammar, dual emotions that can then
be propagated back into the discussion, or left to simmer, or both. In the realm of
social media, this can include increased acrimony, sarcasm, or discord – and a natural
polarization and delegitimizing of the other party. When these emotionally-charged
messages go back into the discourse, they activate new response grammars with intense,
similarly negative, emotional valence.

Fig. 1. Five phases of a Discursive Transaction. A primary thesis of this framework is that emo-
tion exaggeration and cognitive deprivation in Phases 3–4 lead to dysfunctional discourse. The
Response Grammar involves the final four phases.

What is the merit in breaking down an imaginary political exchange – the kind that
can take place regularly over social media -- and how is it relevant to QE research
methods? The intent in decomposing this fictitious exchange and fitting it with terms
such as epistemic frames, discursive transactions, response grammars, and high-valence
activations is to create a language of investigation that lends itself to political discourse
models that can help to clarify the pathologies of dysfunction.

The ascent of social media has complicated those pathologies. It has significantly
intensified the flow and variety of polarizing inputs which perpetuate simmering anger,
disgust, and other emotion-rich responses, especially responses with high-valence out-
rage activations. This arises from several factors. For example, contemporary social
media trigger still poorly understood physiological mechanisms of screen fascination
and addiction [11].Compounding the effect of thosemechanisms, humans have evolved a
retaliatory instinct that makes it difficult to step away from perceived aggression, antag-
onisms, or insults levelled by others; this retaliation trait, often fueled by anonymity,
readily plays into cultivating fomenting discord on social media screens. Furthermore,
as noted earlier, monetized algorithms and public figures alike intrinsically intensify
parallax by fragmenting and distorting information flows [8]. The algorithms incite
new polarizing angers and resentment because doing so increases clicks, readership and
revenue [7]. The polarization feeds itself and expandswith highly enmeshed pathologies.

2 Three Modeling Tools

Applying discourse modeling tools such as those below to help make these complex
pathologies more visible will not undo the pathologies. Such models, though, can con-
tribute to a kind of explanatory relief that validates rancor and the collective distortion
it induces but also supplies alternative, prosocial, and accurate ways to make sense of
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the intransigence we see in one another. Even explanatory relief is not a sufficient con-
dition for undoing the pathologies either, but is a necessary one and it is foundational
for moving beyond a season of angry and injurious stalemate.

2.1 Modeling Tool 1: Epistemic Network Analysis, with Extension

Earlier papers have proposed and demonstrated the application of epistemic network
analysis (ENA) for investigating limited forms of socially-mediated political discourse
[1, 2]. The formulation of a codebook for political discourse included worked examples
that modeled selected political commentary threads in online US newspapers between
2020 and2022.Thesemodels showedpatterns of both (a) acrimonious and civil discourse
in political commentary, and (b) ENA subtraction models to depict differences between
threads. The papers also introduced earlier versions of the constructs (e.g., epistemic
frames and response grammars) appearing in the paper’s previous section.

Discussions included in these earlier papers contributed to interpretive loops around
dysfunctional discourse, and building arguments that contemporary political discourse
in social media shows minimal evidence of intellectual humility (defined as the will-
ingness to change one’s mind when confronted with new information or perspectives).
In the language of ENA, intellectual humility denotes a willingness, or capacity to shift
one’s epistemic frame upon encountering affectively or epistemically persuasive fac-
tors that support such shifting. Misunderstanding both the importance of and the value
of intellectual humility may prove one of the most influential variables in developing
dysfunctional discourse repairs.

The previous papers also suggested that a fundamental epistemic fallacy is often at
play in political discourse, the fallacy that two apparently contradictory interpretations of
events cannot be valid simultaneously. In reality, perceived opposites can simultaneously
have validity for many reasons, but the flawed logic, especially in social media threads,
incorrectly concludes that a position contrary to that held by an individual must be untrue
and subscribers to it are thus intellectually inferior or morally defective.

Acting upon an epistemically flawed premise that someone who holds a different
point of view is intellectually deficient ormorally defectivemistakenly invites and incites
indignation and scorn, further escalating polarization. It prevents productive discourse
that actually explores, compares, and contrasts the factors that can lead to different
conclusions, and thus potential evolution of our collective thinking.

Constructive, collective discourse is marked by productive problem-solving, social
trust, and collaborative satisfaction. The reductive logic outlined in the previous para-
graph primarily produces alienation, ill-will, and mistrust, all of which then become
recycled into the next round of discursive transactions. Earlier work [1] examining dis-
cursive transactions highlighted not only a lack of intellectual humility, but a related,
and even more pronounced lack of gratitude for the respective contributions of those
from other political perspectives. The ambient implication of any conversational context
involving political discussions devoid of gratitude is that those of differing perspectives
merit no more than civility, if that, and that their discursive inputs do not contribute
to societal well-being. Yet mutual gratitude, when authentic, is one of the most pow-
erful adhesives in social trust formation [12], or in the well-being of family units [13].
ENA graphs that map hostile discourse did not only find a lack of connections involving
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gratitude for those of differing political perspectives, they simply found no instances of
gratitude at all.

Table 2. Coding for Four Sample Utterances

Construct A B C Number of segments the utterance produces

Utterance 1 1 1 0 One (AB)

Utterance 2 1 0 1 One (AC)

Utterance 3 0 1 1 One (BC)

Utterance 4 1 1 1 Three (AB, AC, BC)

Despite the strength of these findings, using ENA to model epistemic frames and
socially-mediated political discourse has limitations. One of the most notable is the
relatively small number of variables that can realistically fit into an ENA graph [14].
This limitation is inherent to any model visualization, and to the mathematics of vari-
able decomposition that are foundational to representing complex discursive phenom-
ena (such as political epistemic frames and socially-mediated political discourse). The
proposed modeling tools of CAS theory and ANNs in the following sections present
compelling tradeoffs. While they do not produce the ENA’s powerful visual models,
they may effectively reflect other informative system dynamics across myriad variables.

The use of CAS theory andANNsmay also enhancemodeling of one aspect to which
ENA has already made a signal contribution to quantitative ethnographies: relationships
between constructs. Among ENA’s most compelling affordances is visualization of the
intensity of relationships between construct nodes. ENA not only depicts the existence
of a connection, but its intensity by way of edge saturation. Yet one seemingly inher-
ent limitation is that ENA network graphs only depict dyadic connections – edges, by
definition, only appear between two constructs. Interpretations must rely on a holistic
view of the aggregate structure of all visualized connections between constructs, but the
dyadic nature of each edge can obscure possible important information in the following
way: each utterance can be considered an n-tuple of 0s and 1s, where n is the number
of constructs coded for the graph. The graph can depict the existence of ordered pairs
of activated constructs (i.e., coded with a 1) embedded in the n-tuple. The ENA graph
only depicts coded pairs, because edges connect only two points.

This means, for example, that connections between three constructs A, B, and C, can
(a) appear separately in three utterances, or (b) appear in as few as a single utterance.
Depending on segmentation, Utterances 1–3 in Table 2 will yield the same graph as
Utterance 4. All four utterances in the same segment yield the same connections as
Utterances 1–3 repeated, i.e., constituting double edge saturation. Yet Utterances 1–3
have a story that could differ substantially from the story behind Utterance 4, with no
difference in the visual model. This could be relevant in multiple disciplines in which
dyadic occurrences differ sharply from triadic (or quartic) occurrences. One practical
path to distinguishAB,AC, BC combinations fromABC combinations is the use of color
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coding for the triads or higher order n-tuples. If color is not available, visual offsets (such
as Fig. 1) are also possible.

Fig. 2. Mapping Utterances from Table 1

What value might color-coding or visual offsets (such as the last triangle in Fig. 2)
specific to 3-tuples (or n-tuples more generally) provide? Such techniques could identify
the presence and intensity of co-occurrences of three or more constructs, and, similarly
the absence of such combinations. Another possibility is to treat 3-tuples as connecting
a set of nodes different from 2-tuples or ordered pairs (e.g., construct A is graphed as
construct A’ if it appears in a 3-tuple or higher-level vector. Modifications of this type
may extend the model’s theoretical purchase in situations where ethnographies highlight
not only co-occurrence of constructs, but distinctions in how the co-occurrences combine
to change interpretations (e.g., where triadic or quartic connections require different
interpretations than dyadic connections).

2.2 Modeling Tool 2: Complex Adaptive Systems (CAS) Theory

The second modeling tool involves complex adaptive systems (CAS) theory [15–17] as
a means to analyze socially-mediated political discourse [18]. The theory and metaphors
of CAS may provide a unique lens for understanding layers of dysfunctional discourse,
and the self-propagating, downward spiral that dysfunctionality may induce. As the
example in the Table 1 response grammar suggests, dysfunctional political discourse
can be shaped less by the civic or social topics that are the focus of conversation, and
more saliently by the social mediation of the conversation. To vary Marshall McLuhan’s
aphorism, the message becomes far less important than the medium.

In theory, and now quite likely in practice, social mediation of political conversation
can become more prominent or salient than the putative topics of those conversations.
The topics recede in importance or simply serve to seed escalating polarization before
vanishing into the ensuing discordant communication. Giving the conversation and its
rancor or other dynamics a higher priority than the underlying issues produces a reversal
that not only obscures and prevents meaningful debate about central issues, but which
currently seems structurally guaranteed toworsen if left unchecked. This reversal spawns
in political conversation a matrix of natural signal suppression (a tendency to understate
my weaknesses and my opponent’s strengths) and amplification (a tendency to over-
state my strengths and my opponent’s weaknesses). It also can create opportunities for
misrepresentation, misinformation, and outright disinformation.
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This paper proposes to interpret political discourse as a CAS with certain definable
and testable properties that can expose latent patterns that fuel dysfunction and there-
fore, merit broader recognition and scrutiny. The discussion positions classical CAS
constructs (appearing in bold face below) in a discourse context in the following way: a
heterogenous population of autonomous agents (individuals and political groups) in
dynamic, if intermittent engagement with one another (in this context, through social
media) in an ecosystem defined by limited rule sets for agents’ interaction (including
response grammars defined by individual epistemic frames, along with communication
procedures defined by the medium), feedback loops (such as comment threads in social
media and political developments and self-modification of the overall system along-
side discontinuous transitions (e.g., new polarization, narratives, elections, or political
events).

Every discursive transaction – that is, every instance of an incoming message, the
cognitive appraisal and emotional reaction to it, and the response or feedback to it that
ensues – modifies the complex system. Each discursive transaction encounters and mod-
ifies individual epistemic frames, and then introduces new feedback or encounters new
responses into the complex system. These combine with responses that other individuals
(agents) in the complex system then process through their own epistemic frames and
response grammars, each in turn adding to the activity and polarizing evolution of the
system. Using the constructs of response grammars, epistemic frames, and discursive
transactions, a CAS interpretation may enable a realistic, microgenetic focus on the
mechanics of polarization, and its ensuing escalation. CAS may incorporate emotion
and cognitive appraisal theory as paramount tools for explaining dysfunctional pat-
terns and examining how individuals contribute to increasing polarization, especially
in accusatory or hostile discourse. A suggested explanation for the CAS interpretation
employs the type of parallax of discerning an object in one location suggested by light
refractions, when it is actually located elsewhere – as a metaphor to explain that both
emotion and cognition are implicated in themisreading of and the responding to political
discourse cues. The parallax mechanism distorts feedback loops in the complex system
that continually escalate acrimonious dysfunction.

The paper argues that the cumulative effect of parallax-impaired feedback loops not
only damages political conversation, but degrades it into a melee where each side (for
example, left versus right) holds and expresses conviction that the other side poses obvi-
ous, existential risks to the nation. CAS theory helps explain why such convictions can
become self-fulfilling: adaptive systems adjust and modify agents (humans and political
factions) within the system in such a way as to make themmore aligned with the system.
The system’s tendency toward conformity then causes people to trend into divergent
polarities that (a) intensify misrepresentation, (b) create layers of misunderstanding,
and (c) attenuate any ability to summon the collective wisdom required to face national
shortcomings and crises. Finally, a CAS interpretation seeks to organize the nuanced,
myriad factors inherent to political discourse into a novel, constructive, and holistic
paradigm.
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2.3 Modeling Tool 3: Artificial Neural Networks (ANNs)

Artificial neural networks (ANNs) mimic biological neural activity in ways that tradi-
tionally have helped to design pattern recognition systems and predictive algorithms [19].
They form the building blocks of the large language modeling (LLM) behind generative
transformer model chat bots and future artificial general intelligence (AGI).

In contrast, the quite modest potential of ANNs in this paper’s context involves mod-
eling political discourse by conceptualizing an epistemic frame as a neural network, a
network that can be represented with hundreds or thousands of nodes, each of which has
a different weight and contribution to the other nodes, and to the overall epistemic frame.
Components of the conceptualized epistemic frame can include: moral or ethical com-
mitments, the enduring psychological effect of memorable experiences, acculturations,
perceptions about political movements, knowledge (both accurate and inaccurate) about
history and contemporary events, perspectives (wise or otherwise), and both emotional
and cognitive dispositions. Each of these contributes to an overall, dynamic, epistemic
frame that shifts, either slightly or substantially, with every discursive transaction, and
with assimilation of new information that interactions with others entail.

Elements of a political perspective, or epistemic frame, are not intrinsically rational,
or easy to describe. Financial or reputational self-interest, the ubiquitous human propen-
sity to exert control over others, and threats to one’s sense of identity, all contribute to
an epistemic frame. ENA can model a relatively small number of nodes in an epistemic
frame, with the general understanding that any single node can have a relationship with
each of the other nodes. Use of neural networks to model epistemic frames maintains the
same expectation, i.e., that each node (or neuron) might have a connection to every other
neuron. The neural network interpretation can be tested with computer simulations that
are theoretically more scalable than that of ENA simulations. The ENA graphing tool
has the constraint of converting the model to a two-dimensional visual representation
of nodes and edges. ANN modeling, however, accommodates thousands of neurons, or
nodes, that connect with one another without requiring computational decomposition.

The value thatmight arise from informally cataloging the components that contribute
to a political epistemic frame, and then treating them as heterogenous nodes (or neurons)
in an artificial neural network model, is as follows. First, each node has a differential
weighting, or prominence, in the frame. This feature of neural network theory corre-
sponds to the universal tendency for political viewpoints to give higher prominence or
priority to some issues over others. Theoretically, weightings may include cognitive or
socio-affective commitments or dispositions, including variables associated with per-
sonal identity or security. Second, the nodes are interconnected, and can affect or shape
one another. Third, the “learning” process associated with artificial neural network mod-
els entails multiple processing layers, yielding a new set of weights on each node, new
weights that take form through processing response grammars and that result in a new
epistemic frame.

In this interpretation, the epistemic frame constitutes the input architecture of a
neural network model; a discursive transaction, operating under the rules of the response
grammars, represents the learning or processing layers; the modified epistemic frame
with different weightings for each of its nodes of neurons is the output. Note that the
modified epistemic frame is only one result of the discursive transaction. A second,
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principal result is the actual response that the processing produces as the epistemic
frame assimilates the message, and responds to it (i.e., the final phase of the discursive
transaction in Fig. 1). That message then can activate new discursive transactions – i.e.,
the discourse or conversation continues (Fig. 3).

Fig. 3. Epistemic Frame Modification During Discursive Transaction – A Neural Network
Interpretation image source: ibm.com/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-
networks/

Discursive transactions that entail high-valence activations (such as those receiving
false, but anger or rage-inducing accusations, reports of injustice or betrayal, or ominous
news) can provoke learning layers that produce new weightings. New weightings that
result from discourse with high-valence activations will likely result in new weightings
with significantly stronger negative emotion towards and polarization away from the
individuals and views that started the initial transactions. The re-weighted epistemic
frame generates new messages that reflect – and induce – greater polarization.

Such a dynamic of self-fueling escalation of negative affect is at least one possible
result of a neural network modeling approach. Testing such an approach initially would
require analyzing sufficient data, both to structure an epistemic frame representation
and to generate weightings for its nodes. The approach would need to detect shifts that
discursive transactions, especially those with high-valence activations, would induce,
followed by detection of the propagation shifts. Testing such a model empirically would
likely prove prohibitive, but simulations could prove viable, with the goal of depicting
whether the network produces inflection points, beyond which possible steps towards
comity, compromise, gratitude towards others with differing views, or collaboration,
become increasingly rare. Visual representation of those dynamics could depict the
conjectured pathology of negative interactions that in turn feed increasingly negative
interactions. Mapping this pathology is a critical aim of the modeling endeavor.

2.4 Why Building Blocks for a Science of Dysfunctional Political Discourse?

This paper relies heavily on the constructs of epistemic frames and response grammars
to build a case for suggesting three tools to model dysfunctional political discourse.
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The paper a) affirms the viability of ENA as a tool for modeling dysfunctional political
discourse and suggests a dimensional enhancement (coloring selected n-tuples for n >

2) to display connections between nodes; b) maps ways that political discourse can be
represented as a complex adaptive system (CAS); and c) suggests that neural networks
can model microgenetic shifts in individual components and the total structure of an
epistemic frame. Political discourse literature has already employed several quantitative
modeling approaches [e.g., 4, 5], but none involve conceptual tools of epistemic frames
or rule sets for political conversation. Epistemic frames and rule sets, however, are tools
that lend themselves to (and require) a different level of theoretical traction. In doing
so, they likely contribute to making the pathologies of dysfunctional discourse more
visible. The epistemic frame construct represents a holistic network of myriad factors
that comprise a political point of view. A response grammar identifies likely short-term
ways that a political conversation shapes and is shaped by an epistemic frame. Each of the
three proposed tools suggested in the paper offers different emphases for modeling these
constructs,with the latter two ofCASandANNspotentially able tomodel howdiscourse,
with its dysfunctionalities unabated, can eventually become a self-fueling polarization
spiral. Table 3 summarizes each of the three approaches in terms of affordances and
tradeoffs, including reference to the critical role of response grammars in each.

2.5 Comparing and Contrasting the Three Tools: Summary Notes

Quantitative ethnography is often associated with the epistemic network graphing tool
that co-evolved with the QE research community. While CAS and ANN do not seem
to appear as modeling approaches in the QE literature, this paper suggests that they
belong alongside ENA as a means to decompose a phenomenon quantitatively in order
to augment our understanding of it. This paper suggests that the umbrella of quanti-
tative ethnography should encompass what might be considered computational mod-
eling, computational ethnography, or the application of more mathematized thinking,
computational thinking, algorithms, and simulations of political discourse.

Terms such as quantitative ethnography reflect a powerful development in both
academia and society more broadly, the realization that the constructs we apply to
enable efficient organization of knowledge disciplines– chemistry, history, psychology,
mathematics, etc. – may have great value in helping to generate knowledge, build uni-
versities, or make sense of the world. They are also inherently limiting, in the sense that
there are few, if any, phenomena that do not reflect many disciplines. Terms such as
multidisciplinary, interdisciplinary, or transdisciplinary reflect striving to decouple the
knowledge-generating enterprise of understanding the world from the artificial bound-
aries of different disciplines [20] that have been an important conceptual device in
building knowledge, but that are becoming increasingly outdated. Each modeling tool
this paper relies on building blocks that are inherently heterogenous and consistent with
interdisciplinary or transdisciplinary perspectives, includingmodeling that encompasses
affective factors in addition to those traditionally referred to as epistemic.

Final Notes
The terminology of dysfunctional political discourse may tacitly convey the idea that
political discourse has been functional, or at the very least less dysfunctional, in the
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Table 3. Contrasting Three Tools for Modeling Dysfunctional Political Discourse

past. This paper makes no such claim. Digital social media has helped produce and
advance a chapter of global reckoning for profound systemic injustice and structural
oppression. This represents immeasurable benefit to global society. But, like the worn
comparison to the value and hazards faced upon the prehistoric discovery of fire,we again
face tradeoffs – and those brought with the advent of social media are of extraordinary
dimension.

It is almost impossible to imagine the benefits social media have brought, and are
still likely to bring, to governance and its underlying political speech. It is, likewise,
almost impossible to imagine the intense harm to humanity that social media can foster
and inflict.

If the above comparison is apt, i.e., that extreme benefits and extreme hazards are
possible, the solution path does not likely lie in reliance solely upon government or
corporate shareholder regulatory mechanisms, but rather in building new practices and
norms within the media realm. New practices and norms are not likely to reward any
particular side in any political category, but that outcome, in itself, is not predictable. An
overarching premise of this effort is that our forms of communication have so distorted
not only our perceptions of others, but have distorted us as humans, both collectively
and as individuals. In an improved realm where alienating communication, reactions,
escalation, andmutual disgust giveway tomore salubrious, and attainable practices, how
we view ourselves, and others, may no longer so closely resemble the fault lines and
tribalism that define our contemporary political discourse. The aim of this paper is thus
not ultimately simply to encourage civil conversation, nor to encourage compromise,
nor to encourage more persuasive advocacy of perspectives. Its intention instead is to
use discourse analysis to raise awareness that the present conditions of conversation are
all wrong. We are at a point in history where the conditions of political conversation
are severely damaging society collectively and its members individually, with social
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media acting as a rapid accelerant and key factor in that process. The paper thus seeks to
contribute to conditions for resetting conditions of political conversation. That endeavor
is neither as optional nor impossible as might be thought.

The modeling tools proposed in this paper, clarified and at full strength, may provide
explanatory relief for why the polemics, advocacies, rhetoric, rage, and vilifications that
fill our political web pages and that seem to tickle or please the like-minded are oddly
ineffective in convincing or neutralizing others – and seem, instead, to intensify their
resistance. Themodeling tools are meant to clarify this pathology and to open up the idea
that we have no idea of how much more effectively we would operationalize our moral
commitments and perceive or interact with one another if the conditions of conversation
were not so contaminated.

Initiatives are underway globally that seek to grapple with and change the conditions
of conversation [7]. They are beyond the scope of this paper, and are of different flavors,
methodologies, and political frameworks. They merit exploration and opportunities to
flourish as the need to alter the dynamics of political discourse becomes recognized
not as optional endeavor but as an existential requirement for maintaining free and fair
democratic institutions and to recover from damage that has already been inflicted on
them. That is an “emotional reset” [21] path that will ultimately entail shifts in the
zeitgeist of political discourse in social media. Whether that reset occurs slowly or
rapidly, peacefully or otherwise, is yet to be determined. The modeling tools proposed
here, however, may help make clear that the current path is almost mathematically
guaranteed to worsen until such a reset takes place.
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Abstract. The Change the Museum Instagram account launched in June 2020
to document instances of unchecked racism in US museums. When the posts are
coded based on the prevailing identity categories of race, gender identity, sexual
orientation, and positions of power, among other constructs, anEpistemicNetwork
Analysis (ENA) model can be generated for each in order to visualize connections
between individuals and the structural and systemic factors contributing to harmful
work environments. The methodology of this study expands previous analyses of
the first month and initial six months of posts by considering a full year of social
media data. One goal in assessing this set of utterances is to contribute to policy
change plans and decisions in this culture sector. Another aim is to demonstrate
the shared, intersectional encounters with racism and other injustices as a roadmap
for meaningful change.
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Policy Change · Social Media

1 Introduction

Diversity, equity, inclusion, accessibility, anti-racism, and justice are aspirational pillars
of mission, vision, and values across many public spheres in the United States, includ-
ing the museum workplace. Abbreviations to signal such commitments vary, including
DEAI, IDEA, or JEDI. Research and data have long shown that policies and practices
that create an open, safe, and inclusive environment for employees from different back-
grounds yields a more successful organization [1]. The concept of belonging or creating
people-centered institutions further focuses these efforts on individuals. Such a lens
considers the personal and communal relationships that people form during their work
week or the feelings of welcome (or lack thereof) they experience in their job or while
frequenting businesses or other public or online spaces.
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The year 2020 was a watershed moment in these efforts with the combined factors
of racism and injustice seen at the onset of the lockdowns associated with the Covid-19
pandemic and the murder of George Floyd and multiple other Black Americans. Exam-
ples of public outrage and calls for accountability of institutions and leaders increased
exponentially online. There is a growing rise of discontent among those who examine
the world through social media for the lack of accountability for organizations to make
significant change to policies beyond performative allyship [2, 3]. Despite social media
campaigns and other acts of proclaimed solidarity, there remains a level of stagnation to
make institutional policy change thereby perpetuating discrimination in the workplace.
Unfortunately, the evidence of this slow progress comes from the voices of marginalized
groups who are impacted the most by bias, prejudice, and discrimination—people of
color, women, and other historically underrepresented or under supported populations
in the workplace. The challenge to implement change within organizations can be dif-
ficult if the clarion call is not led from (white) senior leadership or worse when it is
perpetuated by them.

Museumstaff have been at the forefront of calls for change.As repositories of cultural
memory and hope, museums hold the responsibility to foster inclusion in society [4].
But the museum workplace has faced ongoing issues in the integration of inclusion
practices. The American Alliance of Museums (formerly the American Association of
Museums) has long been a leader in publishing studies about visitor experiences and
workplace culture—since the 1980s and 1990s in fact. A report published in 2018 found
that efforts towards inclusion had been in conversation for nearly 25 years, with the same
recommendations shared over and over again, posing the question: why has there not
been more change [5]?

The present study deepens an investigation of the Change the Museum (@changeth-
emuseum) Instagram account, founded in June 2020 to record instances of unchecked
racism in museums. The analysis addresses the ways in which individuals self-identify
when experiencing racism or how they describe their witness of injustices in museum
settings. These personal and observed accounts reveal relationships between workplace
intersectionality (the multiple, interrelated identities of lived experiences with preju-
dice) and hierarchy, as senior leadership, management, and other positions of power
often emerge as sources of ignorance, microaggressions, and bias.

This paper builds upon a previous analysis of Change the Museum posts [6, 7] by
looking at a full year of data, from June 2020 – June 2021. The depth of experiences
shared in these posts warrants examination frommultiple angles in order to better under-
stand the nuance of similarities and unique challenges faced by historically marginalized
groups. The aim is to highlight how accounts such as these provide a roadmap for change.
In a previous study examining the initial six months of posts, an overall summary of
trends over time yielded insight into how highlighted concerns evolved each month and
coincided with events taking place in society and in the field. Towards the end of that
study, an examination of all posts that reported experiences of Black, Indigenous, People
of Color (BIPOC) allowed authors to identify trends in the metadata for such posts. This
paper further utilizes individual identity categories, notably ones that identify specific
groups by race, gender, sexuality, and more to better reveal the issues that are relevant
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to each and where the related points of tension lie within the institution. This examina-
tion can provide insight to more specific action steps that might otherwise be lost when
generalizing needs across all marginalized groups.

2 Methods

The study examined one full year of entries on the Change the Museum Instagram
account (June 2020 – June 2021), which covers the most active period of posts. During
the first year, the account shared a total of 641 posts. A breakdown by month seen
below in Table 1. Submissions are anonymously sent by museum staff to the Change the
Museum Instagram account, whose owners are also anonymous. Posts are not required
to have formal attribution in order to protect the submitter, however certain institutions,
locations, or individuals in leadership roles are often identified in the content of the post.
The date posted was used initially to organize a review of the data. The text from each
post was transcribed, and a codebookwas developed through a carefully iterative process
that was outlined in previous work [7]. With the additional 6 months of data included for
this paper, it was determined that the existing codebook could still be applied without
additional codes. While the full list of constructs appears in the previous paper [7], the
list in Table 2 only includes the constructs most relevant to the results of this particular
study.

Each post comprised multiple constructs, in order to capture the richness of the
content as thoroughly as possible. The first 6 months (June 2020 – December 2020) were
originally coded in the previous work, so the remaining 6 months (January 2021 – June
2021) were coded independently for the presence of each construct by two researchers.
Agreement on the final binary coding for the posts was determined through a process of
social moderation [8].

Table 1. Number of posts by month.

Month Number of posts Month Number of posts

June 2020 30 January 2021 32

July 2020 171 February 2021 31

August 2020 86 March 2021 39

September 2020 61 April 2021 32

October 2020 50 May 2021 18

November 2020 42 June 2021 22

December 2020 27 Total 641

Once the binary coding process was complete, epistemic network analysis (ENA)
was used to model the connections between the constructs in the data [9]. Each post was
both the unit of analysis and the conversations in which connections were limited. In
order to enhance visibility of the most salient connections, a minimum edge weight of
.02 and .03 and scaling to 2.3 were applied.
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Table 2. Codebook of constructs included in analysis.

Construct Definition

Male Directed toward or involves a person/people who are/identified as male

Female Directed toward or involves a person/people who are/identified as female

LGBTQIA2 + Lesbian, gay, bisexual, transgender, queer, intersex, asexual (sometimes ally),
two-spirit, and other gender non-conforming identities or expressions of sexual
couplings

Latinx Directed toward or involves a person/people who are/identified as Latinx
(Latino/a/e/x)

Black Directed toward or involves a person/people who are/identified as Black

White Directed toward or involves a person/people who are/identified as White

AAPI Directed toward or involves a person/people who are/identified as Asian
American or Pacific Islander

BIPOC Directed toward or involves a person/people who are/identified as BIPOC
(Black, Indigenous, People of Color), Indigenous/Native American, Brown,
non-white, Bi-racial, or unclear intent but historically marginalized group

Donor, Board Member Referring to donors, board members, VIPs, stakeholders

Senior
(Leadership)

Referring to senior level of leadership, including President, VPs, Directors,
“higher-ups,” and Chief (C)-suite staff

Department Head,
Supervisor

Referring to department heads, supervisors, managers, chief curators

Peers,
Colleagues

Referring to peers, colleagues, curators

Front Facing Referring to any front-of-house staff, security, visitor services, custodial,
minimum-wage or entry-level position

Collections Permanent collection, exhibitions, bilingual labeling, acquisitions, provenance,
funding or money towards collection

Community Community, neighborhood, city, region, or visitors

Harassment Experience of detrimental physical or verbal harassment, includes exploitation,
gaslighting, and anything warranting HR intervention

Inaction No response or action after an incident has been reported or requested

Employment and Wages Hiring, advancement, recruitment, wage disparity, internships, fellowships,
contractors, limited-term staff, career advancement, COVID-19 conditions of
employment, unionizing, diversity hires

Microaggression Commonplace daily verbal, behavioral or environmental slights, whether
intentional or unintentional, that communicate hostile, derogatory, or negative
attitudes toward stigmatized or culturally marginalized groups; unconscious
bias, has some understanding and can include discrimination

Ignorance Explicit or intentional ignorance on an issue; explicit lack of care/empathy of
issue; explicit lack of experience with an issue

Intent for Plan Intent for IDEA plan/committee etc., but not necessarily follow through; also,
the conducting of related IDEA training

ENA models are typically used to compare patterns of discourse between groups
or to track changes over time in a way that allows the researcher to speak to statistical
differences of those comparisons. For this study, the researchers are less concerned
with identifying statistically significant differences than examining key patterns between
constructs. Coded constructs that identified a historically marginalized group (including
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BIPOC, AAPI, Black, Latinx, Female, and LGBTQIA2 +) were used as metadata to
generate a separate ENA model. Since the presence of the construct was utilized as a
unit for the model, it was not included as a code in the final model. With each model not
having one of the codes included, the placement of the constructs are shifted for each
model which does not allow for comparison across models. As mentioned, the intent for
the study is the patterns themselves, rather than the ability to make statistically relevant
comparisons.

3 Results

The ENA network models generated by using certain coded constructs as metadata
are seen below. The dots (nodes) indicate the constructs included in the model, and
the lines (edges) indicate the connections between constructs. The thicker the line, the
stronger the connection between the constructs, and the opposite is true for thinner lines,
which indicate weaker connections between constructs. While all codes (except for the
construct code used as metadata) were included in the models, a minimum edge weight
was applied and unconnected codes not shown, in order to better identify the strongest
and most salient connections and constructs within that model. Because each model had
one construct not included, the positioning of the nodes shift, and each model will be
described separately.

3.1 Models of Constructs

BIPOC. The overall model for posts that were coded for BIPOC is seen in Fig. 1.
The strongest connections in the network models for posts coded for BIPOC (260 posts)
were to White and other constructs, such as Ignorance, Microaggressions, Employment,
Peers, Senior, Dept Heads, and Female; also strongwere connections between Peers with
Microaggressions, and Ignorance with Senior and Peers. There are strong associations
unique to BIPOC-coded posts, including connections to Ignorance (such as with Exhi-
bitions, Employment, Microaggressions, Senior) and Employment (Ignorance, Female,
Front Facing). Posts connected to Ignorance tended to emphasize challenges with the
intention of exhibitions, to the detriment of minorities, for example:

At the museum where I used to work, we were about to have a large-scale exhibition
in our main gallery space by a Black artist who was commenting on gun violence
against Black people in his work. Before the exhibition opened, we (the Education
department, which was one of the only departments with a BIPOC) wanted to
hire a facilitator to lead a museum-wide training. When we brought up this idea
to the deputy director, he just said it was our "white guilt" talking and no one
needs training to talk about race, racism, etc. The exhibition went on view with no
front-line staff having any training (beyond the Education department), very little
contextual information in the galleries, and no support for anyone who may have
actually been affected by gun violence.
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Fig. 1. ENA network models for the construct BIPOC, using a minimum edge weight of .03.

AAPI. Microaggressions ground the plot for posts that reference AAPI in Fig. 2, with
the strongest connections to Peers/Colleagues, Senior, Ignorance, andWhite. On the left
side of the model, there is a presence of Inaction, Employment and Wages, and Depart-
mentHeads/Supervisors. Peers/Colleagues and Senior are on the edges of the network on
opposite sides, with strong connections to other constructs. Also noted is the inclusion of
Donors/Board Members and their association with Ignorance, Peers/Colleagues include
connections to White, Ignorance, and Microaggressions. Senior is solely connected
to Ignorance and Microaggressions, which could be interpreted as ignorance around
microaggressions committed by people in positions of power against AAPI employees,
as outlined in this example:

Fig. 2. ENA network models for the construct AAPI, using a minimum edge weight of .03.
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I’m of Asian descent and work for a major regional museum. I had a 1:1 meeting
with one of the senior staff members in February 2020, and she cut our meeting
short and then remarked that there must be "coronavirus all over" the laptop she
was using to write notes.

Black. In examining the network for posts that are coded for Black (132 lines) seen in
Fig. 3, the strongest connections involve White, Microaggressions, Employment and
Wages, Senior, and Ignorance. The other strong connection is between Peers with
Microaggressions. Other unique connections include BIPOC with Ignorance, White
with both Department Heads and Female, and also Intent for Plan with Inaction, and
Exhibitions with Ignorance. The prominent connections of White with Microaggres-
sions, Senior, and Ignorance are common with other identity related constructs that
were examined, however there is unique prominence with Employment and Wages,
indicating that the influence of White with Employment and Wages is more prominent
in posts that include Black. This reality is observed several times in the dataset:

I was part of the team that was looking to hire an education manager. A perfect
candidate came in. She was black and a woman. The director and lead curator
said “she will cause too many social and ethnic problems”, so she was not hired.
The job went to the white female curator who is now in charge of curation and
education. This was in early 2020.

I work at the La Brea Tar Pits Museum in Los Angeles. Several years ago a man-
agement position for FOH staff became available. A Black staff member applied
for the position. He was recommended by the exiting manager, had informally
been working in a management capacity, was highly respected by his colleagues,
and was a longtime staff member. Instead, the museum hired the white younger
sister of another manager. She had been working at the museum for under a year.

Fig. 3. ENA network models for the construct Black, using a minimum edge weight of .03.
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Additionally, connections between Intent for Plan with Inaction occur more consis-
tently in posts that include Black, as it highlights the appearance of wanting to create
change for the institution, but falls short in practice. The other unique connection of Exhi-
bitions with Ignorance highlights instances when exhibitions attempt to be inclusive, but
are unaware of the contradiction they create, as seen in the example post:

One overhears a lot as a "white" person in a room of other white people who
assume that everyone shares the same racial/ethnic identification and politics. I
once witnessed a chief curator — one famous for showing and "supporting" Black
artists; one who presents himself as an ally — suggest that another curator "just
add one Black guy" to a show in order to make the exhibition "pass" as politically
correct.

Latinx. As seen in the ENA network model in Fig. 4, most prominent connections
for posts related to Latinx were tied to Microaggressions from Peers and Colleagues,
as well as Ignorance, White, Department Heads and Supervisors, Senior, Employment
and Wages, and others. The other main connections for Latinx were to White and Igno-
rance. This occurrence is similar to other identity codes, although there is a distinct
cluster of Ignorance, Department Head and Supervisor, Exhibitions, Community, and
Microaggression. This cluster describes the ignorance Latinx museum employees faced
from supervisors regarding exhibitions and community. This narrative is describedmany
times by respondents:

When I was an intern at Museum of Fine Arts, Houston, the director was announc-
ing recent acquisitions at an all staff meeting. And he stumbled while reading the
name of an ancient Mexican maize God, so he laughed and said, "whatever, this
is our new enchilada goddess."

As a Latinx POC woman at SFMOMA, I was cleaning a shelf within my department.
A white male manager from a different department walked up to me and asked me
to clean his office next. I’ve never felt comfortable coming forward to my managers
about it and do not feel comfortable especially around that individual.

Female. The network model for posts that included the construct Female is seen in
Fig. 5, which revealed the most significant connections focused on White to Employ-
ment/Wages, BIPOC, Microaggressions, Senior, and Ignorance. Conversely, the Exhi-
bitions construct was not prominent enough to be included in the model at the minimum
edge weight of .03, indicating this to not be a prominently connected construct compared
to other models for BIPOC, AAPI, Black, and Latinx. Interestingly, there seems to be
a differences highlighted in the experience of white females, even by white females, as
illustrated in.

LGBTQIA2 +. While there were only a limited number of posts that included
LGBTQIA2+ as a construct, in a study examiningmodels based onmarginalized groups,
the researchers felt it necessary to include an examination of a model for LGBTQIA2+,
which is seen in Fig. 6. A lesser number of codes, whichwere generally less present in the
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Fig. 4. ENA network models for the construct Latinx, using a minimum edge weight of .03.

Fig. 5. ENA network models for the construct Female, using a minimum edge weight of .03.

posts including this construct, were included in the model in order to better understand
where relevant connections formed with the more prevalent constructs.

The most prominent connections we see are connected to Senior, with connections
to BIPOC, Ignorance, Microaggressions, Female, Employment and Wages, as well as
others. Other prominent codes include Employment andWages, Female, and Ignorance.
These connections convey the idea that LGBTQIA2 + employees face ignorance and
microaggressions from other employees, primarily those in senior positions. They are
especially directed at BIPOC employees who identify as LGBTQIA2 +, as expressed
in the data:

The former AVP of Education and Access terrorized staff the entire six-ish years
he was on staff—his anger and work thievery was especially palpable for women,
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LGBT+, and POC staff, who he constantly belittled, often publicly. When brought
to HR and the CEO’s attention, he consistently received slaps on the wrist and
excuses as to why he couldn’t be reprimanded more harshly. When he was finally
fired due to messing up a relationship with a significant donor and content partner,
we had already lost significant great staff members who couldn’t take it anymore.
The saddest part is that none of us received any kind of remorse or apology from the
CEO, who never took responsibility nor accountability for hiring and protecting
a terrible hire over long term and high performing staff.

Over 10 years ago I was asked to organize a series of arts programs in the pre-
dominantly POC areas of Oklahoma as part of a new fully funded tourism project.
I offered the names of several Black and Native American artists to head the pro-
grams instead of me (a white gay person). They said "no, we want you to do it
because you’re white." I declined again and offered more names of artists who
were also POC. They said that the funding had been reduced unless I did it with
white staff. I quit. They made antigay slurs at me as I headed for the door. Shortly
after that I moved 2000 miles away from Oklahoma.

Fig. 6. ENA network models for the construct LGBTQIA2 +, using a minimum edge weight of
.03.

4 Discussion

The benefit of this study is the ability to examine specific constructs and their connections
by identity groups that constitute historically underserved communities and protected
classeswithinmuseums. From the first QE study onChange theMuseum, the researchers
were asked to disaggregate the data in order to better show the fullest possible range of
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staff who have experienced racism in museums and to uncover the structures that perpet-
uate this harm through an epistemic network analysis. Examining constructs as metadata
has revealed those shared and unique connections across the various different codes, an
approach that reveals opportunities for measurable and meaningful action-based change
in museums. By focusing on those recurring connections across the different models, we
highlight the shared experiences of structural inequities. A look at the unique or less fre-
quently occurring codes provides specific focus on the experiences, hopes, aspirations,
and expectations of individual groups, effectively providing a roadmap for institutions
committed to making change community by community.

Consider one example. When the model for Female is examined together with the
categories of Black, Latinx, AAPI, and LGBTQIA2+, we see clearly the intersectional
relationships between the different identities that museum staff bring to work along-
side the sources of microaggressions and harm that perpetuate racist environments and
ultimately lead to turn over, specifically senior leadership, management, and others in
positions of power. This approach intentionally moves beyond the types of metrics typ-
ically gathered by institutions, namely those focused on quantifying diversity through
statistics presented by identity category. Such datasets may highlight salient identities,
on the one hand, or quantify diversity as a check box, on the other, but may also risk
overlooking the complexities of shared experiences or compounded harm inherent to the
reality of living intersectional lives.

By disaggregating BIPOC as a category, we could see more clearly the concerns
that individual communities of color face in the workplace. Microaggressions were
experienced by each group, for example, but the strength of connections and placement or
pull within the network varied: AAPI, Black, and Latinx staff reported microaggressions
and ignorance from White Peers and Colleagues and from Senior managers, the last of
which most often involves women in subordinate positions. Each group also shared a
concern for employment and wages linked to the Microaggressions by the hierarchical
category of Senior. The (lack of an) intent for a plan coupled with inaction appeared
most clearly in accounts by Black staff, while Ignorance from Community, Exhibitions,
and Department Heads affected Latinx workers, and Donors and BoardMembers played
a role in the Ignorance and Microaggressions felt by AAPI individuals.

After coding a year of posts, we anticipated the codes that would occur most often
in the different models. These included White, Senior, Microaggressions, and Male or
Female forming networks with BIPOC (Black and Latinx specifically), Employment
and Wages, and Departure. The types of connections matter, especially when reviewing
individual posts, such as the examples provided above. Statistical data about museum
leadership reveals that the majority of directors are white men, a reality also reflected in
the Change the Museum data. The AAPI model was the most unique in the dispersal of
codes and establishment of networks. A cluster ofMale and Female aroundWhite, taken
together with other utterances, demonstrates the dual work that Female undertakes here:
Posts byAsianwomen often involvedMicroaggressions byMale colleagues, specifically
White and Senior. Asian Female staff experiences associated theseMicroaggressions and
Ignorance with concerns about Employment and Wages.

Across each of themodels, a few codes appeared less frequently but are still important
factors to addresswhen advocating for change inmuseums. These includeHurt, Intent for
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Plan, Resilience, and Call for Change. These codes express emotional care for museums
or trauma from these spaces in ways that expand experiences of or feelings about racism
and injustices in these sectors of culture and heritage. Additionally, the model for Black
featured BIPOC as a pertinent codewith various networks emerging that includedWhite,
Senior, Employment andWages, and Ignorance. These connections suggest an expanded
sense of community with other colleagues of color and similar experiences of racism
from those in positions of power in ways that affect aspects of employment. In short,
examining codes as metadata is a useful tool in both disaggregating large datasets and
in modeling networks of intersectional relationships.

4.1 Future Opportunities

One action step from this study is to examinemuseumDEAI planswithENA.As of 2020,
only 16% of museums have a public DEAI statement, despite the fact that 90% state
these priorities [10]. Numerous institutions issued statements in support of diversity and
began gesturing toward a desire to create more inclusive environments beginning after
the murder of George Floyd and a multitude of Black individuals in 2020 alone. Thus far
we have begun discussing the statements and plans of institutions that have featured on
the Change the Museum Instagram account: Cleveland Museum of Art; Getty Museum;
The Solomon R. Guggenheim Museum and Foundation; Holland Museum; The Hunt-
ington Library, Art Museum, and Botanical Gardens; The Metropolitan Museum of Art;
Minneapolis Institute of Art; The Morgan Library & Museum; National Gallery of Art;
The Walters Art Museum.

On July 1, 2020, the Association of Art Museum Curators (AAMC) hosted the
webinar, “Beyond Statements: Taking Action,” which focused on policy-based changes
to dismantle the structural racism in museums [11]. In another venue, Americans for the
Arts invited Angelique Power, president of the Field Foundation, to speak on equity. In
her remarks, she stated, “Equity as a statement, an accessory, rather than a word that
actually should create fear, is being used right now as a badge. And that is the death
of the term ‘equity [12].’” Three years later, the AAMC hosts, “Beyond Statements
Revisited,” a three-part program that will determine the types of changes that have been
made and where institutions are at present [13]. The first session picks up from the 2020
webinar to address the advances or setbacks in DEAI efforts. The second considers
belonging as part of the move toward inclusive workplaces (abbreviated DEAIB), with
an acknowledgement of the burden placed on the individuals who lead these initiatives.
The final session considers the studies, surveys, and analyses published on these topics
in the field of museum studies. Each of the Change the Museum studies has been shared
with the AAMC leadership in the hope that they will be considered by the curatorial
spheres working in museums today.

A brief survey of the state of museum DEAI or JEDI work suggests different paths
forward. TheWellcome Institute, for example, provides amodel for transparency in anti-
racist work in cultural institutions. Their 2022 public study, “Evaluation of Wellcome
Anti-Racism Programme Final Evaluation Report – Public,” outlines the institution’s
goal of eradicating racism in its internal and external work, notes the limited progress
made, and acknowledges the continues harm toward Black individuals and to people of
color [14]. The report goes so far as to admit that the Wellcome has failed to meet its
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commitment and that it has allowed institutional racism to fester through both action and
inaction. TheAmericanAlliance ofMuseums, by contrast, establishesDEAImomentum
as part of their 2022–2025 strategic framework [15]. Their plan describes continuing to
“engage partners, allies, and experts to champion an anti-racism movement across the
museum field, catalyzing and supporting changemakers in museums and efforts to create
more equitable outcomes in all aspects of their structures and programming” (pg. 9).
While these sentiments are admirable, the actual implementation of such work is to be
determined. The strategies are quite broad, including developing the five-year plan with
a focus on intersectionality and equity, embedding DEAI into programs, benchmarking
DEAI skills and resources, and celebrating and supporting professionals of color. In the
case of both the Wellcome Institute and the AAM strategic plan, a focus on financials
and the economic impact of DEAI or JEDI work is key. Both recommend or reveal the
importance of contributing financial resources toward such work and to addressing the
economic barriers already faced by people of color in the culture sector.

This study raises hypothetical questions about the economic impact ofmaking change
inmuseums and about advocating for policy changes that leadership and staff can commit
to together. The Smithsonian Institution, for example, constitutes 19 museums – the
largest museum network in the world. Of the individual properties devoted to a specific
cultural group, the National Museum of African American History and Culture remains
the most highly visited museum with an average of 1.2 million visitors, with another 1.1
million visitors to the American ArtMuseum. The latter museum featured on Change the
Museum in a post highlighting the ways the institution responded to public criticism on
social media over a post about Pocahontas. At the time of writing, there is an installation
about Matoaka, also known as Pocahontas, with a dozen contextualizing objects that
add an Indigenous-centered narrative to her story and legacy.

The digital turn in museums toward online virtual or hybrid programming, events,
and collection presentations is another arena for demonstrating a commitment to DEAI
or JEDI efforts, with a particular focus on accessibility. It is important to be conscious of
the fact that equity in the digital sphere may or may not always reflect equity efforts on
the ground in the galleries or in staffing situations.Mark Osterman notes that, “Museums
that invest in removing barriers and expanding programs and missions can potentially
increase avenues of revenue streams from digital programs. Redefining how museums
serve their communitieswill help themcontinue to attract the necessary revenue, support,
and funding needed to stay operational [16].”

Cultural spaces, such asmuseums, aremuch like dark forests—alluring andproviding
a sense of wonder to explore. There are also challenges to unpack, and in the effort to
promote JEDI efforts, it can be easy to get caught in the underlying issues. But in this
pursuit, there are opportunities for resilience, growth and change—which is the hope
whichmotivates ongoing efforts much needed to see the possibility of an inclusive future
in museum settings [17].
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Abstract. This study delves into the expected demographic shift in the U.S.,
where Latinx immigrants are projected to comprise 29% of the total population
by 2050, focusing on their economic and social influences in South Philadelphia,
especially in the Italian Market area, a notable destination for various immigrant
groups. Utilizing a blend of ethnographic semi-structured interviews with Lat-
inx participants involved in entrepreneurial activities or working in the food and
factory industries, the study probes their self-perceived impacts on this locale.
The research employs a mix of geographic information systemmapping and other
spatial analyses, augmented by epistemic network analysis, to visually represent
the nuanced relationships and experiences of these immigrants, surpassing the
limitations of conventional mapping techniques. The investigation seeks to shed
light on the various ways Latinx immigrants, primarily fromMexico and Northern
Central America, shape the vitality of Philadelphia through their spatial, network,
social, and economic engagements. The pivotal question this research seeks to
answer is: How do Latinx immigrants express their contributions to the vibrancy
of Philadelphia as a host community?

Keywords: Immigration · Urban Planning · Transnationalism · Epistemic
Network Analysis · Geographic Information Systems

1 Introduction

By 2050, the Latinx population will reach 128 million, or 29 percent of the U.S. popula-
tion, with “new immigrants and their descendants” accounting for seventy-four percent
of the projected growth, which will eclipse the White population [1] Mexican immi-
grants, along with Northern Central American immigrants, are the largest immigrant
group in the 21st century to inhabit Philadelphia [2]. The impacts of these demographic
changes can be understood through an examination of the physical presence and the
economic development Latinx immigrants generate in South Philadelphia, specifically
around the ItalianMarket. This neighborhood serves as the designated location due to its
high Latinx population, and it has historically served as a receiving community for immi-
grants of various nationalities [3]. In urban planning, a map can display the geographical
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positions of participants within a city, but it falls short of expressing the significant links
and relationships that are crucial in representing the real-life experiences of immigrants.
To address this need, this project consists of ethnographic semi-structured interviews
with Latinx immigrants residing in or with connections to South Philadelphia who work
as entrepreneurs in the food industry or factory workers. By combining ethnographic
interviews with epistemic network analysis, a geographic information system, and other
spatial analyses, this study explores the network, spatial, social, and economic impacts
of Latinx-driven economic development and population growth in South Philadelphia.
In summary, this project seeks to answer the following research question: How do Latinx
immigrants describe their actions and impacts on the vitality of Philadelphia, PA, as a
receiving community?

2 Relevant Literature

Urban planning is a critical field that examines various aspects of our societal fabric,
including migration and Latinx communities, entrepreneurship, community, and ethnic-
ity [4]. Its expansive nature is evident in the wide range of topics it typically studies.
For instance, research on Latinx communities often explores the relationships between
migration patterns and urban development, as well as the influence of these patterns on
local economies, receiving communities [5], which are the immigrants’ destinations, and
entrepreneurship [6]. In the context of community and ethnicity, urban planning scru-
tinizes how different ethnic groups interact with, shape, and are shaped by their urban
environments [7]. The research methods employed in these studies are as diverse as the
topics themselves. They often include data collection through surveys, interviews, obser-
vational studies, and a strong reliance on secondary data such as census reports and other
public records [8]. Quantitative techniques like regression analyses are also common for
interpreting these data sets [9]. Nonetheless, excessive dependence on statistics and sec-
ondary data in the quest for comprehending communities affords a constrained viewpoint
that fails to accentuate or uplift community-centered interrelations and networks.

Epistemic Network Analysis (ENA), although less conventional, is an increasingly
recognized method in urban planning research, which was initially explored through the
development of the educational game Land Science, which led to students having an
increased understanding of social and environmental issues and resulting in some of the
students creating a “balanced urban plan” in response to their increased knowledge of
networks [10]. ENA’s power lies in its capacity to visualize and quantify connections
in coded data, making it an ideal complement to traditional research methods. It can
provide a nuanced understanding of complex social systems by revealing networks of
relationships that might otherwise go unnoticed. As urban planning endeavors to unravel
the intricate dynamics of migration, entrepreneurship, community, and ethnicity, the
integration of ENAcould prove to be a valuable asset for planning students, practitioners,
and researchers [10].
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3 Methods

3.1 Context

Alongside formal establishments and institutions in South Philadelphia exist vendors,
many of whom are women who, through their informal entrepreneurship efforts, which
can include selling artisanal items or homemade foods or other community activities,
help preserve the Latinx culture among new and existing residents in the neighbor-
hood. Upon further investigation, the names of women’s groups, Mercado de Latinas
and the Comité emerged as community anchors. Thus, the participants in the dataset
are Latinx immigrant women who are members of the Mercado de Latinas (Market of
Latinas) – a group of entrepreneurial Latinx immigrants, the Comité (Committee) – a
group of Latinx immigrants who advocate for workers’ rights as restaurant and domestic
workers, or individuals who have a close connection to the South Philadelphia commu-
nity. Before conducting interviews with participants, an introduction was made by a
well-known community advocate who lives in the South Philadelphia neighborhood
and has a personal conversation with one of the founders of the Mercado de Latinas.
Background information, such as interview questions prepared in English and Span-
ish, was shared with the community advocate, who reviewed them for saliency. After
connecting with the community advocate, participants self-selected whether they were
interested in being interviewed, with the intervention consisting of semi-structured inter-
views held for approximately one hour. In summary, four women were interviewed, two
from Mexico and the remaining from Honduras. The image below (See Fig. 1) uses a
Geographic Information System to visualize participants’ spatial locations in relation
to their respective census tracts in Philadelphia, PA. The participants’ locations repre-
sent census tracts experiencing a significant growth in Latinx immigrant populations
[2]. These spatial locations served as a unit variable for model comparison for this
quantitative ethnographic study.

3.2 Data Collection

Interviews with women associated with the Mercado de Latinas and the Comite resulted
in discussions describing their journeys from Mexico and Honduras to the U.S, their
tenure in Philadelphia, current and past employment, navigation of the city, interac-
tions with nongovernmental organizations (NGOs) or community-based organizations,
neighborhood involvement, and integration into the city. Additional aspects observed
include the participants’ future aspirations and their desires to remain in Philadelphia.
Interviews with the participants were recorded on two separate recorders. After the inter-
view, the interview data is uploaded to a secure folder, and the audio file is transcribed
with the assistance of artificial intelligence, Rev [11]. In total, seventeen individuals indi-
cated they were interested in being interviewed, fourteen interviews were scheduled, and
thirteen interviews were completed.

The dataset was prepared by randomly selecting four participants to create a case
study approach to the analysis. Given that one of the interviews is with the founder of the
Mercado de Latinas, it is significant because its formation serves as a temporal marker
of visibility and incorporation for the immigrant community in South Philadelphia. The
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Fig. 1. Participants’ Locations across Philadelphia, PA Census Tracts

other women’s interviews are equally important due to their roles as active community
members in and around the South Philadelphia Latinx immigrant community who fre-
quently share information or resources with recently arrived Latinx immigrants. Due to
the author’s research focus on urban planning, the conversation variables are Sending
Community,which represents the participants’ countries of origin [5], andRegionalCon-
nection, which describes their association with the Mercado de Latinas or the Comité.
The dataset is organized into 1,538 lines, utilizing amoving stanza with a window size of
four lines, unit variables which are Sending Community and Regional Connection, and
the conversation variable Participant to closely analyze each participant’s contribution
to the discourse.

3.3 Theoretical Framework

The codes shown in Table 1 were developed as part of a process of inductive thematic
analysis [12] as the result of the four semi-structured interviews. Inductive codes were
then defined and connected to existing theoretical concepts in relevant disciplines, such
as urban planning literature, to create the overarching theoretical framework for under-
standing the richness of Latinx immigrant discussions in the context of the study (See
Table 1).

This study explores numerous themes; however, some are particularly key to under-
standing the study population and its relationship to urban planning. For instance, Lung-
Amam (2017) argues that in the twenty-first century’s first decade, “Half a century of
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Table 1. Codebook for South Philadelphia Interviews with Latinx Immigrants

Code Definition

Community
[13]

Represents the description of interviewees’ associations
with one another, support of each other’s activities, and
descriptions of other groups or associations

Family
[14, 15]

Refers to the mention of family members, which
includes immediate and extended family

Precarity
[16]

Refers to any reference to a destabilizing situation that
may personally affect them and their immediate families

Future Refers to interviewees’ references to forthcoming
activities

Positive Future Refers to interviewees’ references to positive
forthcoming activities

Negative Future Refers to interviewees’ references to negative
forthcoming activities

COVID-19
[17]

Specifies interviewees’ references to their personal and
economic livelihoods during the coronavirus pandemic

Ethnicity
[18]

Introduces interviewees’ awareness, communication, and
references to their Latinx or other identities

Migration
[19]

Specifically captures interviewees’ mentions of their
journeys from their sending communities to Philadelphia
or elsewhere in the U.S. en route to Philadelphia

Transnationalism
[20]

Represents all references to the activities, such as the
import of goods or products, or behaviors that connect
interviewees to their sending communities outside of the
U.S

Entrepreneurship
[21]

Indicates the interviewees’ references to forming
businesses as part of the Mercado de Latinas, Market of
Latinas, or the creation of other businesses

Urban Areas Refers to the mention of a geographic area

Geography Represents the mention of a spatial area that is not
limited to a city or metropolis

massive immigration and racial integration has fundamentally reshaped suburbia’s spa-
tial form and social makeup… Between 2000 and 2010, nearly half of the 100 largest
metropolitan areas in the United States saw increases in their foreign-born populations
of at least 50%” [22]. When discussing transnationalism and its relationship to the
built environment, Glick Schiller et al. (1992) argue that transnationalism is the result of
migrants “forging and sustainingmultistranded social relations that linked their societies
of origin and settlement” and “the emergence of a social process inwhichmigrants estab-
lish social fields that cross geographic, cultural, and political borders” [20]. Whereas a
straightforward definition of migration is “a change of residence that disrupts the basic
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ties with the local community and is a move that prevents commuting at least at any
reasonable cost” [19]. However, the version of migration this study explores is more
closely related to Borjas’ (1989) economic theory of migration, which “analyzes the
allocation of labor across international boundaries. The theory is based on the behav-
ioral assumption that individuals migrate because it is in their benefit (either in terms of
psychic satisfaction or income) to do so” [23].

Furthermore, in alignment with the economic motivations for migrating, immigrant
populations frequently rely upon entrepreneurship as a form of employment, and there
are multiple forms of entrepreneurship, not only the mainstream understanding but also
informal entrepreneurship as part of the informal economy. For instance, Thai and Turk-
ina (2014) argue that “informal commercial activities account for a sizeable share (over
30% on average) of economic activity around the world…[and] informal entrepreneur-
ship takes place in all countries regardless of their level of economic development”
[21].

3.4 Coding

Coding the interviewdata consisted of 0 to 1 binary deductive coding,with every instance
of the Interviewer coded as 0. For instance, the following line is coded 1 for Migration:
“Pues, bueno, yo llevo casi 18 años viviendo aquí en Filadelfia. Me vine de muy chica,”
which in English translates to “Well, I’ve been living here in Philadelphia for almost
18 years. I came when I was very young.” The author initially coded the first 100
lines, and then a native Spanish-speaking member of the research team assisted with the
coding and data validation process. The coders selected social moderation [24] as their
reliabilitymeasure to validate the dataset. The codersmet for two sessions, discussing and
consolidating codes applied to the remaining lines. This discussion resulted in creating
and refining additional codes that better represent the discourse themes. The coding
process is exploratory in nature, and the author operates as the primary coder due to
sharing a cultural background with the participants, being a native Spanish speaker, and
easily interpreting the participants’ dialectical nuance.

3.5 Epistemic Network Analysis

In this study, the team applied epistemic network analysis [10, 25–27] to our data using
the ENAWebTool (version 1.7.0) [28]. In preparation for the ENA, unit variables consist
of Participant, Gender, and Speaker. Additionally, we defined the units of analysis as all
lines of data associated with a single value of Sending Community subset by Regional
Connection. The ENA algorithm uses a moving window to construct a network model
for each line in the data, showing how codes in the current line are connected to codes
that occur within the recent temporal context [29], defined as four lines (each line plus
the three previous lines) within a given conversation. The window size of four was
selected due to the participants’ tendency to speak at length about a particular topic until
prompted with a different question. The resulting networks are aggregated for all lines
for each unit of analysis in the model.
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The ENAmodel includes the following codes: Transnationalism, Ethnicity, COVID-
19, Community, Entrepreneurship, Family, Urban Area, Geography, Migration, Precar-
ity, COVID-19, and Future. The data was segmented by participants without consider-
ing any additional segmentation within each interview. For instance, one conversation
consisted of all the lines associated with the interview of the participant named Lucía.

4 Results

4.1 Epistemic Network Models

Networks were visualized using network graphs where nodes correspond to the codes,
and edges reflect the relative frequency of co-occurrence, or connection, between two
codes. The result is two coordinated representations for each unit of analysis: (1) a
plotted point, which represents the location of that unit’s network in the low-dimensional
projected space, and (2) a weighted network graph. The positions of the network graph
nodes are fixed, and those positions are determined by an optimization routine that
minimizes the difference between the plotted points and their corresponding network
centroids. The integration of network graphs and mapped space allows the locations of
network graph nodes and the relationships they establish to be utilized to understand the
dimensions of the mapped space and elucidate the locations of points plotted within it.
The model exhibited co-registration correlations of 0.99 (Pearson) and 1 (Spearman) for
the first dimension and correlations of 0.98 (Pearson) and 1 (Spearman) for the second.
These metrics suggest a robust correlation between the visual representation and the
original model.

ENAcan be used to compare units of analysis in terms of their plotted point positions,
individual networks,mean plotted point positions, andmean networks,which average the
connection weights across individual networks. Networks may also be compared using
network difference graphs. These graphs are calculated by subtracting the weight of each
connection in one network from the corresponding connections in another. Additionally,
themodels’ nodes are set equally spaced tomaximize the visual appearance of differences
between code associations.

Interviews with the Honduran participants (See Fig. 2) illustrate the strong connec-
tions betweenMigration andPrecarity,Precarity andFuture, Migration andGeography,
and Urban Area and Geography.

The participants from Honduras did not demonstrate a strong relationship between
Entrepreneurship and Community and Entrepreneurship and Family as seen for partic-
ipants from Mexico (See Fig. 3). However, both sets of participants expressed strong
connections between Migration and Precarity with an edge weight of 0.33 for Hon-
duran participants and an edge weight of 0.25 for Mexican participants which support
the onerous migration journeys expressed by the participants.
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Fig. 2. ENA plot of participants from Honduras

Fig. 3. ENA plot of participants from Mexico
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5 Summary Discussion and Conclusion

Connecting ENA to the urban planning topics of immigration, transnationalism, and
entrepreneurship has been invaluable in visualizing cultural nuances that are understood
but are not spatially visible.While amapmay illustrate participants’ physical locations in
a city, a map is limited in communicating connections, which prove impactful when doc-
umenting immigrants’ lived experiences. Additionally, ENA was used to communicate
data collected in Spanish, effectively broadening public awareness about Latinx immi-
grant issues and increasing visibility for the growing Latinx population in Philadelphia
and across the U.S.

The networks shown in Fig. 4 reflect eleven codes: Transnationalism, Ethnicity,
COVID-19, Community, Entrepreneurship, Family, Urban Area, Geography, Migration,
Precarity, and Future. These codes were selected to illustrate the participants’ multidi-
mensional lives before, en route to, and while living in Philadelphia. Due to participants
being asked about their roles in the community, they spent less time describing their
immediate family dynamics and more time discussing their activities in the Philadelphia
community. For instance, participants from Honduras described their migration experi-
ences from Northern Central America through Mexico, across the U.S., and ultimately
arriving in Philadelphia. As shown in Fig. 4, for the Honduran participants, there is a
strong connection between Migration and Geography, reflecting an edge weight of 0.27.
Interestingly, the Mexican participants demonstrate a strong connection between Family
and Community and Community and Entrepreneurship, which has an edge weight of
0.37.

The stronger connections between codes (See Fig. 4) vary by the participants’ Send-
ingCommunities. For the participants fromMexico, there is a strong connection between
Entrepreneurship and Family, which reflects an edge weight of 0.19, Entrepreneurship
and Community with an edge weight of 0.37, and finally, a connection between Commu-
nity and Ethnicity, with an edge weight of 0.16. These connections support the discourse
shared by the participants and the establishment of the Mercado de Latinas, a form of
informal entrepreneurship. For instance, Lucía communicates her excitement by stating,
“Entonces este, pues dije no, pues vamos, vamos. Y empecé a a traer mercancía, con-
tratar a mis hermanos, a mi hermana, mi hermana” which roughly translates to “Then
um, well I said ‘no’ well let’s go let’s go. And I started bringing merchandise, employed
my siblings, my sister, my sister.” Here, Lucía is sharing the origin story of her storefront
in South Philadelphia and how the demand for items from her home state of Chiapas in
Mexico led her to collaborate with her sibling in Chiapas to import artisanal items to sell
in her store. Consequently, city planning and migration literature support immigrants
having a higher likelihood of becoming entrepreneurs because it is an atypical path to
generating income without formal education or access to significant capital investments.

Separately, the connections for participants from Honduras demonstrate stronger
connections between Migration and Precarity, which has an edge weight of 0.33, and
Migration and Geography, which has an edge weight of 0.34. These connections reflect
Rosa’s and Ana’s experiences reaching Philadelphia and their precarious work experi-
ences. Rosa shares, “Al siguiente día empecé a trabajar este me fui en la mañana como
a las cinco la mañana pasaron por mí…pero trabajaba desde las cinco…de la mañana
que llegaba el trabajo. Salí a veces 11, 12 de la noche todos los días. Yo no gastaba
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casi dinero porque lo que yo quería era pagar.” In this excerpt, Rosa describes arriving
in Philadelphia, working the next day, and working from 5 am to sometimes 11 pm or
midnight every day to pay off a debt. Thus, the connections in Fig. 4 reflect the themes
that emerged in the semi-structured interviews in the participants’ discourse related to
difficult or negative migration experiences.

Fig. 4. Comparison ENA plot of Honduran participants represented by the blue network and the
Mexican participants illustrated by the red network.

The limitations of the study include the use of data from only four interviews; how-
ever, forthcoming iterations of the study will consist of additional interview data from
a larger sample of participants with diverse immigrant experiences. Moreover, while
using artificial intelligence reduces costs associated with verbatim human transcription
services, the transcriptions result in verbatim language processing versus contextually
accurate transcriptions, which require additional interpretation when coding and greatly
reduce the manual coding speed. Interpreting translations can reduce coding speed
because transcriptions processed using artificial intelligence result in verbatim language,
particularly when coding multiple interviews. Furthermore, Spanish-language speakers
across different geographic regions utilize different dialects,which can also influence dis-
course interpretation, coding speed, and achieving reliability through social moderation
for Spanish-language speakers.

In summary, the utilization of ENA presents a compelling avenue for increasing
urban planners’ understanding of the social and environmental issues affecting specific
populations [10]. Moreover, ENA can aid in disseminating insights regarding the Lat-
inx immigrant community’s perceptions, as well as the intricate associations between
diverse identities or concepts, their relationship to entrepreneurship, and immigrants’
overall sense of belonging to a community [30, 31]. Acknowledging that immigrants
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possess a high level ofmotivation and desire to succeed can help reframe the negative nar-
ratives about immigrants and create a supportive community for all to thrive despite their
economic limitations. Thus, an urban planning recommendation to planners, policymak-
ers, financial institutions, educators, and community and immigrant rights advocates is to
intentionally foster an inclusive andwelcoming small-business community that increases
access to capital and other resources through low-to-no-interest small-business loans,
engages individuals with various levels of education and develops a mechanism for eas-
ily facilitating the sharing of information across all industries. For now, this group of
Latinx immigrants relies on Carmen, who appropriately states, “Igual, eh, organizar
a la gente, comunicarles que hay nuevos recursos. Mm-hmm. Que hay nuevas oportu-
nidades” which translates to “The same, eh, organizing the people, communicating to
them that there are new resources. Mm-hmm. That there are new opportunities.”

Acknowledgments. Interview transcription services were supported by funds from the Univer-
sity of Pennsylvania Center for the Study of Ethnicity, Race and Immigration (CSERI) Turner
Schulman Graduate Fellowship, awarded in December 2022.
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Abstract. The fifth edition of the Diagnostic and Statistical Manual of Mental
Disorders requires the presence of at least five out of nine diagnostic criteria in
order to diagnose borderline personality disorder. However, the manifestation,
perception, and interaction of the diagnostic criteria differs in patients and with
narrative focus. The objective of this study is to describe symptom co-occurrences
in persons with borderline personality disorder vis-à-vis the focal points of their
narrative. We utilized transcripts of interviews with borderline patients, which
were coded by two raters, employing the diagnostic criteria as codes. We exam-
ined narratives across patients according to the narrative foci of the discussion
(interviewee perceptions of self, others, and how others see them). We employed
Epistemic Network Analysis to visualize the interaction of diagnostic criteria. Our
study serves as a pilot for further research onmappingmanifestations of diagnostic
criteria of various mental disorders within patient lived experience. By encourag-
ing future research employing this study design, our pilot aims to contribute to
more personalized health care.

Keywords: Borderline Personality Disorder · Epistemic Network Analysis

1 Introduction

Personality disorders are persistent behaviors or inner experiences, which differ from
the norm in an individual’s sociocultural surrounding; they develop in puberty or young
adulthood, and result in distress or impairment. Borderline Personality Disorder (BPD)
is characterized as the widespread occurrence of prominent impulsivity and unstable
interpersonal relationships, self-image, and affect. [1] The prevalence of BPD in random
samples ranges from 0.5% to 0.7% [2–4], with 75% of the diagnosed patients being
female [1]. In primary care samples, prevalence ranges from 4% to 6% [5, 6]. Individuals
suffering from BPD may experience difficulties in maintaining relationships, fulfilling
their role as a family member, friend, or marital spouse, maintaining financial resources,
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academic achievement, and career success [7]. Likewise, family members, friends, and
colleagues of a person living with BPD are also affected by the disorder, due to their
mood shifts, self-damaging or self-destructive behavior, and uncertainty concerning how
to relate to the person with BPD after becoming aware of their diagnosis [8].

In the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders
(DSM 5), BPD is diagnosed if at least five of the following nine diagnostic criteria
(symptoms) are present: 1) Frantic efforts to avoid real or imagined abandonment, 2) A
pattern of unstable and intense interpersonal relationships characterized by alternating
between extremes of idealization and devaluation, 3) Identity disturbance, 4) Impulsivity
in at least two areas that are potentially self-damaging, 5) Recurrent suicidal behavior,
gestures, or threats, or self-mutilating behavior, 6) Affective instability due to a marked
reactivity of mood, 7) Chronic feelings of emptiness, 8) Inappropriate, intense anger or
difficulty controlling anger, and 9) Transient, stress-related paranoid ideation or severe
dissociative symptoms [1]. Diagnosis requires the presence of multiple symptoms man-
ifesting in constellations; thus, viewing symptoms in isolation is suboptimal because
it is their interaction that constitutes the disorder. The DSM 5 also describes symptom
co-occurrence in BPD patients, for example, efforts to avoid abandonment may co-occur
with mood shifts, anger, and dissociative symptoms [1].

Previous studies have examined diagnostic criteria in patient narratives and in self-
reported questionnaires. Qualitative studies provide insight into idiosyncratic manifes-
tations of symptoms, as the study of Dammann et al., who conducted interviews with
BPD patients regarding self-image, image of others, as well as their emotions and typical
episodes [9]. However, the limitation of such studies is their focus on a single diagnostic
criterion, identity disturbance in the above-mentioned article. As the diagnosis of BPD
requires the presence of at least five diagnostic criteria, one could argue, investigating
a single symptom is insufficient in describing the disorder. Furthermore, such idiosyn-
cratic data is difficult to aggregate, and most qualitative studies, although working with
small sample sizes, do not attempt to aggregate data systematically. Quantitative stud-
ies, generally employing self-reported questionnaires, also tend to scrutinize symptoms
in isolation, as Koenigsberg et al. measured the dimensions of affective instability in
patients with BPD and compared them to patients’ with other personality disorders;
again, solely investigating the manifestations of a single diagnostic criterion [10].

Research investigating symptom constellations has been conducted with quantitative
methods. Klonsky employed structured interviews and a questionnaire on a subsample
with a history of self-injury and a nonclinical subsample. The structured interviews
measured the frequency of affect states in chronic feelings of emptiness before and after
self-injury, while the questionnaire measured the co-occurrence of all nine diagnostic
criteria, as well as anxiety, depression, suicidal ideations, and suicide attempts [11].
Albeit the study investigated possible co-occurrences among self-damage and other
symptoms, participants were not screened for BPD, hence the results cannot accurately
describe BPD patients. The interaction of all nine criteria in BPD patients was measured
in Richetin et al.’s network analysis [12], yet the relationship among variables was
computed across cases, yielding results regarding the whole sample, but compromising
the ability to draw conclusions for individual patients (cf.: the ergodic fallacy [13]).
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In addition to investigating the manifestation of all possible diagnostic criteria on
an individual level, a further distinction may be clinically relevant on the level of narra-
tive foci, i.e., whether the patient is describing themselves, others, or how they believe
others see them. For example, Dammann et al. [9] distinguish such narrative foci as
“self-description” and “description of others” in their study. The relevance of this differ-
entiation is that patients’ perceptions of others are also valid indicators of how they see
themselves [14], and enable the investigation of transferential displacement, a defense
mechanism in which unprocessed affect is projected onto another person or object to
reduce associated anxiety [15].

Our first aimwas tomap the interaction among all diagnostic criteria in the narratives
of persons diagnosed with BPD, thus facilitating diagnosis and individualized treatment.
Our second aim was to distinguish the interaction of these criteria according to when
patients speak about themselves, others, and how they assume others perceive them in
order to investigate how code constellations change vis-à-vis these narrative foci. For this
purpose, we utilized Epistemic Network Analysis (ENA), which allowed us to quantify
and visualize connections among diagnostic criteria. This study aims to serve as a pilot
for future studies intending to analyze corpora of patient narratives, especially in the
context of practitioner – patient interaction on mental health issues.

2 Methods

All our materials, as well as our final, coded dataset is available in our project repository,
available at: https://osf.io/5z624. Narratives were obtained from the YouTube channel
Soft White Underbelly1, containing interviews and portraits of the human condition by
photographer, Mark Laita. We selected all interviews available with people living with
BPD; two females (Grace and Shawna) and one male (Ernesto). Interviews lasted ca.
30-min each and were automatically transcribed by YouTube. Transcripts were scraped
manually, placed into a text editor, and cleaned (timestamps and extra line breaks were
removed). Transcripts lacked punctuation; to retain heuristics for creating sentences, the
same researcher added punctuation marks to all transcripts.

Following an initial discussion on codes and segmentation, all researchers agreed
the narratives should be coded on the level of sentences. Thus, text files were processed
with the Reproducible Open Coding Kit (ROCK)2 to create a spreadsheet where each
sentence in the transcripts constituted a row. Our spreadsheet also had a column to
indicate the case ID for each participant, specified on each row.

Code development was deductive; we adopted the nine diagnostic criteria and their
descriptions listed in the DSM 5 [1], and supplemented the definitions with information
from other chapters of the manual, such as defining anxiety and dysphoria according
to the DSM 5’s Glossary of Technical Terms. Our final codebook was reviewed and
validated by a clinical psychologist in the team. Two researchers tested the applicability
of our final codes on a subset of data (10% of total lines) and reached good percentage
agreement (above 95% for each code), but because of the low base-rate of our codes,

1 https://www.softwhiteunderbelly.com.
2 https://rock.science.

https://osf.io/5z624
https://www.softwhiteunderbelly.com
https://www.rock.science
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we decided to compute Cohen’s Kappa on the full dataset, not a subset (see below).
Table 1 contains our simplified codebook; the complete codebook including examples
is accessible through our repository (https://osf.io/audgb).

Table 1. Simplified codebook.

Code name Code label Simplified Definition

Avoiding abandonment Avoid_aband Acts to avoid real or perceived abandonment;
Fear or anger by threat of abandonment

Unstable relationships Unstab_relat Idealizing, making demands, inappropriate
intimacy; Expectation of “being there” in return
for empathy

Identity disturbance Id_disturb Sudden shifts in self-image, goals, values, career
plans, sexual identity; Self-perception: “bad”,
“evil”

Self-damaging Self-dam Self-damaging behavior not causing acute
physical harm

Self-destructive Self-destr Suicidal gestures, threats, attempts, and
self-mutilation

Mood reactivity Mood_react Episodes of dysphoria, irritability, anxiety,
panic, despair

Emptiness Emptiness Feeling meaningless or purposeless, chronic
visceral feeling in abdomen or chest; Easily
bored

Anger Anger Intense, inappropriate, uncontrollable anger;
Rage

Disconnection from reality Disconnect Episode of paranoid ideation or dissociation

Codes were applied by two researchers, both working independently in a spreadsheet
that contained our data segmented by sentence and a column for each of our codes. If a
code was identified in a given line, it was specified with a 1 in the correlating column;
if the code was absent, it was indicated with a 0. When coding for the full dataset was
complete, inter-rater reliability (IRR) was computed for the totality of lines. Table 2
shows the number of disagreements and Kappa values for the nine codes and two raters.
IRR testing can serve the purpose of splitting data or splitting codes among coders, but
in this case, it was employed solely as a measure of consistent application of codes and
pinpointing differences in interpretation to be addressed in social moderation.

Following IRR testing, the two coders triangulated their work and resolved inconsis-
tencies through social moderation to reach complete agreement. The clinical psychol-
ogist in the research team validated the final, coded dataset line-by-line. As a last step
in coding, a researcher specified the narrative focus of each line in the final dataset by
using a coding scheme of four inductively created categories and specifying these values
in a separate column. Table 3 contains the narrative foci coding scheme. These narrative

https://osf.io/audgb
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Table 2. Number of disagreements and Cohen’s Kappa values for two raters regarding nine
employed codes.

Code Number of disagreements Cohen’s Kappa

Unstab_relat 5 0.52

Id_disturb 10 0.89

Self-destr 5 0.83

Mood_react 11 0.75

Emptiness 4 0.84

Anger 3 0.89

Disconnect 2 0.50

Avoid_aband 5 0.73

Self-dam 13 0.82

foci served as a higher form of segmentation that provided meaningful context to code
co-occurrences [16].

Table 3. Narrative foci coding scheme.

Code name Code label Definition

Perceiving others Others How interviewee perceives others around them

Others’ perception Them How interviewee thinks others perceive interviewee

Perceiving self Self How interviewee perceives themselves

Miscellaneous Miscell Data that cannot be labeled with any other narrative focus

The final dataset was uploaded to the Epistemic Network Analysis web tool3.
Detailed descriptions of how ENA generates networks can be found elsewhere [17–
19], but succinctly: the tabular dataset containing code occurrences and metadata on
segmentation and data provider was parsed according to “unit”. A unit is the totality of
lines associated with a given network in a model. We designated both narrative focus
and data provider as our unit in a nested relationship. Code co-occurrence frequen-
cies were computed with a weighted whole conversation stanza window method, which
accumulated co-occurrences in the entire conversation in a weighted, as opposed to a
binarized manner [20]. ENA aggregated these frequencies per unit to produce cumula-
tive adjacency matrices of code co-occurrences, which were represented as vectors in
high-dimensional space. Subsequent to normalization (to account for different amounts
of narrative contained in the vectors), ENA performed a dimensional reduction pro-
cedure (singular value decomposition or SVD) to construct a two-dimensional space.
These two dimensions form the axes along which the unit vectors are then projected as

3 https://www.epistemicnetwork.org.

https://www.epistemicnetwork.org
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points (ENA scores) into the two-dimensional space. The scores each represent a unit’s
network in which the codes are nodes and the edges signify the relative frequency of
co-occurrence between unique pairs of codes. Since the scores and networks are coor-
dinated, the positions of the nodes can be used to interpret the dimensions forming the
space and explain the positions of ENA scores. Table 4 contains the parameterization of
our ENA model.

Table 4. Epistemic Network Analysis model parameters.

Parameters Parameter values

Unit Narrative focus > Case

Conversation Narrative focus

Stanza window Weighted Whole Conversation

SVD1 26.4%

SVD2 19.1%

Our model thus contained networks for each of our three interviewees in all four of
our narrative foci, twelve in total. For our final analysis, we examined the mean network
of our three narrative foci: how the interviewee perceives themselves (“Self”), how
they perceive others (“Others”), and how they think others perceive them (“Them”).
Analysis was performed by visually inspecting code co-occurrences (the thicker the
edge, the higher the co-occurrence frequency) and by using the web tool to perform de-
and re-contextualization for each code pair. In the following, diagnostic criteria code
labels are indicated in italics, and participant narratives are in quotation marks.

3 Results

3.1 How BPD Patients View Themselves

As the mean network in Fig. 1 shows, when speaking about themselves, interviewees
exhibited the strongest relationship among six of the nine DSM 5 diagnostic crite-
ria: avoiding abandonment, emptiness, mood reactivity, self-destructive, identity dis-
turbance, and self-damaging. Each of these six codes are connected to the other five,
signifying that the interviewees made connections among these codes when referring to
their past and present lived experiences, and shows how the diagnostic criteria interact
to impact a patient’s sense of self. One interviewee, Ernesto, described how the feeling
of emptiness presented as intrusive and “[unwanted] thoughts that are coming in, are just
constant and consistent that it became, like, unbearable”. This ultimately led to his first
suicide attempt at the age of 17, an example of self-destructive behavior. Grace, another
interviewee, made connections between identity disturbance and avoiding abandonment
when she described how she is “most afraid of ending up alone, like, in every aspect”,
because when she loves someone “it’s easier for [her] to show [her] bad side”. Here,
Grace exhibited fears of abandonment because she perceived herself as “having a bad
side”, a negative self-image.
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Disconnection from reality exhibited the weakest relationship with the other eight
diagnostic criteria, indicating that included patients with BPD did not emphasize disso-
ciative feelings, such as disconnecting from themselves or reality, regarding their sense
of self or how they viewed themselves. One connection between disconnection from
reality and anger was made by Shawna when she described “a really bad argument”
with her boyfriend, during which she said she “just black[ed] out”.

Fig. 1. Mean epistemic network for patients’ narratives on themselves, showing the weighted
structure of connections among the codes representing the diagnostic criteria of borderline per-
sonality disorder. The thickness and saturation of the edges (lines) indicate the relative frequency
of co-occurrence between each pair of codes; the size of the nodes (black circles) indicates the
relative frequency of each code within that group.

3.2 How BPD Patients Think Others View Them

The mean network for interviewees’ perceptions on how others view them, displayed in
Fig. 2, revealed a strong relationship between self-damaging and identity disturbance.
This may indicate that interviewees thought others see them as unstable due to struggling
with negative self-image and exhibiting self-damaging behavior, such as substance abuse
or not taking prescribed medications. In her interview, Shawna described how family
members and friends encouraged her to take her prescribed medication because “it’ll
help”. However, Shawna avoided taking medications for no explicit reason: “I don’t
want to. I don’t know why”, displaying what may be interpreted clinically as self-
damaging behavior. Later in the interview, when speaking about her relationship with
her boyfriend, Shawna conveys a negative self-image, or identity disturbance, regarding
her diagnosis with BPD: “I feel like it slows him down, or it holds him back”. Here,
Shawna thought her diagnosis of BPD, and ultimately her own person, are negatively
impacting her boyfriend. Ernesto also made connections between self-damaging and
identity disturbance when he described how he “feel[s] like a burden to people”, which
leads him to “reach out to people” or find himself “in, like, very questionable places
[…] drinking during the day, going out”. Ernesto thus perceived himself as a burden
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to the people around him, which led him to partake in self-damaging behavior, such as
drinking during the day.

Emptiness was not connected to the other seven diagnostic criteria, indicating that
although the interviewees experienced emptiness (Fig. 1), they did not think this was evi-
dent to others. Similarly to how interviewees view themselves, the code anger exhibited
the weakest connection in the network visualizing how they think others view them.

Fig. 2. Mean epistemic network for patients’ narratives on how they assume others view them,
showing theweighted structure of connections among the codes representing the diagnostic criteria
of borderline personality disorder. The thickness and saturation of the edges (lines) indicate the
relative frequency of co-occurrence between each pair of codes; the size of the nodes (black circles)
indicates the relative frequency of each code within that group.

3.3 How BPD Patients View Others

When interviewees talked about their perceptions of others, displayed in Fig. 3, one of
the strongest relationships in the mean network was between unstable relationships and
anger. Ernesto connected anger and unstable relationships when he spoke about his
relationship with his family, specifically his mother and brother. Ernesto remembered
his brother having “anger issues for sure” and recalled when his brother would assault
him: “he would just start, you know, punching me, smacking me, knocking me down,
like it was, like, every other day”. Ernesto saw his brother as a person who struggles
with his anger. When speaking about his relationship with his mother, Ernesto recounted
uncertainty, a characteristic of unstable relationships: “I would say I’m still close, it’s
just, um, I feel like she puts her beliefs beforeme a lot of the time, you know”. Grace con-
nected unstable relationships and identity disturbancewhen she spoke about her mother
exhibiting similar behavior to herself: “My mom was the same kind of pattern where
she would jump from things, she’d jump from partners, she’d jump from jobs”. Here,
Grace viewed her mother as having unstable relationships because she would experience
challenges with commitment. This pattern is characteristic of identity disturbance: being
unsure of who you are or what you want, exhibiting an unstable sense of self.
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Fig. 3. Mean epistemic network for patients’ narratives on others, showing the weighted structure
of connections among the codes representing the diagnostic criteria of borderline personality
disorder. The thickness and saturation of the edges (lines) indicate the relative frequency of co-
occurrence between each pair of codes; the size of the nodes (black circles) indicates the relative
frequency of each code within that group.

3.4 Comparing Mean Networks

The ENA projection space was constructed along two dimensions, SVD1 and SVD2,
together explaining 45.5% of variance in the data (Table 4). Figure 4 displays the posi-
tions of the ENA scores (circles representing a network per narrative focus per person),
and mean networks (squares; one for each narrative focus). The dashed lines around
the means represent the 95% confidence intervals on the two dimensions. There were
no significant differences among the mean networks, but there was a marked disparity
between, on the one hand, how participants saw themselves and how they think others
see them, and on the other hand, how they saw others.

The comparison plots in Fig. 5 highlight differences between the Self and Others
(left), as well as the Them and Others mean networks (right). Codes identity disturbance
and mood reactivity exhibited a strong connection in patient narratives on how they see
themselves (purple) and how they think others perceive them (green), but connoted a
weak connection in how they see others (teal). Codes anger and unstable relationships
signified a marked connection in the network visualizing narratives on how they see
others, while anger was the least connected node in the networks describing how BPD
patients see themselves and how others see them.
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Fig. 4. Epistemic Network Analysis projection space constructed for three individuals living
with borderline personality disorder with lines of data grouped according to three narrative foci.
The colored circles show the network locations (ENA scores) of the networks generated for each
narrative focus per person. The colored squares are themean network locations (meanENA scores)
of each narrative focus, and the dashed lines around the means represent the 95% confidence
intervals on each dimension.

Self vs. Others Them vs. Others

Fig. 5. Left: Comparison plot (subtracted graph) of mean epistemic networks highlighting the
differences between how individuals living with borderline personality disorder see themselves
(purple) versus how they see others (teal), with lines of data grouped according to three narrative
foci. Right: Comparison plot of mean epistemic networks highlighting the differences between
how individuals living with borderline personality disorder think others see them (green) versus
how they see others (teal), with lines of data grouped according to three narrative foci. Black
circles (nodes) represent our codes; the colored circles show the network locations (ENA scores)
of the networks generated for each narrative focus per person (Color figure online).
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4 Discussion

Patients diagnosed with BPD experience at least five of the nine diagnostic criteria of the
disorder; however, the manifestation and the constellation of these symptoms may differ
within patient narratives. Employing ENA, we examined the interaction of diagnostic
criteria in the accounts of three persons living with BPD and distinguished narrative foci
within their interviews: perception of self, others, and how others view them.

The mean network containing co-occurrences in participant narratives regarding
themselves was the most densely connected network of the three narrative foci. Every
diagnostic criterion, save anger and disconnection from reality, exhibited a strong inter-
action. As all participants were in therapy at the time of their interview, we surmise
that dense network connectivity was due to participants having developed a high level
of introspection and insight concerning the symptoms of their disorder and were well-
versed in expressing themselves. Participation in active therapy may also account for
disconnection from reality exhibiting only weak connections in the network, as this
diagnostic criterion captures paranoid ideation and dissociation, phenomena that tend to
decrease in frequency and intensity with ongoing psycho- and pharmacotherapy [21].

The mean network depicting co-occurrences in narratives on how participants think
others view them exhibited amarked emphasis on avoiding abandonment and emptiness.
These results may demonstrate that, according to patients, fear of isolation and aligned
avoidance behaviors are not as overtly manifest as, for example, unstable identity and
self-image. Other studies have shown that patients often feel that the effects of some
symptoms of mental disorders are more underestimated by healthcare workers than oth-
ers [22]. According to the patients included in our study, fear of abandonment connoted
a BPD symptom that was de-emphasized by their social environment, compared to their
more overt self-harming behavior. Discrepancies such as this one are noteworthy, as
covert or unexpressed symptoms that go unnoticed by friends and family, or even by
mental health professionals, may be the most dangerous ones [23].

Mean networks of patient narratives on themselves and how participants think oth-
ers see them exhibited a similar structure of connections. When compared to the mean
network depicting co-occurrences in narratives on how these patients view others, a
marked distinction was the role of anger, especially its association to unstable rela-
tionships. According to a study by Dammann et al., BPD patients only saw aggressive
tendencies in others, as opposed to observing anger in themselves [9]. Thus, anger sig-
nified the most prominent symptom that our participants cope with by transferential
displacement. This aligns with previous studies indicating that anger is one of the most
frequently displaced emotions in mental disorders [24].

Our study aimed to present a novel method of modelling the interaction of all nine
diagnostic criteria of BPD, while also distinguishing among narrative foci in patient
narratives to scrutinize these interactions in processed versus unprocessed affect. Anger
represented a diagnostic criterion manifesting as lived experience chiefly through trans-
ferential displacement (projection onto others), which may indicate that this affect was
least identified with, least integrated into perceptions of self, and therefore, patients
exhibit little to no insight concerning their own anger. Dealing with such unprocessed
affect for which the patient has not yet assumed ownership may require vastly different
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therapeutic approaches and strategies compared to their processed affective and behav-
ioral counterparts. Differentiating among narrative foci enablesmodelling these domains
separately, and can guide the clinician in developing a more tailored treatment plan.

5 Limitations

Our study design served as a proof-of-concept only; for this reason a small sample size
sufficed, but our sample was not large enough to draw any clinically relevant conclu-
sions, nor can we estimate the transferability of our results. Another limitation of our
study concerned the use of categorical values (narrative foci codes) to delimit data seg-
ments. Although this technique is a viable option to group lines for code co-occurrence
computation [16], there are challenges involved, such as how to address multiple cate-
gorical values exhibited in a single line of data (e.g., the sentence contains two narrative
foci: Self and Others). Our coding decision was to employ chronological order, that is,
apply the narrative foci code that appeared first in the sentence. This coding decision, as
any methodological decision, affected our results; for example, if there was a tendency
among our participants to emphasize perceptions of others in their sentences before they
spoke about themselves, this would entail less lines of data included in the network
displaying them describing themselves and false connections in the network displaying
them describing others. Further studies based on our general design necessitate a more
in-depth qualitative examination of these patterns and perhaps a different solution to this
dilemma pertaining to categorical coding. Another limitation of our study is that ENA
currently has no hypergraph capabilities, thus models display co-occurrences of unique
pairs of codes (as opposed to triads, etc.).

6 Conclusion

The list of diagnostic criteria in the DSM-5 does not shed enough light on the combina-
torial possibilities of each diagnostic criterion and their associated features idiosyncratic
to a patient. Furthermore, diagnosis of personality disorders has evolved from a solely
categorical (“present” or “absent”) model to a more complex understanding in which
individuals very rarely present with a ‘pure’ illness, but rather with a mixed personal-
ity disorder, comorbid with other disorders (e.g. mood disorders, addiction, etc.). We
believe our study designmay contribute tomapping case- and narrative focus-level inter-
actions among diagnostic criteria and across multiple comorbidities, which may have
the potential for more tailored and personalized healthcare.
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Abstract. This study responds to calls for pragmatic context-driven scholarship
to evaluate the perceived need for cultural integration in global organizations.
This paper aims to fill the gap between theoretical frameworks and contemporary
phenomena with a grounded theory, quantitative ethnography study designed to
explore the perceived need for cultural integration to improve business outcomes in
global organizations, also evaluating the perceived need for a dedicated framework
to develop cultural integration in global organizations.Datawere collected through
semi-structured interviews conducted with twenty global executives. Analysis of
the dataset was done through thematic content analysis and epistemic network
analysis. Research demonstrated that cultural integration, and its associated con-
structs, were perceived as critical to group and organizational success. Global
executives and leaders confirmed the need for a dedicated framework for cul-
tural integration to improve business outcomes. The current study addressed four
research questions: (1) To what extent is there a perceived need for cultural inte-
gration in global organizations? (2) Towhat extent is cultural integration perceived
relevant to business outcomes in global organizations? (3) To what extent do lead-
ers perceive socio-cultural epistemic frames are malleable at the group level? (4)
To what extent is there a perceived need for a dedicated framework to develop
cultural integration to shift socio-cultural epistemic frames in global teams? This
empirical study confirms that socio-cultural epistemic frames are malleable at the
group level to develop cultural integration and there is a perceived need for a ded-
icated framework to develop cultural integration for improved business outcomes
in global organizations.

Keywords: ENA · Cultural Integration · Global Organizations

1 Introduction

The rapid pace of globalization and the growing number of collaborative technology
solutions has enabled virtual work practices to accelerate, while recent events, such
as the recent pandemic, demand that organizations worldwide change the way they
engage (Ladika, 2020). No longer is it viable for teams in global corporations to work
in a central location and expect global objectives to be met. The demand for skills from
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around the world hasmadeworking across boundaries and borders a necessity. However,
collaborative teamwork in global environments is not intuitive. It is far more than dealing
with technology and time zones; it is about people and the value that collaboration across
different cultures can bring to the organization.

Cultural differences in business have become a major source of frustration when
employees of different nationalities do not share an implicit or explicit understanding of
the world and how to get things done within it (House et al., 2004). It may be difficult
and unproductive to compare cultures as superior or inferior, but there is almost always
an overwhelming sense of the “right way” and the “wrong way” to do business, which
at its root is often culturally driven. To overcome narrow worldviews, individuals must
internalize anddevelopways towork effectivelywith colleagues, partners, and customers
who hold different worldviews (Adler & Aycan, 2018). While much is known about
how to globalize corporations via technology, logistics management, and the like, few
conclusive solutions exist for how toglobalize people tomeet these challenges (Javidan&
Bowen, 2015) to deliver successful and sustainable global outcomes.

While historically, expatriate leaders were expected to integrate into the host nation
culture to be successful, new global leadership competency requirements have emerged.
Global leaders today are not only expected to succeed within the confines of a single
host nation but are also expected to have the capacity to manage across multiple cultures
simultaneously (Mendenhall et al., 2018). Today’s reality suggests global corporations
operate across many disparate cultures concurrently. Multicultural relationships are the
day-to-day reality that define the efficiency of the multinational workforce (Fink &
Holden, 2007). Global leaders and their teams need to understand the barriers to (and
facilitators of) effective cross-cultural relationships.

Daily, people establish and maintain connections that by their very nature are mul-
ticultural and impact the organization’s ability to succeed. If there are barriers to cul-
tural integration in the global work environment, the effectiveness of the workforce
is likely to drop exponentially due to obstacles to task realization. By contrast, effec-
tive multicultural interactions contribute to employees’ learning and creativity, improve
communications, and increase the satisfaction of personnel worldwide (Holden, 2002).

2 Problem Statement

Poor cross-cultural interactions often result in an inability to collaborate successfully
across boundaries and borders. This frequently results in inconsistent global business
results and poor financial performance. The significance of this problem is confirmed
by the Economist Intelligence Unit (2016), indicating that 90% of executives from 68
countries report poor cross-cultural interactions to be a top issue in global operations.
Asperion Global (2018) provided additional confirmation in reporting that 75% of all
global initiatives fail to improve business results.

In addition, according to Culture Wizard’s survey, Trends in Global Virtual Teams
(Soloman, 2016), with respondents from 80 countries, 68% reported that cultural chal-
lenges are the biggest hurdle to global team productivity, and 58% of respondents indi-
cated that global leaders are not adequately prepared to lead multicultural virtual teams.
In alignment, the DDI Global Leadership Forecast (Ray & Sinar, 2018) reported that
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more than 70% of leaders who hold international team responsibility consistently do
not meet their goals and objectives. These statistics indicate there may be a substan-
tial, ongoing challenge working across cultures which frequently results in profoundly
suboptimal outcomes for the individual, the team, and the company. Globalization and
cultural diversity in all business operations dictate the necessity to achieve increasingly
better outcomes and require global teams to become culturally integrated (Alizadeh &
Chavan, 2016) to achieve strong, sustainable global business results.

As indicated above, designated methodologies have not been wholly successful as
stand-alone solutions. Country-specific practices, orientations, assessments, and tools
are all designed to help the global workforce acclimate to multicultural environments.
However, these approaches focus on knowledge, skills, and attributes that appear to be
the antecedents of cultural competence (Johnson et al., 2006) and do not necessarily
create an environment for cultural integration. Without a cohesive approach to building
out self and others simultaneously, global corporations are subject to the continually
escalating failure rates that facilitate the unfortunate statistics seen in global business
today.

3 Research Objectives

This grounded theory, quantitative ethnographic study was designed to empirically eval-
uate the need for cultural integration as a group phenomenon in global organizations.
The purpose of this research was to evaluate whether there is a perceived need for cul-
tural integration that impacts the sociocultural malleability in global teams at the group
level to improve business outcomes. The study collected ethnographical data to analyze,
synthesize, and understand leader views (Creswell & Creswell, 2018) in light of cultural
integration.

In this study, quantitative ethnographical results were derived from ethnographical,
semi-structured interviews with senior executive leaders and global/regional team lead-
ers from two companieswithin the technology (CompanyZ) and supply chain (Company
X) industries. The data collected were leveraged to identify specificmalleable constructs
that indicate the perceived need for cultural integration in global teams. The data were
coded and analyzed for further ethnographical analysis. EpistemicNetworkAnalysiswas
utilized to examine the strength of relationship between data elements to evaluate socio-
cultural frames that implicate cultural integration as a key factor toward improving global
business outcomes. By combining methods for testing statistical significance with tech-
niques to create deeper understanding, this grounded theory, quantitative ethnographic
design enabled evaluation of the perceived need for cultural integration that impacts the
sociocultural malleability in global teams at the group level to improve business out-
comes in global organizations. Both qualitative and quantitative data were important to
developing a complete understanding of the potential malleability of the underlying con-
structs in producing cultural integration in global teams. However, strategically merging
these two approaches to harness the joint power of acquiring new insight required a way
to provide thick descriptions of a significant population with the power of data analysis
to truly integrate quantitative and qualitative approaches (Shaffer, 2018).
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4 Research Questions

In the interest of evaluating if there is a perceived need for cultural integration that
may impact the sociocultural malleability in global teams at the group level to improve
business outcomes, this study addressed the following research questions:

RQ1: To what extent is there a perceived need for cultural integration in global
organizations?
RQ2: To what extent is cultural integration perceived relevant to business outcomes in
global organizations?
RQ3: To what extent do leaders perceive socio-cultural epistemic frames are malleable
at the group level?
RQ4: To what extent is there a perceived need for a dedicated framework to develop
cultural integration to shift socio-cultural epistemic frames in global teams?

5 Conceptual Framework

This study is significant because it evaluates the perceived need for cultural integration
and the malleability of sociocultural frames to improve global business outcomes, how-
ever it also utilizes Epistemic Network Analysis in a previously unexplored application.
It focuses on leveraging monologic interviews within the global corporate environment
to collect the ethnographic data from key executives that was prepared and used in
Epistemic Network Analysis.

This study contributes to understanding the sociocultural constructs that enable cul-
tural integration and how they can be shifted for organizational success, as well as
what could be a critical success factor enabling improved diversity and inclusion, using
ENA as a constructivist tool to visualize and measure qualitative data collected from
20 global executives from two companies, across two different industries. The data was
transformed and analyzed using quantitative ethnography for the development and vali-
dation of the need for cultural integration to enable diverse teams to scaffold learning and
development to build upon existing knowledge and experience (Brown & Hirst, 2007).
At the same time, ENA provided new constructs and knowledge to facilitate cultural
integration resulting in long term learning and retention in the global workforce.

This grounded theory, quantitative ethnographical study extends the body of exist-
ing research, and explores a comprehensive, constructivist approach to significantly
improve diverse interactions on a global scale to drive strong business outcomes. The
goal of this research was to add to existing research, while also exploring the perceived
need for flexibility in sociocultural constructs to develop cultural integration through an
interdisciplinary framework enabling an intersubjective ecosystem that drives improved
business outcomes in global organizations.

The goal of this research was to utilize quantitative ethnography to explore con-
structs that are malleable and contribute to the development of cultural integration in
global organizations. In addition, this research provided a translational component to a
multidisciplinary body of research by exploring the possibility of enabling a comprehen-
sive network that drives improved business outcomes through the cultural integration
of diverse, multicultural global teams. This study introduced the concept of a group
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phenomenon, cultural integration, and evaluated whether executives, global leaders, and
their teams perceive a need for cultural integration that impacts socioculturalmalleability
in global teams to improve business outcomes.

6 Research Methods

This research presents a grounded theory, quantitative ethnographical approach aligning
the evidence collected to the cultural phenomenon of interest (Shaffer, 2017), which
was the perceived need for cultural integration to impact the sociocultural malleability
in global teams at the group level to improve business outcomes. A grounded theory
approach was chosen to provide a way to explore cultural integration through deep
analysis of datasets. This methodology used guidelines that are systematic yet flexible
for collecting and analyzing data. Charmaz (2006) explained that study populations bring
their unique experiences, understanding, and points of view to the topic, and grounded
theory is a construction of these realities. The objective of this study was to leverage the
empirical data collected to better comprehend the need for cultural integration.

Quantitative ethnography (QE)was chosen because a typicalmixedmethod approach
would involve quantitative and qualitative methods running in sequence, with the idea
that the results from one would inform the other. Where quantitative findings tend to
be shallow but broadly applicable, qualitative findings tend to be detailed but narrowly
focused (Creswell & Creswell, 2018). While the results include both techniques, the
methods for this study were employed separately, limiting the research to evaluating and
interpreting the results from differentiated vantage points (Shaffer, 2018). This approach
brought together the power of statistics with the strength of an in-depth, ethnographic
approach to examine data sets to better understand connections in culturally diverse
human behavior.

Semi-structured interviews were conducted to explore the perceptions, experiences,
and behaviors of executives and global team leaders, providing a thicker and richer
description of the data as it yield quantifiable information about the network of dis-
course within the global organization. Shaffer (2004) proposed epistemic frame theory
(EFT) to describe the pattern of association between skills, knowledge, and values that
characterize groups of people who share similar ways of framing and solving complex
problems. Each person filters information and builds frames that organize an understand-
ing of the current situation based on sociocultural factors they bring to the global team
(Phillips et al., 2021).Within amulticultural team context, these structures are frequently
not consistent and cause challenges within the team that result in poor communications
that lead to substandard outcomes.When teammembers engage, often on a virtual basis,
actions are shaped by individual choices and beliefs about teammembers who are cultur-
ally diverse and unfamiliar. The approach and execution of work is significantly shaped
by this cultural context. Given this premise, frames are the collections of both individual
and social norms, values, and actions that form how culturally diverse members perceive
the world, which often results in suboptimal outcomes for the individual, the team, and
the organization. This study sought to determine whether sociocultural epistemic frames
are malleable and can inform and develop cultural integration.

Using ENA, epistemic frames were analyzed to examine connections in discourse
and to measure the co-occurrence of constructs within the semi-structured interviews.
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ENA identifies and quantified connections between leaders, demonstrating where cul-
tural integrationwas beneficial and the perceived impact on diversemember perceptions,
experiences, and behaviors. An epistemic network—originally developed to model cog-
nitive networks—represented the structure of connections and the strength of associa-
tion among codes to determine if cultural integration was considered beneficial (Shaffer,
2017). To interpret specific events, codes were used to evaluate interview data (Shaffer
et al., 2016).

QE provided the analytical tools to detect, describe, and better understand cultural
integration in global teams, while also providing insight into the impact on the socio-
cultural constructs of the diverse study population. By combining methods for testing
statistical significance with techniques to create deeper understanding, QE enabled the
exploration of the need for cultural integration in global organizations. In addition, it
brought to light the potential for cultural integration to impact business outcomes through
the malleability of sociocultural epistemic frames at the group level, to provide evidence
of the need for a dedicated framework for developing cultural integration. Through
exploring the need for cultural integration in the study population, this quantitative
ethnographical research illuminated a new path forward in developing effective global
teams that have the capacity to drive successful outcomes for international organizations.

Thepopulation for this studywas senior executives andglobal/regional leaderswithin
two global organizations from the technology (company Z) and supply chain manage-
ment (company X) industries, respectively. The team structure was characterized by
a global leader residing in a single location, being responsible for regional leaders
located across multiple regions. Global/regional leaders and teams were required to
work together across multiple cultures simultaneously on a daily basis. Rep-resentative
of the wider population, two levels of management within two international organiza-
tions from two different industries were leveraged to make a generalization about the
broader population of teams working in the global marketplace. Purposive sampling
was used to identify global executives prepared to engage in the research study and
recommend leaders managing global and regional teams directly.

Data were collected via semi-structured interviews, with the protocol developed to
evaluate the extent there is a perceived need for cultural integration in global organiza-
tions, but extended further to explore if global leaders perceived socio-cultural constructs
may be malleable at the group level through cultural integration to impact business out-
comes in global teams. After data collection was complete, transcripts of the interviews
were analyzed, and the emerging codes were allocated into thematic categories. As
codes developed, they were organized under the appropriate construct and interview
questions were aligned to ensure a good representation of the data. Once the codes had
emerged from the data, a codebook was developed and confirmed by the three-person
coding team. Inter-rater Reliability using Cohen’s κ was found to be >.65 and the mas-
ter dataset, incorporating six interviews for each coder, was created. Once coding was
complete, the three spreadsheets containing all eighteen interviews were combined into
a master dataset to use for both ethnographical and quantitative analysis.

For qualitative investigation, thematic content analysis was used to establish over-
arching impressions of the data. Rather than approaching the data with a predetermined
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framework, common themes were identified through iterative data review to find com-
mon patterns across the data set. Following, data were uploaded into the ENA Webtool
for quantitative analysis.

The analysis was conducted using the ENA webtool to create visualizations and
quantitative data; however, ethnographical analysis informed the research by provid-
ing rich context and interpretation to the overall thematic discussion. A combination
of these two methods provides a more complete view of the data set. Critical to the
operationalization of these aspects of ENA was the segmentation of the data. This study
leveraged the whole conversation stanza window, indicating the co-occurrence of codes
exists in the lines contributed by a given unit in a conversation, then aggregated across
all conversations in the data set. This approach equated conversation with stanza—thus,
codes could co-occur anywhere in the conversation. Each question within the interview
data, per single executive, was considered a conversation. This method was chosen to
reflect the monologic nature of the data and importance of the entire response to each
question. Sentences served as the smallest codable segments in this data set because the
developed codes were most applicable to sentences (as opposed to e.g., smaller prosodic
phrases or larger turns-of-talk) (Zorgo et al., 2021). Further, the intent was to present
a concise amount of text on a level of granularity that would enable a fair number of
co-occurrences to take place. While each sentence was considered an utterance, the seg-
mentation reflected the gravity of the entire response to each question. Utterances in the
monologic data were coded within the same code set. Co-occurrences of codes were
then aggregated per unit for each unique pair of codes. Lastly, network models were
generated manually to illustrate the strength of co-occurrences between codes and to
inspect the differences in models produced for “all participants” versus “global/regional
leaders” and “senior executives” separately.

Ethnographic, thematic analysis was conducted to mine rich contextual meaning
from the data, while ENA was deployed to invoke strong visualization and statistical
validity. Both methods were valuable as individual contributors to this body of research,
but value increased exponentially as there was a distinct capability to pivot between
the raw data, coded data, statistical models, and visualizations to identify preliminary
assumptions, alternative or rival interpretations, and contextualized code interactions,
thus closing the interpretive loop (Shaffer, 2017). Cultural integration, as the focus of
this study, was a core construct from which all other codes were addressed. It became
clear that cultural integration is a complex concept with many important linkages across
the network. As such, each construct was evaluated as a subcategory linked to cultural
integration. An overview is presented regarding the overall impressions and outcomes
relative to the core construct of this study, and subsequent sections reflect the relationship
between cultural integration and the associated codes, as determined by weight and
density in the ENA model.

7 Findings

Cultural integration, as communicated to leaders, is a group phenomenon that enables
culturally diverse teams to work better together despite perceived differences. Global
leaders across both Company X and Company Z, as they answered the interview ques-
tions, became increasingly attuned to a different way of looking at existing challenges
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(Fig. 1). The initial ENA visualization of all leaders indicated that while some edges may
appear stronger than others, there are indisputable links to cultural integration within
every code. Despite an unfamiliarity with cultural integration, there was an immediate
connection point where leaders perceived this construct as an important component to
success, yet realizing the intricacy of the construct. Figure 1 demonstrates the complexity
of the network surrounding cultural integration, as was also reflected in the ethnographic
data. It is important to note that while all nodes connect back to cultural integration, the
co-occurrence of codes linking alternative codes strongly suggests that leaders are keenly
interested in cultural integration as a mechanism to impact additional constructs, such
as awareness of worldviews, business outcomes, effective teams, partnership and col-
laboration, and diversity of thought. However, a key limitation in the ENA software
is that it currently does not have the ability to quantitatively hypergraph to evaluate
co-occurrences that span multiple codes simultaneously, limiting multi-construct con-
nectivity. However, in closing the interpretive loop, it becomes apparent that cultural
integration may serve as key mechanism to improve overall results for the organization.

In consideration of cultural integration, leaders evaluated current challenges and
made a strong connection between exhibited work methods, behaviors, and communi-
cations as demonstrated deficits to cultural integration. Multiple leaders spoke of having
to “fill the gap” when working across cultures, equating accommodation to inadequate
cultural integration to both time and money. They indicated frequent miscommunication
and misalignment from team members having very different worldviews. The amalga-
mation of differing worldviews manifested through the exhibition of differing behav-
iors, patterns of speech, and work methods. These types of differences were repeatedly
reported as causing incidents with varied levels of impact, such as minor frustrations or
disagreements, missed deadlines, customer dissatisfaction, and even the loss of business.

Fig. 1. Normative Sphere of Cultural Integration



338 S. L. Mackey

Despite the challenges, leaders also considered the future, and indicated a potential
for cultural integration to improve team effectiveness. While they understood currently
there is little preparation for working with people who have different cultural back-
grounds in either company, there was also a fundamental understanding that cultural
integration has the capacity to change global team dynamics and provide a mechanism
for teams to work together better. Leader 8 was optimistic in his assessment:

The reality of it is that cultural integration could really change team cohesiveness,
but it could also be a great recruitment and retention tool. The team itself would benefit
by understanding and connecting better, which leads to doing things better, faster, and
cheaper. It could be a real enabler to increase productivity, but also to get people talking
about their different ways so we can look for something like third, or fourth, or fifth best
ways of doing things that lead to innovation. They stand to gain a lot.

There was clear recognition of the complex challenges faced daily when work-
ing across boundaries and borders, reflected in both the qualitative analysis and the
visualization of the data set.

To further evaluate the interviews, leader data was segmented into two categories:
senior executive (SrE) and global/regional leaders (GRL). In the SrE category there were
six leaders representing ranks from the board of directors to heads of divisions, while
the remaining 14 leaders represented leaders managing global or regional teams directly,
ranking from director to vice president. The focus on this split-level analysis (Fig. 2) was
to explore the two levels of leaders’ perceptions regarding cultural integration and if there
was variation in code pairings that could inform both the malleability of sociocultural
epistemic frames and the perceived focus for the development of a dedicated framework
for cultural integration in global organizations. ENA for split level analysis indicated
that senior executives and global/regional leaders both indicated the need for cultural
integration, but for different reasons.

Sr. Executives Global/Regional Leaders

.20
.32

Fig. 2. Split Level Analysis for Cultural Integration

Senior Executives appeared to have an affinity for the psychological constructs of
cultural integration, focusing more on awareness of worldviews, diversity of thought,
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partnerships, and empathy. While effective teams and business outcomes were preva-
lent in the qualitative data, there was also a sense of people being a high priority. This
may have prompted senior executives to speak about cultural integration in terms of the
human component, underlying the idea that by taking care of people, effective teams
would emerge and result in improved business outcomes. It is also important to note
that while ENA does not currently have the capacity to hypergraph, acknowledging the
complexity of relationships in the data enabled the ability to visually perceive the notion
that, for example, cultural integration is strongly aligned to partnership and collaboration.
Collaboration is strongly connected to codes such as solutions and innovation, commu-
nications, and effective teams. From this data-driven perspective, it is important to infer
further connections that implicate cultural integration in the overall network. Compar-
atively, global/regional leaders appeared to have greater alignment with behavioral and
analytical constructs. The visual implication indicated strong alignment between cul-
tural integration and communications, awareness of worldviews, solutions/Innovation,
and effective teams. This could indicate a view closer to the ground as leaders of global
and regional teams directly interface with those teams on a regular basis. While there is
more variation in the visual data, it was important to note the leaders were very focused
on the effectiveness of teams and business outcomes, understanding business outcomes
for the organization are achieved through global teams. Similar to the Executive data, it is
also important to note the inference of pathways across codes. Upon evaluation of the raw
data, it became clear that there was strong alignment to partnership/collaboration, diver-
sity of thought, customer satisfaction, and communications. However, in the visualized
models these additional codes were not directly accessible via cultural integration.

Initially, awareness appeared to serve as an overall precursor to the ability to per-
ceive cultural integration, as was evidenced when leaders began to see their business
through a different lens. Although awareness is a code within the construct of cultural
integration overall, findings indicated that awareness was central to the perception of
global organizations’ ability to address the challenge of cultural integration. Awareness
bridged the gap to understanding cultural integration as a central construct. However,
once made aware, leaders exhibited a strong belief that a lack of cultural integration is a
critical explanatory factor for many challenges facing geographically dispersed global
teams.

The ENA findings for cultural integration indicated awareness as a construct that
spans the knowledge gap for both companies (Fig. 3), providing an initial starting point
to help global teams work together effectively. When considering the visualization data,
an edge of the all-participant data was 0.40 between cultural integration and awareness,
which indicated exceptionally strong co-occurrence in the codes, depicting a substantial
relationship. In addition, the large nodes for both awareness and cultural integration,
alongside the associated utterances, indicated a level of acknowledgement and urgency
associated to a lack of awareness and its potential to derail team outcomes. Split level
analysis also indicated a strong relationship between awareness and cultural integration
with both senior executives and global/regional leaders exhibiting a .48 weight in the
edge. The node size per code indicates there was a high concentration of responses
indicating awareness ofworldviews to be a central point of interest. Therewas significant
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evidence in the qualitative data that awarenesswas not explicit within either organization,
which was considered an indicator of the challenges inherent to the organizations.

.40

Fig. 3. Awareness as a Bridge to Cultural Integration

After the initial analysis of all participant data and the split-level analysis, the dataset
was evaluated to determine the most prominent codes relative to this study for further
exploration. Cultural integration, as the core construct for this study, was paired with
codes determined to be the best fit in line with the visualization of key codes. To develop
this model (Fig. 4), edges with a strength of less than .18 were eliminated from the visu-
alization. The most prominent codes were determined by two factors: (a) the strength of
the edge between pairings and (b) the size of the node relative to all codes. Upon close
evaluation of the edges and nodes, it was determined that the key codes for the pur-
pose of further evaluation were awareness of worldviews, effective teams, and business
outcomes.

As the edges and nodes for the pairing cultural integration and effective teams were
examined, there was a heavily weighted edge, and the nodes were quite big, indicating
how prevalent the code pairing was in the networked ENA model. Although the data
reflected a strong instance of co-occurrence (0.30), the qualitative data provided more
depth of information. Examining the split-level data, the edges were quite strong for both
executives, at .20 as well as leaders, at .32.While there was a strong edge connection and
node size attributed to the cultural integration to effective teams pairing, further analysis
revealed that both Company X and Company Z experience challenges in managing the
cultural disparities on global teams, as was evidenced in boundary edges. From the
opposite perspective, leaders also indicated significant opportunity in the challenges,
communicating the strength and potential of the teams to leverage cultural integration
to capture a unique form of competitive advantage in the global marketplace.
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.30

.23

Fig. 4. Key Code Visualization

Closely aligned to effective teams was business outcomes. In turn, cultural integra-
tion is predicated on the global team’s ability to work as a connected network, a system.
In the visualization, the connection is noteworthy between cultural integration and busi-
ness outcomes for all-participant data at .23. The node size for business outcomes is
significant, indicating a substantial level of interest in the topic and a strong response
to interview questions. When split level analysis of the visual data was done, there was
a slight shift in the data, with senior executives being a bit less focused on business
outcomes with an edge of .27, as compared to the global/regional leaders with an edge
of .36. This was attributed to the distribution in the data set, as well as the leaders having
direct responsibility for global and regional teams on the ground.

The broad spectrum of code connections to awareness may imply that cultural inte-
gration is accomplished through boundary-spanning, aimed at facilitating capacity devel-
opment and dedication among multicultural team members towards culturally diverse
practices (Roberts & Beamish, 2017). However, the node size per code also indicates
that there was a high concentration of responses indicating awareness of worldviews to
be a central point of interest.

Many leaders also considered awareness and cultural integration from the personal
perspective of not knowing how to understand diverse cultures or what to do when
they find themselves working alongside unfamiliar cultures. They inherently seemed
to comprehend the team struggle in diverse environments, but did not know how to
address the challenge. Despite the inability to hypergraph in the ENA webtool, the
ethnographic data suggestedmany leaders had challenges whenworking across cultures.
Upon reviewing the raw data, it was found that 78% of leaders spoke about their own
experience, or that of their teams, in not understanding the real-world implications and
challenges when working across cultures. Leader 3 suggested:
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Today, I do not think people are given information about how other people might
see different things, or how other cultures might interpret their words or actions, but it
is necessary to success.

This perspective may explain the challenges in working within multicultural teams
today. Ethnographic analysis of data indicated that, in general, leaders believed aware-
ness of cultural diversity and its implications is low and often result in unintended
consequences. There was strong belief that cultural integration is something that is not
explicitly visible, and as a result, is not addressed directly, costing companies bothmoney
and time.

When considering the visualization data, an edge of the all-participant data was
0.40 between cultural integration and awareness, which indicated there was strong co-
occurrence in the codes, depicting a substantial relationship. In addition, the large nodes
for both awareness and cultural integration, alongside the associated utterances, indicated
a level of acknowledgement and urgency associated to Awareness and its ability to derail
team outcomes. Split level analysis also indicated a strong relationship between aware-
ness and cultural integration with both senior executives and global/regional leaders
exhibiting a .48 weight in the edge. Interview responses indicate there is a gap in knowl-
edge on global teams regarding consideration and comprehension of diverse worldviews
as a leverage point for awareness that can reduce or eliminate miscommunications and
misalignment.

For this study, a two-sample t test assuming unequal variance was performed within
the ENA software to determine if global/Regional Leaderswere statistically significantly
different from Senior Executives at an alpha of .05. While statistical significance indi-
cated an effect existed, practical significance demonstrated the effect was large enough
to be meaningful in the real world.

The ENA Webtool included a built-in utility that used the raw data in this study
to calculate the t value. A significant t value of 5.29 indicated the difference between
group mean was greater than the pooled standard error, indicating the two groups were
statistically different from one another, while the p-value of .01 suggested evidence of
statistical significance. While t test values indicated a significant difference in the study
population outcomes between executives and leaders, a Cohen’s d of 3.92 suggested a
significant effect indicating outcomes may be meaningful in the real world.

This study examined the data from two separate perspectives, providing insight from
a general leadership perspective, but also evaluating responses from a split-level angle,
exploring the alignment between senior executives’ and global/regional leaders’ view-
points and perceptions. In addition, datawere analyzed through the lens of an interpretive
loop to integrate the raw data and utterance of leaders to provide context to the visual-
izations. The overall analysis indicated strong support for cultural integration overall,
with specific emphasis on awareness of worldviews, effective teams, and business out-
comes. However, underlying each of these constructs, evidence suggests broad support
for the additional coded constructs. This was powerfully reinforced in the individual
utterances and was strengthened through network connections. The remaining coded
constructs (motivation, customer satisfaction, partnership/collaboration, communica-
tions, decision-making, solutions/innovation, perspective/diversity of thought, empathy
and risk mitigation) not only emerged as connections in the original network models, but
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were also discussed extensively throughout the interview process. The initial findings
suggest:

1. Cultural integration is perceived as necessary in global organizations.
2. Cultural integration is highly relevant to business outcomes.
3. Leaders believe that sociocultural epistemic frames are malleable and can be shifted

at the group level.
4. There is a perceived need for a dedicated framework to address cultural integration

in global organizations.

In addition, when considering the overarching construct of cultural integration, there
was a strong perception among leaders that cultural integration is an important strategic
initiative for global organizations.

Cultural integration was a new concept for most leaders; however, there was an
immediate recognition that it is something that is missing in global organizations today.
Leaders repeatedly spoke of the concept as something that flows under the surface that
greatly impacts the organization, but is not explicitly recognized. Once aware of the
concept, leaders considered it a critical strategic imperative necessary to enabling a new
approach to creating competitive advantage in the global marketplace.

8 Limitations

There were four primary limitations to this research: (a) small sample size, (b) limited
industry exposure, (c) the inability to hypergraph (d) the inability tomeasure and quantify
nodes in ENA.

Although the sample sizewas small, utilizing purposive sampling enabled a selection
of best-fit participants from a small, geographically dispersed population to provide for
a systematic investigation, leading to results highly relevant to the research proposed. In
addition, by using purposive sampling the margin of error was reduced because the data
sources were a close fit with the research context.

This study focused on two industries, the supply chain management and technology
sectors. Although both Company X and Company Z were both highly representative of
their respective industries, this study did not provide a view into the wide expanse of
industries available. The goal of this initial research was to demonstrate that, irrespective
of industry, cultural integration was perceived as necessary in global organizations.
While both industries indicated the perceived need for cultural integration, it is not
representative of a wide array of industries and further research must be done.

Because ENA had not been used in the corporate environment previously, it was
challenging to discern how it would work and how the outcomes could be interpreted.
In addition, there was a challenge with never having used the ENA webtool before and
learning the tool from the ground up. As I did, limitations were discovered such as the
tool not having the capacity to measure nodes, as well as an inability to hypergraph,
which may have limited the insight from additional code connections.



344 S. L. Mackey

9 Future Recommendations

Although all alternative hypotheses were confirmed, cultural integration, as a group
phenomenon, is a new construct and in its infancy. It will be important to extend this
research beyond its current borders, to explore quantitative ethnography in the corporate
setting, as well as to expand to further industries and levels of organization. Many, if not
most, leaders spoke of cultural integration as a strategic initiative which was described as
one of the last great opportunities for competitive advantage in the globalmarketplace.As
a new construct to global organizations, cultural integration needs to be deeply explored
and evaluated. As a first of its kind study, utilizing quantitative ethnography in global
corporations yielded substantive results and should be further explored to continue to
explore and facilitate improved results in business environments. It would be useful to
explore and evaluate ENA as a viable tool to evaluate monologic interviews in corporate
environments asway to empirically understand global business leaders and how different
constructs may impact global outcomes in organizations.

10 Conclusion

This study was the first to use ENA in a monologic setting in the global corporate
environment, aswell as confirming the need for a dedicated framework to support cultural
integration in global organizations. There ismuchmorework to do, however this research
provided significant insight and opportunity for further research.
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Abstract. Many learning technologies are now able to support both user-
customization of the content and automated personalization of the experience
based on user activities. However, there is a tradeoff between customization and
personalization: the more control an educator or learner has over the parameters
that define the experience, the more difficult it is to develop learning analytic mod-
els that can reliably assess learning and adapt the system accordingly. In this paper,
we present a novel QE method for automatically generating a learning analytic
model for the land-use planning simulation iPlan, which enables users to construct
custom local simulations of socio-environmental issues. Specifically, this method
employs data simulation and network analysis to construct a measurement space
using nothing but log data. This space can be used to analyze users’ problem-
solving processes in a context where normative measurement criteria cannot be
specified in advance. In doing so, we argue that QEmethods can be developed and
employed even in the absence of rich qualitative data, facilitating thick(er) descrip-
tions of complex processes based on relatively thin records of users’ activities in
digital systems.

Keywords: QE methods · data simulation · network analysis · learning
analytics · problem solving · trajectory analysis · environmental education

1 Introduction

Learning technologies are increasingly designed to be adaptable to the needs of learn-
ers. This has generally taken two forms, often hybridized: (1) customization, in which
educators can modify digital environments for their local contexts, learning objectives,
and learner populations, or learners themselves can make modifications based on their
interests or personal preferences; and (2) personalization, in which the technology
adapts itself automatically, determining content and progression or providing formative
feedback in real time [1–3].

Although adaptable educational technologies can have positive impacts on learning
(e.g., [4, 5]), there is a tradeoff between customization and personalization: the more
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customizable the educational experience is, the more difficult it is to design learning
analytic models or other automated assessment systems that can be reliably used to
measure learning. In other words, constructing normative assessments of learning in
complex learning environments when neither the content nor the context is standardized
presents significant challenges [6].

While this is generally true, it is especially so in environmental education,whichoften
deals with socio-environmental systems: complex interactions among human (social,
political, economic) and natural (biophysical, ecological, environmental) processes [7].
To make complex socio-environmental systems, such as land use, water quality man-
agement, or climate change, more accessible to learners, one effective approach is to
localize them [8–10]. This situates authentic, real-world problems in a real place, one that
students know and care about. For example, the online platform iPlan [11, 12] enables
educators (or learners) to construct simulated land-use planning problems in which the
location and the social and environmental issues are selected by the user. Some features
are also non-deterministic, such that each simulated problem is different, even when
the input choices are the same. While this enables educators to create localized simula-
tions of realistic land-use problems that are well adapted to their curricula and contexts,
it is particularly challenging to construct learning analytic models of student problem
solving because each problem is unique and sufficiently complex to support manifold
appropriate solution pathways.

Like most digital learning environments, iPlan records user activities in log files.
This provides a large amount of data but a relatively low amount of information about
learning and problem solving; that is, it is big data but not necessarily thick data. This
presents further challenges to constructing learning analytic models, one that is too
often solved by throwing all the data at a carousel of models in the pursuit of statistical
significance.

In this paper, we present a pilot approach to modeling problem-solving processes in
iPlan using only clickstream data. This approach leverages data simulation [13] and a
novel network modeling method to create a normative measurement space that enables
analysis of individual problem-solving trajectories. This method, which could inform
the construction of assessment models for both iPlan and other highly customizable
problem-solving spaces, makes it possible to produce interpretable representations of
solution trajectories from click data. We argue that in the absence of richer ethnographic
data, such as recordings of think alouds or interviews that can be used to assess how
individuals develop solutions to complex problems, this approach enables construction
of thick(er) descriptions from the relatively thin records of users’ activities in digital
systems.

2 Background

2.1 iPlan

iPlan [11] enables users to construct a realistic, localized land-use planning simulation
for any location in the contiguous United States. The process of simulation construction
is explained in detail elsewhere [14], but in brief, users (a) select a location using a
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Google Maps interface and (b) choose five ecological and socio-economic indicators—
measures of air andwater pollution, greenhouse gas emissions,wildlife population levels,
agricultural production, commercial activity, and housing—to include in the simulation.
Based on the location and indicators selected, iPlan generates a land-use map of the
selected regionwith at most 200 parcels and nine virtual stakeholders—business owners,
activists, and concerned citizens—who advocate for different issues that the indicators
reflect. iPlan uses a set of optimization routines to divide the selected region into parcels,
assign an appropriate land-use class to each parcel, and set stakeholder thresholds—
minimumormaximum satisfactory values—for the selected indicators. Collectively, this
process results in localized, reduced-form simulations that are realistic and appropriately
complex for non-specialists, who can use iPlan to explore some of the scientific and
social challenges involved in land-use planning and management [12] (see Fig. 1 for an
example of the map interface).

In iPlan, the goal is to produce a new land-use plan for the modeled region that
satisfies as many stakeholders as possible. To do this, learners use a map interface to
model the effects of specific land-use changes on the selected indicators. They then cre-
ate land-use scenarios [15] and submit them to the virtual stakeholders for feedback.
Learners have a limited number of feedback requests, so they are challenged to con-
duct experiments, or stated preference surveys [16], that help them determine with more
precision the changes each stakeholder will accept.

Because the simulated stakeholders have different and often conflicting demands,
learners must identify and negotiate trade-offs. For example, one stakeholder may advo-
cate for an increase in jobs, which is easiest to accomplish by rezoning parcels for com-
mercial or industrial use, but another stakeholder may want a decrease in greenhouse
gas emissions, which will increase with commercial or industrial expansion. Thus, iPlan
models not only the effects of land-use change on socio-economic and environmental
indicators but also the acceptability of land-use change to various civic interest groups,
and it is generally impossible to satisfy everyone simultaneously. That is, iPlan con-
structs simulations that help people learn about the scientific and civic practices through
which land-use planning is managed and contested, helping them understand land-use
management as a complex socio-environmental system.

2.2 Assessing Problem Solving in iPlan Simulations

Educators have found iPlan to be a useful pedagogical tool across a number of learn-
ing contexts [14], and localization of socio-environmental learning using simulation is a
powerful technique for improving learning and civic engagement [9]. However, the com-
plexity of the solution space in iPlan makes developing learning analytic models—and
thus providing personalized scaffolding based on formative assessment—particularly
challenging.

Each land-use simulation created by the iPlan system is a unique result of user selec-
tion (region, indicators) and non-deterministic optimization (parcelization, stakeholders’
preferences), and there are no strong constraints on user actions. Moreover, there are
many interaction effects: the impact of land use on indicators is determined by both
the type of land use and the area (i.e., parcel size), and each land-use class influences
multiple indicators.
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Because of this, the simulations produced by iPlan present challenges to modeling
problem-solving processes in two primary ways. First, while the division of the user-
selected region into 200 parcels is not arbitrary—the boundaries are determined by
Census boundaries—the parcels are formed based on an optimization algorithm that
minimizes land-use assignment error and avoids significant asymmetries in parcel size.
Thus, even if a user selected approximately the same region a second time, the resulting
parcelized map may not be exactly the same. Moreover, learners can change any of 200
parcels to one of 10 other land-use classifications, resulting in 11200 possible land-use
scenarios that can be constructed for a given land-use simulation. In other words, the
problem space is large and relatively unbounded, and the exact features of any land-use
map will not be available until it is created.

Second, the preferences of the virtual stakeholders are set such that the resulting
land-use problem space is neither too simple nor too complex for teenagers and non-
specialist adults. The systemselects nine out of 57possible stakeholders for each land-use
simulation based on the indicators chosen and a prioritization algorithm, then runs an
optimization routine to set the indicator threshold for each stakeholder. Because learners
are trying to satisfy as many of the nine stakeholders as possible by making strategic
land-use changes, and the thresholds determine how much change in the indicators is
needed to satisfy each stakeholder, there aremany possible solution pathways that cannot
be specified in advance or even optimized mathematically.

As a result, it is difficult to assess user actions in the simulation. There are some
universally useful strategies; for example, it is always helpful to begin by submitting the
initial map, with no land-use changes, to all of the stakeholders in order to determine
what the stakeholders want and to identify whether any of them are already satisfied.
However, successful solution strategies will generally differ depending on the particular
features of the simulation and the ways different learners negotiate the tradeoffs and
challenges intrinsic to the problem.

In what follows, we present a method for automatically constructing a measurement
space that accounts for the unique features of a given iPlan simulation and enables
meaningful interpretation of the land-use scenarios that users construct and submit to
stakeholders in that simulation. This method extracts information from log files that
is otherwise inscrutable—that is, summary information about the type and amount of
land-use changes made—and enhances understanding of both solution processes and
outcomes. We then present two constructed cases to illustrate some affordances of the
method and discuss future directions for this pilot work.

3 Methods

Tomodel learners’ problem-solving processes in iPlan, we developed an analytic proce-
dure with three main components: (a) a data simulation algorithm that uses the features
of a given iPlan simulation to construct a large and diverse set of land-use scenarios
representative of the kinds of proposals that learners might submit to the virtual stake-
holders; (b) ameasurement model that uses the simulated data to construct ametric space
into which learners’ land-use scenarios can be projected, producing a summary measure
of their decisions over the course of the simulation; and (c) a coordinated visualiza-
tion that facilitates interpretation of learners’ problem-solving trajectories. This process
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transforms unreadable click data into a meaningful, unified representation of learners’
problem-solving approaches.

3.1 Data Simulation

Because the primary goal in iPlan is to construct a land-use scenario that pleases as
many stakeholders as possible, it is important that the simulated data contain scenarios
that cover all the stakeholders’ preferences (and dispreferences). To do this, the data
simulation algorithm produces 100 scenarios for each of the nine stakeholder, 50 that
satisfy the stakeholder and 50 that do not. This set of 900 land-use scenarios is used as
the input data for the measurement model.

Each stakeholder in iPlan is associated with one indicator, and their satisfaction or
dissatisfaction with a given scenario is determined by whether that indicator is above or
below their threshold. The effects of the 11 land-use classes on indicators are computed
using a set of equations that take into account the area of each land-use class and the
magnitude of the effect a given land-use class has on a given indicator per unit of area.
In other words, for any given scenario submitted to the stakeholders, iPlan computes
the indicator values and compares them to the stakeholders’ thresholds to determine
whether the stakeholders are satisfied or dissatisfied with that scenario.

To generate simulated scenarios that are likely to satisfy (or dissatisfy) a given stake-
holder, the data simulation algorithm uses the features of the specific iPlan simulation—
the area and initial land-use class of each parcel; the indicators selected and the models
that relate land-use classes to those indicators in that location; and the stakeholders’
preferences (thresholds and directionality) as inputs. Because the effects of each land-
use on each indicator are known, for each indicator, we constructed two lists of land-use
classes: the first list (List A) contains land-use classes with a large effect on the indicator;
the second list (List B) contains land-use classes with a small or no effect on the indi-
cator. In cases where a given land-use class has a moderate effect on the indicator, that
land-use class is included in both lists. (For the purposes of data simulation and model
construction, two of the land-use classes—limited use and conservation—are combined
because they have identical effects on all indicators. Thus there are 10 land-use classes
included in the lists.) These lists are constructed such that changing a parcel with a
land-use class in List A to a (different) land-use class in List B will generally increase
the value of the indicator, and making changes in the opposite direction (from land-use
classes in List B to those in List A) will generally decrease the value of the indicator.
Using this information as inputs, the algorithm used to generate 100 scenarios for each
stakeholder is as follows:

1. Anumber, k, between1 and17 is randomly selected to determine the number of parcels
whose land-use class will be changed. This rangewas selected because approximately
two-thirds (64%) of the more than 1,300 scenarios submitted by users in a one-year
period contained fewer than 18 land-use changes, and also because a secondary goal
of the simulation is tomaximize the number of stakeholders satisfiedwhileminimizing
the amount of land-use change.

2. The algorithm randomly chooses a land-use class from List A, randomly chooses
a parcel with that land-use class, and changes it to a (different) randomly selected
land-use class from List B. This process is repeated k times.
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3. The value of the indicator that the stakeholder cares about is computed and compared
against the stakeholder’s threshold. If it is above the threshold, it is saved. If it is
below, it is discarded.

4. Steps 1–3 are repeated until 50 scenarios are generated with indicator values above
the stakeholder’s threshold.

5. Steps 1–4 are then repeated in the opposite direction, that is, making land-use changes
from List B to List A (Step 2) and saving scenarios with indicator values below the
stakeholder’s threshold (Steps 3–4).

6. Depending on whether the stakeholder wants the indicator to be below or above the
threshold, one set of 50 scenarios represents satisfaction and the other represents
dissatisfaction.

This process is conducted for eachof the nine stakeholders, resulting in 900 scenarios.
Each land-use scenario is represented by a vector with 100 terms, where each term

represents a unique ordered pair of 10 different land-use classes, and the value of each
term is the total amount of area changed relative to the starting land-use map. Because
there are a maximum of 17 land-use changes in any given scenario, most of the terms in
the vectors are zeroes.

3.2 Constructing a Measurement Model

To construct a measurement model, we use the simulated data to parameterize a metric
space into which learner-generated land-use scenarios can be projected. To do this,
we (a) sphere normalize the 900 vectors generated by the data simulation algorithm;
(b) construct nine dimensions, where each dimension maximizes the difference between
the 50 scenarios that satisfy a given stakeholder and the 50 scenarios that dissatisfy that
stakeholder; (c) perform a dimensional reduction using singular value decomposition
(SVD); and (d) project the 900 scenarios into the reduced space formed by the first two
SVD dimensions, which account for the most and second-most variance in the data,
respectively. The details of this process are as follows.

Let M be a 900 × 100 matrix, where each row corresponds to a simulated land-use
scenario, and each column corresponds to a dimension in the feature space, that is, a
unique ordered pair of the 10 land-use classes. Each row is a vector, S, of length 100 that
either satisfies (Si = 1) or does not satisfy (Si = –1) the corresponding stakeholder. The
vectors are sphere normalized by dividing each term by the total map area, converting the
raw areas into proportions of total area. This accounts for differences in length between
vectors. The normalized vectors are then represented as points in a 100-dimensional
space.

For each stakeholder j ( j = 1, 2,…, 9), the subset of points in the high-dimensional
space where Sj = 1 (n = 50) and the subset where Sj = –1 (n = 50) are used to define a
dimension. Specifically, the space is rotated (rigid-body rotation) so as to maximize the
difference between the 50 points representing Sj = 1 and the 50 points representing Sj =
–1. This results in nine dimensions, one for each stakeholder, each of which maximizes
the difference between land-use scenarios that stakeholder likes and those they dislike.

An SVD is performed to construct a reduced set of dimensions that relate the type and
magnitude of land-use change to stakeholder satisfaction across all nine stakeholders.
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Each scenario is thus represented by a set of SVD scores, and the first two dimensions can
be used to define a normative metric space into which other scenarios can be projected1.

3.3 Visualizing and Interpreting Problem-Solving Trajectories

All 900 simulated land-use scenarios are represented as points in the two-dimensional
space formedby thefirst and secondSVDdimensions. The ten land-use classes are placed
as nodes in the space using the ordered semantic co-registration layout (OSCL), the same
layout used in ordered network analysis (ONA) [18]. (For more on the mathematics and
affordances of co-registration, see [19].) Then, each land-use scenario can be visualized
as an ordered network graph using the same visualization asONA, and the nodes (i.e., the
land-use classes) can be positioned in the space such that the centroid of each network
corresponds with the location of the corresponding scenario in the reduced space. This
results in two coordinated representations: (1) one in which each land-use scenario is
summarized by a single point, and (2) one in which each land-use scenario is represented
as a directed network graph that indicates the type and proportional magnitude of the
land-use changes made.

This space can be interpreted not only based on the node positions, as in ENA or
ONA, but also by where in the space different stakeholders are satisfied. The mean, 95%
confidence interval, and range of the points representing land-use scenarios that satisfy
each stakeholder can be computed, providing a mapping of the space based on stake-
holder preferences. Stakeholder satisfaction is, in effect, sets of land-use changes that
produce desired results, and so clustering points based on the stakeholders’ preferences
provides an additional means of interpreting the space.

Using the rotation matrix produced by the measurement model, other land-use sce-
narios produced under the same simulation, such as ones constructed by learners, can
be projected into this space and interpreted by how they locate relative to the stakehold-
ers’ areas of satisfaction. Series of land-use scenarios produced by learners thus form
trajectories through the space, providing insight into the problem-solving approach that
learners take and facilitating meaningful interpretation of decision-making beyond what
can be determined based on the outcome of each submission (i.e., which stakeholders
were satisfied).

1 For readers who may be wondering why we don’t simply apply the SVD to the set of nor-
malized vectors directly and omit the step involving the construction of a dimension for each
stakeholder, this is in part because SVDs do not perform well on relatively sparse matrices,
i.e., matrices in which many or most of the coefficients are zeroes [17]. Attempts to do this
produced dimensions with low variance explained (generally < 3%) and poor co-registration
(see §3.3). While there are many techniques specifically designed to decompose sparse matri-
ces, we took an approach, inspired by means rotation in epistemic network analysis (ENA),
that both addresses the sparse matrix problem and facilitates meaningful interpretation of the
resulting space based on stakeholder preferences, which is useful given that the goal in iPlan
is to maximize stakeholder satisfaction.
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4 Proof of Concept

In what follows, we illustrate the method described above using one iPlan land-use
simulation, and we show several constructed scenarios to demonstrate the affordances
of the method.

4.1 Measurement Model of One iPlan Simulation

To construct a measurement model for evaluating problem-solving processes in iPlan,
we developed a land-use simulation for Eugene, Oregon, in the northwestern United
States. The simulation includes the indicators birds, runoff, greenhouse gas emissions,
jobs, and population (see Fig. 1). This location was chosen because it exhibits a range of
parcel sizes and land-use types, both developed and not. The central area contains mostly
high-density housing, commercial, industrial, and recreation land, while the periphery
contains mostly low-density housing, cropland, pasture, and land with limited human
use.

Fig. 1. iPlan simulation for Eugene, Oregon. Users can click any parcel(s) to change the land-use
class, and the resulting effects on indicators (percentage change) are indicated at the top.

This simulation was used to construct the metric space shown in Fig. 2. The first (x)
dimension accounts for 24% of the variance in the land-use scenarios, and the second (y)
dimension accounts for 18% of the variance, indicating that the reduced space captures
salient differences in the 900 land-use scenarios. The goodness of fit, or the correlation
of the SVD scores with the corresponding network centroids, which is a measure of the
extent to which the node positions can be used to interpret the space, is high: Pearson’s
and Spearman’s r > 0.95 for both dimensions.

The first dimension generally distinguishes low-intensity development (low-density
housing and recreation) from high-intensity development (commercial and industrial).
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This is also the dimension that distinguishes the stakeholder who wants to increase bird
populations (Grace) from the stakeholders who want to increase jobs (Ezra and Said).
This makes sense, as commercial and industrial expansion significantly increases jobs,
while low-intensity development, such as single-family homes, parks, and golf courses,
provides ideal habitats for American robins (Turdus migratorius), the bird species that
is modeled in iPlan.

The second dimension generally distinguishesminimal development (all of the land-
uses in quadrant two) from high-intensity development (industrial, commercial, and
high-density housing). This is also the dimension that distinguishes the stakeholders who
want greenhouse gas emissions to decrease (Maya and Javier) from the stakeholders who
want to increase jobs (Ezra and Said). This makes sense, as high-intensity development
produces the most greenhouse gas emissions by area, while the lowest greenhouse gas
emissions by area come from relatively undeveloped land.

Fig. 2. Metric space for the Eugene, Oregon, iPlan simulation (Fig. 1). Colored squares with
95% confidence intervals are the mean locations of the scenarios that satisfied the associated
stakeholders (key in upper right); the locations of the nodes (land-use classes) are labeled. HDH
= High-Density Housing; LDH = Low-Density Housing; Limited Use includes Conservation

To evaluate the potential use of this modeling method as an assessment tool, we con-
structed two hypothetical cases using the Eugene simulation and projected the resulting
land-use scenarios into the same metric space.
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4.2 Case 1: Same Mountain, Different Paths

We constructed a set of submissions for each of two hypothetical iPlan users, User A
and User B. Users A and B both adopt a similar, effective problem-solving strategy, but
they carry out this strategy in distinct ways. Specifically, they both submit the initial
map to gauge stakeholder preferences and then employ an accretion strategy, in which
they attempt to make progressive land-use changes such that each submitted scenario
contains all the changes from previous scenarios, the goal being to increase stakeholder
support without losing any stakeholders who were previously satisfied. Both Users A
and B have identical outcomes, in the sense that each scenario they submit satisfies
exactly the same stakeholders (see Fig. 3). In other words, Users A and B employ the
same basic strategy with the same outcome, but they make different decisions for each
submission, which indicates different ways of thinking about the problem.

Fig. 3. Land-use scenario submission outcomes for User A and User B. Green indicates stake-
holders satisfied with a submission, red indicates stakeholders dissatisfied with a submission, and
blue boxes indicate stakeholders whose rating changed compared with the previous submission
(Color figure online).

The problem-solving trajectories of Users A and B are shown in Fig. 4. (Note that
the points are jittered to aid legibility.) Both users submit the initial map as their first
scenario to gauge stakeholder preferences; because there are no land-use changes, the
Submission 1 points of both users appear at the origin.

The biggest difference in the trajectories is in Submission 2 (see Fig. 5). User Amade
only one type of change, from land with limited human use to high-density housing, and
as a result was able to satisfy Lamont, one of the stakeholders who is concerned with
planning for an increasing population. User B also satisfied Lamont with Submission
2 by increasing high-density housing, but did so by proposing infill—replacing low-
density housing with high-density housing rather than expanding to less developed land.
In addition, User B also changed cropland to recreation. Given that this change has
no impact on population, User B was most likely attempting to simultaneously satisfy
Grace, the stakeholder who advocates for bird populations. While this attempt was not
successful, it indicates that where User A may have preferred to focus on one indicator
at a time, User B was likely attempting to satisfy multiple stakeholders across more than
one indicator at once.

This case suggests that even when two users employ similar strategies and achieve
identical outcomes, there are meaningful differences in their actions that an educator
or the system itself could use as a basis for providing encouragement or additional
scaffolding, or as an opportunity for broader discussions of land-use planning and civic



Thin Data, Thick Description: Modeling Socio-Environmental 359

Fig. 4. Problem-solving trajectories of User A (yellow squares) and User B (green circles). The
points are jittered to aid legibility (Color figure online).

Fig. 5. Network graphs showing the land-use changes made by User A (left, yellow) and User B
(right, green) for Submission 2 (Color figure online).

practices. For example, this one pair of submissions could spark a discussion of different
planning strategies for addressing growing populations (e.g., infill vs. expansion) as well
as broader discussions about complex problem solving when there are tradeoffs among
indicators (e.g., the advantages and disadvantages of isolating one indicator at a time).
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4.3 Case 2: If By Chance You Do Succeed…

We constructed a set of submissions for each of two hypothetical iPlan users, one
who makes random land-use changes to submit to stakeholders and one who makes
systematic, strategic land-use changes. The user making random changes finishes with a
better result (6/9 stakeholders satisfied) than the user making systematic changes (5/9),
and both sequences of submission outcomes appear to indicate progressive improvement
(see Fig. 6, left). However, their trajectories reveal key differences (see Fig. 6, right).

The trajectory of the user making random submissions (purple squares) is erratic,
moving to a different part of the space with each submission. This is indicative of a
user simply clicking bunches of parcels and changing them without any particular goal
in mind. The trajectory of the user making systematic submissions (blue circles) looks
quite similar to that of User A in Case 1 (yellow squares in Fig. 4), with generally small-
to-moderate changes and a clearer solution pathway. Note that both trajectories end in a
similar place (Submission 5), but with slightly different results.

Fig. 6. Bar graphs (left) indicating the number of stakeholders satisfied by each scenario submitted
and problem-solving trajectories (right) of two users: a user making random changes to construct
land-use scenarios (purple squares) and a user making systematic changes (blue circles) (Color
figure online).

This case suggests that the proposed method for modeling problem-solving trajec-
tories could help educators and the system itself distinguish the activities of learners
who are employing a good strategy but may require some additional scaffolding from
the activities of learners who may be simply goofing around, even in cases when the
outcomes do not disambiguate the two. That is, it can help distinguish those users who
are trying unsuccessfully from those who are not trying but succeed anyway.
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5 Discussion

At this point, you might be asking yourself if this study is actually quantitative ethnogra-
phy: “Where is the E in QE?”While the proposed method for assessing problem-solving
processes in a complex land-use simulation utilizes some of the mathematical and visual
techniques commonly used in QE research, the only data come from log files, which
in this case document the parameters and features of a given land-use simulation and
record the land-use changes made and submitted to stakeholders by users. There is
nothing that looks like a typical qualitative analysis, or even anything that looks like
traditional qualitative data.

But while the data are, admittedly, thin, the clicks they represent are nonetheless a
record of key decisions made and a latent reflection of the processes by which an individ-
ual attempts to solve a complex socio-environmental problem. The method we describe
here enables a richer, thicker description of problem-solving activities to be constructed
from data that are otherwise inaccessible to traditional qualitative analysis. That is, we
use data simulation and modeling techniques to measure and visualize problem-solving
trajectories by representing a key subset of the information captured in the log files in
such a way that a meaningful story can be told about the behaviors they document.

Critically, wemodeled only a very thin slice of the clickstream data, namely the land-
use scenarios that users submitted to stakeholders. We omitted, among other things, the
land-use changes users explored but didn’t include in a submitted scenario, the use of the
graphing tool to explore stakeholder preferences in more detail, and the resources that
provide basic information about the land-use classes, indicators, and virtual stakeholders.
While each of these data types could enhance understanding of learners’ problem-solving
strategies, they are more likely to occlude than clarify because it is harder to reliably
link the digital record to a specific aspect of the problem-solving process. For example,
a user could access a resource but not read it, read it but misunderstand it, or not access a
resource yet still possess the knowledge it contains.Allwe know iswhether they accessed
a given resource, when, and for how long, and thus it is difficult to interpret the access
records reliably enough for the purposes of understanding problem-solving strategies. In
other words, without strong theoretical grounds or prior empirical work that would guide
interpretation of this information, it is likely to add more noise than signal. Put another
way, we gain more by pruning information than we do by adding it because this boosts
the signal relative to the noise. This deep, theory-based engagement with the data, we
argue, is a key feature of good quantitative ethnography and of good learning analytics
[20]. And indeed, this entire modeling approach could only be developed because we
have a deep understanding of iPlan and how it is used.

But this still leaves the question of how to close the interpretive loop; that is, how
to warrant that the model is, indeed, well aligned with the original data and that re-
interpretation of the original data in light of the model does not change the story. In this
case, we didn’t start with a qualitative interpretation of the data—that isn’t often possible
with clickstream data—but with a theory about different ways that a learner could solve
the land-use problems simulated in iPlan and what that might look like as a series of
submitted land-use scenarios. (And, because we constructed the case studies, we knew
what users were trying to do.) Because our modeling process employs simulated data
to construct the measurement space and projects real data into that space, closing the
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interpretive loop involves demonstrating both that themeasurement space itself is aligned
with the features of the specific iPlan simulation and that there is alignment between
the model’s representation of users’ submission trajectories and the problem-solving
strategies they represent. In this pilot study, we demonstrated that the data simulation
and modeling process produces a sensible representation of the problem space based
both on the node positions (land-use classes) and the locations of stakeholders in the
space. We then showed that users’ problem-solving trajectories were well aligned with
the strategies they employed based on two constructed case studies: one comparing two
users with similar strategies and identical outcomes, and one comparing two users whose
outcomes may be misleading as indicators of effective problem solving. In both cases,
the method was highly sensitive to key differences in problem-solving processes.

Because this is a pilot study, further work involving data from learners using iPlan
in typical educational contexts and carefully designed studies that can link reported
intentions and observed actions to model outputs will be needed to fully validate this
approach. Such studies could also explore the inclusion of the other clickstream data
types described above, or additional process data, by generating the theoretical basis for
thoughtfully integrating that data with the submitted scenarios. Nonetheless, this initial
study makes several contributions to QE methodology.

First, as Shaffer and Ruis have argued, QE is not just ENA [21]. While the method
described here utilizes the ordered semantic co-registration layout from ONA [18] to
generate directional network graphs that are co-registered with the metric space, the
techniques used to accumulate connections and construct themetric space itself are novel
and emerged from the specific challenges of analyzing decision-making and problem-
solving in iPlan. This study thus adds to the growing methodological toolkit of QE
research.

Second, this study provides an example of the use of data simulation in QE
research, and indeed a use for data simulation beyond the four cases described by
Swiecki and Eagan [13]. Learning technologies with highly customizable inputs and
non-deterministic outputs can construct problems for which optimal solution pathways
do not exist (or can’t be reasonably derived). This means that norms cannot be estab-
lished a priori for formative assessment of learner activities. Data simulation provides
a mechanism for constructing a normative space into which learner activities can be
projected and measured, providing the system with a basis to better scaffold learning,
providing teachers with the information needed for just-in-time intervention and encour-
agement, and providing researchers with a powerful model for studying learning in a
complex problem-solving context. While this is not the first example of such projec-
tion—Siebert-Evenstone, for example, projected planned and enacted curricula into a
space constructed using the Next Generation Science Standards [22]—it demonstrates
the utility of data simulation for constructing such spaces in contexts where prior data
cannot be obtained.

Lastly, this study challenges, albeit indirectly, the assumption that more or richer data
is necessarily better for modeling complex processes. The data used to model problem-
solving in this study are quite thin, representing the types of land-use changes made and
the amount of those changes at key points in the problem-solving process. That is, the
data document only the decisions that users make when they submit land-use scenarios



Thin Data, Thick Description: Modeling Socio-Environmental 363

to stakeholders. But those data document arguably the most important decisions, and
thus provide a good proxy for a learner’s strategy. In other words, the model presented
here was constructed based on a theory that links a key problem-solving behavior—
choosing land-use scenarios to submit to stakeholders—to a broader problem-solving
strategy. The choice of data—its thinness—was a strategic decision to minimize noise;
that is, we discarded much of the information in the log files but also discarded most of
the noise, leaving a high signal-to-noise ratio. In other words, we had less information,
but it was more useful, and we argue that another key element of good QE research (and
good learning analytics) is that every decision along the primary modeling pathway [20]
is guided by theory about what to attend to and what to ignore.

This paper thus addresses a critical challenge in learning analytics and processmodel-
ing more broadly, namely the challenge of analyzing complex thinking or decision mak-
ing in contexts where normative measurement criteria cannot be specified in advance.
In doing so, we present a novel theoretical and methodological approach to generating
thick descriptions from thin data.
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Abstract. This study applied Transmodal Analysis (TMA), a newly
developed quantitative ethnographic approach, to examine whether and
how virtual patient simulations can aid in educating undergraduate nurs-
ing students with competencies that exemplify practice-ready nurses.
Multimodal transcripts capturing patient interactions, exam actions, and
documentation were obtained from two students who used Elsevier’s
Shadow Health R© Digital Clinical ExperiencesTM (DCE) in Fall 2022
and Spring 2023. Patient scenarios were situated in three content areas
(Gerontology, Mental Health, and Community Health) and two assign-
ment types (focused exam and contact tracing). In each scenario, similar
patterns of engagement were observed for both students as they com-
pleted learning activities such as collecting patient data and establish-
ing a caring relationship. These activities—guided by the instructional
design of DCE—indicated how students practiced recognizing and ana-
lyzing cues, subjective assessment, diagnosing and prioritizing hypothe-
ses, generating solutions, evaluating outcomes, therapeutic communica-
tion, and care coordination and management in relation to each patient’s
needs and conditions. A statistical difference was observed between com-
petencies practiced while completing focused exam and contact tracing
assignments. This study provides evidence for using simulations to facil-
itate competency-based education in nursing. Additionally, it provides
motivation for using Transmodal Analysis combined with Ordered Net-
work Analysis (T/ONA) to advance quantitative ethnography research
in health care and health professions education.

Keywords: quantitative ethnography · transmodal analysis · nursing
education · competency-based education · virtual patient simulations

1 Introduction

New graduates’ insufficient practice readiness persists even as the demand for
nurses is growing in the United States [1]. This is a multifaceted challenge since
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nursing educators are faced with several paradigm shifts and competing gaps
in preparing pre-licensure students for the profession. For instance, with the
recent release of The Essentials: Core Competencies for Professional Nursing
Education [2] and National Council of State Boards of Nursing Clinical Judg-
ment Measurement Model (NCJMM) [3], nursing regulatory bodies have placed
competency-based education at the forefront, prompting programs to transform
teaching, learning and assessment practices. In addition, the Future of Nursing
2020–2030 report [4] has underscored the need for new nurses to be prepared to
(a) treat patients that reflect diversity in social determinants of health and (b)
promote health equity across communities. Furthermore, U.S nursing schools are
having to turn away thousands of qualified applicants due to shortages of clinical
sites, faculty, and resource constraints [5]. Lastly, nursing leaders are foreseeing
a continued trend toward online/remote education. This pedagogical movement
along with rapid digital transformation is likely to create new opportunities and
challenges for nursing programs and regulations [6].

We believe that screen-based virtual simulations have the potential to cul-
tivate students’ practice readiness and aid nursing educators in addressing the
aforementioned shifts and gaps in the discipline. Foronda and colleagues [7] con-
cluded that utilizing virtual patient simulations (VPS)-a type of screen-based
simulation- had a positive effect on multiple learning outcomes for nursing stu-
dents. Eighty-six percent of studies in their review demonstrated that VPS were
efficient at enhancing nursing students’ knowledge acquisition, skill development,
critical thinking, self-assurance, and satisfaction with learning. Recently, Cole [8]
urged researchers to investigate learner performance as a direction for advancing
simulation use for competency-based education.

Quantitative ethnography (QE) has enabled researchers and practitioners
to investigate and illustrate complex patterns in human behavior in several
domains. We build upon extant QE research, especially in nursing education,
and apply Transmodal Analysis (TMA) for investigating students’ interaction
patterns in multimodal learning activities in Shadow Health R© Digital Clinical
ExperiencesTM (DCE). DCE is a type of VPS designed to cultivate nursing
students’ knowledge, skills, and attitudes for providing comprehensive and com-
passionate care to digitally standardized patients.

In what follows, we describe learning activities typically afforded by DCE,
and provide an overview of DCE scenarios designed for gerontology, mental
health, and community health content areas. Next, we describe the theoretical
framework of this study, The Essentials [2], and delineate its application in this
study. This is followed by a justification for using TMA to advance QE research
on simulations in nursing education. Thereafter, we describe our methodologi-
cal procedures and modeling decisions. This is followed by a report of findings
for Rose and Roshni (pseudonyms) who completed two focused exams (End of
Life scenario in Gerontology, Bipolar Disorder scenario in Mental Health) and
one contact tracing assignment (HIV Diagnosis and with Contact Tracing sce-
nario in Community Health) in DCE from 2022–2023. We conclude this paper
by discussing the study findings and outlining implications for future research.
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2 Shadow Health Digital R© Clinical ExperiencesTM

(DCE)

The DCE provides an array of standardized clinical scenarios across a compre-
hensive range of courses in undergraduate nursing education to guide learners
in developing the knowledge, skills, and attitudes needed to care for diverse
patients in a safe environment. Typically in a DCE scenario, learners can inter-
act with virtual patients and ask questions to explore their medical and socio-
cultural backgrounds. Learners can also perform physical exams and document
their findings in a simulated electronic health record (EHR). During the vir-
tual exam, learners can also express empathy when the virtual patient shares
emotional, physical, or experiential difficulties, and offer educational statements
when the patient reveals gaps in their understanding of relevant medical topics.
The virtual patients are programmed to recognize and respond to thousands
of questions and statements related to the learning objectives covered in each
scenario, making the conversation feel natural and realistic. As such, learners
engage in a clinical reasoning process by completing patient care activities such
as collections of history and physical examination data, therapeutic communi-
cation skills, and creations of care plans.

DCE simulations have been successful at increasing critical thinking, confi-
dence, and satisfaction among undergraduate nursing students [9]. Students as
early as in their first year of nursing education have demonstrated significant
efficiency gains when it comes to gathering patient data, applying therapeu-
tic communication, and creating care plans using DCE [10]. In addition, recent
studies have shown that DCE scenarios can be an effective means of teaching
nursing students about patient care issues that they may not encounter as part
of their clinical education, such as fostering cultural competence and sensitivity
when caring for transgender patients [11].

For this study, we focus on DCE scenarios from the following content areas in
undergraduate nursing education: Gerontology, Mental Health, and Community
Health. In Gerontology scenarios, students interact with a diverse range of older
adult patients, gathering data to assess risk for geriatric syndromes and med-
ication contraindications using Beers Criteria. They take complete health his-
tories, perform problem-focused physical assessments and construct care plans.
In Mental Health scenarios, students engage with a set of patients who are
experiencing a variety of mental health conditions. They take complete health
histories, perform mental status assessments, conduct problem-focused physi-
cal exams, and complete either care plans or Situation Background Assessment
Recommendation (SBAR) handoffs. In Community Health scenarios, students
explore a systems-view approach to healthcare- assessing community strengths
and weaknesses, tracing the spread of disease, advocating for vulnerable popula-
tions, treating individual patients, and creating a care plan for the community.
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3 Theoretical Framework

The Essentials [2] provides a competency-based education framework for guid-
ing the development and revision of nursing curricula to prepare entry-level
and advanced-level nurses. In addition, it outlines programmatic expecta-
tions for teaching, learning, and assessment at both levels. Competencies
and sub-competencies are organized within 10 domains. These are applicable
across all healthcare areas and diversity of patient populations. At the entry-
level, learners should demonstrate attainment and integration of level 1 sub-
competencies. Eight concepts (Clinical Judgment; Communication; Compas-
sionate Care; Diversity, Equity, and Inclusion; Ethics; Evidence-based Practice;
Health Policy; Social Determinants of Health) are central to professional nursing
practice, integrated across the domains and competencies and included in The
Essentials.

In this study, we examined competencies characterizing Domains 1 (Knowl-
edge of Nursing Practice), 2 (Person-Centered Care), and 9 (Professionalism)
described for entry-level programs. These included: Demonstrating clinical judg-
ment founded on a broad knowledge base, Engaging with the individual in estab-
lishing a caring relationship, Communicating effectively with individuals, Inte-
grating assessment skills in practice, Diagnosing actual or potential health prob-
lems and needs, Promoting self-care management, Providing care coordination,
and Employing participatory approach to nursing care. For each of these compe-
tencies, we used select level 1 sub-competencies to guide our operationalization
of the theoretical constructs we examined in this study (see Table 1 for code-
book). We also used NCSBN Clinical Judgment Measurement Model Layer 3 [3]
to guide our examination of learner performance in DCE.

At the entry-level, it is important for nursing students to be exposed to varied
experiences in four spheres of care (Disease Prevention/Promotion of Health and
Well Being, Chronic Disease Care, Regenerative/Hospice/Restorative Care, and
Hospice/Restorative Care Palliative Care) with diverse populations and ages [2].
These guidelines along with the core concepts informed our choice of specific sce-
narios from the three content areas and two types of assignments (focused exam
and contact tracing). We examined transcripts of students’ interactions with
three virtual patients; namely, Regina Walker from gerontology, Lucas Callahan
from mental health, and Quan Tran from community health. Regina is a 69-
year-old Black/African American, cisgender, and heterosexual woman. She is a
retired family coach and program director at a non-profit. Regina is experiencing
increased pain and decreased activity due to metastatic cancer. She needs rec-
ommendations for and discussion on hospice care. Lucas is a 25-year-old White
cisgender and heteroflexible man who is currently unemployed. He is at risk of
intentions to harm himself or others. Lucas needs education on symptoms com-
mon with a hypomanic state including lack of sleep. He also needs a care plan and
recommendation for outpatient therapy. Quan Tran is a 52-year-old Vietnamese
American man. He chooses not to disclose his sexual orientation and is employed
as a manager at a trading company. Quan was recently diagnosed with HIV at
a community center. The possible contacts of this communicable disease need to
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be traced using evidence-based guidelines. Quan and the contacts also need to
be educated and cared for with empathy. Through these scenarios, students were
exposed to patients needing Hospice/Palliative Care (i.e., Regina-End of Life),
Chronic Disease Care (i.e., Lucas-Bipolar Disorder), and Prevention/promotion
of Health and Wellbeing (i.e., Quan-HIV Diagnosis and Contact Tracing).

4 Quantitative Ethnography in Nursing Education
Research

Quantitative Ethnography (QE) is an emerging field for understanding com-
plex processes and discovering meaningful patterns in various disciplines such as
education [12], and policy [13]. As a unified approach of qualitative and quanti-
tative analyses, QE provides both thick descriptions and statistical warrants on
a given analytic claim [14]. Recent studies in nursing education have applied QE
methods to examine alignment of curricular content [15], trace student learning
trajectories [16], model instructor facilitation and classroom interaction across
pre-briefing, simulation, and debriefing phases for scenarios in fundamentals of
nursing [16,17].

Nursing education by nature involves multiple modalities such as dialog,
physical examinations, and documentation. However, existing work about nurs-
ing education in QE mainly relies on unimodal data. For example, Shah and
colleagues [18] adopted epistemic network analysis (ENA) to investigate student
learning trajectories based on discourse data collected from virtual reality sim-
ulation sessions. According to this study, ENA represented connections made
among constructs derived from frameworks such as NCJMM and Quality and
Safety Education for Nurses (QSEN). This study had two limitations: (1) ENA
did not provide ordered relationships for the connections between any pair of
constructs or self-references and, (2) ENA was not initially designed to analyze
multimodal data and often requires a great deal of additional model parameter-
ization. In ENA, it is not possible to assign different window sizes for different
modalities, and as a result researchers often need to account for differences in
the temporal influence of different data streams by manual adjustment in their
model.

Current advancements in QE methods can help address these limitations.
Specifically, Ordered Network Analysis enables researchers to represent self-
references and ordered relationships of connections made during a learning activ-
ity such as a nursing simulation. Additionally, Transmodal Analysis enables
researchers to model multimodal data by (a) specifying a function or functions
that describe, for each data modality, how events interact and (b) using those
functions to include multiple modalities in the same model [19]. As such, in
this study, we implemented TMA combined with Ordered Network Analysis
(T/ONA) [20] by specifying a different window size for each data modality. As
described in further detail below, data was collected from students engaged in
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DCE through conversations, virtual exams, and documentations. These modal-
ities (dialog, click, documentation) are highly interactive and interwoven dur-
ing the learning processes in DCE. Hence, we chose to use TMA to model the
cross-modality interactions in complex thinking and activity in virtual patient
simulations.

5 Methods

5.1 Participants and Settings

Purposive sampling was applied to identify two Bachelor of Science in Nursing
(BSN) students from the same cohort at a public university in south central
United States. The students were selected because they had completed the three
scenarios at the time of the study. Rose and Roshni (pseudonyms) were enrolled
in the Adaptation in Aging and Psychiatric-Mental Health Nursing courses in
Fall 2022 where they completed the scenarios for Regina Walker and Lucas
Callahan respectively. They completed Quan Tran’s scenario in Spring 2023 as
part of their Community Health Nursing course.

In this study, the interview guide was fully enabled by the instructor for all
three assignments in DCE. The interview guide is meant to scaffold students’
DCE as they engage in subjective data collection. The interview guide shows
students the high-level outline for each section of the patient interview they will
need to collect. Faculty may choose to (partially or fully) enable or disable the
interview guide when assigning assignments to students. The full option allowed
Rose and Roshni to see explicitly what subjective findings were scored in the
interview (e.g. asked about chief complaint) before they uncovered them. This
was the typical preference for faculty at the institution where the two students
were enrolled.

5.2 Transcipts, Codebook, and Coding

We organized and examined a total of 1760 lines of timestamped utterances for
the two students’ (Rose and Roshni) transcripts from three scenarios (Regina,
Lucas, Quan). The utterances included a variety of interactions (answer, clar-
ification, exam action, feedback, greet, prompt, response, statement) logged
between participants (student, patient, the system, and other virtual charac-
ters). These interactions characterized the nature of specific learning activities
(e.g., objective data collection, subjective data collection, education, and empa-
thy) students typically engage in DCE across three modalities (click, dialog,
documentation) and distinct phases (assessment, care plan, contact tracing) in
a scenario.

The nested nature of each utterance provided insight into the overall pedagog-
ical structure of the simulation experience. For instance, the dialog data involved
a conversation with the virtual patient for subjective data collection related to
but not limited to the history of the patient’s present illness, past medical his-
tory, review of systems, and social history. Dialog data also captured students’
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empathizing and educating their patients. The click data involved examining
the patient, performing physical assessments, interpreting observations for any
abnormalities, and practicing contact tracing. The documentation data involved
the student summarizing and/or interpreting the state of the patient through-
out the scenario. The temporal structure of the utterances was meaningful to
understanding the sequence each student followed in a specific scenario and the
amount of time they spent in each learning activity.

Table 1. Codebook

Code name Definition Example from Lucas
Callahan’s Scenario

Recognize Cues (RC) Determining what client
findings are significant,
most important, and of
immediate concern to the
nurse (relevant cues)

Inspected right-left forearm,
right-left wrist

Analyze Cues (AC) Organizing and linking the
relevant cues with client
conditions/problems

Observations-Evidence of
self-harm

Diagnosis + Prioritizing Hypothe-
sis (DPH)

Ranking client
conditions/problems
according to urgency,
complexity, and time.
Diagnosing actual or
potential health problems
and needs

Diagnosis: Risk for injury

Generate Solutions (GS) Identifying interventions
that meet desired outcomes
for the client; can include
collecting additional
assessment data

Short-term Goal-The
patient will remain injury
free until he can be
evaluated by a psychiatric
provider

Evaluate Outcomes (EO) Comparing actual client
outcomes with desired client
outcomes to determine
effectiveness of care

“[Patient] is writing poetry
and reciting. That is not
injurious to him. He is safe
and free from injury”

Care-Management and Coordina-
tion (CMC)

Promoting self-care
management and providing
care coordination

Provide the patient with
structured, solitary
activities that do not
present a risk for injury

Therapeutic Communication (TC) Engaging with the
individual in establishing a
caring relationship.
Communicating effectively
with individuals. Employing
a participatory approach to
nursing care

“I am so sorry you feel that
way. For your safety we will
frequently check on you. We
are moving you to a private
room”

Subjective Assessment (SA) Integrating assessment skills
in practice

Have any other people
noticed your mood or
energy shifts?

We applied a combination of manual and automated approaches to code
the dataset using the codebook above (See Table 1). Automated coding allows
researchers to operate automatically and minimize human efforts; however, it
is challenging to obtain high accuracy or other model evaluation (i.e. recall,
Kappa, F-score, etc.) when coding affect-intensive complex constructs [21,22]
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and domain-specific jargons and terms [21,23]. In our study, considering the
affordances and constraints of each coding method and our grounded under-
standing of the dataset used, we manually coded the constructs of Therapeu-
tic Communication (TC), Subjective Assessment (SA), and Care-Management
and Coordination (CMC) under social moderation [24]. These codes manifested
in unique ways in students’ transcripts based on the context of each scenario.
Whereas, automation was applied to code students’ actions for recognizing cues
(RC), analyzing cues (AC), diagnosing and prioritizing hypotheses (DPH), gen-
erating solutions (GS) and evaluating outcomes (EO) because the conceptual
definitions of these codes were consistent with procedural definitions (keyword
matching) as captured by the DCE system. For example, logs were coded for an
occurrence of RC when the student performed physical assessments using the
exam action (e.g., assessed vitals). If the student correctly interpreted the result
of their exam action (e.g., normothermic), this was coded as an occurrence of
AC.

5.3 Model Construction and Research Questions

We applied T/ONA to represent patterns of student performance across the
three scenarios in DCE. In particular, we specified different window lengths
for learning events in different modalities. This is important to note because
specifying different window lengths is an attempt to account for uneven data
sizes and their varying temporal impacts in multimodal learning analytics. For
instance, in a hypothetical context of collaborative problem solving where a
student is involved in peer discussion and has access to resources in a system,
chats may have a shorter window of impact on future learning events compared
to searching and comprehending resources. That is, topics can rapidly change
in a discussion, but engaging with a resource may have a longer influence on a
student’s connection-making compared to chatting.

In this study, we defined the smallest unit of analysis as students within
learning activities. For each unit, ONA calculated and accumulated connections
across eight codes (See Table 1) within recent temporal contexts. With learn-
ing events collected from three modalities, we operationalize recent temporal
contexts for clicks, dialog, and documents respectively. That is, we configured
unique window sizes for different modalities. Both patient interactions (dialog
data) and exam actions (click data) have a strong temporal dependency and
continuity due to interactivity between learners and the system. According to
our qualitative analysis, we specified a window of five learning events for these
two modalities. However, we selected a shorter window for the documentation
modality, the length of two learning events, because each documentation is usu-
ally connected with the next action due to system design.

Using the methodological procedures and coding decisions described above,
we developed and interpreted a combination of TMA and ONA (T/ONA) graphs
to answer the two research questions (RQs):
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1. How do students engage in DCE scenarios? We examined the alignment
between learning patterns and guided instructional design across the three
scenarios.

2. Is there a difference in the connections of clinical competencies based on sim-
ulation assignment types in DCE? We compared the patterns of connection-
making across the focused exam and contact tracing scenarios.

6 Results

To answer each research, we describe the connection patterns visually and sta-
tistically and interpret the dimensions based on the node positions in respective
T/ONA graphs. These are supported by qualitative examples from students’
performance in DCE scenarios.

6.1 RQ1: How Do Students Engage in DCE Scenarios?

Figure 1 represents the grand mean connections (strength, self-referencing, direc-
tion) of learning patterns for Rose and Roshni across all scenarios. The thickness
of edges indicates the strength of connections; arrows on edges indicate the main
direction of connections; and the radius of the outer contour of a node indicates
the total receiving degree, while the radius of the inner contour of a node indi-
cates the degree of self-references.

According to the plot, students made self-references while practicing subjec-
tive assessment. That is, students spent a prolonged period performing a holistic
assessment and obtaining a complete history of the patient. Self-referencing was
also observed in students’ practices of analyzing cues across the three scenar-
ios. Students spent the bulk of their time in the scenarios interpreting patients’
cues to relevant medical conditions/health problems. These activities preceded
students’ decision-making to foster patients’ well-being. Therapeutic commu-
nication was central to Rose and Roshni’s participation in the three scenarios.
This allowed them to establish relationship-centered care, demonstrate empathy,
practice humility and cultural sensitivity especially while engaging in subjective
assessment and generating solutions for three different patients. Another pattern
worth highlighting is students’ practice of care management and coordination
as a response to subjective assessment and generating solutions. Students were
observed educating patients, promoting self-care, and facilitating continuity of
care through coordination with family members and the healthcare team. Across
the three scenarios, there was no significant difference between ONA scores for
both students (t(74.424) = 1.692, p = 0.095, Cohen’s d = 0.378). That is, both
students practiced competencies related to clinical judgment, person centered-
care, and professionalism in a similar manner as a result of using DCE. Below,
we illustrate these connections to clinical competencies by drawing examples
from Rose and Roshni’s engagement in the gerontology scenario.

Students engaged in two phases in the end-of-life focused exam for virtual
patient Regina Walker: assessment and care plan. During the assessment phase,
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Rose and Roshni inquired about major health deviations. This included interact-
ing with Regina about her chief complaint (increased pain), history of present
illness (onset, duration, location, characteristics, aggravating factors, relieving
factors, and severity of pain), past medical history (existing health conditions,
general and medication allergies), social history (substance use), review of sys-
tems (head, eyes, ears, nose, throat, respiratory, cardiovascular, gastrointestinal,
neurological, psychological). A big portion of their dialogue centered around
Regina’s functional status and geriatric syndromes for which older adults may
be at risk. This included questions about depression, living environment, feel-
ing safe at home, bathing, dressing, toileting, transferring, continence, ability to
eat independently, sleeping habits, confusion, evidence of falls, gait and ambu-
latory aids, skin breakdowns, weight changes, weight loss, oral or dental prob-
lems, appetite changes, health, and social activity, perception of health, fatigue,
ER visits or hospitalizations). Both students complemented this subjective data
collection by performing exam actions and noting their observations for any
abnormalities. This included (a) assessing vitals, IV bags, IV pump, IV site, and
urine quality; (b) inspecting eyes, mouth, and skin; (c) auscultating carotids,
breath sounds, heart sounds, and bowel sounds; (d) palpating abdomen, blad-
der; (e) testing cognition, skin turgor, and capillary refill. In a relatively brief
but important part of this phase, Rose and Roshni discussed Regina’s comfort
and preference for hospice care, the family’s need for health care services, and
implications for health policy, financing, and service availability.

Their care plan focused on symptom management and advocacy for appro-
priate palliative/hospice care. Specifically, Rose and Roshni indicated their diag-
nosis for Regina (readiness for effective coping), identified signs and symptoms
(interest in hospice care, increased home care needs outlined short-term goals),
and recommended interventions (e.g., evaluate the patient’s current understand-
ing of coping strategies supporting their transition to hospice care), discuss the
plan with the patient, and evaluate their own understanding of hospice care as
a result of their simulated experience with Regina.

There were subtle differences in students’ participation patterns. For
instance, Rose engaged in a dialogue with Regina before performing exam
actions. Roshni chose the opposite approach. Rose was also more compassionate
in her communication during both phases; she (a) offered information about what
to expect during the assessment phase, (b) provided reassurance during sensitive
discussions, (c) expressed consideration for family and Regina while discussing
an end-of-life transition plan. The following statements are an example:

Rose: Ms. Walker, we are going to work on ways for you to cope with the
upcoming changes you are about to face. This will help the transition be
less demanding on you as well as your family. I know this is going to be
hard on you all, so I am here for any questions or concerns. I want to
know how much education you have on coping strategies, give you some
supplemental strategies, and also give you referrals.
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Roshini: “I will provide you and your family members a referral to the funeral
service, spiritual support and financial assistance if that is ok with you.

Fig. 1. Grand mean plot illustrating Rose and Roshni’s patterns of engagement across
the gerontology, mental health, and community health scenarios.

6.2 RQ2: Is There a Difference in the Connections Students Make
to Clinical Competencies Based on Simulation Assignment
Types in DCE?

Figure 2 depicts the differences in connections made by students in the two types
of simulation assignments in DCE: focused exam and contact tracing. In this sub-
tracted plot, edges and nodes are colored based on the stronger connections made
by a certain scenario type (i.e., purple for focused exams and yellow for contact
tracing). In the T/ONA space depicted in Fig. 2, competencies related to knowl-
edge of nursing practice (Domain 1 of the Essentials) cluster on the negative
side of the x-axis, while codes depicting person-centered care and professional-
ism (Domain 2 and 9 of the Essentials) cluster on the positive side. According to
the t-test of ONA scores, there is a significant difference for connections made
in the focused exams and contact tracing tasks (t(76.471) = 11.3, p < .001**,
Cohen’s d = 1.985). That is, the type of assignment in DCE participated in
influenced the clinical competencies students practiced applying during learning
activities in a scenario.
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For connections made in focused exam scenarios, both care management,
coordination, diagnosing, and prioritizing hypotheses were observed as com-
mon responses to analyzing cues. That is, after analyzing cues from the vir-
tual patients, students tended to rank signs and symptoms, diagnose conditions,
and provide care advice. Additionally, students made more connections from
generating solutions to care management and coordination in focused exams. In
other words, after generating solutions related to the virtual patients’ conditions,
Rose and Roshni offered corresponding care-management advice and coordina-
tion such as scheduling follow-up appointments. For the contact tracing sce-
nario, students made more (1) self-references within subjective assessments, (2)
self-references with therapeutic communication, (3) connections from subjective
assessment to therapeutic communication, and (4) no connections to the clinical
judgment codes (recognizing cues, analyzing cues, diagnosing and prioritizing
hypothesis, generating solutions and evaluating outcomes) because there was no
objective data collection and care planning in this scenario. Self-references and
connections were influenced by a focus on conducting a comprehensive patient
assessment, facilitating health literacy, preventing disease, and promoting well-
being. Below, we illustrate Rose and Roshni’s engagement in the community
health scenario.

Students engaged in two phases of a contact tracing assignment for the vir-
tual patient Quan Tran: assessment and contact tracing. During assessment,
Rose and Roshni inquired about Quan’s chief complaint (i.e., HIV diagnosis),
history of present illness (testing history, prodrome), past medical history (vac-
cinations, allergies, past hospitalizations), social history (home life, support sys-
tem, substance use, typical diet), medication (herbal supplements, antiretroviral
prescription), sexual history (sexual partners), review of relevant systems (con-
stitutional and mental health; integumentary, respiratory, and cardiovascular
system), patient needs (goals and priorities), and social determinants of health
(employment, health insurance, education). Once again there were subtle differ-
ences in Rose and Roshni’s participation. For instance, Rose followed up with
Quan when he reported not understanding how HIV infection is transmitted,
taking an herbal supplement consisting of echinacea and goldenseal, and want-
ing to keep his diagnosis hidden from coworkers and family members. Roshni did
not respond to Quan’s lack of understanding of HIV transmission; she followed
up on his use of herbal supplements and the reaction of others to HIV status.
She also educated him when Quan reported unfamiliarity with his antiretroviral
medication, and feeling anxious about his diagnosis.

Students were prompted and guided by the system during the second phase
of the scenario to model the process of tracing contacts and notifying partners.
This included asking contacts about the results of their sexually transmitted
infection (STI) panel or offering assistance to identify a clinic that performs STI
testing, underscoring the importance of treatment from an HIV specialist and
an appropriate medication regimen, encouraging regular tracking of viral load,
maintaining confidentiality, and promoting safe sex practices.
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Fig. 2. Subtraction plot illustrating differences in connections made by Rose and
Roshni in focussed exam (purple) vs contact tracing assignment (yellow). (Color figure
online)

7 Discussion and Implications

Professional organizations and regulatory bodies such as the American Associ-
ation of Colleges of Nursing (AACN) and National Council of State Boards of
Nursing (NCSBN) are keen on helping nursing programs address the practice-
readiness gap. An emphasis on competency-based education provides the oppor-
tunity to enhance interprofessional education, increase the use of simulation, and
improve clinical judgment in new graduate and advanced practice nurses [25].
Virtual patient simulations provide a beneficial modality in which learners apply
and practice their clinical reasoning and critical thinking abilities before inter-
acting with real patients [26]. However, current research on simulations heavily
relies on self-evaluations [8].

In this study, we examined two undergraduate students’ performance in Else-
vier’s Shadow Health R© Digital Clinical ExperiencesTM (DCE) and provided
evidence for their practice of clinical competencies characterized in Domains
1 (Knowledge of Nursing Practice), 2 (Person-Centered Care), and 9 (Profes-
sionalism) for entry-level programs in The Essentials [2] and Layer 3 of NCSBN



378 Y. Wang et al.

Clinical Judgment Measurement Model [3]. We constructed a grand mean plot of
two students’ multimodal learning activities across three virtual patient scenar-
ios and a subtraction plot to compare connection-making between focused exams
and contact tracing assignments in DCE. The grand mean plot (Fig. 1) indicated
that students practiced competencies in clinical judgment, person-centered care,
and professionalism across the patient diversity and care needs represented in
gerontology, mental health, and community health contexts. Additionally, the
subtracted plot (Fig. 2) between focused exam and contact tracing indicated
that the two assignment types afforded students to foreground specific compe-
tencies more than others.

There is a growing body of research in health care and health professions edu-
cation that applies Quantitative Ethnography to investigate complex questions
about professional enculturation and practice [27,28]. However, few studies have
used multimodal data and fewer exist in the nursing context [29]. This paper
applied TMA to examine data obtained from three types of modalities (click,
dialog, documentation) to make sense of students’ engagement in collecting and
interpreting patient data, synthesizing evidence, and promoting care that is suit-
able for each patient’s condition (i.e., Disease Prevention/Promotion of Health
and Well-Being, Chronic Disease Care, Hospice /Palliative Care). TMA allowed
us to set and account for the impact of different window sizes for a variety of data
types. For a complete discussion of both the mechanisms of TMA and its con-
ceptual and theoretical underpinnings, please refer to a forthcoming paper [19].

In a previous study on DCE, researchers observed students practicing rec-
ognizing cues for a prolonged period and demonstrated the ways in which this
clinical skill manifested in a pediatric and a geriatric patient scenario in the
health assessment content area [30]. However, this self-referencing phenomenon
could not be modeled using Epistemic Network Analysis (ENA). In this study,
Ordered Network Analysis allowed us to not only capture the strength of con-
nections among multiple clinical competencies that ENA typically allows, but
also illustrate ordered relationship and self-referencing (Figs. 1 & 2) across two
assignment types (focused exam and contact tracing) in three content areas
(gerontology, mental health, community health).

Nursing programs are likely to continue their expanded use of virtual simu-
lations even after the peak of the COVID-19 pandemic [31]. At the same time,
extant QE research is providing valuable insight into the design and enactment of
simulation-based learning in undergraduate nursing education (manikin-based,
virtual reality, digital standardized patients) [15,18,30]. This study provides
additional impetus for continuing the application of QE research methods in
this discipline. In the future, researchers should broaden examinations using
virtual patient simulations like DCE to include additional (a) foundational and
specialty content areas in nursing, (b) clinical competencies, and (c) participants
and sample sizes. Researchers should also consider deepening their examinations
by investigating (a) students’ performance in DCE scenarios where the inter-
view guide is partially enabled or turned off, and (b) the impact of interaction
types (e.g., questions, clarification) between participants (e.g., student, patient,
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system). Findings from these studies can yield recommendations on how nursing
faculty and administrators can use virtual simulations systematically for foster-
ing students’ practice readiness.
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Abstract. Asynchronous online discussions are a common fundamental tool to
facilitate social interaction in hybrid and online courses. However, instructors
lack the tools to accomplish the overwhelming task of evaluating asynchronous
online discussion activities. In this paper we present an approach that uses Latent
Dirichlet Analysis (LDA) and the instructor’s keywords to automatically extract
codes from a relatively small dataset. We use the generated codes to build an
EpistemicNetworkAnalysis (ENA)model and compare thismodelwith a previous
ENA model built by human coders. The results show that there is no statistical
difference between the two models. We present an analysis of these models and
discuss the potential use of ENA as a visualization to help instructors evaluating
asynchronous online discussions.

Keywords: ENA Visualization · Automated Coding · Unsupervised Learning ·
Instructor’s Keywords

1 Introduction

Asynchronous online discussions are a common fundamental tool to facilitate social
interaction in hybrid and online courses. They have been shown to improve students’
critical thinking [10], knowledge construction [13], writing skills [2], and learning out-
comes [24]. However, instructors lack the tools to accomplish the overwhelming task of
evaluating asynchronous online discussion activities [14]. According to de Lima et al.
[14], instructors reported struggling to assess students’ contributions in forum activi-
ties due to difficulties in following the discussions, the lack of specific reports related
to the subjects discussed, the students’ contributions to those subjects, and the lack of
visualizations to convey messages in a graphical format.

In order to address some of those difficulties, Epistemic Network Analysis (ENA)
has been presented as learning analytics visualization tool to show the relationships
among the different concepts students discuss in an asynchronous online discussion
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[16]. In this particular work [16], two human annotators manually coded the text data. In
amore recent work [19], three different text mining approaches, namely Latent Semantic
Analysis (LSA), Latent Dirichlet Analysis (LDA) and Clustering Word Vectors, were
applied to automate code extraction from a relatively small discussion board dataset
obtained from [16]. Based on the study presented in [16], we submitted a project proposal
to our university’s teaching innovation grant to investigate the application of ENA as a
visualization tool to support instructors. Reviewersmentioned that instructors would like
to have the visualizations but would not have time to be involved in the coding process,
even if that process used nCoder [15]. However, the instructors would be willing to
provide keywords that should be present in the codes. Based on the provided feedback,
and unlike previousworks, we not only looked into extracting codes from relatively small
data using LDA but also illustrated how this can lead to generating ENA visualization
without using nCoder [15] throughout the process.

This paper builds on those previous works by:

1. Using the automatically generated codes provided in [19] to code the same dataset
used in [16].

2. Evaluating the quality of the automated coding with the human coding presented on
[16] by interrater reliability.

3. Improving the automated code generation in order to reach a satisfactory interrater
reliability between algorithm and human if necessary.

4. Applying the codes that were automatically generated in the creation of ENA
visualizations.

5. Analyzing and evaluating those ENA visualizations with human coded ENA
visualizations.

6. Validating both ENA visualizations with instructors.

In this paper we aim to answer the following research questions:

– RQ1. What is/are the difference(s) between the ENA visualizations generated using
an automated coding process and a human coding process for the data presented in
[16]?

– RQ2. How does an instructor evaluate the ENA visualizations generated?

The remainder of this paper is structured as follows. Section 2 summarizes prior
research efforts onusingENAas avisualizations tool andon automated codingprocesses.
Sections 3 and 4 describe the approach used in the study. Section 5 is dedicated to
presenting the results obtained from our experiments. We discuss the results and outline
directions for further work in Sect. 6. Section 7 presents the conclusion of this work.

2 Related Works

ENA has been used to support many facets of education and learning in several areas
[4, 18, 21]. One use of ENA that is gaining more attention is its use as a visualization
tool [22] to help instructors evaluate clinical team simulations [9], support teachers’
interventions in students’ virtual collaboration [12], evaluate teamwork [23], include
participants in co-construction and co-interpretation of ENA representations [25], and
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unveil the conceptual connections that students are making in asynchronous online dis-
cussions [16]. All these studies utilized different coding strategies to code the data used
in the ENA visualizations.

A recent work by Cai et al. [6] centered around nCoder where they investigated how
close human created code words were to codes identified by topic models in two large
datasets. Another work compared the performance of neural networks in a supervised
learning manner with nCoder to assess which approach required the least human coding
effort while achieving a sufficient and accurate classification [8]. In their comparison,
they indicated nCoder had a higher accuracy. Although nCoder is a popular learning
analytics platform used to develop coding schemes, it is not fully automated. In other
words, it requires active human efforts to read through every item in the data and validate
if the choice of coding is conceptually valid. It also suffers the low recall problem.
Previous literature studies have identified ways to improve the problem of low recall or
high false negative rate in nCoder. nCoder + [7] aims to improve low recall issue in
nCoder through semantic component addition. However, as mentioned by the authors
of nCoder +, the idea is still a prototype and is not a public tool yet. In another research
effort, the use of Negative Reversion Set (NRS) sampling has been shown to improve
the low recall for Regular Expressions based classifiers such as nCoder [5].

Ourwork has several distinctive features compared to prior works. First, we only take
advantage of a Natural Language Processing (NLP) unsupervised learning technique to
automate the code extraction, despite having a relatively small dataset without the use
of nCoder. Second, we utilize coherence analysis [17] to identify the optimal number
of topics in the discussion data, thus avoiding arbitrary selection of the number. Third,
we use instructor keywords in addition to the LDA extracted keywords to generate the
visualization.

3 Method

The main goal of our approach was to extract topic keywords from a relatively small
online discussion dataset using Latent Dirichlet Allocation (LDA) [3], use those key-
words to automatically code asynchronous online discussion data, and generate ENA
visualizations based on that data. In this section, we describe how this process was
automated.

3.1 Dataset Preprocessing

The data utilized to investigate the research questions comprised of online discussion
posts from seven semesters: Fall 2017, Fall 2018, Fall 2019, Spring 2020, Fall 2020,
Spring 2021, and Fall 2021. The data consisted of 2,648 postings collected from an
online class for organizational leaders as part of a Masters of Education program at a
Research 1 land-grant university. Table 1 represents prior codes in our dataset.

The problem of interest was based on code retrieval. This highlighted the importance
of the preprocessing step in our setup.Thepreprocessing steps in our automatic extraction
task consisted of tokenization, lowercasing, named-entity removal, stop words removal,
in-document frequency filtering, and generating bigrams and trigrams since our interest
was to retrieve the code containing two or three words.
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Table 1. Priori Codes.

Code Name Definition Kappa (κ)

Retrieval practice, Spacing out practice,
Interleaving

Retrieval practice is the act of recalling
facts or concepts or events from memory
and are also known as testing effect or
retrieval-practice effect. Spacing out
practice allows people to a little
forgetting that helps their process of
consolidation. Interleaving the practice
of two or more concepts or skills help
develop the ability to discriminate later
between different kinds of problems and
select the better solution

0.85

Illusion of mastery Research have pointed out that students
usually have a misunderstanding about
how learning occurs and engage with
learning strategies that are not beneficial
for their long-term retention, such as
rereading the material several times and
cramming before exams

0.89

Effortful learning Learning is deeper and more durable
when it is effortful, meaning that efforts,
short-terms impediments (desirable
difficulties), learning from mistakes, and
trying to solve some problem before
knowing the correct answer makes for
stronger learning

0.85

Get beyond Learning Styles Researchers found that when
instructional style matches the nature of
the content, all learners learn better,
regardless of their learning styles

0.86

3.2 Latent Dirichlet Analysis

We aimed to determine which codes are associated with each discussion post, i.e. in each
document, and extract them. To accomplish this, we used LDA [3], a generative prob-
abilistic model, to extract the codes from the online discussion data to help understand
what topics were discussed in the course. In order to find high probability words within
each topic, the number of topics was set to 5 to get the high topic coherence score [17,
19]. Table 2 shows the extracted words for each topic. In Table 2, Topic 1 code words
are associated with Effortful learning code, Topic 2 code words are associated with Get
beyond learning styles, Topic 3 code words are associated with Illusion of mastery, and
Topic 4 code words are associated with Retrieval practice, Spacing out practice, and
Interleaving. Only Topic 0 did not represent any codes.
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Table 2. Five topics extracted by Latent Dirichlet Allocation.

Topic 0 Topic 1 Topic 2 Topic 3 Topic 4

lecture desire dyslexia confidence mass

solution desire_difficulty learn_style feedback mass_practice

classroom plf * individual calibration interleaving_practice

surgeon resonate learn_differ confidence_memory space_retrieval

acquire parachute disable accuracy tend

instruct fall intelligent peer day

learn_learn land prefer answer long_term

impact jump support event week

demand parachute_land dyslexia state myth

lecture_classroom land_fall focus calibration_learn practice_space
∗Stands for Parachute Landing Fall.

4 Experiments

With the LDA extracted keywords for 4 topics, we conducted experiments with those
keywords alone as described in 4.1, and along with the keywords identified by the
instructor as described in 4.2 and 4.3.

4.1 Experiment 1

Following the results obtained from 3.2, we automatically generated a well-formatted
table [20] in which each row consisted of: post entry number, user id, date and time for
that post entry, actual discussion post data, and list of codes with 1’s or 0’s corresponding
to the existence or no existence of the specific code in each post. The table was entered
into the ENA webtool in an Excel format [1]. We then ran interrater reliability between
the automated coding and the human coding provided by [16]. Table 3 presents the
Cohen’s kappa results for each code.

Table 3 shows the only code that had a Cohen’s kappa moderate level of agreement
[20] was the Get Beyond Learning Styles code. Illusion of Mastery had a weak level of
agreement and the remaining codes had minimal level of agreement. In order to improve
those numbers, we had asked the instructor, who manually coded the data, to provide us
with keywords that we could include in the automatic process.

4.2 Experiment 2

After receiving the keywords from the instructor (Table 4), we combined extracted
keywords from LDA and keywords from instructor and generated a new well-formatted
data table containing the same elements present in the data table from Experiment 1.
Table 4 demonstrates that some of the keywords provided by the instructor were very



386 M. Moraes et al.

Table 3. Interrater reliability between automated coding process and human coding process.

Code Name Cohen’s (κ)

Retrieval practice, Spacing out practice, Interleaving 0.36

Illusion of mastery 0.52

Effortful learning 0.23

Get Beyond Learning Styles 0.77

Table 4. Keywords provided by the instructor.

Codes Keywords

Retrieval practice, Spacing out practice,
Interleaving

retrieval practice, retrieval process, testing effect,
test effect, recall knowledge, retrieval, actively
retrieving, peri- odically testing, retrieval activity,
retrieval activities, low stakes, effective retrieval
must be repeated, flash cards, quizzing, practice
and retrieval, quiz over time, continually retrieve
the information, frequently quizzing, retrieval
practice activity, retrieval practice activities,
testing efforts, active retrieval, practice, testing
for its benefit in the learning process, short quiz,
active recall, process of retrieval, practice
sessions, self testing, recall the information, RPA,
RPAs, spacing out, spacing out practice, spaced
practice, spacing practice, spaced out practice,
spaced out, spaced retrieval, space retrieval, space
practice, retrieval spaced, retrieve spaced, spaced
application, spaced knowledge, space knowledge,
spaced retrieval, retrieval practice is spaced,
interleaving, interleaved practice, interleave,
interleaved

Illusion of mastery illusion of mastery, illusions of mastery,
misunderstanding, illusion of knowing, illusions
of knowing, illusion of learning, illusions of
learning, re read, cram

Effortful learning difficult, difficulties, mistakes, failure, effortful
learning, desirable difficulty, desirable, effortful

Get beyond Learning Styles instructional style, learning styles

similar to each other. In order to preserve the instructor’s process, those keywords were
not changed since they were used in the instructor’s process of manually coding the data.

Table 5presents theCohen’s kappa for the interrater reliability between the automated
process with instructor’s provided keywords and the human coding. Compared to simply
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using the automated extracted codes, the level of agreement increased. Effortful learning
and Retrieval Practice, Spacing out Practice, Interleaving codes, which previously had
minimal level of agreement increased to a moderate level of agreement. Illusion of
Mastery which had aweak level also increased to amoderate level, and Beyond Learning
Styles, which had a moderate level increased to a strong level of agreement.

Table 5. Interrater reliability between Automated+Human Keywords (A+HK) coding process
and Human (H) coding process.

Code Name Cohen’s (κ)

Retrieval practice, Spacing out practice, Interleaving 0.79

Illusion of mastery 0.79

Effortful learning 0.70

Get Beyond Learning Styles 0.81

4.3 Experiment 3

The third experiment consisted of using the well-formatted data table produced from
Experiment 2 and the well-formatted data table provided by [16] to create a joint well-
formatted table that included an additional column, named source, to generate the ENA
visualizations using the ENA webtool. All rows that contained data generated by the
algorithm were labeled “algorithm” for the source column and all rows that contained
human manual coding were labeled “human” for the source column.

We used the four codes produced by our approach described in Sect. 3.2. These
codes were validated with the instructor to represent the concepts that the students
were learning and therefore the concepts that the students should’ve connected in that
online discussion. Those codes were Effortful Learning (represented simply as effort
in ENA), Get Beyond Learning Styles (represented as beyondLS in ENA), Illusions of
Mastery (represented as illusions in ENA), and Retrieval Practice, Spacing Out Practice,
Interleaving (represented as retrieval-interleaving in ENA). As described in Experiment
2 and in Table 5, the interrater reliability using Cohen’s Kappa reached at least κ = 0.70
for all the codes.

As we were interested in the individual student’s network of concepts, both units
of analysis and stanzas were students (i.e., all student messages) with an infinite stanza
window.That configuration enabled us to visualize the connections between the codes for
each student. To compare the model generated by the algorithm and the model generated
by the human coder, the source column from our well-formatted data table was used.

5 Results

We analyzed the results produced by each data table to detect similarities and differences
between the two models generated. After that, we had a meeting with the instructor to
present the results to them and evaluate the two models produced. In this section we
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present the results from ENA generated using data from Experiment 3 and the evaluation
process conducted by the instructor.

5.1 ENA Models

Figure 1a presents the group average networkgraph created usingdata from the automatic
coding + human keywords (A + HK) process. The thickness of the lines between the
codes indicates the strength of connections. Thicker lines indicate stronger connections,
whereas thinner lines indicate weaker connections. The results indicated that for the A
+ HK process the strongest relationship was between the codes illusions and retrieval-
interleave, followed by beyondLS and retrieval-interleave, and effort and retrieval-
interleave. BeyondLS and illusions and effort and illusions had the same strength in
relationship. The weakest relationship was between effort and beyondLS, as shown in
Table 6.

Figure 1b presents the group average network graph created using data from the
human coding process. Results show that the strongest relationships were between illu-
sions and retrieval-interleave, followed by beyondLS and retrieval-interleave and effort
and illusions. After that, the strongest relationships were between effort and retrieval-
interleave and beyondLS and effort. BeyondLS and illusions connection had the weakest
relation as we can observe from Table 6.

(a) ENA using data from A+HK coding
process. 

(b) ENA using data from H coding process. 

Fig. 1. ENA Visualizations.
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Table 6. Comparison of strength of connections between Automated + Human Keywords (A +
HK) coding process and Human (H) coding process.

Connection Strength (A + HK) Strength (H)

illusions and retrieval-interleave 0.40 0.36

beyondLS and retrieval-interleave 0.32 0.28

effort and retrieval-interleave 0.30 0.27

beyondLS and illusions 0.27 0.18

effort and illusions 0.27 0.28

effort and beyondLS 0.21 0.22

As shown by Figs. 1a, b, and Table 6, both coding processes generated the same
relationships between all the codes, with some differences between the strengths in the
relationships. Figure 2 shows the difference between the A + HK model (named algo-
rithm in the figure) and the human model, meaning that the A + HKmade stronger con-
nections between illusions and retrieval-interleave, beyondLS and retrieval-interleave,
effort and retrieval-interleave, and beyondLS and illusions codes.

Fig. 2. Difference between ENA generated by the A + HK coding process and the H coding
process.

Using the ENA webtool, we performed a statistical analysis to verify that the differ-
ence between the twomodels was significant. Along the X axis (MR1), aMann-Whitney
test showed that Human (Mdn = −0.13, N = 25) was not statistically significantly dif-
ferent at the α = 0.05 level from algorithm (Mdn= 0.13, N = 25,U = 206.00, p= 0.04,
r = 0.34). Along the Y axis (SVD2), a Mann-Whitney test showed that Human (Mdn
= −0.01, N = 25) was not statistically significantly different at the α = 0.05 level from
algorithm (Mdn = −0.01, N = 25, U = 318.00, p = 0.92, r = −0.02). Therefore, there
is no statistical difference between the model generated by the A + HK process and the
H coding process.
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Out of the 25 ENAvisualizations generated, 12 of those (48%) had the same structure
for both the A + HK process and human process. From those 12, 10 had the exact same
strength in connections. One example can be seen in Figs. 3a and 3b. The remaining two
had different strengths. In one of those two visualizations, the structure was the same
but the A + HK process found stronger connections between retrieval-interleave and
illusions code and the human found stronger connections between effort and illusions
instead. In the other visualization, the human coding found stronger connections than
the A + HK process for all codes (Figs. 4a and 4b).

The remaining 13 visualizations (52%) had a different structure. In 10 of those, the A
+ HK process found more connections than the human process. In the remaining three,
the human found more connections that the A + HK process.

(a) User 142854 using A+HK coding 
process.

(b) User 142854 using H coding process.

Fig. 3. ENA visualizations with the same structure and strengths.

5.2 Instructor’s Evaluation

In order to evaluate the quality of the ENA visualizations generated using the A + HK
process, we met with the course instructor. The intention was to gain feedback regarding
the correctness of the models generated in cases where the automated process found
connections that weren’t supported by human analysis, as well as cases where the auto-
mated process found relationships that were missed by the human coder. We presented
the results described on Sect. 5.1 to the instructor who’s familiar with Quantitative
Ethnography and the ENA Web tool. Each one of the 25 visualizations were walked
through with the instructor using the ENA Web tool.

First, all ENAs that had the same structure were analyzed. All the qualitative data
extracts used to find the connections between the codes for the A + HK process and
the human process were looked through. As expected, for the visualizations that had
the same structure and same strengths of connections, both processes used the exact
same data. For those two that had a different strength between connections, in one
of them (125919 user as presented in 4c) the A + HK process found a relation that
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the human had missed, for the other (135030 user as presented in 4a), the A + HK
process presented a false positive between retrieval- interleave and illusions codes. The
automated process produced a false positive in this case because it identified a keyword.
However, simply having that keyword present was insufficient for the human coder to
establish a relationship between the two codes.

The next step was to analyze those 13 visualizations that had different structures
between the A + HK and human processes. We started by analyzing the visualizations
where the A + HK process found more connections between the codes than the human
process. Out of those 10 cases, in seven cases the A + HK process found connections
between codes that the human had missed. Only in three cases the A + HK process
generated false positives connections. To evaluate the three cases where the A + HK
process found less connections, we analyzed all the qualitative data and confirmed that
the A + HK process missed those connections.

(a) ENA for user 135030 using A+HK 
coding process.

(b) ENA for user 135030 using H coding
process.

(c) ENA for user 125919 using A+HK 
coding process.

(d) ENA for user 125919 using H coding 
process.

Fig. 4. ENA visualizations with the same structure and different strengths.
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6 Discussion

– RQ1. What is/are the difference(s) between the ENA visualizations generated using
an automated coding process and a human coding process for the data presented in
[16]?

As we can observe from Sect. 5.1 both the A + HK and the human processes gener-
ated the same structure for their network, with a small difference in the strength of some
connections. The A + HK process found stronger connections between illusions and
retrieval-interleave, beyondLS and retrieval-interleave, effort and retrieval-interleave,
and beyondLS and illusions codes (Fig. 2). After running a statistical analysis, we
observed that there was no statistical difference between the model generated by the
A + HK and the human. This could potentially be a good indicator that an automated
process that used combined LDA keywords and human keywords can contribute to
generating ENA visualizations to help instructors in evaluating asynchronous online
discussion data. Further tests need to be done in other sections of the course to confirm
that similar structures will be found between the A + HK and human process for those
new datasets.

– RQ2. How does an instructor evaluate the ENA visualizations generated?

During the evaluation process, the instructor pointed out that the course used a series
of assignments that required students to synthesize concepts into coherent discussion
posts. Consequently, grading those posts demanded frequent reading to identify con-
cepts and to evaluate how well each student integrated them. Recognizing the grading
challenges, the instructor considered the potential usefulness of an algorithm generated
ENA for potentially improving the efficiency and accuracy of grading. Comparing the
A + HK coding to the human coded equivalent, the instructor mentioned that it was
impressive that the A + HK generated identical coding for 11 of the 25 students. Addi-
tionally, they noted it was encouraging to see that the algorithm found more connections
in 11 additional cases. In other words, 22 out of the 25 cases (88%) the A + HK iden-
tified the correct conceptual connections in the written passages and identified more
correct connections in 11 out of the 25 written passages (44%). The level of accuracy
was promising, suggesting that it may be possible to use the A + HK to highlight the
majority of the connections automatically.

However, the A + HK method found fewer relationships in three cases (12%).
Examining those cases, the human coder identified accurate relationships, but those
relationships were extrapolated from the subtle meaning and content in the post. Future
work needs to be done on how to include those aspects in the automated process. For
example, improving the keywords offered by the instructor and using Large Language
Models to consider the context of words [11] for a stronger connection between codes
discussed in a course.

7 Conclusion

In this paper we presented an approach that clustered topic keywords into meaningful
categories from a relatively small online course discussion dataset using Latent Dirichlet
Allocation (LDA) [3]. Those keywords and the instructor’s keywords were then used
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to automatically code asynchronous online discussion data. Finally, ENA visualizations
were generated based on the data. The visualizations were compared with the corre-
sponding visualizations generated by human coding process, and both visualizations
were evaluated by an instructor. Results indicated that there is no statistical difference
between the model generated by the A + HK process and the human.

Overall, the result of the A+HK demonstrates significant potential to assist instruc-
tors in evaluating discussion-based assignments that demand the students’ synthesis and
integration of concepts, especially in larger classrooms. An automated method allows
instructors teaching classes with hundreds of students to use discussion posts to promote
these higher order learning outcomes. It is important to acknowledge that our approach is
considered as a tool for instructors to enhance their evaluation process of asynchronous
online discussions. Additional efforts need to be made in order to verify its applica-
bility to other class settings such as different student populations and different course
materials.
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Abstract. Digital tools have the ability to log the fine-grained details of user
experiences within and across the system. These digital experiences can lend valu-
able contextualization to other ethnographic insights. In this paper, we discuss the
potential for using interaction logs as a data source and the pipeline considerations
that can facilitate and enhance quantitative ethnographic research using this type
of data.We draw on previous QEwork and examples fromQE adjacent fields such
as educational data mining, learning analytics, and human-computer interaction
to provide evidence for this approach.

Keywords: Interaction Data · Ethno-Mining · Automated Codes

1 Introduction

Personal and handheld computing has increased the ubiquity of technology as an element
in many daily interactions. It is not uncommon to see people engaging in person while
simultaneously also sharing media through their devices. This new level of engagement
indicates that there may be social elements unaccounted for when conducting ethno-
graphicwork that does not include the technical elements of the sociotechnical system. In
addition, an increasing amount of deep interaction occurs between humans and comput-
ers, particularly as people interact in new – increasingly social and relational – fashions
with technologies [1].

Quantitative ethnography (QE) research has engaged fields where these forms of
interaction are commonplace. Medical simulations [2], educational platforms [3–5],
entertainment games [6], and social media [7, 8] have all been utilized as both site
and object for QE studies. As researchers have moved into these more technology-
mediated domains, there has been a call for techniques that can better incorporate the
accompanying data streams that are available.

Interaction logs have been used to a greater degree in QE-adjacent communities,
such as educational data mining (EDM), learning analytic (LA), and human-computer
interaction, for many years. These areas draw from the rich, facilitated user interactions
with both the system and other users, to explore the emergence of a highly contextualized
digital world that operates in parallel to the “real” embodied and internal worlds of
participant and researcher [9]. Fortunately, log files generated from these interactions
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provide valuable insights into the nature of this world and how users navigate it. Take for
example previous QE work exploring user identity development as discussed through
discussion forums. This work made inference solely from players’ posts about their
gameplay, work that could have been augmented by an analysis of the gameplay between
posts [6]. Connections to in-game experiences might enhance the analysis by allowing
for more grounded exploration of player behavior alongside their meta-reflections. This
type of grounded exploration of player behavior in the context of their interaction with a
game is seen in [4], which relates player strategies, identified through qualitative coding,
to the implicit feedback the game provided.

Beyond theQEcommunity (and prior to its advent among scholars nowactive inQE),
interaction logs have been shown to provide valuable insights into the situational context
that impacts user behavior [10], enabling the identification of patterns and anomalies in
decision-making processes [11], and offering a window into the user’s affective states
and reactions to the system or environment [12, 13]. In these projects, the work of
interpreting interaction logs can be seen as ethnographic in that it involves analyzing
data to uncover insights about how individuals interact within cultures using digital tools.
Thus, a thorough examination of interaction log data in relevant contexts may provide
more insights for QE research.

The considerable uptake of interaction logs within QE-adjacent communities pro-
vides an additional opportunity for interaction log data – the possibility of extending on
what can easily be accomplished through human coding, to scale across much larger cor-
puses of data. Like thework on extending human coding of text through tools like nCoder
[14], automated detectors of user interaction developed through machine learning can
enable the analysis of patterns of interest across contexts, using tools like epistemic
network analysis [e.g. 3, 4].

In this paper, we first situate our work in relation to other thinking on digital data
and ethnography. We then follow with a discussion of the ways in which interaction data
has been utilized in QE and how expanded inclusion of this data may further augment
prior QE research. We discuss two ways to develop qualitative codes on interaction data:
through evidence-centered approaches and extending upon themusingmachine learning.
Ultimately, through comparing each of these approaches to more established paradigms
for QE, we discuss whymachine learning codes are particularly useful for understanding
interaction, and we conclude with a discussion of the compromises inherent to the use
of this practice in QE.

2 Digital Data and Ethnography

Shaffer & Hod [15] reiterated the importance of ethnography as the focal point of QE
research during the 2022 conference in Copenhagen, stating that the tools and methods
being used were directly a response to the need for ethnographers to be able to capture
the interactions of culture. As part of exploring the many ways interaction logs may be
utilized for QE research, it may be valuable to first step back and consider the role that
digital data has had in ethnography itself.

Haines [9] identifies a trajectory of ethnographic work that begins with research that
considers digital as the subject of inquiry, which involves studying how digital technolo-
gies shape people’s behaviors and experiences, such as through netnography (online
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ethnography of digital communities) [16] and analyzing social media platforms like
Twitter [8]. From there, Haines suggests that the next iteration for digital ethnographic
work is the move to considering digital spaces as a site [9]. QE researchers have histor-
ically engaged in this way, using Twitter as a “place” to explore Covid discussions [8]
and discussion forums as a site for game communities that support user identity change
relevant to the gaming participatory culture [6].

The next step for digital ethnographicwork as advocated byHaines is tomove beyond
the digital as the sole object of study and to consider it as a dimension of social life,
embedded within the broader context of social and cultural practices. Viewing digital as
a dimension surfaces new possibilities for understanding the interplay between online
and offline worlds and is supported by the inclusion of interaction data. If the research
around Twitter had included interaction logs, greater insight into the role of social media
for isolated people may have been evident alongside the conversation content. Gameplay
data may have allowed researchers to connect game-based achievements and events to
the trajectory of community member identities. These added dimensions can support QE
research by supporting interpretation of the phenomena at hand, and that interpretation
begins with coding.

2.1 Relationship of Data to Codes

Data itself can be thought of as the recording of some observation. With digital data,
the recording is the manifestation of an implicit conversation between the humans -- the
designer and the user -- and the computer messenger. In order for these observations
to be developed into a more comprehensive understanding of user activity, a stage of
description must take place that allows for interpretation of the many events present
within the logs. That a sensor tripped or a button clicked can only tell exactly what has
happened [17]; codes encapsulate the meaning of a series of logged interaction events
within the physical and digital context of the users.

The difficulty in digital data coding is that there is relatively little support to move
beyond the what. In discourse coding, language plays a role in enabling interpretation
by those who were outside of the initial conversation. While coding discourse tran-
scripts gives primacy to certain elements (the literal words) over others (such as body
language), language itself can generally be understood by the researchers as it was by
the participants. This may not be the case when researchers seek to interpret raw logged
events. Instead, there may be a process of transforming the data from the raw event
logs, which are typically a form of shorthand developed by a programmer to represent
user and system behavior, into something comprehensible by humans. There are several
approaches being used to make meaning of this data through coding including partici-
pant co-examination of visualizations [18], video replay [19], and text replays [20]. In
each case, researchers make sense of the logged events in aggregate by narrativizing the
actions as a larger unit. While being able to watch the series of actions or read through
them like a story is useful in exploring the data, this only provides the first step towards
coding the data. The next step is determining how to operationalize a system for coding
(a step taken in each of these approaches). It is with this in mind that we consider the
question: How should codes be operationalized for interaction log data from a quantita-
tive ethnographic paradigm? To address this question, we examine the methods used by
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QE adjacent communities to operationalize their descriptive codes on data, both through
the liberal use of evidence-centered definitions and increasing use of machine learning
after an initial human interpretation step.We provide examples of these processes before
discussing implications for broadening the QE toolkit to include machine learning in
this way.

3 Codes from Evidence

Digital systems which have been designed using evidence-centered design principles
[21] support the interpretation of user interactions into meaning. In such systems, inter-
actions are intentionally tied to constructs, so each task a user partakes in can be directly
connected to the component behaviors as individual pieces of evidence for or against
a larger construct. In this way, the design of the system begins with the codes as the
behaviors that designers wish to see from their users.

In Physics Playground,Karumbaiah et al. [3] use codes that describe simplemachines
to translate user behaviors -- drawing lines with varying lengths, curves, slopes, and
connections -- into evidence for whether a player understood the challenge of a given
puzzle. Similarly, user relationships to aggregate features (e.g. relative time spent on
a puzzle compared with other players) were used as codes in discussing fairness of
Shadowspect, a spatial reasoning game-based assessment [22]. The aggregate features
connected theoretical understandings of persistence to the behavior observed across
players within the digital, game-based context, thus demonstrating interaction codes’
fairness to theory.

However, this approach also raises questions around the need to be fair to data and
community [23]. Evidence-centered codes may not be enough to fully capture the vari-
ety of behaviors present in a system which manifest in the interaction data. In Physics
Playground, questions arose around why players were quitting certain levels. The sys-
tem was not intentionally designed to evoke quitting behavior as a means of gathering
evidence on student learning; rather, instances of quitting were identified and observed
during the examination of interaction logs [3]. Connecting the emergent quitting behav-
ior to behaviors that the game was intentionally designed to elicit allowed researchers to
better understand when students had shortcomings in their understanding of the utility of
certain simple machines. However, quitting is a fairly straightforward behavior to code
for on the basis of one event in the interaction log – players left a level without complet-
ing it successfully. Other behaviors may not be as straightforward to interpret from the
events themselves. Thus, additional techniques may be necessary to map the emergent
behaviors backwards to the interaction events and data features which characterize them.

4 Developing Emergent Codes from Interaction

Qualitative codes of interaction data can be used in two ways: as objects of analysis in
and of themselves, or as the basis (training set) for a machine learning approach, much
as qualitative codes of text are used to train tools such as nCoder [14]. The first task in
either of these research paradigms is the same: generating human-coded data labels. In
this step, researchers code video and text replays of interaction data to generate labeled
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datasets which can be analyzed directly or used as training data for machine learning
classification tasks [24]. Recent work has attempted to partially automate this step as
well, using artificial intelligence to suggest coding categories or conduct mixed-initiative
coding [25], but this work is outside the scope of this paper.

In order to apply machine learning after the human coding step, it is necessary
to distill features of the data that can support computer detection of the differences
between code examples and nonexamples. This process typically involves human design
of the features which are aggregates of elements of the captured interactions [26]. It is
an iterative process to determine which features will be most effective at describing
the codes as developed by the researcher [27], a process similar to the iterative code
development described by Shaffer and Ruiz [23]. In this section, we elaborate on the
processes used to both interpret and label interaction data as well as means by which
researchers identify features that can be used to automate coding.

4.1 Creating a Dataset of Qualitative Codes

The coding process within and beyond QE relies on being able to create descriptions that
aremeaningful and interpretable beyondone person familiarwith the data. This is the role
of agreement metrics like kappa and Shaffer’s rho for the QE community [28]. Working
towards agreement through triangulation between human coders and machines allows
for a minimization of uncertainty for the reliability of a description of a phenomena
[23]. The trouble with interaction logs is that each event can be likened to a word in a
sentence. There is potential for meaningful codes when the words come together, but it
can be challenging to find complex meaning in a single word. Thus, when researchers
seek to identify labels for the phenomena in interaction logs, they often utilize alternative
representations (e.g. text, video, or visualizations) to assist human interpretation of the
logged events.

Take, for example, text replays, used in many papers within EDM [20]. Text replays
turn the events registered by the computer system (such as clicks) into textual descrip-
tions of the event that can be read narratively. The process of translation does not require
additional interpretation by the researcher as the descriptions provided can be taken
directly from the data schema of the system designers. Using this method, the “observa-
tions” being recorded take the perspective of the data logging designers who may give
primacy to certain types of user events and computer feedback. The strength of text
replay is that it transforms the event stream into a story which can be segmented into
different sized utterances. For example, in order to identify whether students struggle
on a given task, it may be necessary to see the task from beginning to end; however, to
identify productive use of guide text, it may only be necessary to see the first few actions
after a user receives help. Decisions about clip size, the EDM term for utterance, are
therefore iteratively grounded in the behavior being identified and the data itself.

Video replays [19] are somewhat more removed from the interaction log itself, but
they allow behavior to be situated within the context of the digital tool (as seen by
the user). Video replays typically reconstruct logs into a movie rendition of the user
interactions. Therefore, observation is less from the perspective of the designer and
more from that of the user or traditional researcher lens. During coding, this allows the
researcher to consider the state of the technical system, a particularly important element
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in games and other dynamic technologies, without the cognitive load of trying to track
the state between system events because it is all viewable on the screen. Thus, coding
can proceed more naturally with researchers considering the contextual game state as
part of the determining factors for a given code.

Visualizations are one of the less transparent methods of coding interaction logs
because there is less direct translation from the log itself to something observable by the
researcher. Instead, actions are considered in aggregate as rates of change or quantified
comparisons. For example, in their mapping of player activity in Plant Wars, researchers
created metrics for the amount of fertilizer players were applying in game and plotted
it based on the time the activity took place [29]. This mapping allowed them to eas-
ily answer questions around what and when behaviors were taking place, but it was
harder to answer the question of why. Ultimately, a shift in when player activity was
occurring encouraged researchers to dig deeper by interviewing players whose data was
particularly representative of the anomaly of interest; these interviews elicited new-
found understandings by identifying key context: some players were recent graduates
whose sleep schedules had changed.Without the mappings to help surface questions, the
researchers may never have been able to understand that element of gameplay behavior
and misattributed the behavior to unrelated factors.

The ability to question the nature of the data beyond summary statistics is valu-
able because it allows research teams to ground the interpretation in cultural analysis,
acknowledging the uniqueness of individual experience instead of normalizing assump-
tions about populations [18]. Visualizations can also be used to support participatory
research which increases agency for participants in data collection and interpretation.
Previously, QE researchers have utilized visualizations of a researcher-developed model
to engage participants in participatory research [30], but participants may also be able to
identify how trends connect with overarching codes from the initial stages of research
as well. When HCI researchers were interested in understanding trends of device usage
within the home, they used interaction logs alongside location data to help frame con-
versations with participants [17], an example of data-driven retrospective interviewing
[31]. Engaging the participants in their own data allowed for the trends to be interrogated
and framed by participants themselves (e.g. participants could define what family dinner
looked like in their own data) [18].

Regardless of themethod used to identify the codes and understandwhat is happening
within the technical elements of the system, the plentiful nature of interaction logs
necessitates automated coding if researchers desire to examine interactions beyond a
few cases. Thus, we need a means for taking the insights and labels on our dataset and
creating interpretable features that computers can utilize for automating the detection of
the codes within the larger corpus of data.

4.2 Determining Relevant Features

In discourse-centered QE research, many researchers have chosen to use the tool nCoder
to assist in the automation of codes [14]. The tool supports human coders in calculating
agreement (in service of validating codes) with a computer based on textual features
of each utterance. The human coders provide the desired features for the computer in
the form of regular expressions. For example, if a researcher is trying to capture people
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talking about symptoms, theymay choose to include regular expressions like “headach*”
and “feel” to try and capture the discussion. These expression-based features must be
developed in relation to the corpus as a whole to avoid unintentionally indicating positive
cases to the computer. The more data the researcher sees, the more refined they canmake
their features.

Similar approaches are used by EDM/LA researchers when working with interaction
logs (see discussion in [11, 13, 32]). Once the labels have been established for positive
and negative cases, they can be used to inform the feature generation process. However,
features of interaction logs are not as straightforward as identifying a word that occurs in
a sentence. Instead, aggregate features are calculated at the level of clip size to provide
characteristics of the utterance that are interpretable by the computer. These features can
then be used in a variety of algorithms to attempt to delineate between examples and
nonexamples of the behavior.

One method to determine which features are relevant is to consider the human per-
spective of expertise. For example, Paquette et al. [33] considered the ways that experts
thought through whether students were gaming the system in an intelligent tutoring sys-
tem (ITS). The experts noted the importance of pause length for identifying the behavior
within the interaction logs. When students in the ITS rapidly submitted answers over
and over with little pause, experts deduced that the students were not taking time to try
alternative strategies and were thus, likely gaming. These features may not be enough
to support computer interpretation on their own. For example, Paquette and colleagues
noted that the usefulness of the pause-based features is amplified by considering the edit
distance (ametric that shows how different two submissions are) of each subsequent sub-
mission by the student. Gaming behavior could include rapid, formulaic answers (e.g.
increasing subsequent answers by 10), thus the two features together assist computers
in identifying the behavior.

Similar tactics could be utilized for code labels that originate from video replay
or data visualization. Analogous to the identification of keywords as regex features,
researchers need to consider what is leading them to code a given case positively. There
are also general guidelines regarding what kinds of features can provide enough infor-
mation for description of system interaction behavior [34]. Baker & Owen [34] describe
the importance of including user behavior, system feedback, and user progression when
generating feature sets. In the Plant Wars example [29], researchers designed features
about how much fertilizer was being used, whether the game system indicated needing
fertilizer, and player progress metrics.

Concerns may arise in thinking about features as aggregates (i.e. time between
actions, number of clicks, etc.) that seem far removed from the phenomena of inter-
est (i.e. whether a user is scanning for information or persisting in gameplay). This is
why it is important to consider how each feature is relevant to the phenomena being
observed. Grounding both label and feature generation in theory (see examples in [10,
35]) can be beneficial to addressing questions of validity. Feature selection techniques
such as correlation and checking for collinearity may also allow researchers to filter
out less meaningful features. Striking a balance between useful features that correlate
with the phenomena and features based on a more traditional view of construct validity
may be helpful in increasing transparency of the resultant model for stakeholders while
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maintaining the ability to computationally differentiate examples and nonexamples. To
once again draw a comparison to textual data, it may be useful to incorporate a keyword
“black box” in automating a code for “trust” in the context of AI discussions, but the key-
word on its own may oversimplify the discussion. QE relies on being able to point back
at the evidence for why an utterance is coded in a particular way and contextualize that
decision [23]. Therefore, understanding the relationship between feature selection and
the phenomena of interest, while providing explanations for their relevance, is crucial for
ensuring fairness and contextually-grounded decisions in QE research with interaction
data.

4.3 Making Models

Explainability is equally as important in model selection to detect code presence as it
is in feature generation. Some ML models are more explainable or transparent than
others in the way they present results, although recent work has attempted to increase
the explainability of more inscrutable algorithms such as neural networks [36, 37].

There are potential challenges for QE researchers in trying to utilize AI models, even
themore interpretable or explainable ones. For example, the degree towhich explanations
are interpretable to someone who is not an ML expert varies considerably [37]. The
potential to automate the coding of identified behaviors offers a strong incentive to
explore machine learningmodels for QE, enabling deeper exploration of these behaviors
in connection with other behaviors and participant groups.

5 Why ML Codes are Useful for Understanding Interaction

In this section, we provide examples of ML codes and their utility for QE research to
understand interaction data. We draw connections between the details that QE allows
researchers to “get right” and the ways that the ML model would support those goals.

5.1 Situatedness Matters

Interactions emerge from “conversation” between participants and the digital system
[4]. These sociotechnical systems are complicated, and the interactions are nuanced in
a way that a click may not be just a click -- it may communicate a great deal more. To
understand the subtleties of interactions, researchers must be able to use their codes to
“generalize within” the context to consistently describe interactions where the patterns
of both user and computer system behavior remain consistent [38].

Take for example, the user behavior called Wheel-Spinning [39]. Students in digital
learning environments may exhibit this behavior when they are stuck, thus continuing
to try to solve a problem without making progress. Given just user actions, one may
see a number of clicks and blank submissions, changes to strategy (such as asking the
system for help), and even breaks between actions where users are considering new
approaches. The system actions would likely be almost wholly consisting of negative
feedback. Contextualizing the actions and negative feedback in light of a lack of forward
progress allows for the existence of a Wheel-Spinning code, but so what?
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QE and the focus on behaviors within context would allow exploration of this behav-
ior within the classroom. Many educators would likely agree that wheel-spinning is an
intervention-worthy behavior. Do the teachers successfully intervene? Do they even
notice? Do other students notice? How does a student’s Wheel-Spinning behavior man-
ifest in discourse or collaboration? These are all questions that rely on a deeper under-
standing of the behavior in context. To answer these questions, we need to be able to
connect the behaviors, not just clicks or feedback, that cross the digital boundaries to the
situational context they exist within. It isn’t just about being able to detect the behavior
and tag it for interactions, but using QE, we may be able to uncover the nature of the
system and its implications.

Furthermore, the use of detectors to code the interaction logmay be amethodological
necessity in this case. When participant behaviors cross over into digital spaces and spill
into other physical spaces (either via transience in their own position or interaction
with other participants who are not collocated), local observation by the ethnographer
may not adequately capture the phenomena under observation [27]. In other words, if a
researcher is watching a student in one classroom who is playing a collaborative game
with students in another classroom, they maymiss the potential downstream interactions
happening with the other students as a result of the digital interactions because they are
focused on the individual in front of them. The choices we make as researchers in what
we choose to include and attend to as data impacts the way we return to the observations
for analysis [40]. In an effort to not lose the metaphorical forest for the trees, tools (like
SPACLE [41]) have been developed to assist researchers in extending their observations
to position individual interaction logs alongside whole class data and observations in a
replay system.Byemploying theuseof logged interactions,we can consider a perspective
that incorporates more elements of the sociotechnical system in situ.

5.2 Perspectives Matter

Wemust also consider whether the codes themselves consider the user in order to achieve
the QE principle of fairness to the community [23]. Development of emic codes (those
which are community generated) may come directly from the user during open-ended
experience sampling [42], for instance. Usersmay participate in surveyswhere questions
attempt to uncover latent constructs such as affective states; however, these self-report
measures can be unreliable when moving to interpersonal ratings and are weakly corre-
lated to external behavioral measures [43]. Furthermore, self-report may be distorted by
the user’s ability to accurately describe their state, a potential problem for children, and
in cases where the affect/behavior is not socially acceptable. An alternate approach, in-
the-moment interviews driven by detectors, creates some potential to probe deeper than
a survey can [44]. For example, being able to detect frustration or other negative affect
through interaction logs can provide a way to ground conversations around how design
choices impact user experience [44]. Similar to visualization exploration, interviews
where users revisit their experience with the technical system allow for redefinition of
codes. For instance, as users discuss their experience in interviews, their responses may
lead the researcher to uncover nuances between feelings of frustration and challenge,
prompting a need to revise the code model for a more accurate representation.
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Why rely on ML models to begin these conversations? Tacit knowledge is often left
out of conversations and interviews with participants; researchers don’t know to ask the
questions, and the actions are so intuitive to users that they may not be readily articulated
to an observer [27]. Assigning labels to moments of interest from the perspective of the
researcher allows for more in-depth questioning about the perspective of the participant.

6 Unknown Compromises in Using Machine Learning

Although there are several potential benefits to the use of machine learning coding of
interaction data, there are several compromises that are inherent in incorporating this
practice into the QEworkflow. Principally, there is a need for discussions centered on the
ideas of triangulation and transparency. We begin the discussion here, raising questions
and providing guidance for QE researchers looking to join this trajectory.

6.1 Triangulation

Interaction logs are not the only form of “big data,” and automated coding outside of
detectors has been heavily leveraged by the QE community through tools like nCoder
[14]. These tools require not only agreement between the human coders on training data,
but also agreement between the automated classifier and both human coders in order to
minimize uncertainty [23]. This is also a standard practice when developing detectors
in digital environments. In almost all cases, a machine-learned model’s performance is
evaluated onwhether its inferences agree with human coders for data not used to develop
themodels. In exemplary cases, when generalizability beyond the initial data and context
is imperative, after a machine-learned model has been fully completed, entirely new data
is obtained, coded by humans, and tested for agreement.

When models underperform, researchers often return to the data in attempts to
improve them by both inspecting areas where models mislabeled the data and creating
new features to help capture previously missing elements [45]. Each subsequent return
to the data allows researchers to refine their understanding of the relationship between
features of the data and the code. The developers of Aeonium, an ML tool that supports
qualitative coding, recommend embracing this practice and especially the ambiguity that
arises from disagreement as a part of the process, bringing forth subjectivity and data
inconsistencies for interrogation leading to better codes [46].

Additionally, discussions for acceptable kappa thresholds will be required within the
QE community. Traditionally, kappa values above .61 have been seen as acceptable in
other communities [47]. In QE community tools, kappa levels of .9 are the expectation
[14]. In EDM and LA, much lower levels of kappa -- as low as .2 -- are sometimes seen
as acceptable, depending on the way a model will be used. For example, even slightly
better than chance performancemay be valuable if the potential benefit of an intervention
is high and the cost of an incorrectly-delivered intervention is low. These differences
require that researchers are explicit about the strengths and weaknesses of their ML code
models and the models that the codes are introduced into, such as network analyses. For
machine-learnedmodels, whether developed using nCoder or on interaction data, careful
consideration is needed of whether the model’s accuracy is sufficient for its intended
use, and what the risks to interpretation and fairness are of using an imperfect model.
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6.2 Transparency

A component of the detailed explanation expected of QE researchers is the transparency
with which they can tell the story of their data. Transparent models are essential for
closing the interpretive loop [28] by connecting the final model to the codes and back
to the data features that labeled the interaction with that code. Different ML models
have different levels of explicability and transparency. Recent work has attempted to
increase the explainability of even inscrutable models such as neural networks [37],
but these attempts remain imperfect, and explainability methods often disagree with
each other [48]. This reifies the trade-off within machine learning between accuracy and
explainability -- more accurate models are often harder to understand than simpler, less
accurate models. This challenge is not unique to interaction data; contemporary NLP
approaches involving large languagemodels can often producemuch better performance
(particularly for unseen data) but are much harder to explain or interpret. Algorithm
selection may come down to weighing the cost of poorer accuracy against the cost of
less transparency and interpretability.

7 Conclusions

Qualitative interpretations of a phenomena are deeply personal to the position of the
researcher, the participants, and the context within which the observations take place
[49]. Digital tools are now pervasive in the spaces we work in, and many phenomena of
interest to QE researchers also involve digital data. These tools offer potential insights
thatmay help to reframe participant actions and behaviors that cannot be fully understood
fromplace-based observation or even participant interviews. Leveraging data as a talking
point with participants may allow researchers to identify novel behaviors and better
understand how those behaviors are situatedwithin the context of study (e.g. life changes
for young gamers [29]). Machine-learned models developed using interaction data may
provide insights into fine-grained aspects of user activity that are emergent and hard
to otherwise study. Interaction logs provide valuable information to the QE researcher;
the challenge for the community will be to continue finding and refining methods that
allow for transparent description of this data and to continue pursuing development
and alignment of QE paradigms for research involving this data, while maintaining the
principles and research values of the QE community more broadly.
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Abstract. When employing unified, quantitative-qualitative methods such as
Epistemic Network Analysis (ENA), the relative frequency of codes and their co-
occurrence is of interest. However, in projects utilizing a large number of codes, if
all codes are included, the interpretation of these models becomes challenging. In
this paper, we provide three potential approaches to code selection. In the theory-
based approach, code clustering and selection was founded on relevant literature
or theory. In the insight-based approach, clusters of codes were defined by the
grounded observations of researchers. Lastly, in the model-based approach, fully
inclusive ENAmodels were generated to select codes for future models. We illus-
trated these approaches using data from our ongoing project that aims to measure
the effects of a health education intervention on near-peer educators’ understand-
ing regarding the biopsychosocial model of health. All three approaches may be
useful in guiding code selection for final ENAmodels or in providing a baseline for
further refinement of model parameters. By outlining these approaches, this work
contributes to discourse on making conscious and transparent decisions regarding
ENA parameterization.

Keywords: Code Selection · Epistemic Network Analysis ·Model
Parameterization

1 Introduction

1.1 Background

If aligned with ontological and epistemological assumptions, as well as research objec-
tives, researchers may decide to transcribe and code qualitative data to identify patterns
therein. Codes represent sets of concepts, gestures, expressions that capture relevant
aspects of data (as defined by the research questions) and help researchers systemat-
ically categorize phenomena in their data [1, 2]. Provided a dataset has been coded
systematically, the frequency, position, and interaction of codes can be subjected to
further scrutiny, and quantitative models of the coded data can be generated [3]. Quanti-
tative models may inform qualitative insight and offer additional warrants to qualitative
findings.
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Models of quantified qualitative data can, for example, display the strength of associ-
ation between codes, generally operationalized as co-occurrence frequencies. One way
to model code co-occurrences is via Epistemic Network Analysis (ENA), which depicts
the relative co-occurrence frequency of unique pairs of codes in designated segments
of qualitative data [4, 5]. ENA models display two coordinated representations of the
data in a two-dimensional space: (1) network graphs, where the nodes in the model
correspond to the codes, and the edges represent the strength of association between
codes, and (2) ENA scores, showing the relative position of each network as points.
The position of nodes and the location of ENA scores in the constructed space are not
arbitrary; network graphs can be used to interpret the meaning of ENA scores in terms
of the network structures they represent [6]. For this reason, if a model parameter is
altered, for example, by adding or removing a code, one alters the ENA model as well,
which may have marked effects on its interpretation [7, 8].

ENA was originally designed to model a small set of codes [9] developed under the
aegis of epistemic frames theory [10], but as it became applied to other theories in various
fields, the scope and number of potential codes began to vary. Lefstein emphasizes the
importance of “contextualization, performativity, co-construction, multi-modality and
ideology in how we mean” and that these meaning-making processes constitute the
foundation of hermeneutics [11]. He suggests these be most actively involved in the
“precoding” or code development stage, but also subsequent to final coding, as the
micro-analytic investigation of “select events” can not only validate our quantitative
models, but also help discover novel topics and ideas that require further investigation
[11]. Such iterative coding processes may generate a large number of codes, which,
when placed into a single model, can present an overwhelming complexity.

The question of code selection has been addressed by Wang et al. as “parsimony”:
including the fewest number of codes that sufficiently explains the phenomenon of
interest and retains interpretive alignment between the qualitative interpretation and the
quantitative model [6]. The authors developed Parsimonious Removal with Interpretive
Alignment (PRIA) to answer this challenge [6]. Yet, this technique entails having a
‘gold standard model’ to which more parsimonious (deflated) models are compared
using statistical significance, goodness of fit, and interpretive alignment [6].

Especially if codes are developed inductively (grounded in or emerging from the
data, as opposed to codes adopted from theory or a previous coding scheme), researchers
may not have a clear ‘gold standard model’ prior to parameterization and analysis. Even
with well-formulated research questions and goals, initial ENAmodels may serve solely
exploratory purposes to identify salient themes and patterns within the data, which are
subsequently examined in more detail [11]. In the following we discuss: what are some
possible approaches to selecting codes to include in ENA models?

1.2 Epistemic Networks

Describing in detail how networks are generated does not fall within the scope of this
paper (cf.: [1, 3, 5, 12]). Succinctly, in the process of wrangling, qualitative data is
segmented into lines (smallest meaningful pieces of data) and coded. Once in tabular
form, ENA can process this coded data and produces a matrix with code co-occurrences,
calculating the frequency of each unique pair of codeswithin given segments of datawith
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a form of accumulation specified as a “stanza window”. ENA aggregates the cumulative
frequencies for each unit of analysis per “conversation” (a form of data segmentation);
units are the totality of lines of data associated with a network within a model, and
are usually defined as data providers or groups of data providers. The cumulative co-
occurrence matrix for each unit is represented as a vector and forms an n-dimensional
space. Vectors are normalized to account for varying amounts of data, which captures the
relative frequency of code co-occurrences and also converts frequencies to fall between
0 and 1.

Subsequently, ENA applies a dimensional reduction procedure (singular value
decomposition, SVD, or means rotation, MR) to reduce the n dimensions to just two.
These two dimensions form the axes along which the unit vectors are then projected
as points (ENA scores) into the two-dimensional space. The coordination of network
graphs and plotted points means that the positions of the nodes can be used to interpret
the dimensions forming the space and explain the positions of ENA scores. The x axis
represents the dimension that explains the most variation in the co-occurrences, while
the y axis represents the dimension that explains the most variance in the co-occurrences
after the variance explained by the first dimension has been partialled out.

Thus, characteristics of the coded and segmented data, along with decisions in model
parameterization, define epistemic networks and the space into which they are projected.
Consequently, deciding on which codes to include in the model not only affects what
relationships the networks display (i.e., which codes become nodes), but also determines
the projection space and affects the interpretation of dimensions.

Precisely because ENA is sensitive to parameterization regarding codes, and because
interpretive alignment with the qualitative data was paramount in its design as a
visualization tool, we employ ENA to demonstrate approaches to selecting codes for
co-occurrence frequency modeling and discuss potential implications for these choices.

1.3 Approaches to Selecting Codes

Theory-Based. Some qualitative analytical frameworks that prescribe the researcher’s
stance to be as atheoretical as possible, such as Grounded Theory, where the aim of
analysis is to generate a theory from the data [13].Yet,most analytical procedures involve
a dialectical relationship between theory and data, and advocate using theory to state
preliminary assumptions and generate (sets of) codes. ENA can, in turn, be employed
to explore assumptions about the relationships among codes [6]. Relevant literature and
theory are most frequently employed at research design and code development, but can
also scaffold methodological choices in modeling.

Insight-Based. Once data has been collected (or even during data collection itself),
researchers often engage with their data and gain qualitative insights. These observations
(e.g., constructs of interest, perceived patterns, inconsistencies or atypical examples)
may contribute to code development, especially if codes are created inductively. As
researchers develop and test the applicability of their codes, theymay formulate “favorite
theories” about their data [11], a groundedunderstanding leading to preconceptions about
critical relationships (or their absence) among certain codes [14]. A more mature set of
observations (e.g., based on initial coding or hermeneutic analysis) may be referred to as
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a theme: a constellation of codes the researcher identifies as meaningful and significant
[15]. Such grounded assumptions, “favorite theories”, or themes may serve as the basis
for selecting codes to include in an ENA model.

Model-Based. Provided the use of theory was not justified or possible, and qualitative
engagement with the data was not warranted or did not yield any observations (or yielded
too many), another, more quantitative approach to selecting codes may be appropriate.
Since epistemic networks are projected into a meaningful space, the position of nodes
can be employed to formulate assumptions about relationships among codes. All codes
can be included in a single model to inspect this space, albeit this may create a highly
dense network, and nodes may even eclipse each other. Yet, the clustering of certain
codes, or code positions relative to the axes (dimensions) creating this space, may offer
insight into how codes relate to each other within the entire dataset. These insights can
then be mobilized to create subsets of codes and their respective models.

In the following, we use data from our ongoing project to elaborate examples for
all three suggested approaches and to discuss their implications regarding model con-
struction and interpretation. First, we introduce the context of our research, our goals,
employed methods, and disclose our codes. Next, each example will reflect a viable
means of selecting codes for model construction and a brief discussion of the generated
results. Subsequently, we discuss the implications of these approaches.

2 Data in Use

2.1 Project Overview

Several models of health and illness share the understanding that health is determined by
a number of factors and their interactions [16, 17]. Bircher [18] states that health emerges
from interactions among individual, social, and environmental factors. A widely known
model capturing the interplay of such factors is referred to as the biopsychosocial model
of health [16]. Effective health promotion, prevention, and health care leverage this
model, and congruently, so do successful health education programs.

The Balassagyarmat Health Education Program (BEP) was a school-based health
education intervention, run between 2018–2021, aiming to improve the health behavior
of high school students in Balassagyarmat, a city in a socioeconomically disadvantaged
region in Hungary [19]. Interactive offline and online sessions were designed using gam-
ification and peer education, a commonly employed method in school health education
[20]. Students of medicine, as near-peer educators, taught high schoolers for a year. The
program, developed by a multidisciplinary team at Semmelweis University, covered a
wide range of health-related topics in nine modules: healthy nutrition and physical activ-
ity, smoking, alcohol, drugs, reproductive and mental health, infection control, and basic
life support. Educators received 18 h of training each semester, which focused on the
material they delivered to high school students and the biopsychosocial model of health.

Upon completion of the BEP intervention, we not only wanted to explore the effects
it had on high school students as the primary target group, but also on the educators them-
selves. To achieve the latter, we are currently comparing the educators’ understanding
of the biopsychosocial model to those of medical students’ who did not participate in
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the intervention. We assumed there is a correlation between exposure to the intervention
and knowledge on the biopsychosocial model of health.

3 Methods

Both subsamples were recruited from Semmelweis University, Budapest, Hungary: 1)
BEP educators (who learnt all modules and taught in-person; n= 9), 2) controls (medical
students pair-matched for academic year and sex; n = 9). We conducted simulation
interviews (a form of knowledge elicitation, cf.: [21]) where cognitive task analysis [22]
was performedonvisual stimuli. Intervieweeswere probedvia a standardizedprotocol on
declarative and procedural knowledge on the determinants of health and their interplay.
We also administered a survey to collect sociodemographic data and self-reported health
behavior. Data were collected online by pairs of seven trained interviewers between
December 2021 and February 2023; interviews lasted 99 min on average.

Codes were developed in several stages in a guided inductive process based on the
eight1 modules of the intervention constituting parent codes. For amore detailed descrip-
tion of code development, see our preregistration (https://osf.io/hjs5b). The final code-
book contained two code clusters: substantive codes reflecting the intervention modules
and “metacodes” capturing aspects of our data that spanned across substantive codes.
Substantive codes were hierarchical, comprising two levels of abstraction; metacodes
were clustered in a flat structure. Table 1 contains the simplified version of our final
codebook; the more detailed version is available online: https://osf.io/t8xh5.

Table 1. Simplified version of our codebook.

Parent code Child code Code definition

Nutrition Unhealthy nutrition Malnutrition, bad eating habits, bad food
choices

Healthy nutrition Healthy eating habits, good food choices

Unhealthy weight Overweight or underweight, energy imbalance

Healthy weight Healthy weight, energy balance

Physical activity Healthy exercise Healthy quality and quantity of exercise

Unhealthy exercise Inactivity or too much exercise

Adequate sleep Right hours and quality of sleep, no
disturbances

Inadequate sleep Too little/much sleep; bad quality, disturbances

Smoking Active smoking Using tobacco or nicotine products

(continued)

1 Wedecided not to include the topic of basic life support in code development because it pertained
to health achieved by proxy in emergency situations.

https://osf.io/hjs5b
https://osf.io/t8xh5
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Table 1. (continued)

Parent code Child code Code definition

Passive smoking Exposure to someone else’s smoking

Alcohol Alcohol unhealthy Dysfunctional, chronic, uncontrolled drinking

Alcohol acceptable Moderate, controlled, or occasional drinking

Drugs Drugs unhealthy Unhealthy and serious effects of drugs

Drugs acceptable Less harmful drugs and experimentation

Sex Healthy sex Physical and mental health promoting sex life

Unhealthy sex Physical or mental health harms of sex life

Mental health Social support Good relationships, positive social influences

Social negative Bad relationships, negative social influences

Mental well-being Personal mental health and self-understanding

Mental ill-being Mental health problems, lack of self-acceptance

Infection control Hygiene Basic hygiene and cleanliness

Lack of hygiene Lack of hygiene and cleanliness

Metacodes Addiction Addiction to any substance or behavior

Abstinence Refraining from exhibiting a certain behavior

Finance Money as a factor in health or ill-health

Regulations Laws and regulations on alcohol and drugs

Access In/availability of services and products

Preventive health care Non/use of healthcare for preventive purposes

Adherence Use of medication according to prescription

Ability Knowledge, skills and responsibility for health

Physical environment Health effects of housing conditions, physical
environment, geographical location

Interviews were transcribed verbatim and anonymized. Sentences comprised our
lowest level of segmentation; we employed the Reproducible Open Coding Kit (ROCK)
R package2 to place sentences on separate lines and designate a unique utterance iden-
tifier to each. We used the Interface for the Reproducible Open Coding Kit (iROCK)3

to code and segment our data. Five researchers in our team “specialized” in a set of
codes each (5–7 codes from the total 31), and one researcher was responsible for seg-
menting transcripts according to visual stimuli (three pictures used during the simulation
interviews) and health determinants (elaboration of determinants by interviewees).

2 https://rock.opens.science/.
3 https://i.rock.science/.

https://rock.opens.science/
https://i.rock.science/
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Coding was performed on the level of sentences. The six coded versions of each
interview were merged with the ROCK R package and exported into tabular format
where sentences comprised rows, and columns were designated for each of our codes
and types of segmentation. If a code was present in a line of data, it was indicated
with a 1, the absence of a code with a 0. Stimuli-based segmentation was categorical,
determinant-based segmentation received ordinal numbering within each interview. The
interview protocol, visual stimuli, comprehensive codebook, coded dataset, and other
materials are available in our repository: https://osf.io/ynjv4.

In the following, we explore three approaches to selecting codes for our ENAmodels.
Our coding is currently in progress, hence we utilize only the intervention group data
for our examples. Code names and quotes (translated by the authors), marked with the
case ID [cid] of participants, are in italic.

4 Results

4.1 Selecting Codes Based on Theory

In the theory-based approach, we selected codes founded on relevant literature and the-
ory. Our intervention aimed to improve the health status of adolescents, hence theorywas
aligned with this target group. Substance use behaviors often begin during adolescence
[23] and are associated with both short-, and long-term health problems [24]. The smok-
ing, alcohol, and drug use-related disease burden is significant in the European Union,
especially in Hungary [25], therefore the prevention of adolescent substance use and
addictions are relevant targets for public health interventions. Planning such preventive
measures can build on the growing literature of risk and protective factors for substance
use. Numerous risk factors have been identified, such as 1) substance use among friends,
peers, and family, 2) high perceived accessibility of drugs, and 3) mental health prob-
lems, such as depressive symptoms and anxiety [26, 27]. Protective factors have also
been identified, for example: 1) psychosocial competencies (e.g., assertiveness, coping,
mindfulness, and optimism), 2) secure attachment and family cohesion, 3) successful
integration in school, and 4) anti-substance policies [26–29]. BEP covered both risk and
protective factors in its modules on alcohol, smoking, and drugs [19]. To explore the
associations between substance use and its risk and protective factors in BEP educator
narratives, we generated an ENA model by selecting all children of parent codes: Smok-
ing, Alcohol, Drugs, Mental health as well as metacodes Ability, Addiction, Abstinence,
Access, and Regulation.

Table 2 contains ENAmodel parameterization. Units were specified in a nested struc-
ture which allowed us to create a mean network for the intervention subsample (Group),
participants (cid), and stimuli. Conversation was defined as determinants, which were
subsections within narratives on specific stimuli. Code co-occurrences were accumu-
lated with a weighted whole conversation stanza window, which was justified by theory
regarding the meaning of co-occurrences in the text and by iteration between qualitative
insights and quantitative models.

https://osf.io/ynjv4
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Table 2. Parameters of the Epistemic Network Analysis (ENA) model generated for illustrating
the theory-based approach to selecting codes.

Unit Group > cid > stimuli

Conversation Determinants

Stanza window Weighted whole conversation

Codes Active smoking, Passive smoking, Alcohol unhealthy, Alcohol
acceptable, Drugs unhealthy, Drugs acceptable, Social support, Social
negative, Mental well-being, Mental ill-being, Addiction, Abstinence,
Finance, Regulations, Access, Ability

Minimum edge weight 0.04

Projection SVD1 (12.7%); SVD2 (11.6%)

Figure 1 displays the network reflecting participants’ understanding of risk and pro-
tective factors regarding substance use. In terms of risk factors, there was a strong
emphasis on substance use in social situations, as reflected in the connection between
Social support and Active smoking: “These gatherings are essential to build relation-
ships among teenagers, and alcohol is part of these, even if smoking should not be” (cid
101). Peer-pressure, manifesting in the connection between Social negative and Active
smoking and Drugs unhealthy, also appeared as a related risk factor. This signified that
peers and culture have a powerful negative influence on an individual’s substance use:
“Well, unfortunately we’re susceptible to influence and we like to be alike, and that
includes if it’s drug use or even just smoking” (cid 101). Risk associated with mental
health issues was also present in our network via its connection to dangerous drug use
(Drugs unhealthy), reflecting the view that psychological distress may lead to drug use
as a coping mechanism and drug use may result in mental health issues. High perceived
accessibility of substances, however, was not present in the narratives as a risk factor: no
connections were exhibited between the substance use codes and Access or Regulations.

Considering protective factors, Mental well-being and Regulations did not have con-
nections with substance use codes, but the role of assertiveness appeared in the connec-
tion between Ability and Addiction: “[It is healthy] if someone is aware of the addic-
tiveness of substances and of his/her proneness to addictions […] and can draw a line
and keep it, when facing these things” (cid 109). Thus, participants related substance
use to both risk and protective factors, however, representation of the latter was less
pronounced.
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Fig. 1. Meanepistemic networkof the educators of theBalassagyarmatHealthEducationProgram
(intervention group) on risk and protective factors of substance use, illustrating the theory-based
approach to selecting codes. Codes are represented by nodes (circles); node size and edge thickness
indicate the relative frequency of code co-occurrence.

4.2 Selecting Codes Based on Insight

Employing the insight-based approach to code selection, we leveraged the grounded
assumptions of researchers from the stages of data collection, codebook development,
and final, deductive coding. One observation was that, according to participants, healthy
nutrition was dependent on the availability of healthy food in shops (e.g., whole grain
products), and the latter was said to be determined by the size of the municipality
of residence and the financial situation of individuals. To systematically explore this
theme, we constructed a model including children of the parent code Nutrition and
metacodes Access, Finance and Physical environment. Table 3 summarizes ENA model
parameterization. The stanzawindowdesignationwas changed compared to the previous
model to optimize the model’s ability to fit with qualitative insights.

Table 3. Parameters of the Epistemic Network Analysis (ENA) model generated for illustrating
the insight-based approach to selecting codes.

Unit Group > cid

Conversation Determinants

Stanza window Moving stanza of 4 lines

Codes Unhealthy nutrition, Healthy nutrition, Unhealthy weight, Healthy
weight, Access, Finance, Physical environment

Minimum edge weight 0.04

Projection SVD1 (45.8%); SVD2 (25.7%)
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The network in Fig. 2 displays our validated preliminary insight on nutrition. Access
displayed connections with both Healthy nutrition and Unhealthy nutrition. The con-
nections manifested as nutritional habits being highly dependent on the availability of
products that can either serve health (e.g., home grown/farmed products) or be detrimen-
tal to it (e.g., fast food).Physical environment exhibited connections to the nutrition codes
as well, meaning that some healthy nutritional products are more commonly consumed
in the countryside, as the abovementioned home grown products. However, this con-
nection also encompassed the hazards of food processing at home (e.g., smoking meat
can result in increased carcinogen content). Physical environment displayed a strong
connection with Access and Finance, signifying that place of residence determines the
availability of certain products and services (e.g., sewage system, home-grown products,
education) and that the financial status of people influences health. An exemplar of these
co-occurrences is captured by a participant as follows: “We can suggest [people living in
the countryside] to buy processed meat of a better quality [because they are healthier],
but those are way more expensive […] Vegetables are expensive too. […] Fortunately,
those living in the countryside can grow some of their own” (cid 108). Yet, in contrast
with our preliminary insight, it was Physical environment, not Access, that showed the
most marked connections with nutrition codes.

Fig. 2. Meanepistemic networkof the educators of theBalassagyarmatHealthEducationProgram
(intervention group) on determinants of healthy nutrition, illustrating the insight-based approach
to selecting codes. Codes are represented by nodes (circles); node size and edge thickness indicate
the relative frequency of code co-occurrence.

4.3 Selecting Codes Based on a Full Model

When applying the model-based approach, we generated an ENA model with all codes,
observed theENAprojection space, andmade selection decisions for futuremodels based
on node positioning. Table 4 contains the parameters of this ENA model. The stanza
window designation in this model was chosen arbitrarily, as no theory or qualitative
insight could guide this decision.
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Table 4. Parameters of the Epistemic Network Analysis (ENA) model generated for illustrating
the model-based approach to selecting codes.

Unit Group > cid > determinants

Conversation Determinants

Stanza window Moving stanza of 4 lines

Codes All 31

Minimum edge weight 0.00

Projection SVD1 (6.1%); SVD2 (4.5%)

The x axis, explaining the most variance in our data, was constituted by Access,
Physical environment, and Finance on the one hand, and Ability, Mental well-being,
and Social support on the other. This dimension, shown in Fig. 3, can be interpreted
as contrasting environmental and socioeconomic determinants with individual ones; the
former characterized by lower individual control and greater determination by the broad
societal and environmental systems, the latter by personal and interpersonal aspects of
health over which the individual may have more control. Defining this dimension could
thus help form a grounded theory on how code clusters can be created; the two poles of
the dimension and associated codes are potentially separate models (e.g., an ENAmodel
displaying individual factors in health). Congruently, the y axis can be used to enrich
the theory built from the first dimension or to construct a novel grounded theory.

Fig. 3. Right:A full epistemic network of the educators of Balassagyarmat Health Education Pro-
gram (intervention group) on the determinants of health. Nodes highlighted in red are represented
in the left plot. Left: Specific codes that drive the x axis. Codes are represented by nodes (circles);
node size and edge thickness indicate the relative frequency of code co-occurrence.

Viewing the ENA projection space in terms of quadrants (upper right, upper left,
lower right, lower left) may also inform code selection. Codes taking on a proximal
position in the space exhibit similar connections to all other codes in the dataset. By this
logic, using quadrants (or node placement in general) can be employed to define code
clusters based on co-occurrence patterns. Depending on analytical goals, we may want



420 D. Árva et al.

to investigate connections among codes that exhibit similar co-occurrence patterns in
the data or codes that differ in how they connect to other codes.

If we wanted to delve deeper into connections among codes that exhibit a similar
co-occurrence pattern in the dataset, we could select codes that are proximal in the ENA
space and generate a separate model for them. For example, as shown in Fig. 4, we
may choose codes Mental ill-being, Active smoking, Ability, Social negative, Alcohol
unhealthy, and Drugs unhealthy to examine their interactions more closely (purple clus-
ter, Fig. 4, left). A separatemodel could be created for codesHealthy nutrition, Unhealthy
nutrition, Unhealthy exercise, and Passive smoking for the same purpose (teal cluster,
Fig. 4, left). This would contribute to conclusions such as individual decisions are key
to substance use behaviors, and peer pressure and mental health issues make healthy
choices more difficult.

Fig. 4. Right: A full epistemic network of the educators of the Balassagyarmat Health Education
Program (intervention group) on the determinants of health. Nodes highlighted in red are repre-
sented in the left plot. Left: Two clusters of codes that exhibit a similar co-occurrence pattern in
the dataset. Codes are represented by nodes (circles); node size and edge thickness indicate the
relative frequency of code co-occurrence.

Conversely, if we wanted to create a model that elaborates the connection between
clusters of codes with differing co-occurrence patterns, we could create groups of prox-
imally situated codes and dichotomize their occurrence into a novel, derived variable;
in essence, a new parent code would be created. This would entail designating a new
column in the dataset that is coded line-by-line as other code columns.

Code proximity, as the basis for derived parent codes, can be inspected in the default
ENA space or with an alternative plot called a unit circle4 shown in Fig. 5. Codes can be
grouped in several ways, for example, based on quadrant or proximity to an axis (e.g.,
Hygiene, Lack of Hygiene, Regulations and Alcohol acceptable in Fig. 5).

4 The unit circle node layout positions the network nodes where a line drawn from the origin to
each node in the default ENA layout intersects a unit circle. This places the nodes such that
they are all equidistant from the origin.
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Fig. 5. Left: Unit circle node layout of a full epistemic network of the educators of the Balassag-
yarmat Health Education Program (intervention group) on the determinants of health. Right: A
closer view of its highlighted area in the right plot. Codes are represented by nodes (circles); node
size and edge thickness indicate the relative frequency of code co-occurrence.

5 Discussion

In this paper, we aimed to demonstrate viable approaches to selecting codes for ENA
models. The theory-based approach entailed using literature or theory to formulate
assumptions and code clusters that affirm or challenge those. The insight-based app-
roach relied on the researchers’ grounded observations as the basis of code selection.
Lastly, in the model-based approach, an ENA projection space was created that included
all possible codes; selection relied on inspecting the position of codes in this space.

Theory is an integral and inherent element of research [30]. Yet, guided inductive
code development (basing codes/codebook on theory or literature) or deductive code
development (adopting codes/codebook from others) is not without challenges. Often,
codebooksmaynot bemade public by researchers ormaynot reach the level of specificity
needed to adopt and apply codes reliably [31]. Furthermore, constructs may differ in how
they are defined even among authors using the same theoretical framework. Thus, use
of identical construct labels does not necessarily imply that they are measuring the same
phenomenon [32, 33].

The effects of researcher biases and preferences are ubiquitous throughout research,
and are even embedded in analytical tools [34, 35]. One might argue that constructing
a model of the data that reflects qualitative insights only generates findings prone to
the confirmation bias [36]5. Preregistering research and employing credibility strate-
gies, such as reflexivity, iterative codebook construction, and social moderation during
the code development phase, or respondent validation and peer debriefing during the
analysis phase, may prove to be effective in reducing researcher bias [37]. The coded
dataset should already be a scrutinizable output of transparent and systematic processes.
Thus, basing code selection on insights gained during various phases of research does
not necessarily increase the effects of bias, in fact, the iteration between qualitative
understanding and quantitative model may even disprove initial researcher assumptions.

5 We are intentionally sidestepping the crucial epistemological and ontological question of
whether biases should be minimized in scientific outputs or employed as an analytical tool.
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When working with many codes, the level of difficulty in interpreting pairwise con-
nections in an epistemic network rises, and nodes may start to eclipse each other, lending
challenges to visual inspection [9]. A model-based approach to code selection may be
appropriate if, for example, no theory is employed (because, e.g., generating a grounded
theory is an analytical objective [13]) or no qualitative insights can reliably be gained
(because, e.g., insights of interest depend onmultiple attributes of data providers). Albeit,
one should exercise caution in solely selecting codes that exhibit the strongest connec-
tions and excluding those with weak or no connections from future models, as some
crucial connections may be hidden behind the effects of “dominant codes” [9] and weak
connections may play a significant role in explaining variance. Furthermore, code pairs
exhibiting no connection may be a critical aspect of the findings as well.

The most notable limitation of this study is that in order to elaborate the three
approaches to code selection, we did not address other questions in model parameteri-
zation, and did not discuss how those decisions affect networks and their interpretation.
Choices pertaining to co-occurrence accumulation and aggregation (e.g., operational-
ization of unit, conversation, and stanza window) are especially crucial [1, 14]. A further
limitation is that the specification of our units was primarily guided by the number of
codes we wanted to include in our model. Aiming to keep the number of units higher
than the number of codes to ensure statistical validity [12] resulted in varying unit
designations across the demonstrated approaches.

6 Conclusions

The presented approaches to code selection offer strategies for addressing a large number
of codes in analysis, both to uncover fine details and to outline broader associations.
The networks that are produced in any of these approaches can be considered initial,
exploratory models aiding a dialectic with the researcher’s qualitative understanding of
the data, or can constitute the final models included in the write-up of results. Our paper
aims to spark further discussion on modeling interaction among many codes, a common
challenge in conveying qualitative research findings.
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31. Zörgő, S., Peters, G.-J.Y., Porter, C., et al.: Methodology in the mirror: a living, systematic
review of works in quantitative ethnography. In: Wasson, B., Zörgő, S. (eds.) Advances in
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Abstract. Artificial intelligence has been applied to simulate many human activ-
ities in Quantitative Ethnography(QE). This paper evaluates the creation of an
intelligent co-rater for coding qualitative (text) data in QE research. The intelli-
gent task for a computer agent in this study is helping human researchers identify
patterns by smartly sampling items that contain patterns of interest the researcher
has yet to identify. This study compares the performance of an existing bidirec-
tional LSTM model, bLSTM, a new nearest neighbor model, weNN, and a newly
proposed combination of the two. The study focuses on learning data collected
from implementations of an epistemic game and associated qualitative coding data
coded by regexes. The contributions of this paper include: 1) a newly proposed
combination of bLSTM and weNN, referred to as bwInter, which was identified to
have the best performance among the three models, with efficiency from approxi-
mately 5.8 (lower recall band) to 10.3 (upper recall band) times greater than random
searching, compared to the existing bLSTM which had 4.8 (lower recall band) to
5.8 (upper recall band); 2) an examination of the effectiveness of bwInter at five
different phases of automated classifier development, which showed, when com-
pared to random searching, increasingly better performance from earlier to later
phases in classifier development; and 3) an investigation of performance across
different qualitative codes, which showed that, while the effectiveness varies from
code to code, the model bwInter always performed significantly better than others,
with aminimumefficiency 3.20 times that of random searching.Overall, this paper
suggests that, the newly identified model bwInter could be used to create highly
effective intelligent co-raters that help identify missing text patterns in coding
qualitative data in QE research.

Keywords: intelligent co-rater · negative reversion · qualitative coding ·
bidirectional LSTM, · neural network · word embedding · nearest neighbor

1 Introduction

The advance of artificial intelligence has made computers able to simulate human intelli-
gence in solving complicated problems in QE research. For example, intelligent tutoring
systems (ITSs) simulate the performance of human tutors in helping students to learn
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through natural language conversation [15]; teachable agents simulate human students
to provide learning-by-teaching experiences [2]; intelligent mentors simulate human
mentors to guide learning process in epistemic games [22], intelligent essay assessors
simulate teachers’ assessment by automatically grading student essays [12], and more.
Yet, there are important tasks that AI has not been able to replicate to acceptable levels
of performance in comparison to human performance. One such task is coding text data
in QE research [7, 14, 21].

Coding is a complicated process that is difficult for machines to simulate [18]. For
example, a typical “bottomup” coding process involves a cycle consisting of three coding
levels – open coding, axial coding and selective coding [23]. The first level, open coding,
aims at identifying basic concepts and related text pattern (concept-indicator model)
emerged in the data. The second level coding, axial coding, refines the concepts and
their corresponding patterns and organizes the basic concepts into key categories. The
last level, selective coding, further refines these key categories and indicators andmerges
the key categories into themes which could be used to form a theoretical framework.
Taking such approaches, a researcher tries to answer two basic questions: “What is the
code I am interested in?” and “What are the text patterns (indicator(s)) that count as
evidence for the occurrence or presence of the code?”. In the words of Shaffer and
Ruis, coding is a process in which researchers “defining concepts and identifying where
they occur in data” [21]. Unlike “black-box”machine learning classification, transparent
coding approaches require that the researcher could “point” to specific parts of the texts
as evidence of the code occurrences [21].

Thus, an intelligent agent needs to simulate human intelligence by 1) identifying
key concepts as they appear in the data; and 2) identifying text patterns that accurately
represent a specific concept.

There are machine learning algorithms that can simulate human coding to some
degree. Topic modeling [3, 11] represents underline topics by topic proportions in each
document (text segment) and topic probability distributions on vocabulary words. The
topics can be taken as codes. The meaning of a code can be approximately interpreted
by the words with highest topic probabilities and the occurrence of a code in a segment
can be determined by the topic proportion score. A binary classifier can be constructed
using the topic proportion score: if and only if the topic proportion score exceeds a
certain threshold, say, 0.5, the code is considered to be present. While this method is
fully automatic, it simulates human intelligence in a very limited way. First, interpreting
the meaning of a topic is often ambiguous, inconclusive, or inaccurate. While the topic
distributions may show some impressive patterns that seem to make sense, they often
do not cleanly represent specific concepts. For example, a topic may have the words
“education”, “school”, “student” at the top of the topic probability distribution. However,
a researcher may not feel comfortable to interpret the topic as “education” because there
could be other words irrelevant to education that have probabilities close to these words.
Second, proportion scores fail to provide specific text pattern(s) that can be shown as
evidence of code occurrence, resulting in non-transparent coding [6, 21].

Another approach, supervisedmachine learning, are based onmodels that are trained
from human coded data and then be applied to data without human coding [8, 10, 19].
When working with large data sets, such algorithms can reduce the amount of human
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effort required to classify the data. However, supervisedmachine learning approaches do
not have the intelligence to automatically identify concepts and text patterns and require
large amounts of human coded data to achieve acceptable levels of performance.

A more promising method is active learning, in which the machine acts as a co-rater
that works with a human rater [5, 21]. In such a system, a human rater is responsible
for defining a code, identifying some of the text patterns, and providing coded items.
The machine co-rater takes the identified text patterns and coded items as input to train
a learning model. The trained model then identifies new items that most likely contain
missing or inaccurate text patterns. These items are provided to the human rater along
with possible patterns that can be revised or added to the set of text patterns the researcher
believes represent an occurrence of the code. The human rater codes these new items
and refines the definition of the codes and corresponding text patterns. The iteration
continues until the text patterns are accurate and complete, or the automated classifier
has achieved a desired level of performance. In such a process, The machine corater
needs to simulate human’s intelligence in 1) identifying items that contain inaccurate
or missing text patterns; and 2) generating and revising text patterns. In this paper,
we focus on the algorithms that helps the machine to intelligently identify items that
contain missing text patterns. We call these items “False Negative Items” (FNI). In the
sections below, we first describe these algorithms. We then apply the algorithms to a real
education data with 6 automated codes over 10 recall bands. Finally, we compare the
algorithms and show that the combination of a bidirectional LSTM(Long Short Term
Memory) model and word embedding based nearest neighbor model most efficiently
identify FNI.

2 Negative Reversion Set and Research Questions

2.1 Negative Reversion Set

Cai and colleagues introduced the Negative Reversion Set (NRS) to improve the low
recall performance of rule based coding methods [4, 5]. Coding rules are usually created
through text patterns: “if a text item contains any of the text patterns in the collection, the
code occurs in the item”. Thus, when a collection of text patterns is identified, the data
can be automatically coded using those rules. Items in which a code occurs are coded
as positive; otherwise the item is considered negative. Coding errors from such method
are of two types. One is from inaccurate text patterns. A text pattern is inaccurate, if
there are items that contain this pattern but the code does not occur in said item. Such
inaccurate patterns cause false positives. A second type of coding error is rooted in
missing text patterns. A text pattern is missing if it is contained in an item that a human
expert would code as positive but is coded as negative by the current collection of text
patterns. Missing patterns cause false negatives.

Missing text patterns can only be identified from examining false negative items
(FNIs). However, finding FNIs is often difficult. Codes of interest often have low fre-
quencies in the dataset of interest. Thus, even if the number of FNIs is a small proportion
of the coded negative set, they could easily out number the positive occurrences of the
code in the data. For example, consider a set with 11000 items, with 1000 coded as posi-
tive and 10000 as negative. If 10% of the negative items are FNIs, they are equivalent to
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100% of the coded positives, which is often too high an error rate to tolerate. However, to
identify the missing text patterns present in the FNIs, a researcher would have to search
among the 10000 coded negative items of which only 10% are false negatives.

The negative reversion set is a subset of the items that are coded as negative by
identified text patterns but reversely coded as positive by another “intelligent co-rater”.
The intelligent co-rater may correctly or incorrectly reverse the items. However, a co-
rater with high “intelligence” can identify a negative reversion set with dense FNIs. Cai
and colleagues created a co-rater using a bidirectional LSTMneural network and applied
to a real data set collected from an epistemic game. They showed that, at about the half
way point of the coding rule development phase, the density of FNIs in the negative
reversion set could be from 3 to 12 times higher than in the entire negative set coded by
the under-development text patterns [5]. In another study, Cai et al. simulated the use
of the negative reversion set in real coding process and found that their algorithm could
reduce required manual coding items by 50% to 63%, compared with random sampling
[4].

In this paper, we investigate possible further improvement of the co-rater’s “intel-
ligence” by combining the bidirectional LSTM model with a word-embedding based
nearest neighbor model. The models are compared using the same data set used by Cai
and colleagues. In addition, we investigate the FNI densities as functions of rule com-
pleteness and explore the effectiveness of negative reversion sets across the whole rule
development process. To get some idea about how the model could be applied to new
data and new codes, we investigated the performance differences across the existing six
codes. Specifically, our research questions are:

1. Does a certain combination of a bidirectional LSTM neural network model and a
nearest neighbor model yield better negative reversion sets?

2. How does the effectiveness of the negative reversion sets change in the rule
development process?

3. How does the effectiveness of the negative reversion sets changewith different codes?

3 Mathematical Definitions and Algorithms

3.1 Mathematical Definitions

Following the work of Cai and colleagues [4, 5], we give mathematical definition of the
notions we use in the rest of the paper. All these definitions are relative to a given code.

– data set D: a data set containing segmented text items;
– ideal rater Ri: a rater that correctly classifies every item in D as positive or negative;
– rule based classifier Cr : a rule based classifier based on identified text patterns;
– intelligent co-rater Rc: a machine rater that learns from the result of the rule based

classifier Cr and identifies possible wrong ratings of Cr ;
– ideal positive set P: the set of items in D classified as positive by the ideal rater Ri;
– ideal negative set N: the set of items in D classified as negative by Ri;
– classified positive set P˜: the set of items inD classified as positive by the rule based

classifier Cr ;
– classified negative set N ˜: the set of items in D classified as negative by Cr ;
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– co-rater positive set P˜: the set of items inD classified as positive by the co-rater Rc;
– co-rater negative set N ˜: the set of items in D classified as negative by Rc;
– negative reversion set N ˜P˜: set of the items classified as negative byCr but reversed

as positive by Rc.

In the formulas above, “XY” denotes the intersection of two sets “ X” and “Y”. The
following metrics are used in this paper to measure the error and accuracy of the rule
based classifier:

– proportion of true positives: tp = |P P˜|/|D|;
– proportion of false positives: fp = |N P˜|/|D|;
– proportion of false negatives: fn = |P N ˜|/|D|;
– proportion of true negatives: tn = |N N ˜|/|D|;
– precision: precision = tp/|P˜| = tp/ (tp + fp); and
– recall: recall = tp/|P | = tp/ (tp + fn).

3.2 Algorithms Pattern

The algorithms used in this study include a bidirectional LSTM neural network model,
referred to as bLSTM, a word embedding based nearest neighbor model, referred to as
weNN, and a combined model, referred to as bwInter. Every model is implemented as
an “intelligent mind” of a negative reversion co-rater. That is, each model is able to learn
from coded data and then find possible positive items from the negative item set of the
rule based classifier. We use these models in their simplest way without considering any
possible fine tuning. Therefore, the performance of our models can be considered as
their baseline performance. In addition to the three intelligent models, we add another
non-intelligent model, labelled as random. The details of these four models are given
below.

Fig. 1. Bidirectional LSTM neural network model for text classification

Bidirectional LSTMNeural NetworkModel. Figure 1 shows the bidirectional LSTM
model, bLSTM. This model assumes 1) the text data has been segmented as a collection
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of documents; 2) each document has been tokenized; and 3) each unique token has been
indexed. The input layer takes a document index vector and passes it to the embedding
layer, which creates a unique vector representation for each unique token. The ordered
token vectors are passed to a bidirectional LSTM layer that creates two vector repre-
sentations, one forward and the other backward. The two vectors are merged into a
single vector representation. The dropout layer randomly removes 50% of elements in
the vector to control for over-fitting. The remainder of the vector elements are passed
to the sigmoid layer which computes a probability that indicates how likely the input
document should be coded as a positive. The probability value is then converted to a
binary coding value using a cutoff threshold 0.5 [17]. This algorithm is used to create
an “intelligent” negative reversion co-rater that reverses a negative item x ∈ N ˜ if the
predicted probability value is greater than 0.5.

WordEmbeddingBasedNearest NeighborModel. The package text2vec [20] is used
to train the word embedding model, which learns from segmented and tokenized text
data and generates a unique vector representation for each document. The cosine values
between all pairs of documents are then computed to form a document similarity matrix.
For two subsets X ⊂ D and Y ⊂ D, the nearest neighbor of a document y ∈ Y in the
subset X is a document x ∈ X that has the highest similarity to y. Namely, there is no
document in X that has similarity to y higher than the similarity between x and y. This
model, referred to as weNN, is used to create a co-rater that reverses an item x ∈ N ˜ if it
is a nearest neighbor of an item y ∈ P˜.

Combined Model. The combined model, referred to as bwInter, creates a corater by
intersecting the negative reversion sets from a bLSTM model and a weNN model. That
is, bwInter creates a co-rater that works by reversing an item’s classification x ∈ N ˜, if
a model bLSTM and a model weNN both reverse x.

Random Model. The random model, referred to as random, is not considered intelli-
gent. It doesn’t have any information about which items may be false negatives. Thus,
it presents all items in N ˜ to the researcher who has to randomly search in the whole set
N ˜ in order to find FNIs. This model is included for comparison purpose.

4 Method

4.1 Data

In this study, we used the same Nephrotex data set used by Cai and colleagues [4,
5]. This Nephrotex data was collected from an epistemic game [1, 9, 13], in which
participants worked as interns at a fictitious company that designs and manufactures
ultra-filtration membranes for hemodialysis machinery used to treat end-stage renal
failure. The epistemic game implementations were divided into two phases utilizing
a classic jig-saw approach. In the first phase, participants were grouped into teams of
five, with each team working on a specific task. In the second phase, participants were
regrouped, into new teams of five members from different teams in the first phase. The
task in the second phase was to reflect the work each member did in the first phase to
collaborate with their new teamwith varied expertise each participant brought from their
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first group. The utterances in all online team chat conversations were collected, resulting
in a data set with 50,888 utterances. After filtering out the 70 longest utterances, 50,818
utterances were used, each with a length under 100 words.

4.2 Codes

Previous researchers created six codes, including Tech Constraints, Performance, Col-
laboration,Design,Data and Requests. The automatic classifier of each code was devel-
oped as a collection of regular expressions [16], representing the identified text patterns.
The classifications were validated by two raters. The code descriptions, regex examples
and the validation statistics can be found in Cai and colleagues [5].

4.3 Simulation Procedure

To answer our research questions, we simulated the co-rating process using four different
models on the Nephrotex data set. For each of the six codes, we took the classifier with
the complete regex list as the ideal rater Ri, a partial regex list randomly sampled from
the full list as the under-development rule based classifier Cr . To get robust statistical
results, we ran 100 iterations for each code. In each iteration, we randomly sampled
10 partial regex lists from the full regex list of the code so that the recall of classifiers
are equally distributed in 5 “recall bands”: [0–0.2), [0.2, 0.4), [0.4–0.6), [0.6–0.8), and
[0.8–1]. We assumed that every regex was correctly composed, namely, the precision for
every partial classifier was 1. For each given partial classifier Cr , the negative reversion
set was identified by each of the four co-raters. We then computed FNI density in each
negative reversion set and statistically compared the co-raters on the densities, as well
as the ratio to the random model.

5 Results

The 100 iterations on 6 codes and 10 partial classifiers was expected to result in 6000
data points. However 664 items were missing because the regex list for some required
recall intervals were not found; and 287 items were invalid because the process returned
empty negative reversion set. The final results included 5049 valid data items.

Overall. Figure 2 shows that the overall FNI density of each model (upper figure) and
ratio to random model (lower figure) across all codes and recall bands. The random
model established the base line of the overall average FNI density, which was (5.94 ±
0.12)%. The FNI density of the nearest neighbor model, weNN, was (25.37 ± 0.61)%,
which was 4.27 times the density of the random model. The bidirectional LSTM neural
network model, bLSTM, was (30.28 ± 0.71)%, which was 5.09 times the density of the
random model. The combined model bwInter was (41.10 ± 0.90)%, which was 6.92
times the density of the random model. The averages were computed on 5049 items and
the confidence intervals were computed at 95% confidence level.
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Fig. 2. Average FNI density (upper) and ratio to random (lower) across five recall bands and six
codes over 100 iterations.

As Functions of Recall. Figure 3 shows mean FNI density as functions of recall. As
recall increased, the FNI density for all models decreased. However, the ratio of the
densities of each intelligentmodel to the randommodel increased.On all recall bands, the

Fig. 3. FNI density (upper) and ratio to random (lower) as functions to recall
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rank order of the performance of the models were the same as the overall performance,
i.e., bwInter > bLSTM > weNN > random. The average density of the best model,
bwInter, started with (78.92 ± 4.19)% at low recall band and decreased to (7.35 ±
0.74)% at high recall band. Compared to the random model, the density ratio of bwInter
to random is 5.82 at the lowest recall band and increased to 10.30 at the highest recall
band. The model bLSTM started from (69.56 ± 2.96)% at lowest band and decreased
to (4.08 ± 0.71)% at the highest band. The ratio to random ranged from 4.83 to 5.83.
The model weNN started from (55.48 ± 3.25)% at lowest band and decreased to (3.51
± 0.31)% at the highest band. The ratio to random ranged from 4.08 to 4.94.

Code Difference. Figure 4 shows the mean density of each model on each code. The
rank order of performance of the models were again the same as the overall performance
on every code. The intelligent models had highest performance on the code “perfor-
mance”. For this code, the average FNI density of the best model, bwInter, was (73.13
± 1.82)%, 8.31 times that of random; the model bLSTM was (54.95 ± 1.81)%, 6.25
times of random; and the model weNN was (52.62 ± 1.57)%, 5.98 times of random.
The average density of random was (8.80 ± 0.32). The worst performance occurred on
the code “data”. The average density of bwInter was (17.02 ± 1.15)%, 3.20 times of
random; bLSTM (16.02 ± 0.94)%,3.01 times of random; and weNN (8.97 ± 0.39), 1.69
times of random. The average density of random was (5.32 ± 0.21)%. The highest ratio
to random occurred on the code “request”: bwInter 14.52, bLSTM 7.95, andweNN 6.84.

Fig. 4. Code difference in FNI density (upper) and ratio to recall (lower)
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6 Conclusions

In this study we aimed to create an intelligent co-rater to help code qualitative data. In
service of this goal, we investigated threemodels, an existing bidirectional LSTMmodel,
bLSTM, a newly proposed nearest neighbor model,weNN, and a novel combined model,
bwInter. Our simulation suggested the following. While the nearest neighbor model
weNN is not as good as bLSTM, combining weNN and bLSTM yields a significantly
better model (bwInter). On the simulated data, the average FNI density over all recall
bands and all six codes was 41.10% for bwInter, in contrast to 30.28% for bLSTM.
Since the cost in identifying text patterns is inversely proportional to FNI density [5],
the overall cost of the combinedmodel bwInter is about 74%of the cost of bLSTM. 2) The
combining model, bwInter, works especially well in later development of text patterns.
Our simulation showed that the FNI density in the negative reversion sets decreasedwhen
the text pattern completeness increased. However, the ratio of density of the intelligent
models to random increased. The ratio for bwInter increased from 5.82 at the lowest
recall band to 10.30 to the highest band, while bLSTM went from 5.13 to is 5.83. 3) The
combiningmodel bwInter could possibly be a better choice for other data and codes. Our
simulation showed that, although the performance varied from code to code for all three
models, bwInter consistently worked better than bLSTM and weNN. That is, we believe
that bwInter is a useful automated co-rating tool that can assist human researchers to
more efficiently create transparent automated coding algorithms of qualitative textual
data in education research and practice.

Limitations and Future Work. The first limitation of this paper is that the proposed
algorithms are all in their simplest form and may have room for further improvement
and optimization. For example, the nearest neighbor model may be constructed using
other semantic representations; and the combination could be in other forms. The second
limitation is that we didn’t identify the source of code differences, although we see that
the performance of all three intelligent models differed from code to code. The third,
whether or not the reversion sets would introduce systematic bias to coding is yet to be
explored. These are directions we will continue to pursue in future work.
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Abstract. Quantitative Ethnographic researchers sometimes use
machine learning to help them discover codes in discourse. Commonly
used techniques, such as topic modelling via Latent Dirichlet Alloca-
tion (LDA), are computationally limited and may produce results that
are difficult to interpret. We present a novel approach for automated
code discovery using graph neural networks (GNNs) and generative arti-
ficial intelligence (GAI) that identifies and interprets topics in discourse.
Using data collected from a collaborative sensemaking task, we compare
the results of our method to the outputs of a similar approach using
LDA, as well as manually derived codes. We found that for these data (a)
GAI can produce reasonable interpretations of topics; (b) the LDA-based
approach discovered content-related codes; (c) the GNN-based approach
discovered process-related codes; and (d) the outputs of both approaches
had little overlap with manually derived codes.

Keywords: qualitative coding · graph neural networks · topic
modelling · generative artificial intelligence

1 Introduction

The process of coding—assigning labels to pieces of data—is central to quanti-
tative ethnographic (QE) research. When determining what to code their data
for, QE researchers may apply a variety of approaches. One such approach is
data-driven in which they use quantitative techniques to search for patterns in
their data that are suggestive of [C]odes1. For example, researchers might use
natural language processing (NLP) techniques to count the most frequent terms
of varying lengths. More sophisticated techniques include topic modelling, which
examines the co-occurrence of terms in the data to identify clusters of related
terms called topics. Using the terms in these topics, researchers can provide
summaries or interpretations of the topics to help decide on which [C]odes to
investigate with their data.
1 In QE, we often distinguish between [C]odes—culturally relevant meanings of

actions—and [c]odes—features of data that we use to indicate the presence or absence
of [C]odes [22]. [C]odes are the big idea we are interested in; [c]odes are things in
the data that signify the big idea is happening.
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While quantitative approaches to [C]ode discovery are potentially useful and
time-saving, they are relatively under-explored in the context of QE. One rea-
son may be that techniques like topic modelling can quickly suggest collections
of related terms, but the process of interpreting these collections of terms into
meaningful [C]odes may be difficult and, once interpreted, the [C]odes they sug-
gest may not be useful for the later steps of the QE analysis [2,6].

To address these issues, we present a preliminary study that tests a new
method for automatically discovering [C]odes in discourse. The method adds two
novel components to prior quantitative approaches. First, we apply graph neural
networks (GNNs) to the data for topic modelling, rather than standard tech-
niques. GNNs are computationally more powerful and sensitive to both global
features of the data and the interdependencies that exist between segments of
the data–e.g., turns of talk. Second, we pass the output of the GNN model to a
generative AI—here, ChatGPT [15]—to automatically provide an interpretation
of each topic and thus suggest [C]odes for further analysis.

To evaluate our method, we compared it to an approach that uses standard
topic modelling via Latent Dirichlet Allocation (LDA) and the same generative
AI for interpretation. We qualitatively compared the collections of terms and
[C]odes suggested by both approaches to identify meaningful differences and
compared these outputs to actual [C]odes applied to the data in an ongoing
QE analysis. Our results show that (a) generative AI can produce reasonable
interpretations of topics; (b) the LDA-based approach discovered content-related
[C]odes; (c) the GNN-based approach discovered process-related [C]odes; and (d)
the outputs of both approaches overlapped only slightly with manually derived
[C]odes.

2 Background

2.1 Identifying [C]odes

QE researchers are interested in developing an understanding of some culture
or community of practice. After collecting some record of the activities of this
culture as data, one of the first steps in the QE process is to code the data.
[C]odes are significant concepts or actions in the culture being examined and
the process of coding refers to the act of associating pieces of data with those
concepts or actions [22].

In general, there are two approaches that QE researchers take to determine
the [C]odes for their data. One is a “top-down” or “deductive” approach in
which researchers adapt an existing coding scheme from the literature to their
own purposes. For example, this was the approach taken by Sun and Barany [24]
when they applied a coding scheme adapted from Nadal’s work [14] on Asian
American categorisation.

The second approach, which is the main concern of this study, is often referred
to as “bottom-up” or “inductive”. Here, researchers come to the data without
an explicit conceptualisation of a coding scheme. Instead, they examine the data
in order to suggest appropriate [C]odes. Researchers might do this examination
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qualitatively, taking what is know as a “grounded” approach in which they read
their data until they identify a suitable set of [C]odes. This was the approach
taken by Swiecki and colleagues [25] in their study of the conversations of air
defense warfare teams in training.

It is also possible to conduct the bottom up approach quantitatively, for
example by using NLP and machine learning approaches to find patterns of
terms in the data that may be suggestive of [C]odes. Such an approach was
adopted by Cai and colleagues [5], who used topic modelling to discover [C]odes
for a dataset of collaborative conversations between students.2

Once a suitable set of [C]odes has been identified, QE researchers create a
codebook that maps the [C]odes to their instantiations in the data (i.e., [c]odes)
[21]. Generally, codebooks contain three pieces of information: (a) the name
of the [C]ode; (b) the definition—that is, a description or explanation of—the
[C]ode; and (c) examples of the [C]ode as they appear in the data. In this paper,
we operationalise the (tentative) discovery of a [C]ode as determining an ini-
tial name and definition for a potential [C]ode. This leaves out a crucial step
of finding examples; however, because the process of determining names, defini-
tions, and examples can plausibly happen in tandem, sequentially, or cyclically,
separating out naming and defining from finding examples can be useful during
the coding process. Moreover, such a processes (at least initially) can free the
researcher from concerns about reliably coding the data and instead allow them
to focus on plausible ideas to investigate further. Of course, reliably coding data
is a vital step in the coding process, but it is not the focus of this paper.

2.2 Topic Modelling via LDA

As the work by Cai and colleagues [5] demonstrates, topic modelling can be a
powerful method for [C]ode suggestion. Topic modelling is a widely used tech-
nique outside of QE for determining the content of text and developing classi-
fiers. Several approaches have been applied for topic modelling, but the most
common is Latent Dirichlet Allocation (LDA)—a generative probabilistic model
that utilizes Dirichlet distributions to model document-topic and topic-word
distributions [4]. LDA functions by iteratively updating topic and word distri-
butions based on the co-occurrence of words within documents, assuming that
documents are mixtures of topics and topics are mixtures of words. A document
can be any pre-defined collection of terms, such as web-pages or turns of talk.

While it is widely used, the LDA approach to topic modelling has several
computational limitations. First, LDA does not explicitly model relationships
between documents, focusing only on the distribution of topics in each doc-
ument. Second, LDA is a linear generative model, which might miss certain
non-linear relationships in the data [4]. Finally, vanilla versions of LDA rely on
probability distributions over a given number of topics and a list of words and

2 Of course, these approaches need not be mutually exclusive. It is possible to combine
them, for example, by beginning with an existing coding scheme and then examining
the data in a bottom up way to add to or change that coding scheme.
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does not consider other features that might bear on potential [C]odes, such as
sub-populations within the data.

2.3 Topic Modelling via GNNs

One approach that address the limitations of LDA is the application of graph
neural networks (GNNs). GNNs are deep learning models specifically designed
to operate on network-structured data. In the case of textual analyses, nodes
of the GNN represent terms and edges represent relationships between them,
such as co-occurrence or semantic similarity. The primary output of GNNs are
node embeddings—vector representations that capture local and global structural
information.

As graph-based models, GNNs have several potential advantages as a topic
modelling technique. First, GNNs are able to capture non-linear—and thus more
complex—relationships between nodes (i.e., terms) [29]. Second, GNNs lever-
age the capabilities of neural networks to easily incorporate vast amounts of
information in the form of node and edge features [9]. This leads to richer rep-
resentations and the ability to capture relationships based on diverse types of
information [20,30]. Third, a fundamental component of GNNs are message pass-
ing schemes, which define how information is exchanged between nodes in the
graph during construction [29]. Message passing works by aggregating informa-
tion from a node’s neighbors and using this information to update the node’s
embedding. Message passing means that each node’s embedding contains infor-
mation not just about itself but also information about its neighbor’s in the
graph, thus, unlike LDA-based approaches, GNN-based approaches attend to
the interdependencies that may exist between terms in discourse that go beyond
simply co-occurring within the same “document”.

While GNNs are applicable to a variety of downstream tasks, they have
also been used as an alternative approach to LDA for topic modelling. For
example, Zhu proposed the GraphBTM method [33], which calculates word co-
occurrences within documents and extracts topics using Graph Convolutional
Networks (GCNs) [11], a specific type of GNN. Relatedly, Yang [31] developed
a topic modeling approach known as GATON, which utilises another variant of
GNNs, graph attention networks (GATs), [27] to integrate word similarity and
word co-occurrence structures. This work (see also, [23] and [32]) has begun to
demonstrate the utility of GNNs for topic modelling, but remains limited due to
its reliance on word-level node representations. In contrast, we propose a GNN
approach to topic modelling that models each turn of talk as a separate node in
the graph. This provides a more data-rich representation while preserving the
coherence of the original segments of discourse.

2.4 Topic Interpretation

Topic modelling (via LDA or GNNs) has two primary outputs—topic propor-
tion scores which show the distribution of topics within each document—and
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the topics themselves, which are represented as groups of terms ranked by high-
est probability of association with the topic. Typically, the top N terms from
the latter are used for interpretation. However, prior work in the QE field has
suggested that interpreting topics can be difficult. For example, Bakharia [2]
found that specific domain-knowledge is critical to identifying fine-grained top-
ics. Relatedly, Cai and colleagues [6] found that the top terms of a single topic can
contain terms from multiple human-generated [C]odes and terms from human-
generated [C]odes can appear as high-probability terms in multiple topics. This
mixing can make interpretation difficult.

To address this issue, our method supplies topic modelling output to genera-
tive AI (GAI) to produce natural language interpretations. GAI are deep learn-
ing models that can produce human-like art, computer code, and text. Arguably
the most well know GAI, ChatGPT, allows users to interact with the model via
a simple chat interface—users prompt ChatGPT with natural language text and
the tool responds in a conversational way [15]. Our method integrates the list
of top terms for each topic into a contextualised prompt that asks ChatGPT for
interpretations in the form of a short title and descriptive summary—in other
words a potential name and definition for a [C]ode.

2.5 Research Question

Three prior studies have explored topic modelling via LDA for [C]ode discovery
in the context of QE [2,6,19]. Each study compared [C]odes discovered by LDA-
based models to [C]odes derived by human researchers. We extend this work
by (a) proposing a novel method for [C]ode discovery that leverages GNNs and
GAI and (b) comparing the results of this approach to those of an LDA-based
method, as well as manually derived [C]odes. The following research question
guided our work:

How does a GNN-based topic modelling approach compare to an LDA-
based approach for suggesting [C]odes in the context of a QE analysis?

The goal of the present study was to compare the [C]odes discovered by
the LDA and GNN approaches in terms of the names and definitions suggested
by applying generative AI to their outputs. As a check on the plausibility of
these names and definitions, we compared them to the names and definitions of
manually derived [C]odes for the same dataset. The goal was not check whether
the LDA or GNN based methods could reproduce the manually derived [C]odes,
but instead to use the manual [C]odes as another data point from which to
qualitatively understand the plausibility of the automatically discovered [C]odes.

3 Methods

3.1 Dataset

We trained topic models using a dataset consisting of the transcribed conversa-
tions of teams participating in a collaborative sensemaking task. These data are
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representative of typical data used in QE analyses that contain turns of talk from
a collaborative setting. Participant teams were divided into two conditions: one
in which they completed the task using a novel virtual-reality (VR) environment
and another in which they completed the task using a standard web interface.

Teams completed two sensemaking tasks as part of the study. Both tasks
involved solving a mystery in which each participant was provided with a sep-
arate set of clues that they needed to share with their teammates. One task
focused on solving a murder; the other focused on identifying who robbed a
bank. Participants used their unique clues to create virtual concepts to help
them solve the mysteries.

Data was collected by recording and transcribing participants speech during
the tasks. For analysis, the data was segmented by turn of talk. The dataset
includes 6,180 turns of talk, from eight teams and ten individuals. As part of an
ongoing analysis, these data were coded for topics based in part on Toulmin’s
classification scheme for arguments [26]. This scheme comprises seven distinct
[C]odes: information, strategy, query, claim, grounds, organisation,
and social. Definitions and examples for these codes are provided in the code-
book below (Table 1).

Table 1. Table of manually derived [C]odes, definitions, and examples from an ongoing
QE analysis. Participant names have been replaced with [name] to maintain anonymity.

Name Definition Example

Information Sharing information
provided in the clues

After the murder and she frequently
left the building

Strategy Proposing methods for
solving the mystery

Let’s try to find some common stuff

Query Asking question OK, can you explain your rationale?

Claim Making conclusions So this Mr. Jones shot Mr. Kelley
then. At 12 midnight

Grounds Providing evidence for
conclusions

Like it would have had to take the
7:00 AM flight up to the town at the
bank town if you wanted to go back
right? Which means he probably
didn’t do the robbery

Organisation Structural features of
the concept map

I’ll put it on the top

Social Asking for help or
referring to teammates
by name

OK, so [name] you have put in quite
a few new things you wanna walk us
through
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3.2 Pre-processing

We pre-processed the transcripts by tokenising them into words using the nltk
package in Python [3].3 In many NLP tasks, it is typical to remove stopwords
from the text prior to further analysis. The goal is to remove words—typically
commonly used words like articles—that are likely to be unimportant to the
analysis. However, as we were conducting our analysis from the perspective of
researchers who are coming to the data without a specific coding scheme in mind,
we opted to not remove stopwords as this could remove potentially important
words for this specific dataset.

3.3 Topic Modelling (LDA)

Topic modelling via LDA assumes a generative model that represents documents
as mixtures of topics and topics as mixtures of terms. For example4, we might
obtain the following representations from the model:

– Sentences 1 and 2: 100% Topic A
– Sentence 5: 60% Topic A, 40% Topic B
– Topic A: 30% broccoli, 15% bananas, 10% breakfast, 10% munching, ...
– Topic B: 20% chinchillas, 20% kittens, 20% cute, 15% hamster, ...

Topics are interpreted by looking for commonalities in their associated terms.
For example, Topic A above may be interpreted as being about food, while Topic
B may be interpreted as being about cute animals.

To produce these kinds of results, LDA uses an iterative process that begins
by randomly assigning each term in each document to one of K topics, producing
an initial distribution of topics and terms like the example above. Next, the
method goes through each term in each document for each topic and updates its
current topic assignment based on (a) the proportion of terms in the document
currently assigned to the topic and (b) the proportion of assignments to the topic
that come from that term. This process is repeated a large number of times until
stable topic and term distributions are obtained.

To implement topic modelling via LDA, we used the LatentDirichletAlloca-
tion function from the sklearn package in Python [17]. We selected seven topics—
to align with the number of manually derived [C]odes described above—and used
the ten terms with the highest probabilities to represent each topic. Rather than
considering individual words as terms, we used bigrams and trigrams (combina-
tions of two or three words) to provide a richer topic representation.

3 We conducted all experiments using a Mac computer equipped with an M1 Pro chip,
a 10-core CPU, 32-core GPU, and 64GB of unified memory and GPU acceleration
powered by Nvidia RTX 3090Ti.

4 Example adapted from Edwin Chen’s blog [7].
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3.4 Topic Modelling (GNN)

A full account of GNN training is beyond the scope of this paper. However, we
briefly outline the steps below. For a more detailed description of GNN imple-
mentation, see [11,27].

Training a GNN requires defining the nodes and edges of the graph. Here, we
defined each turn of talk in the data as a separate node. One advantage of the
GNN method is that it affords the inclusion additional features for each node of
the graph. For our GNN approach, we included two kinds of features. The first
was a vector that contained the TF-IDF scores for each word in the turn of talk.
TF-IDF is a commonly used NLP metric that multiplies the term frequency—
defined as the number of times the term appears in the turn of talk—by the
inverse document frequency, a value that represents the number of turns of talk
that word appears in [1,18].5

The second kind of node feature we used was a binary value that distinguished
between turns of talk from participants in the web-interface condition vs. the
VR condition. We scaled this binary feature, assigning a value of 0 to web-
interface participants users and a value of 10 to VR participants, to increase
the importance of the condition variable, prompting the GNN to pay greater
attention to it. By integrating this information, the GNN is able to learn node
embeddings that capture not only the relationships between nodes and graph
structure, but also the context of the experimental conditions.6

To define the edges of the graph structure, we computed the semantic similar-
ity between turns of talk using cosine similarity between their TF-IDF vectors.
After applying a threshold to the results, we created an adjacency matrix whose
cell values were 0 if the corresponding turns of talk had a cosine similarity less
than 0.1 and 1 if the cosine similarity was greater than 0.1.

Next, we specified our particular GNN architecture, which defines the mes-
sage passing scheme, the number of layers in the GNN, and the various activation
functions that introduce non-linearity into the model. We used both a GCN and
GAT message passing scheme, along with 32 layers. For more details, see our
analysis code here.

To train the GNN model, we used the PyTorch package in Python [16]. The
GNN model was trained over 1000 epochs, or runs, in an unsupervised manner
using a modified version of Velickovic’s graph contrastive loss function [28]. The
goal of this process is to learn similar embeddings for connected pairs of nodes
and dissimilar embeddings for unconnected pairs of nodes.

The upshot of the above process is an embedding vector for each node in the
graph—that is, each turn of talk in the data. These node embeddings contain

5 Frequent terms in a turn of talk that are rare in the dataset overall will have higher
TF-IDF scores. This feature vector thus describes the “originality” of the words in
each turn of talk.

6 In our study, the VR/Desktop condition was excluded from the LDA approach to
highlight the flexibility of the GNN approach—which naturally accommodates the
inclusion of contextual information—over the vanilla LDA approach.

https://github.com/blind-repo89/icqe23.git
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the information about the node itself, neighboring nodes, graph structure, and
the experimental condition from which the turns of talk were produced.

To identify topics based on these node embeddings, we used the k -means
algorithm implemented in the Python package sklearn [17] to group the node
embeddings into seven clusters. k -means is an unsupervised learning algorithm
used to cluster data points into k distinct groups based on their similarity in
the feature space [8,10]. We extracted the top ten terms from each cluster by
averaging the the TF-IDF vectors associated with the cluster and taking the ten
elements (which correspond to particular terms) with the largest magnitude. In
other words, this process produced a list of the 10 most “original” words in each
of the clusters that were identified via the combination of GNN embedding and
k -means clustering.

3.5 Generative AI Prompting

The outcome of both the LDA and GNN-based topic modelling approaches was a
set of seven topics and their top 10 associated terms (14 total topics and 70 total
terms). We engineered a prompt that provided contextual information on the
data source and the list of topic key-terms and asked ChatGPT to summarise
the theme for each topic in one to two sentences and give the theme a short
descriptive title. Specifically, the prompt was as follows:

The keywords and phrases provided below were generated from the transcripts
of people participating in two mystery games. Their goal was to solve the mys-
tery and justify their decisions. Some people tried to solve the mystery in a
desktop environment, while others used a virtual reality environment. People
constructed virtual concept maps to help them solve the mysteries. One mys-
tery focused on the murder of Mr. Kelley. Possible suspects include Mr. Kelley’s
wife, Mr. Scott, Mr. Jones, the elevator man, and Miss Smith. Possible weapons
included a knife or a gun. Important locations included Mr. Scott’s apartment,
Mr. Jones’ apartment, Mr. Scott’s car, a park, and Miss Smith’s yard. The other
mystery focused on the robbery of the First National Bank of Minnetonka. Sus-
pects included Margaret Ellington, Albert Greenbags, the janitor, Elwood Smith,
Howard Ellington, a hippie, Dirsey Flowers, Anastasia Wallflower, and the bank
president. Important items included the key to the bank vault and dynamite.
Important locations included a construction company, the airport, Mexico City,
Dogwalk, Birdwatch, and Minnetonka.
Given the following keywords and phrases:

[insert keywords & phrases]

summarize the key theme for each topic they suggest in 1 to 2 sentences and

give the theme a short descriptive title.

We manually entered the prompts into the subscription version ChatGPT
powered by GPT-4 [15], replacing the topics and key-terms as needed. Each
prompted was entered as a separate conversation to avoid cross contamination
with ChatGPT’s “memory” of prior promps. We repeated this process several
times to ensure that the outputs were consistent.
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3.6 Qualitative Analysis

We qualitatively compared the key-terms and topic interpretations discovered
[C]odes produced by the LDA and GNN methods, looking for similarities and
differences between the two. In addition, we compared the names and definitions
of the discovered [C]odes to the actual qualitative [C]odes developed for these
data to determine whether there was any overlap between the automated and
manual methods.

4 Results

4.1 Data Context

As described above, the dataset contained turns of talk from two sub-
populations, those who solved the task in the VR condition and those who
solved the task in the web-interface condition. In the VR condition, teams oper-
ated avatars within a confined virtual space and could collaboratively create a
3-D concept map of clues by placing notes in the space and connecting them via
edges. In the web-interface condition, teams used an online collaborative plat-
form, similar in functionality to Miro boards [13], to make 2-D concept maps of
the clues.

The two mysteries—murder and robbery—had distinct sets of clues and each
team member was given a unique set of clues that they needed to share with their
teammates. Clues in the murder mystery included information about the murder
victim, Mr. Kelley, suspects—e.g., Mr. Jones, Miss Smith, Mr. Scott— important
locations and times—e.g., Miss Smith’s yard, a park, Mr. Scott’s apartment, 1:30
am—actions—e.g., the body had been dragged a long distance—and material
evidence—e.g., a knife, a bullet. Clues in the robbery mystery included infor-
mation about suspects—e.g, Margaret Ellington, Elwood Smith, Albert Green-
bags, a hippie—locations and times—e.g., Minnetonka, 5 pm on Thursday, flight
arrival times—actions—e.g., borrowing a key, stealing dynamite—and objects—
e.g., key to the bank door, key to the vault, dynamite.

4.2 LDA [C]odes

The second column in Table 2 shows the ten highest probability terms for each
topic from LDA; the last two columns show the [C]ode names and definitions
generated by ChatGPT. Across the topics, the top terms identified by LDA relate
to clue-specific content from the two mysteries. For example, Topic 0 includes
the terms “howard ellington” and “bank” and Topic 1 references terms related
to Mr. Scott, his apartment, and Mr. Kelley’s wife. The majority of the topics
(0, 1, 3, 5, and 6) refer to a mix of suspects in the two mysteries, their roles, and
particular locations. Topic 2 refers exclusively to Margaret Ellington and the key
to the front door. Topic 4 refers to the knife—a potential murder weapon—and
an “arrival time”—presumably referring to the arrival time of flights mentioned
in the bank robbery clues. With the exception of Topics 4—which references a
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Table 2. Table of terms, [C]odes and definitions identified by LDA + ChatGPT.

Topic Top Terms Name Definition

0 i have, howard ellington, i

think, went to, the bank, and

then, i see, at the, in the, it a

Bank Visit and Howard

Ellington

This topic is focused on a visit

to the bank and the presence

of Howard Ellington. The

speaker mentions seeing

something in the bank

1 scott apartment, went to, to

scott, kelley wife, went to

scott, to scott apartment,

kelley went to, kelley went, so

what, jones apartment

Kelley’s Visit to Scott’s

Apartment

This topic is focused on Mr.

Kelley’s visit to Mr. Scott’s

apartment and his wife’s

presence. Mr. Jones’

apartment is also mentioned

2 the front, front door, the front

door, the key, key to, key to

the, to the, the key to, to the

front, margaret ellington

Key to the Front Door This topic is focused on the

key to the front door of a

location, possibly the bank.

Margaret Ellington is also

mentioned

3 elwood smith, i do, no, is the,

in charge, we can, the janitor,

no i, in charge of, charge of

Elwood Smith and Janitorial

Duties

This topic is focused on

Elwood Smith and his role as a

janitor. The speaker mentions

not knowing something and

the possibility of someone else

being in charge

4 this is, so it, thank you, the

knife, so the, is it, i have, the

murder, arrival time, but then

The Murder Weapon and

Arrival Time

This topic is focused on the

murder weapon, possibly a

knife, and the arrival time of

someone. The speaker

mentions having information

5 this one, wa found, albert

greenbags, the president, the

park, in the, wednesday

afternoon, anything else, i

think, is the

Albert Greenbags and the

Park

This topic is focused on the

discovery of something in the

park, possibly a body. Albert

Greenbags and the bank

president are also mentioned

6 miss smith, i think, hold on,

the building, left the, left the

building, i have, so jones, out

of, frequently left the

Miss Smith and Frequent

Departures

This topic is focused on Miss

Smith and her frequent

departures from a building.

Mr. Jones is also mentioned

weapon from the murder mystery and the arrival time of a plane—and Topic 5,
which mentions a suspect from the robbery (Albert Greenbags) and a location
from the murder mystery (the park)—all of the topics refer to clues exclusive to
either mystery.

Examining the [C]ode names and descriptions derived from ChatGPT, they
appear to be consistent with the key terms suggested by LDA; each topic name
and description references elements corresponding directly to terms in the topic.
For example, for Topic 1, “Bank Visit and Howard Ellington” corresponds
directly to the “howard ellington”, “went to”, and “the bank”. However, the
interpretations provided by ChatGPT are piece-meal in the sense that they do
not offer an overarching summary of the terms in the topic—instead they inter-
pret specific pieces and then paste them together. For example, Topic 3, which
includes terms related to the front door, a key, and Margaret Ellington is defined
as “This topic is focused on the key to the front door of a location, possibly the
bank. Margaret Ellington is also mentioned”. Here, there is no attempt to link
Margaret Ellington to the key to the front door—for example, by suggesting
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that she is the one who had it or used it. Together, these results suggest that the
combination LDA and ChatGPT suggested [C]odes focused on mystery-specific
content.

4.3 GNN [C]odes

Table 3. Table of terms, [C]odes and definitions identified by GNN + ChatGPT.
Participant names have been replaced with [name] to protect their privacy.

Topic Top Terms Name Definition

0 i think, miss smith, i have,

elwood smith, the key, this

one, to the, i do, is the, this is

Sharing Opinions and

Suspicions

This theme revolves around

participants expressing their

thoughts and suspicions about

the mysteries, focusing on key

suspects like Miss Smith and

Elwood Smith

1 crime analyst, it am, no hello,

the unit, uhm so, i gone, so

apartment, appeared once,

sorry [name], wordsmith and

Analyzing Clues and Seeking

Assistance

The theme involves

participants discussing the role

of crime analysts, searching for

clues, and seeking assistance

to better understand the

mysteries

2 he inaudible, look there,

eleven pm, when sorry, i

bullet, and paper, there was

nothing, was nothing, just

keep together, keep together

Investigating Details and

Uncertainty

This theme focuses on

participants examining specific

details, such as timestamps

and evidence, while expressing

uncertainty about various

aspects of the mysteries

3 scott, wait i, shui yuwei, bird

watch, seeing examiner, smith

wait, margarita please,

another extension, who jone,

jones outside

Deliberating on Suspects and

Connections

Participants discuss key

suspects like Scott and Jones,

as well as exploring

connections and possible

motives in the mysteries

4 it went, [name] please, without

making, remove program,

something made, another

connection, kelley hmmm, or

should, look fine, hippie

definitely

Problem Solving and Evidence

Evaluation

The theme revolves around

participants working through

the mysteries, evaluating

evidence, and considering

various connections and

possibilities

5 spritz is, change size up, up

your panel, up your, spritz is

to, inform same, your panel,

same size, this spritz is, this

spritz

Adjusting Visual Tools and

Strategies

This theme involves

participants discussing ways to

adjust and manipulate their

virtual concept maps, using

tools like “spritz” to change

the size of their panels

6 cut [name], this card, make

this card, you take margaret,

you take, cheating business

there, name silent, silent

anything, greenberg green

greenberg, with blood

Uncovering Hidden

Information and Relationships

The focus is on participants

uncovering hidden

information, such as secret

relationships, and connecting

it to the mysteries, while

discussing potential motives

and actions of key suspects

The second column of Table 3 shows the ten most significant terms for each
topic as identified by GNN; the [C]ode names and definitions provided by Chat-
GPT are in the second two columns. Compared to the key terms identified by



450 Z. Fang et al.

LDA method, the terms suggested by GNN are less straightforward to inter-
pret. Across topics, there is comparatively less of a focus on mystery-specific
clues, though they do appear throughout the topics—for example, Topic 0 ref-
erences Miss Smith, Elwood Smith, and the key; Topic 3 references Mr. Scott,
Birdwatch park, Miss Smith, and Mr. Jones. Instead, there is more of a focus
on action-oriented words and phrases—for example, “i think” (Topic 1), “look
here” (Topic 2), “wait i”, (Topic 3), “something made” (Topic 4), “change size
up” (Topic 5), and “make this card” (Topic 6).

The [C]ode names and descriptions provided by ChatGPT support this dis-
tinction between clues and actions—each [C]ode name includes an action ori-
ented word or phrase—sharing, analysing, investigating, deliberating, problem
solving and evaluation, adjusting, uncovering. The relationship between the
interpretations and the key terms is straight forward in some cases. Topic 0,
for example includes the terms “i think” and “i have” which correspond to
“Sharing Opinions”. Similarly, Topic 5, includes the terms “change size up”,
“up your panel”, and “same size” which refer to the panels participants used in
their respective interfaces to group clues and correspond to “Adjusting Visual
Tools and Strategies”. However, the relationships between the terms if less clear
in other cases. For example, it is not clear which terms are related to “Seek-
ing Assistance” in Topic 1 or which terms suggest “motives” in Topic 3. Taken
together, the results suggested by the combination of GNN and ChatGPT do
not appear focused on particular clues or classes of clues, but instead they focus
on mystery-solving processes.

4.4 Comparison to Manually Derived [C]odes

Section 3.1 includes the manually derived [C]odes applied to this dataset
as part of an ongoing analysis. Broadly, these codes focus on elements
of argument as defined in Toulmin’s framework [26]—claim, grounds—
process-related concepts—information, strategy, query, organisation—
and social references—social.

Compared to the [C]odes discovered via LDA, there is little conceptual over-
lap. All of the [C]odes suggested by LDA refer to mystery-specific content. The
only manually derived [C]ode related explicitly to the content of the clues is
information, which has to do with sharing information provided in the clues.
There is slightly more conceptual overlap compared to the [C]odes discovered
via GNN. “Sharing Opinions and Suspicions” corresponds closely with infor-
mation and “Adjusting Visual Tools and Strategies” aligns with organisation,
which has to do with organising and refining their virtual concept maps. The
rest of the manually derived [C]odes have no obvious corollaries with the auto-
matically discovered [C]odes.

5 Discussion and Conclusions

In this paper, we presented a novel automated method for [C]ode discovery in
the context of a QE analysis. Our data came from a representative QE study
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that examined the conversations of teams solving mysteries in different virtual
environments. Our method combines topic modelling via GNNs with interpreta-
tion via ChatGPT. Comparing our method to an approach that combines topic
modelling via LDA and ChatGPT, we found that the GNN-based approach dis-
covered [C]odes—more specifically, the names and definitions of [C]odes—related
to mystery-solving processes while the LDA approach discovered [C]odes related
to mystery-specific content. The LDA approach produced one [C]ode that over-
lapped clearly with manually derived [C]odes, while the GNN approach produced
two.

Our results suggest that the computational differences between LDA and
GNNs—namely that GNNs (a) capture non-linear relationships; (b) accommo-
date denser information via node features; and (c) account for interdependencies
between terms—are related to a content vs. process distinction. Further explo-
ration is needed to understand why this might be the case; however, this task
will likely remain difficult given the opaque nature of deep learning techniques.
It may be though, that for the purpose of [C]ode discovery, explainability is not
a necessary condition. When trying to determine a reasonable starting place for
coding the data, the plausibility of the suggested [C]ode—which can be readily
verified with a suitable understanding of the context of the data at hand—seems
more important than explainability. However, when the researcher transitions to
applying the [C]ode to the data explainability increases in importance because
they need to verify whether the [C]ode has been applied reliably and make well-
informed decisions to improve that reliability. The question of the reliability of
the coding process is beyond the scope of this paper.

For now, we can say that our results align with previous findings from
Bakharia [2], which found that domain knowledge was crucial to interpreting
[C]odes suggested by LDA-based topic models. In this study, the [C]odes sug-
gested by LDA were highly domain specific. In contrast, the [C]odes suggested
by GNNs were less domain-specific, focusing instead on broader actions and pro-
cesses related to the context. These findings suggest that the GNN approach may
be more desirable when researchers want to move beyond highly domain-specific
content. Furthermore, our results suggest that GAI like ChatGPT are a useful
tool for interpreting the output of topic models. Given a relatively small amount
of context about the data and input about the topics (only ten terms), ChatGPT
was able to produce sensible [C]ode names and definitions in most cases. Future
work should explore other applications of GAI to automated coding given these
encouraging results.

Our study has several limitations. First, it is not possible, in general, to
say whether the LDA or the GNN-based approach discovered “better” [C]odes.
Indeed, neither the automatically discovered [C]odes nor the manually derived
[C]odes can be said to be the “best” [C]odes for the data. There is no such
thing as a best set of [C]odes, only those that are more useful for some purposes
rather than others. Our results suggest that if one is interested in content-related
ideas, the LDA approach may suggest some useful options. Similarly, if one is
interested in process-related ideas, then the GNN approach may be the way to
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go. More generally, the results suggest that the combination of topic-modelling
and generative AI can discover plausible [C]ode names and definitions that could
jump-start a QE analysis. This plausibility is supported by the face validity of
the names and definitions suggested in relation to the context of the data and
that some (albeit few) of the names and definitions conceptually overlap with
the [C]odes identified by human researchers.

Second—although not reported above—we found that the GNN approach,
being more computationally intensive, took longer to complete model train-
ing compared to the LDA approach. In our experiments, the GNN model took
roughly six minutes to complete, while the LDA model took roughly 30 s. Using
more sophisticated hardware, we were able to reduce the GNN training time
to approximately 15 s. This highlights the tradeoff between computational com-
plexity and training time. Future work should explore whether the difference in
[C]odes produced is worth the increased computational time.

Third, our method is not a complete end-to-end automated system. Cur-
rently, it requires the contextualised prompt to be manually entered into the
ChatGPT online interface. Future work will explore extending the method to
communicate with ChatGPT or similar GAI automatically via existing APIs. It
may also be possible to integrate the method into tools for automated coding
such as current and future versions of the nCoder [12].

Fourth, we only tested our method with one dataset. Future work will need
to test the generalisability of findings using data from other contexts.

Finally, GAI like ChatGPT are inherently stochastic meaning that they may
generate different outputs given the same inputs. To mitigate this issue, we
provided a fixed contextualised prompt and repeated the prompting process
several times to verify consistency. However, future work will be needed to more
systematically verify the consistency of [C]ode discovery dependent on GAI.
Potential approaches include repeating the prompting phase a large number
of times and verifying that the outputs are semantically similar within some
tolerance threshold before providing the results to human users.

Despite these limitations, this preliminary study suggests that the combina-
tion of GNNs and GAI is a potentially useful tool for [C]ode discovery in the
context of QE. The method addresses several computational limitations of LDA
for text analysis, while providing a solution to the well known problem of topic
interpretation. Our results suggest that the method may be particularly useful in
situations where process related [C]odes are desired over content-related [C]odes.
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Abstract. Quantitative ethnography approaches are often used to analyze large
scale qualitative data. Manually coding such data is expensive and time consum-
ing, if not impractical or impossible. In contrast, machine learning algorithms can
code virtually unlimited amounts of data once a model has been created. However,
machine learning approaches lack transparency and rely on large amount of train-
ing data. An alternative automated coding approach using regular expressions has
the advantage of minimizing required training data while providing transparency.
However,manually creating regular expressions during the coding process can be a
very challenging task formany researchers.One potential solution to this challenge
is automatic regular expression generation. Unfortunately, existing algorithms are
all based on large pre-coded training data which is often unavailable in quanti-
tative ethnography tasks. In this paper, we present a lightweight and interactive
algorithm that actively constructs regular expression-based coding classifiers with
the researcher. We use a simulation on an education data to show that the proposed
algorithm is promising.

Keywords: Regular expression generation · Active learning · Qualitative
coding · Automatic coding tool

1 Introduction

As Shaffer and Ruis explained, qualitative coding is a process of “defining concepts
and identifying where they occur” [12, 13]. Traditionally, coding has been a manual
process that is time consuming and often inaccurate when used on large scale qualitative
data because humans have difficulty maintaining coding consistency [5, 6, 10]. Machine
learning based coding is fast but often requires a large number of training items and the
processes lack transparency [7].
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Regular expressions (Regexes) are widely used in representing text patterns. A regex
is a sequence of characters that represents a text pattern. For example, we may use the
regex, “\S+@\S+” to approximately represent an email address, where “\S” means “any
nonwhitespace character; “+” means “to repeat the previous item (nonwhitespace char-
acter, in this example) one or more times”. Thus, this regex refers to a string that contains
the character “@”, preceded and followed by one or more nonwhitespace characters.

When used for qualitative coding, most regexes can be thought of as compact
representations of keywords or key phrases. For example, “\beducat” represents any
word starting with “educat”, where “\b” means “word boundary”. Thus, “\beducat”
represents the word “educate” and its derived forms, such as “educates”, “educating”,
“educated”, “education”, and “educations”. Similarly, the regex “\bmath teach” may
represent the phrases such as “math teaching”, “math teacher” or “math teachers”.
Of course, more complicated keyword combinations can be composed. For example,
“\bcould.{0,5}\bmeet\b” represents the word “could” before the word “meet” separated
by any character string with length from 0 to 5. In this case, it matches phrases like
“could meet”, “couldn’t meet” and “could not meet”.

Regex-based coding has several advantages over manual and machine learning
approaches. First, it is more efficient than manual coding, because once a valid regex-
based classifier is constructed, all data can be coded automatically. Second, humans
can more easily maintain coding consistency by building regexes. Third, regex coding
provides transparency because it can indicate exactly where a code is being identified in
a given segment of text data [3–5]. There are some situations that a code cannot be fully
represented by a regex. For example, when a pronoun refers to different antecedents
or keywords, the regex may fail. Also, when coding is heavily context-dependent or
relies on context from other segments of data, it is often more complicated to capture
with regex-based coding. The degree to which all qualitative coding of text data can be
accomplished using a regex-based approach is an interesting topic but beyond the scope
of this paper. This paper tries to solve a simpler problem: suppose that a code can be
identified by regex, can the regex be automatically generated with acceptable efficiency
and accuracy? While regexes could be in very complicated forms, we only consider a
few very basic forms so that the computation is fast enough for quick interaction with the
researcher. It is in this sense we call our method “lightweight”. Also, we don’t assume
that our generator can work alone. It is supposed to be used in an “interactive” process
to co-generate regexes with the researcher.

2 Related Work

There have been various approaches to automated regex generation and two of these are
relevant to our study. Bartoli et al. proposed an active learning algorithm [1] to generate
regexes for entity extraction tasks (e.g., identifying email, author, user name, date, time,
etc.). Entity extraction is to identify whether or not a text string is of a specific form.
For example, an email is a text string with one or more characters before and after the
symbol “@”, roughly speaking. In coding, regexes are mainly constructed at word level,
or more technically speaking, “token” level, although specific entities may be involved
sometimes.
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For example, “clean water” may be used to construct a regex for the code “envi-
ronment issues”. So, while regexes represent specific “forms” in entity extraction, they
represent specific “meanings” in coding.

In a different approach, Li et al. used regexes as attentive rules in combination with
a neural network model to provide a transparent classification of medical texts. They
used a bi-directional Long Short-Term Memory (LSTM) neural network model with an
attention layer that allows the network to identify keywords for regex construction. The
regexes generated by Li et al. include positive keywords and negative keywords, “and”
(represented by “.*”), “or” (represented by “|”), and adjacency (represented by “.a, b”,
where a and b are the minimum (a) and maximum (b) number of characters that may
occur between two tokens). Their algorithm could be used to construct coding regexes
in the general domain. However, their work is a heavy supervised learning algorithm,
which relies on large amount of pre-coded data [11].

3 Our Approach

We are taking a different approach to automatically generating token based regexes using
an active learning model. In this section, we first describe four basic regex forms used
in our algorithm, followed by the types of user input allowed in our process. We then
describe our algorithm, mostly as a conflict resolution process or a way of addressing
coding disagreements between the human and the classifier, and present our research
questions used to assess the performance of our approach.

3.1 Four Basic Forms of Regex

In this paper, we only consider four basic types of regexes that take the following forms:
1) n-gram; 2) ordered pair; 3) token with negation; and 4) pair with negation. In this
paper, we use “positive” to indicate an item that a code occurs and “negative” to indicate
an item that the code doesn’t occur.

n-gram. A regex representing an n-gram is in the form “\bA1 A2 ... An\b”, where “Ai” is
a token, and “\b” represents token boundary. We can consider removing the boundary at
the end of the regex so that it can automatically includeword derivatives. However, doing
so may also introduce false positives in our coding – the classifier may match on words
it should not. For example, “\bwe” is supposed to match the word “we”. Without the end
boundary, it also matches words like “wet”, “weat”, “weather”, and more. It requires
more complex natural language processing to correctly represent word derivatives. Since
our purpose is to build a “lightweight” regex generator, we included the boundary on
both sides of the n-gram so that heavier language processing approach is not needed.

Ordered Pair. A regex representing an ordered pair with a specific range of adjacency
is in the form “\bA1\b.{a, b}\bA2\b”, where a ≤ b represents the range of the number
of characters between tokens A1 and A2. In our algorithm, we always set a = 0 and
optimally choose b to be 5, 10, 15, or 20. While other values are certainly possible, we
only use these numbers of characters to avoid a long optimization time.
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Token with Negation. This form is used to match a token A under the condition that
another token B is absent. The regex is in the form “ˆ(?!. ∗ (\bB\b)). ∗ (\bA\b)”. For
example, if we want to match the word “bank” only when “river” is absent, we use the
regex “ˆ(?!. ∗ (\briver\b)). ∗ (\bbank\b)”.

Pair with Negation. This last form is used to match an ordered pair of tokens A1 and
A2 with any adjacency, under the condition that another token B is absent. It is in the
form “ˆ(?!. ∗ (\bB\b)). ∗ (\bA1\b. ∗ \bA2\b)”. For example, if we want to match the word
pair “fire” and “gun” under the condition that “game” is absent, we may use the regex
“ˆ(?!. ∗ (\bgame\b)). ∗ (\bfire\b. ∗ \bgun\b)”

These four basic forms can be combined using the alternation operator “|” to represent
more complex regexes. For clarity, in this paper, we always use regex lists to represent
a regex-based code classifier, instead of a single combined regex. That is, when we talk
about a regex list of a code, we mean that items in the list will be combined by “|” when
it is used for coding data.

3.2 User’s Input

To construct our active learning algorithms, we assume that the regexes are co-generated
by a human user and a computer in an iterative process, in which the user provides input
using the following actions in each iteration:

1. rating a given excerpt (positive or negative);
2. accepting or rejecting a basic form of regex suggested by the computer;
3. revising an existing regex in the list if it is not accurate;
4. removing an existing regex from the list if it is not needed;
5. adding a regex in any complicated form to the list when the user sees a new pattern

in a excerpt.

3.3 Active Learning Algorithm

Figure 1 shows the flowchart of our active learning algorithm. Notice that the algorithm
is for a single code. That is, we don’t consider the situation of generating regex lists for
multiple codes simultaneously. The process starts from a list of training excerpts and an
empty regex list and proceeds with one excerpt at a time. The user and the computer
interactively revise the regex list until all training items are used, or the user believes the
classifier is good enough for testing. In the following, we describe the algorithm based
on three procedures, namely, the active learning procedure, the false negative conflict
resolution procedure, and the false positive conflict resolution procedure.

Active Learning Procedure. This is the main procedure, which calls the following two
as sub-procedures.

1. The computer samples a new excerpt from the training list. The excerpt could be
drawn randomlyor by some smart samplingmethod that could accelerate the process.

2. The computer rates the excerpt using the current regex list. If the excerpt has a
match to the regex list, then the computer’s rating of the current excerpt is positive;
otherwise it is negative.
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Fig. 1. Flowchart of active learning regex generation. FN stands for “false negative”; FP stands
for “false positive”; and “fat-regexes” are regexes that wronglymatch the newly presented excerpt.

3. The computer presents the excerpt to the user.
4. The user revises the regex list.
5. The user rates the current excerpt as positive or negative.
6. The computer compares its rating to the user’s rating of the current excerpt.
7. If the user’s rating is the same as the computer’s, go to step 10.
8. If the user’s rating is positive but the computer’s rating is negative, a false negative

(FN) conflict occurs and an FN conflict resolution procedure is started to resolve
the conflict. The regex list is revised if the resolution succeeds, otherwise the regex
list is unchanged.

9. If the user’s rating is negative but the computer’s rating is positive, a false positive
(FP) conflict occurs. An FP conflict resolution procedure is started to resolve the
conflict. The regex list is revised if the resolution succeeds, otherwise the regex list
is unchanged.

10. The computer saves the ratings of the current excerpt, update the regex list and goes
back to the top of the procedure for a new iteration.

FN Conflict Resolution Procedure. FN conflicts occur when the current excerpt is
rated as “negative” by the computer but “positive” by the user. That signals that some
regex is missing. To resolve this FN conflict, a new regex that matches the current
excerpt needs to be added to the regex list. Notice that, when a new regex is added,
other “negative” excerpts may become “positive” and thus cause new FP conflicts. The
following FN conflict resolution procedure generates a regex that resolves the current
FN conflict without causing any new FP conflicts. For example, consider the excerpt
“Water is important to life” to illustrate what happens in each step, assuming that the
user is rating a code “Environment” and thinks that “water” before “life” is a meaningful
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pattern and thus rates the current excerpt as “positive”, and that, based on the existing
regex list, the computer rates the current excerpt as “negative”. Thus an FN conflict
occurs.

1. Tokenize the current excerpt. In our example, five tokens are obtained: “water”, “is”,
“important”, “to”, “life”. Notice that all tokens are converted to lower case.

2. Construct mono-gram regexes. In our example, there are five mono-gram regexes,
including “\ bwater \ b”, “\ bis \ b”, “\ bimportant \ b”, “\ bto \ b”, and “\ blife \ b”.

3. Validate mono-gram regexes. The constructed mono-gram regexes are checked one
by one. A valid mono-gram regex is one that doesn’t cause any new FP conflict,
namely, it doesn’t match any excerpt that is previously rated as negative by both the
user and the computer.

4. If there are valid mono-gram regexes, the one that appears most frequently in the
training set is selected and added to the regex list. The FN conflict is resolved and
the procedure ends.

5. If no valid mono-gram regex is found, then construct bi-gram regexes. In our exam-
ple, we have four bi-gram regexes, including “\ bwater is \ b”, “\ bis important \ b”,
“\ bimportant to \ b”, and “\ bto life \ b”.

6. Validate bi-gram regexes. The constructed bi-gram regexes are validated one by one,
the same way as validating mono-gram regexes.

7. If there are valid bi-gram regexes, the one that most frequently appears in training
set is selected and added to the regex list. The procedure ends.

8. If bi-gram fails, then try n-gram for n = 3, 4 and 5, constructing, validating and
selecting a regex in the same way as in mono-gram and bi-gram. The procedure
ends if any of the n-gram succeeds.

9. If n-gram fails, then construct ordered pair regexes. In our example, there are 4 +
3 + 2 + 1 = 10 ordered pair regexes with 4 possible adjacency ranges, such as
“\bwater.{0, 5}is\b”, “\bwater.{0, 10}important\b”, “\bwater.{0, 20}life\b”, etc.

10. The ordered pair regexes are validated and the one mostly appears in training set is
selected. The procedure ends if one valid regex is found.

11. If all of the above fails, then construct “token with negation” regexes. Every token
A in the current excerpt is used to pair with a negation token B. For a given token A,
a valid negation token B satisfies: 1) it doesn’t appear in the current excerpt; and 2)
it is a common token of all excerpts that contain the token A and previously rated
as “negative” by the user and the computer. If B exists, then construct regex “ˆ(?!.
∗ (\bB \ b)). ∗ (\bA \ b)”. For example, suppose there is a previously rated negative
excerpt “Any food that makes my mouth water is a threat to my life.”. We want a
regex that matches our current excerpt but not this previous negative excerpt. The
token “water” paired with the negative token “mouth” can do the job. The regex
“ˆ(?!. ∗ (\bmouth \ b)). ∗ (\bwater \ b)” can then resolve the conflict. If there are
more than one such regexes, the one appears in the training set most frequently is
selected. The procedure ends if such a regex is found.

12. If the regex is still not found, then regexes in the form of ordered pair with negation
are constructed. If a valid negation token B (not matching the current excerpt and
common to all FP conflict excerpts) is found for an ordered pair A1 and A2, then the
regex “ˆ(?!. ∗ (\bB\b)). ∗ (\bA1\b. ∗ \bA2\b)” is constructed and added to the regex
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list. In our example, the regex could be “ˆ(?!. ∗ (\bmouth\ b)). ∗ (\bwater\ b. ∗ \blife\
b)”. If such a regex is found, the conflict is resolved and the procedure ends.

13. If all above fails, report failure and ends the procedure.

FP Conflict Resolution Procedure. FP conflict occurswhen the current excerpt is rated
as “positive” by the computer but “negative” by the user. Since the computer rates the
item as “positive”, some of the regexes in the list “wrongly” match the current excerpt.
We call such regexes “fat regexes”, meaning, they match too many excerpts. These
regexes need to be removed from the list in order to resolve the current FP conflict.
However, removing the “fat” regexes may cause new FN conflicts, because previously
rated “positive” (by both the user and the computer) may become “negative” to the
computer. Thus, this procedure tries to remove the fat regexes and resolve all new FN
conflicts that are caused by removing the “fat” regexes.

1. Find all “fat” regexes in the regex list.
2. Find all new FN conflict items due to the removing of the fat regexes.
3. For each new FN conflict excerpt, start an FN conflict resolution procedure to resolve

the FN conflict. New regexes are generated in each FN conflict resolution.
4. If all new FN conflicts are resolved, then the regexes generated in the FN conflict

resolutions are added to the regex list, and the fat regexes are removed. The procedure
ends with success.

5. If any of the new FN conflicts is not successfully resolved, report failure and keep
the regex list unchanged.

3.4 Research Questions

Broadly, our goal was to create a lightweight regex generator algorithm that is both
accurate and fast. In order to test our proposed active learning algorithm for regex gen-
eration, this study aimed to answer three research questions, focusing on both accuracy
and efficiency.

RQ1: How accurately can the four simple forms of the regexes represent human-created
complex regexes? We were especially concerned with two issues:

1) the proportion of conflicts that can be successfully resolved by the generator;
2) the performance of generated regex on unseen data.

RQ2: How much time does the generator take for each iteration? Since this is an
interactive algorithm, we expect the system to respond to the user within a few seconds.
RQ3: How many iterations are needed to generate highly accurate regexes? Since the
user needs to rate an excerpt in each iteration, we hope the number of iterations is within
the range that a human user can reasonably handle.

4 Simulation

To answer our research questions, we ran a simulation on an education data. In this
section, we describe the data, method, and results of the simulation.
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4.1 Data

We used an educational data set, called Nephrotex. It was collected by previous
researchers from an engineering virtual internship [8, 9]. Participants interned at a
fictional company that produces ultrafiltration membranes for hemodialysis machines
used in the treatment of end-stage renal failure. Participants worked in teams of five.
The dataset contained 50,888 items from chat conversations of those teams. Each item
contained an excerpt and six associated ratings from the validated regex-based classifiers.

Codes. Six regex-based text classifiers were created and validated in previous research
for six discourse codes, includingTechConstraints,Performance,Collaboration,Design,
Data and Requests. Details about the code definition and validation results can be found
in Cai et al., 2022 [2, 3].

4.2 Method

The answers to our research questions are sensitive to four factors, 1) the length of the
excerpts, 2) the complexity of the codes, 3) the consistency of the user’s rating, and 4)
the quality of the user-created regexes. In this simulation, we only explored our RQs
under limited conditions. Firstly, we only simulated one data set with relatively short
excerpts. As a result, the impact of excerpt length was not considered. Secondly, in order
to simulate the performance of our algorithm we used previously validated regexes to
simulate human rating in the active learning process, which implies that the codes are
simple enough to be represented by regexes. Thirdly, since the “user’s ratings” were
actually the classifier ratings, there was no inconsistency in the “user’s ratings”. And
lastly, we restricted the user’s input to excerpt rating only. In other words, our simulation
assumed that the user did not have fluency in creating or modifying regexes.

The 50,888 items were randomly divided into a training set with 3,000 items and a
test set with 47,888 items. For each of the six codes, a new regex list was generated using
the active learning algorithm described above. When the generation process started the
initial regex list of a code was assumed to be empty and therefore did not match on any
excerpt. The regex generation process went through all 3000 randomly sampled training
items, one at a time. For each item, the only input from the simulated “user” was the
“human” rating of the excerpt for the specific code. The regex list was modified when a
conflict occurred (i.e., the new regex rating and the “human” rating were not the same for
the excerpt), and the process for generating a code finished when all training items were
checked. At each “conflict” iteration, the regex generation time was recorded, and the
Cohen’s kappa between “human rating” and “regex rating” (using the regex generated
up to the conflict iteration) was computed on both training set (3,000 items) and test set
(47,888 items).
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4.3 Result

Table 1. Code name, number of conflicts iterations occurred in training, average generation time
at each conflict iteration in training, training and test kappa after 3000 iterations.

Code Conflicts Average Time (second) Training κ Test κ

TECH CONSTRAINTS 57 0.018 1 0.987

PERFORMANCE 44 0.020 1 0.979

COLLABORATION 53 0.017 1 0.983

DESIGN 173 0.023 1 0.859

DATA 146 0.026 1 0.896

REQUESTS 88 0.024 1 0.957

We implemented the simulation in R and ran the simulation on a MacBook Air with
macOS Monterey 12.2.1, Apple M1 chip 8 core CPU, 8 GB memory. Table 1 shows
the total conflicts that occurred, average generation time in each conflict iteration, final
training kappa, and final test kappa after 3,000 iterations. The number of conflicts for
the six codes ranged from 44 to 173. The average generation time per conflict ranged
from 0.017 to 0.026 seconds. The final training kappa were all 1, indicating that all false
negative conflicts and false positive conflicts were resolved. The final test kappa ranged
from 0.859 to 0.987.

Figure 2 shows the training kappa (blue) and the test kappa (red) at each iteration for
each code. The generation process for the codes “Tech Constraints” and “Performance”
converged most quickly. They reached a high test kappa value of κ = 0.9 in less than
500 iterations. The process for the code “Collaboration” was slightly slower, it reached
test kappa κ = 0.9 in about 800 iterations. The generator took about 2000 iterations to
reach the same test kappa for the code “Request”, about 3000 iterations for the code
”Data”. For the code “Design”, the test kappa never reached 0.9 in the 3000 iterations.
The number of conflicts encountered in the 3000 iterations negatively correlated to the
test kappa and the convergence speed. That is, codes with a smaller number of conflicts
converged more quickly and reached higher final test kappa.

Table 2 shows a comparison of the original human-created regexes and the generated
regexes for the code “Tech Constraints”. Except for the regex “\bchemical”, all original
regexes were retrieved. Among all generated regexes, only three (at the bottom row of
the table) did not have corresponding items in the original regex list.
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Fig. 2. Training kappa and test kappa at each conflict iteration for each code. Some curves ended
before 3000 iterations because no more later conflict iteration occurred. (Color figure online)

The basic regex forms in our generation cannot represent all practically possible
regexes. For example, in our simulation, the original regex list for the code “data”
included a regex that represents any numeric values greater than 10, with some excep-
tions, including those with “player”, “min”, “am”, “pm”, and the percentage symbol
“%”. The original regex was in the form “\b(?<!player)(?<!player)(?<![\/])(?<!:)[1-
9][0-9](?!%)(?! %) (?!min)(?! min)(?!:)(?!pm)(?!am)”, which can-not be constructed
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Table 2. Original and generated regex lists for code “Tech Constraints”

Original Regexes Generated Regexes

\bpespvp, \bdry-jet, \bjet, \bnegative
charge, \bsurfactant, \bvapor, \bvapor
deposition polymerization, \bpmma,
\bprnlt, \bmanufacturing process,
\bmaterials, \bphase inversion, \bsteric,
\bpolyamide, \bnano, \bcarbon nanotube,
\bbiological, \bprocesses,
\bpolysulfone, \bhydro, \bcnt

\bpespvp\, \bjet\b, \bcharge\b,
\bsurfactant\b, \bsurfactants\b,
\bvapor\b, \bpmma\b,
\bpmma_batch2\b, \bprnlt\b, \bi agree with
prnlt2\b, \bmanufacturing process\b,
\bmaterials\b, \bphase inversion\b, \bsteric\b,
\bpolyamide\b,
\bnanotube\b, \bnanotubes\b,
\bbiological\b, \bprocesses\b,
\bpolysulfone\b, \bhydro\b,
\bhydrophilic\b, \bhydrophillic\b,
\bcnt\b

\bchemical

\b2.4\b, \bso then thats\b, \blisted\b

by our four basic forms. To match such numeric tokens, our generator had to gen-
erate regexes that represent each specific number, such as “\b120\b”, “\b900000\b”,
“\b32.22\b”, etc. (see Table 3). Since our generator is designed for an interactive pro-
cess, in which the user has the opportunity to supply good regexes, we may assume that,
after seeing regexes representing specific numbers, the user could realize that a regex
representing such numeric values is needed and add a valid one to the regex list. How
helpful would that be? We ran a follow-up simulation in which we added the numeric
value regex when the first excerpt with the specified numeric number appeared. The
result showed that the total number of conflicts dropped from 146 to 58 in the 3000
iterations. The number of regexes in the list dropped from 82 to 26, and the test kappa
increased from 0.896 to 0.990. The required number of items for the test kappa to reach
κ = 0.9 dropped from about 3000 to less than 560. Table 4 shows the generated regex
list (right column) with the numeric regex added by the user.
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Table 3. Original and generated regex list for code “Data”

Original Regexes Generated Regexes

\bperformed well, \bmaximizes, \bresult,
\brates, \bscore, \bworst, \bpoor,
\bchart, \btoo high, \baverage, \btests,
\bgraph, textbackslash bdata, \breading

\bperformed well\b, \bmaximizes\b,
\bresults\b, \bresult\b, \bresulted\b,
\brates\b, \bscore\b, \bscores\b,
\bscored\b, \bworst\b, textbackslash bpoor\b,
\bpoorly\b, \bchart\b,
\bcharts\b, \btoo high\b, \baverage\b,
\btests\b, \bgraph\b, \bgraphs\b,
\bgraphing\b, \bdata\b, \breading\b

\b(?<!player)(?<!player
)(?<![\/])(?<!:)[1-9][0-9](?!%)(?!
%)(?!min)(?! min)(?!:)(?!pm)(?!am)

\b110\b, \b29\b, \b319\b, \b11\b,
\b130\b, \b900000\b, \b65.56\b,
\b120\b, \b13\b, \b100\b, \b20.0\b,
\b17\b, \b230\b, \b40\b, \b18\b,
\b105\b, \b140\b, \b500000\b, \b21\b,
\b32.22\b, \b1000000\b, \b70\b, \b14\b,
\b80\b, \b50.00\b, \b65\b, \b90\b,
\b724\b, \b133\b, \b353\b, \b613\b,
\b23\b, \b800,000\b, \b43.33\b, \b12\b,
\b10.0\b

(.*?\blowest.*?\bcheapest.*?),
(.*?\bcheapest.*?\blowest.*?), \bcost more,
\bwas good in, \bequal value,
\bwas found to be, \bhad the lowest reliability,
(.*?\bseems to be.*?\bcostly.*?),
(.*?\bcostly.*?\bseems to be.*?),
(.*?\bperformed.*?\buniformly.*?),
(.*?\buniformly.*?\bperformed.*?),
\bperform well,
\bperforms.*?\breliability,
(.*?\boverall.*?\bperformed.*?),
(.*?\bperformed.*?\boverall.*?)

\bphase 20\b, \bbar\b, \bfail\b,
\bincome\b, \b400k\b, \band prnlt\b,
\b31st\b, \bvdp\b, \bcar\b,
\bevaluation\b, \bprnlt\b.{0,5}\bdry\b,
\breplaced\b, \beach aspect\b, \b7 of\b,
\btables\b, \b5pm\b, \bflux of\b,
\b28th\b, \bmean we\b, \bfr\b,
\bdramatic\b, \binsignificant\b, \b1 had\b,
\bnmg\b, \bhave 0\b,
\bmatters\b, \bresolve\b, \b1;31\b, \b10
is\b
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Table 4. Original generated regex lists for code “Data” with user creation

Original Regexes Generated Regexes

\bperformed well, \bmaximizes, \bresult,
\brates, \bscore, \bworst, \bpoor,
\bchart, \btoo high, \baverage, \btests,
\bgraph, \bdata

\bperformed well\b, \bmaximizes\b,
\bresults\b, \bresult\b, \bresulted\b,
\brates\b, \bscore\b, \bscores\b,
\bscored\b, \bworst\b, \bpoor\b,
\bpoorly\b, \bchart\b, \bcharts\b, \btoo high\b,
\baverage\b, \btests\b,
\bgraph\b, \bgraphs\b, \bgraphing\b,
\bdata\b, \breading\b

\b(?<!player)(?<!player
)(?<![\/])(?<!:)[1-9][0-9](?!%)(?!
%)(?!min)(?! min)(?!:)(?!pm)(?!am)

\b(?<!player)(?<!player
)(?<![\/])(?<!:)[1-9][0-9](?!%)(?!
%)(?!min)(?! min)(?!:)(?!pm)(?!am)

(.*?\blowest.*?\bcheapest.*?),
(.*?\bcheapest.*?\blowest.*?), \bhad great
reliability, \bhad the lowest reliability,
(.*?\bseems to be.*?\bcostly.*?),
(.*?\bcostly.*?\bseems to be.*?), \bequal
value, \bwas found to be,
(.*?\bperformed.*?\buniformly.*?),
(.*?\buniformly.*?\bperformed.*?),
\bperform well, \bcost more, \bwas good in,
\bperforms.*?\breliability,
(.*?\boverall.*?\bperformed.*?),
(.*?\bperformed.*?\boverall.*?)

\bfail\b, \bincome\b, \beach aspect\b,
\b1 had\b, \bresolve\b

5 Conclusions and Discussions

In this study,weproposed a lightweight interactive regex generator for qualitative coding.
The simulation partially answered our research questions, constrained by our simulation
conditions. We had hoped that the generator could respond to the user in a few seconds.
The simulation showed that the average generation time was about 0.02 seconds per
conflict. Therefore, we conclude that the algorithm is fast enough for an interactive
system. All six codes we simulated accurately retrieved the original regexes. Therefore,
we conclude that, for codes that can be accurately represented by regexes, the algorithm
can converge to the right regexes. Finally, we conclude that it may take 500 to 3000 items
to train a high-accuracy regex for data with similar excerpt length and code complexity
to ours.

Limitations. Our findings are limited in several ways. First, although our data was
relatively large andwe tried six different codes, the lengths of the excerptswere relatively
small (12.04 tokens by average) and the codes were relatively simple, in the sense that
they could be represented by a relatively small set of basic regexes. For data with longer
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excerpts and more complex codes, it may take more iterations to generate high accuracy
regexes. The time on each iteration may also be longer. Second, the replacement of
“human” user by validated regex lists limits the input a human user gives. Howmuch the
performance of the generator could be improved by human user’s regex creation has not
been systematically evaluated. Third, we did not provide a way to dynamically estimate
the quality of generated regexes. The kappa values in this study were computed based
on the known validated regex lists which won’t be available in real regex development
process. The process of estimating the quality of the regexes is called “validation” ,
which is an important topic but beyond the scope of this paper. Last but not least, regex
for coding are generating patterns for meaning, which implies that advanced natural
language process (NLP) techniques may help. We were cautious on integrating NLP
techniques due to the concern with computation complexity. However, it is possible that
some “heavy” computation may be done only once at the beginning of the coding. For
example, training a Latent Semantic Analysis (LSA) space [5] may take several minutes
but that is a computation for only one time per data set. Once an LSA space is trained, it
could be used to find tokens that are similar in meaning. That could potentially be used
to greatly accelerate the generation process. For example, once some candidate n-grams
are found, instead of selecting the most frequent one, the one that are most similar in
meaning with existing selected n-grams could be a much better choice. As a final note,
the proposed regex generator has been integrated in our coding tool named “Codey”.
Readers who are interested in seeing how the algorithm works in Codey may contact
authors.
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Abstract. This paper investigates the potential of utilizing ChatGPT (GPT-4) as
a tool for supporting coding processes for Quantitative Ethnography research. We
compare the use of ChatGPT and nCoder, the most widely used automated coding
tool in the QE community, on a dataset of press releases and public addresses
delivered by governmental leaders from seven countries from late February to late
March 2020. The study assesses the accuracy of the automated coding procedures
between the two tools, and the role that ChatGPT’s explanations of its coding
decisions can play in improving the consistency and construct validity of human-
generated codes. Results suggest that both ChatGPT and nCoder have advantages
and disadvantages depending on the context, nature of the data, and researchers’
goals. While nCoder is useful for straightforward coding schemes represented
through regular expressions, ChatGPT can better capture a variety of language
structures. ChatGPT’s ability to provide explanations for its decisions can also help
enhance construct validity, identify ambiguity in codedefinitions, and assist human
coders in achieving high interrater reliability. Although we identify limitations of
ChatGPT in coding constructs open to human interpretations and encompassing
multiple concepts, we highlight opportunities and potential benefits provided by
ChatGPT as a tool to support human researchers in their coding process.

Keywords: Automated Coding · ChatGPT · nCoder · Coding Process ·
Reliability

1 Introduction

One of the key components of qualitative analysis of textual data is the process of
defining themes and patterns and identifying where they appear in the data, to derive
meaningful insights. This is especially true in quantitative ethnographic (QE) research,
where theoretical and practical attention has been paid to the concept of fairness to ensure
interpretations are consistently agreed upon by relevant stakeholders and that different
manifestations of the same concept are comparable [1, 2]. This process of assigning
valid codes in a reliable manner often proves both tedious and complex. While manual
coding techniques remain popular in both QE and broader research [3], such approaches
remain infeasible for larger datasets, and the potential for human error remains.
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Recent efforts to offload the burden of coding while maintaining or maximizing fair-
ness have drawn on the affordances of computer science and natural language processing
technologies. The development of automated coding tools such as nCoder [4], for exam-
ple, has assisted researchers in coding data that would otherwise necessitate an extensive
and time-consuming manual process. This freely accessible online tool (https://app.n-
coder.org/), enables users to define codes and automate the coding process based on
regular expressions provided by the researchers [5]. A regular expression is a sequence
of characters or other text constructs, with the option of including gaps in the sequence.
nCoder categorizes each line of data based on the presence or absence of regular expres-
sions pre-defined by human researchers. nCoder also allows for the assessment of coding
agreement between and across humans and machines and supports the review of any
disagreements to support a human analyst in the refinement of regular expressions used
in these classifiers. Through this iterative process, the classifiers become more capable
and proficient at discerning language structures that signify the presence of each code on
each line. Once researchers deem the agreement between themselves and the detector to
be sufficiently high, based on indicators such as Kappa, precision, recall, and Shaffer’s
rho [1, 6, 7], researchers can then generalize these classifiers to code the entire dataset.
While nCoder has proved useful in QE research [3], there are still concerns that nCoder
may be unable to capture all cases where a human would identify a code (recall), as reg-
ular expressions may not match human coders’ capacity to consider contextual features
or semantic nuance.

A similar iterative process could be conducted with other algorithms as well. There is
an extensive history of machine learningmethods being used to code textual data [8–10],
with neural networks emerging as a particularly effective algorithm for this application
in the last few years [11–13]. Very recent work has suggested that the use of neural
networks may speed the process of qualitative coding by automating it, though this
requires more samples of human coding than nCoder [14]. Other very recent work has
demonstrated the potential of Large Language Models (LLM) such as ChatGPT [15] to
perform automated coding of textual data [16]. LLMs can discern semantic relationships
between words and concepts rather than searching for a specific sequence of characters
or elements, capturing complex linguistic patterns that are often difficult for human
coders to identify rationally through regular expressions.

Furthermore, ChatGPT’s ability to interact with human analysts allows them to query
it to better understand the conceptual reasons for discrepancies between human and
machine coding. This interaction could potentially furnish valuable insights to enhance
human coding practices, particularly in identifying inconsistencies in coding, which is
important even when interrater reliability is high overall. Similarly, the explanations
provided by ChatGPT can offer insights into construct validity, the extent to which the
constructs used in coding accurately represent the intended elements or themes being
studied. Due to its capacity to interact with human researchers, LLM chatbots such
as ChatGPT hold potential utility as a coding instrument that can facilitate not only
automated coding but also improve the consistency and validity of human coding with
less effort than the methods currently most-widely used in quantitative ethnography.

https://app.n-coder.org/


472 A. F. Zambrano et al.

Given these possibilities, this work is an exploratory look at the potential of Chat-
GPT for supporting data coding processes in Quantitative Ethnography. We evaluate the
interrater reliability of ChatGPT and nCoder with human coders within the context of
a dataset consisting of press releases and public addresses delivered by governmental
leaders from seven countries during the period of late February to late March 2020 [17].
Moreover, we examine how the explanations provided by ChatGPT for its coding deci-
sions can support humans in refining both their coding scheme and individual codes,
ultimately aiming to improve consistency and construct validity.

2 Methods

2.1 Study Contexts

In this study, we examine the potential advantages of utilizing ChatGPT (GPT-4 model;
see [15]) in the coding process. We first focus on improving the accuracy of the auto-
mated coding procedure, using nCoder as a reference for comparison. Then, we assess
the consistency and construct validity among human-generated codes using ChatGPT’s
explanations of its coding decisions.

For this purpose, we employ a dataset that comprises transcripts of press releases
and public addresses delivered by governmental leaders from seven countries from late
February to late March 2020 [17]. The authors used a codebook incorporating seven
categories:Medical Positive,Medical Negative, Economic Positive, Economic Negative,
Social Positive, Social Negative, and Political Positive. One of the authors that originally
used this dataset contributed to this analysis to reduce any potential risk of misinterpre-
tation of the original codebook. The average inter-rater agreement, measured by Cohen’s
Kappa, was 0.94. For a more comprehensive discussion of the codebook, refer to [17].

We selected this dataset because the categorization of the content of leaders’ dis-
course in the seven constructs defined by the authors is complex. In this dataset, similar
information can be conveyed using a wide variety of vocabulary, and subtle differences
between some constructs, such as social and political, or between positive and negative
sentiment within the same construct, may prove difficult to distinguish reliably using
automated classifiers. Therefore, we hypothesize that automated coding based on seman-
tic similarity (closeness in meaning between two pieces of text) could be more effective
than relying on exact wording for this dataset, making this a case where ChatGPT might
demonstrate advantages relative to nCoder.

2.2 Coding Process with nCoder and ChatGPT

For both nCoder and ChatGPT, we randomly selected a training set of 100 lines from the
original dataset. We tested both nCoder and ChatGPT’s performance using an additional
set of 100 unobserved lines from the dataset. We used the same training set and test set
for both nCoder and ChatGPT.
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Following the process outlined by Cai et al. [5], we used an iterative approach to
craft regular expressions in nCoder that maximized agreement between the classifier and
human coders for each code category. We first established a set of regular expressions
based on the construct definitions provided by [17], using the examples provided in
the original codebook, and applied them to code the training set. We then analyzed
any instances where nCoder and human coders disagreed and evaluated the effect of
adding or deleting regular expressions on the overall kappa value. In this step, verbs,
substantives, adjectives, and adverbs, including their linguistic roots (e.g., the linguistic
root ‘hope’ in the word ‘hopeful’) were considered as potential regular expressions that
could be added or deleted to enhance kappa value. Next, we fine-tuned each classifier
incorporating those regular expressions that increased the agreement between nCoder
and humans for the training set. Finally, we tested the optimized regular expressions on
an additional set of 100 unobserved lines for each construct.

We adopted a similar approach for ChatGPT. For each construct, we provided Chat-
GPT with the construct name and original definition that was used by the authors [17].
It is essential to provide ChatGPT with a straightforward, specific, and clearly stated
prompt to obtain optimal results. Therefore, we coded only one construct at a time and
requested a binary vector as the response to avoid overloading ChatGPT with excessive
information, which could reduce the accuracy of the coding. We then addressed each
disagreement between ChatGPT and human coders by requesting explanations from
ChatGPT regarding its decisions. We incorporated these explanations to enhance the
code definitions used in the prompts for ChatGPT, refining, clarifying, or supplement-
ing the definitions where needed, and including clarifying statements and examples of
appropriate and inappropriate phrases to help define the constructs. It is important to
note that the definitions given to ChatGPT were revised, but we did not subsequently
have the human coders re-code the data based using this modified codebook (we discuss
this possibility below). We also asked ChatGPT for suggestions for updating the defi-
nitions to gain insights about how we could reframe the definitions of each construct.
Any definitions or supplements suggested by ChatGPT were reviewed and fine-tuned
by human researchers. If a revised code definition negatively impacted the agreement
between ChatGPT and human coders, we disregarded that new definition and proceeded
to the next disagreement until we had reviewed the entire training set once. The flowchart
of this process is presented in Fig. 1.

An example of this process is shown in the results section. To avoid confusing
ChatGPT due to information overload, we limited each definition to a maximum of
five sentences. The coding process with ChatGPT was conducted in subsets of 25 lines,
repeating the process four times, due to themaximumprompt length currently allowed by
ChatGPT. After completing all coding, review, and refinement, we compared ChatGPT’s
performance to nCoder, using 100 additional unobserved lines from the dataset. This
test set was the same for both coding strategies. Kappa, precision, recall, and Shaffer’s
rho [6, 7] were then calculated for the comparison between nCoder and ChatGPT using
[18]. We employed Shaffer’s rho to reduce the potential risk of Type 1 error of Kappa
[7]. We also calculated precision and recall to understand how the automated and human
codes differ.
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3 Results

3.1 Prompt Creation

In this section,we illustrate an example of theChatGPTprompt creation process using the
code category labeled as Social Positive. According to [17], this construct is associated
with concepts such as empathy, community, unity, and public education. Based on this
original definition, we tasked ChatGPT with coding the training set of 100 randomly

Fig. 1. Flowchart of the proposed process for developing the coding prompt of one construct
using ChatGPT.



From nCoder to ChatGPT 475

selected lines (in sets of 25 lines, as mentioned above). The first disagreement observed
between ChatGPT and human coders occurs in Line 280, which.

states: “Let us never despair”. ChatGPT justified its choice of coding this line under
the construct of Social Positive by explaining that:

This line conveys a message of hope and unity, encouraging people to remain
hopeful and resilient in the face of challenges. It promotes a positive attitude and
urges community members to support each other, which aligns with the concept
of Social Positive.

Human coders, on the other hand, determined that this line should be coded as Social
Negative, as they viewed it as a warning rather than a message of hope. We provided
ChatGPTwith this clarification and requested a revised definition of the code as follows:

I consider this line a warning rather than a message of hope. It should not be
categorized as Social Positive. How can I modify the original definition of the
code to state it clearer?

Based on this prompt, ChatGPT responded with a more precise definition of the
construct addressing the misunderstanding:

I apologize for the misunderstanding. To modify the original definition of Social
Positive, you may want to emphasize the explicit demonstration of beneficial
impact, and provide clearer examples. Here’s an updated definition:

The concept of "social positive" refers to actions, attitudes, or behaviors that
explicitly demonstrate a beneficial impact on society or positive perceptions of
the community, through promoting activities or initiatives that directly support
the community. Some examples of this concept are: volunteering, community-
building events, promoting unity and collaboration, educational programs, or
clear expressions of empathy and support for fellow community members.

Based on this new definition, we ask ChatGPT to code the training set again and
continue to the next disagreement, which occurred in Line 71, which states: “My dear
fellow citizens.“ According to ChatGPT:

This line is a simple salutation or greeting addressed to the citizens. Although it
demonstrates a level of empathy and connection, it does not explicitly promote
activities or initiatives directly supporting the community, unity, collaboration, or
educational programs as described in the revised definition of Social Positive.

Based on this explanation, we clarified to ChatGPT that greetings that show empathy
and camaraderie should also be considered under the category Social Positive. After
offering ChatGPT this clarification, ChatGPT developed the following definition of the
code:

The concept of "social positive" refers to actions, attitudes, or behaviors that
explicitly demonstrate a beneficial impact on society or positive perceptions of
the community, through promoting activities or initiatives that directly support
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the community or by expressing empathy and connection. Some examples of
this concept are: volunteering, community-building events, promoting unity and
collaboration, educational programs, clear expressions of empathy and support
for fellow community members, or heartfelt greetings that display a sense of
camaraderie and connection.

This process was replicated for all disagreements in the training set of each code
category. In nCoder, code and coding refinement requires that researchers examine incon-
sistencies, diagnose validity or consistency issues independently from the tool, and alter
regular expressions accordingly. Through the use of ChatGPT, the process becomes
more interactive and embedded in the study context (code and data features), serving as
a scaffolded support for identifying and addressing issues related to construct validity
(code definitions) or consistency (code applications).

3.2 Agreement Metrics

Table 1 shows the degree of agreement between machine and human codes. During
training, nCoder shows higher agreement with human coders (average Kappa = 0.77)
than ChatGPT (average Kappa= 0.54), which is likely due to the use of regular expres-
sions that explicitly define the words and language structures considered by humans
when categorizing the examples. For the test data, nCoder also shows a higher level of
agreement with human coders (Kappa = 0.53) compared to ChatGPT (Kappa = 0.46).
In terms of precision, which assesses the machine’s ability to accurately identify the
presence of a construct in each line while minimizing false positives, nCoder (Precision
= 0.79) outperforms ChatGPT (Precision= 0.52). However, for recall, which evaluates
the proportion of true positive categorizations made by the machine over all the actual
positives coded by humans, ChatGPT (Recall = 0.8) surpasses nCoder (Recall = 0.6).

Table 1. Training and testing agreement between human and machine coding.

Code Machine Coder Train Test

Kappa Kappa Precision Recall Shaffer’s rho

Medical/
Positive

nCoder 0.85 0.5 0.88 0.54 1

ChatGPT 0.59 0.47 0.59 0.69 1

Medical/
Negative

nCoder 0.73 0.39 0.65 0.5 1

ChatGPT 0.54 0.50 0.60 0.69 1

Economic/
Positive

nCoder 0.83 0.64 0.76 0.7 0.5

ChatGPT 0.87 0.83 0.90 0.87 0.04

Economic/
Negative

nCoder 0.82 0.47 1 0.43 1

ChatGPT 0.56 0.51 0.42 0.89 1

(continued)
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Table 1. (continued)

Code Machine Coder Train Test

Kappa Kappa Precision Recall Shaffer’s rho

Social/
Positive

nCoder 0.78 0.66 0.83 0.8 0.47

ChatGPT 0.46 0.38 0.5 0.81 1

Social/
Negative

nCoder 0.86 0.67 0.82 0.69 0.46

ChatGPT 0.31 0.2 0.27 0.83 1

Political/
Positive

nCoder 0.55 0.41 0.58 0.54 1

ChatGPT 0.46 0.32 0.36 0.84 1

Average nCoder 0.77 0.53 0.79 0.60 0.78

ChatGPT 0.54 0.46 0.52 0.80 0.86

In looking at these differences, one of the key factors is whether specific words
are sufficient to recognize a category. Take, for example, the Medical Positive code,
which exhibits a precision of 0.88 but a recall of 0.54 for nCoder. For this code, the
presence of words such as “vaccines” or “hospitals” allows nCoder to easily recognize
this construct. Consequently, each time a new unobserved line contains either of these
words, if there is no language structure indicating a reduction or absence, the nCoder
classifier can categorize it asMedical Positivewith a low risk of error. However, nCoder
may struggle to generalize to all the names ofmedical institutions or devices thatwere not
observed during training. In other words, although nCoder’s precision can be relatively
high because it received specific examples for each code category, it may face low recall
when generalized to broader data, since regular expressions require exact words. As Cai
et al. [5] note, it is impossible to provide nCoder with all possible examples.

As ChatGPT is a pre-trained LLM, recall issues can be mitigated by the vocabulary
and semantic structures that ChatGPT has already learned. For example, for theMedical
Positive code, ChatGPT has previously learned a broad range of medical vocabulary,
under the semantic field of medicine or health, which can enable it to recognize organi-
zations, devices, or other concepts that are not observed during the training process but
that would be related to the code category. This capability of ChatGPT is also evident
in the examples provided when defining the prompt of the category Social Positive in
Sect. 3.1. ChatGPT identified a greeting even without being given an example or the
explicit language structure of a greeting in the prompt.

In general, ChatGPT can offer high performance in code categories where the range
of possible interpretations is limited, and the semantic field is concrete. For instance, for
the construct Economic Positive, which the authors originally defined as any concept
related to commerce, trade, and marketplace, ChatGPT achieves precision and recall
greater than 0.85 and a Shaffer’s rho of 0.04, indicating it can accurately code the entire
dataset for this construct according to the standards suggested by [1, 6]. However, for
constructs that are more open to interpretation or less thematically discrete, ChatGPT’s
pre-established semantic connections may result in overgeneralization, leading to the
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incorrect categorization of some lines as belonging to those constructs. This issue is
apparent in the lower precision shown by ChatGPT for code categories about social
or political actions compared to nCoder. For example, Line 1 of Emmanuel Macron’s
speech states:

“Thursday evening, I spoke to you to discuss the health crisis that our country is
going through. Until then, the epidemic may have been a distant idea for some, it
has become an immediate, pressing reality.”

This line was categorized asMedical Negative by human coders, who identified the
concept of a health crisis in this line exclusively as a medical issue, recognizing that its
social and economic consequences are not mentioned within the line. However, Chat-
GPT interpreted this line as belonging to both Medical and Social Negative categories,
providing the following rationale for the Social Negative construct:

This line is coded as Social Negative because it refers to the negative consequences
of the ongoing crisis, which likely includes social issues such as close contact
restrictions, lockdowns, or other related social issues. The statement implies that
the implemented measures are a response to the crisis, and the deepening of the
crisis suggests that the population is facing challenges and difficulties.

Even after instructing ChatGPT not to categorize lines that exclusively refer to the
health issues of the pandemic as Social or Economic Negative, its semantic structures
continue to classify such lines as Social Negative. This overgeneralization is the main
reason for the relatively low precision ChatGPT achieves.

3.3 ChatGPT Explanations for Consistency Checks and Construct Validity

When we consider nCoder and ChatGPT’s properties for replicating human coding on
this task, it is worth noting that human coding can also be fallible. A low precision or
recall can indicate that ChatGPT or nCoder perform poorly in the coding task, but it also
can represent fuzziness in the construct being coded by humans. Disagreements between
human coders and ChatGPT or nCoder can arise from inconsistencies or idiosyncrasies
in how a construct is conceived or coded. Therefore, although the semantic structures
developed by ChatGPT as described in the previous sections may be imperfect at cap-
turing the codes, the tool’s capacity to offer explanations grounded in those previous
structures can be valuable for detecting possible inconsistencies and idiosyncrasies in
human understanding. This provides an additional perspective for some decisions in the
coding process, supporting the humans who make decisions about codes in a critical
examination of their interpretations and assumptions.

ChatGPT’s grounded and detailed explanations offer an opportunity for human
coders to identify and critically reexamine any inconsistencies that may exist between
any code they apply and their working understandings of the code categories. ChatGPT
can support human coders to think through their own rationales (and any underlying
assumptions) while coding, especially when a code definition is more subjective or
leaves room for interpretation. It can offer peer-like support (a thought partner) to help
human coders be reflective on their own decision process in a more systematic fashion.
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An exploration of repetitive inconsistenciesmay also further highlight issues in construct
validity, including when the coding scheme is not clearly defined or fails to capture the
underlying construct [19–21].

These types of inconsistencies can occur in almost any coding scheme attempting to
capture complex, rich constructs. Though we explore them in [17] work, it is important
to note that these inconsistencies only manifest in a small proportion of the data codes.
We highlight them with the purpose of showing the potential benefits of using ChatGPT
as an additional tool for revising the inconsistencies that can be present in the human
coding process -- even for coding schemes and codes that are generally high-quality --
and for enhancing construct validity and interrater reliability.

We can illustrate this process by studying the construct with the lowest agreement
between humans and ChatGPT, Social Negative. This code category was originally
defined to include “nationalism, xenophobia, racism, lockdown, and closed schools”
[17], a broad range of topics. However, on two occasions, human coders agreed not
to categorize lines related to school closures and lockdowns under the Social Negative
construct. For example, Line 136 from the speech by Yoshihide Suga states:

"We ask private companies to take into consideration the situation of employees
with children. In particular, the closure of schools will be a very significant burden
for micro-, small- and medium-sized business operators, who already routinely
face a shortage of workers, as well as medical professionals and nursing and
childcare workers."

Although human coders did not consider this to be within Social Negative category,
ChatGPT categorized this line as Social Negative arguing that:

It [Line 136] addresses the negative consequences faced by employees with chil-
dren due to the closure of schools, which is a social issue. The line highlights the
challenges and difficulties that micro-, small-, and medium-sized business opera-
tors, medical professionals, and childcare workers experience as a result of this
situation.

In this example, ChatGPT clearly associated the school closure mentioned in this
line with the original definition of the code category Social Negative. Similarly, for Line
196 in the speech by Cyril Ramaphosa, which mentioned:

"As a consequence, the National Coronavirus Command Council has decided to
enforce a nation-wide lockdown for 21 days with effect frommidnight on Thursday
26 March,"

ChatGPT coded this as Social Negative due to the inclusion of the concept of lock-
down, disagreeing with the human coders, who coded this asPolitical Positive. Although
human coders included lockdown as one of the examples of the Social Negative code,
they agreed not to code Line 196 as Social Negative. The explanation provided by
ChatGPT was:

This line is associated with the concept of "Social Negative" because it discusses a
nation-wide lockdown, which is a direct response to a social issue (the pandemic).
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Lockdowns lead to negative consequences and difficulties faced by the population,
such as restrictions on movement, closures of businesses, and potential economic
repercussions.

This explanation reveals again that ChatGPT was not fully successful in differentiat-
ing between medical and social issues, which aligns with COVID-19 emerging in 2020
as a global medical concern with a high level of social impact. As mentioned earlier, this
limitation is a primary cause of the low precision (but high recall) exhibited by Chat-
GPT when identifying the Social Positive and Social Negative constructs. Despite this
limitation, ChatGPT proved helpful, detecting that human coders were not classifying
this line adhering to the predetermined definition of Social Negative.

Furthermore, ChatGPT also provided the opportunity to continue consideration of
these disagreements. For instance, after reviewing its explanation for the coding of Line
196, we clarified to ChatGPT that, under the original coding scheme, the pandemic
is considered a medical issue rather than a social issue. ChatGPT’s response to this
explanation was:

You’re right that the pandemic is primarily a medical issue. However, the con-
sequences of the pandemic, such as lockdowns and restrictions, have significant
social impacts as well. These social impacts include disruptions to daily life, eco-
nomic challenges, and mental health issues, among others. In this context, line
196 touches upon a "social negative" aspect since it refers to the implementation
of a lockdown, which affects the social life and well-being of the population.

This response serves as evidence that ChatGPT can present valid justifications for its
coding decisions and maintain consistency in those decisions, providing similar argu-
mentation to the one previously observed in the example shown in Sect. 3.2 for Line 1.
While it may not necessarily persuade human researchers to modify their own coding
schemes, it can prompt them to engage in more critical reflection, in this case on the
discreteness of coding categories.

In addition to discrepancies between construct definitions and coding, ChatGPT can
also assist in uncovering inconsistencies between two lines that have similar semantic
meanings but were coded differently by humans. For instance, human coders agreed to
categorize the following lines in the speech by Cyril Ramaphosa as Social Positive but
not as Medical Positive:

– Wash hands frequently with hand sanitisers or soap and water for at least 20 s;
– Cover our nose and mouth when coughing and sneezing with tissue or flexed elbow;
– Avoid close contact with anyone with cold or flu-like symptoms.

This categorization suggests that, for these human coders, all instructions aimed at
citizens for reducing contagion risk, without any negative connotation in the message,
should be coded exclusively as Social Positive. However, Line 174 in the speech by Cyril
Ramaphosa, which states, “We reiterate that the most effective way to prevent infection is
through basic changes in individual behavior and hygiene,” was coded as bothMedical
and Social by human coders. ChatGPT therefore argues that this set of lines should be
categorized consistently. It categorizes all the abovementioned lines asMedical Positive
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and provided the following rationale for each of them regarding the Social Negative
construct:

This line provides a recommendation for a hygienic practice to help prevent the
spread of illness. It does not explicitly discuss any of the social issues mentioned in
the definition of "social negative" (nationalism, xenophobia, racism, stockpiling,
basic necessities unsatisfied, lockdowns, and closed schools) nor does it highlight
the negative aspect of these issues. Therefore, it was coded as 0, meaning it is not
associated with the concept of Social Negative.

ChatGPT’s primary contribution is not to correct human coding on these lines, but
to emphasize that all of these lines should be categorized consistently. Consequently,
ChatGPT may also be employed as an additional means of reviewing the application
of codes across the dataset, reducing potential inconsistencies even after agreement has
been reached between the two human coders.

However, ChatGPT’s reasoning is still imperfect in many cases. For instance, Line
163 in Cyril Ramaphosa’s speech - “The response of the South African people to this
crisis has been remarkable. Millions of our people have understood the gravity of the
situation” - was coded by ChatGPT as Social Negative rather than Social Positive, with
the following rationale:

It [Line 163] refers to the crisis and the gravity of the situation being faced by
the South African people, highlighting the challenges and difficulties they are
experiencing due to the crisis. While it doesn’t mention a specific social issue, it
implies that there are negative consequences faced by the population in a broader
context.

This example illustrates that ChatGPT can sometimes overlook valuable nuances
within lines, such as the word “remarkable”, which gives this line a positive connota-
tion that caused humans to categorize it under the Social Positive construct instead of
Social Negative. Therefore, althoughChatGPT’s explanations can be valuable for detect-
ing possible inconsistencies in human coding, it can also neglect relevant information,
focusing on other words or concepts that it considers more relevant, leading to errors
in ChatGPT’s coding. Despite these limitations, the examples discussed in this section
demonstrate how ChatGPT has the potential to support human coders by providing
explanations and warnings about possible issues in their codes and/or coding schemes.
These explanations can assist human coders in becoming not only more aware of their
own decision-making process, but also more systematic. Repetitive inconsistencies may
also highlight issues with construct validity, alerting human researchers to aspects of the
coding scheme that are not clearly defined or fail to capture the intended construct.

4 Discussion and Conclusions

In this paper, we have discussed how ChatGPT can be a useful tool for improving the
coding process for qualitative data. We first explored the use of ChatGPT as a tool
for automated coding. We compared ChatGPT with nCoder, the current most common
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tool for automated coding within the quantitative ethnography community, in terms of
each approach’s performance for unseen data. We observed that the tools had different
affordances and constraints, suggesting that the decision to use one or the other depends
on the context and the nature of the data, as well as the researcher’s goals. The use of the
regular expressions in nCoder led to higher precision but lower recall, as it could capture
exactly what the human coder intended but often could not capture ways to phrase the
construct that were not seen in the training data. By contrast, ChatGPT can achieve better
recall because it can capture the same semanticmeaning representedwith differentwords
and phrases, but in some cases, it can miss nuances or misinterpret information, leading
to lower precision for some constructs.

Based on these results, nCoder might be more helpful than ChatGPT in contexts and
codebooks in which a code can be represented through a small set of regular expressions.
However, even in those situations, ChatGPT’s prompts can be fine-tuned to recognize
specific language structures. Although we did not explore the use of regular expressions
in ChatGPT’s prompts, if the definitions on those prompts specifically include the set
of regular expressions that ChatGPT should use during the coding process, it might
be able to emulate nCoder functioning. Future research could therefore examine this
possibility to determine whether ChatGPT can mimic nCoder and achieve the best of
both approaches. Nevertheless, for this type of more concrete constructs, the semantic
structures previously learned by ChatGPT can also be enough for reaching a higher
agreement. For example, the agreement between ChatGPT and human coders was the
highest for the construct Economic Positive, outperforming nCoder without needing to
include any regular expression in the prompt.

On the other hand, ChatGPT’s agreement with human coders diminished for con-
structs with less concrete definitions and constructs open to human interpretation. Con-
sider, for example, theSocial Positive andSocialNegative constructs, forwhichChatGPT
had the lowest agreement. Firstly, these two codes are prone to subjective interpretation
regarding what constitutes positivity or negativity; this also holds true for social, politi-
cal, and economic aspects to a lesser extent. In addition, the Social constructs emerged
in inductive coding as a broader, catch-all code that covers a wider spectrum of concepts
from more diverse semantic domains, such as healthcare guidelines, education, empa-
thy, lockdowns, and xenophobia, which may not fall under a single discrete thematic
construct in many cases. In fact, ChatGPT was more likely to relate health care instruc-
tions with medical concepts (Medical Positive) than with community empathy or unity
(Social Positive). Therefore, we hypothesize that ChatGPT may be most successful with
constructs that are mutually exclusive and collectively exhaustive [19]. However, this
does not indicate that ChatGPT does not provide valuable insights about constructs that
are less thematically discrete.

As previously mentioned, the indicators presented in this study evaluate the (dis-)
agreement between human and machine coding, but they do not necessarily establish
which one is accurate or erroneous. Consequently, a reduced Kappa, precision, or recall
for ChatGPT (or nCoder) only indicates that the automatedmethod has a different under-
standing of the code definitions provided by the human researchers. Therefore, evenwith
constructs where the agreement between ChatGPT and human beings is low, the main
benefit offered by ChatGPT, as we demonstrate in Sect. 3, is that ChatGPT can explain
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its reasoning. These explanations help the human using ChatGPT to gain more insight
into these disagreements and review whether any inconsistencies in human coding have
gone undetected during the earlier interrater reliability checking with another human.
Ultimately, even if ChatGPT’s insight into its own decisions is not fully correct, human
coders may find the explanations it provides valuable for supporting reflexivity around
the coding process.

Moreover,ChatGPT’s ability to provide explanations can also be valuable for enhanc-
ing construct validity by identifying potential ambiguity in the definition of a coding
category and illustrating when and how a code may not appropriately capture the phe-
nomenon/construct. Human-developed code definitions, even after substantial attempts
to reach clarity, still often leave room for interpretation [19]. ChatGPT can help to
tackle this issue by providing elaborate explanations for the reasons for each of its
codes, enabling humans to develop richer, more contextualized, and more concrete code
definitions. This may make it easier to get high inter-rater reliability amongst human
coders, and eventually to achieve better human-computer agreement. This approachmay
also prove useful for checking and improving consistency across longer human-coded
datasets, as coders often refine construct definitions and code applications over time
(drift, see [20]). If we train ChatGPT with definitions and examples of constructs at the
end of the coding process, it could help coders detect and resolve inconsistencies in
earlier coding stages without needing us to check or recode the entire dataset, enhancing
the efficiency of the process. Future work might also examine the potential for Chat-
GPT, and LLMs in general, to support thematic analysis of qualitative data as part of
the inductive development of codes and coding schemes. Each of these directions for
future research (construct validity, drift, and inductive code development) could yield
valuable insights into the potential of ChatGPT as a responsive resource for qualitative
data analysis beyond its benefits for automation of the coding process.

This paper has explored the potential of ChatGPT as a tool for supporting the coding
process. ChatGPT has specific affordances and limitations for coding certain constructs
in specific contexts as compared to other automated tools such as nCoder. Beyond this,
ChatGPT can also provide justifications for coding decisions that can help researchers
to develop richer and more concrete or complete construct definitions. This feature also
offers an extra layer of verification of the accuracy and consistency of codes and con-
structs, ultimately improving the current approach of assessing consistency and construct
validity through assessing inter-rater reliability. The application of languagemodels such
as ChatGPT in qualitative research is quite new. Further exploration of their potential
is necessary, particularly in terms of their ability to enhance fairness and reliability
in coding and analysis. Therefore, we encourage our colleagues to continue exploring
the possibilities and constraints of large language models to facilitate their effective
utilization in research. Our hope is that this work opens new avenues in quantitative
ethnography to explore the potential of GPT and other language models to refine the
coding process and enhance our understanding of complex data.
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raphy. In: Damşa, C., Barany, A. (eds.) Fourth International Conference on Quantitative
Ethnography: Conference Proceedings Supplement, pp. 49–54. The International Society for
Quantitative Ethnography (ICQE) (2023)
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Zörgő, S. (eds.) Advances in Quantitative Ethnography. Communications in Computer and
Information Science, vol. 1522, pp. 144–159. Springer, Switzerland (2022). https://doi.org/
10.1007/978-3-030-93859-8_10

4. Marquart, C.L., Swiecki, Z., Eagan, B., Shaffer, D.W.: ncodeR (Version 0.1.2) (2018)
5. Cai, Z., Siebert-Evenstone, A., Eagan, B., Shaffer, D.W., Hu, X., Graesser, A.C.: NCoder+:

a semantic tool for improving recall of nCoder coding. In: Eagan, B., Misfeldt, M., Siebert-
Evenstone, A. (eds.) ICQE 2019. CCIS, vol. 1112, pp. 41–54. Springer, Cham (2019). https://
doi.org/10.1007/978-3-030-33232-7_4

6. Shaffer, D.W.: Quantitative Ethnography. Cathcart Press (2017)
7. Eagan, B., Brohinsky, J., Wang, J., Shaffer, D.W.: Testing the reliability of inter-rater reli-

ability. In: Proceedings of the Tenth International Conference on Learning Analytics &
Knowledge, pp. 454–461 (2020)

8. Grimmer, J., Roberts, M.E., Stewart, B.M.: Text as Data: A New Framework for Machine
Learning and the Social Sciences. Princeton University Press, Princeton (2022)

9. Chang, T., DeJonckheere, M., Vydiswaran, V.V., Li, J., Buis, L.R., Guetterman, T.C.: Accel-
erating mixed methods research with natural language processing of big text data. J. Mixed
Methods Res. 15(3), 398–412 (2021)

10. González Canché, M. S. Latent code identification (LACOID): a machine learning-based
integrative framework [and Open-Source Software] to classify big textual data, rebuild
contextualized/unaltered meanings, and avoid aggregation bias. Int. J. Qual. Methods 22
(2023)

11. Yao,L.,Mao,C., Luo,Y.:Graph convolutional networks for text classification. In: Proceedings
of the AAAI Conference on Artificial Intelligence, vol. 33(1), pp. 7370–7377 (2019)

12. Wang, J., Wang, Z., Zhang, D., Yan, J.: Combining knowledge with deep convolutional neural
networks for short text classification. In: Proceedings of the Twenty-Sixth International Joint
Conference on Artificial Intelligence (2017)

13. Sagha, H., Cummins, N., Schuller, B.: Stacked denoising autoencoders for sentiment analysis:
a review. Wiley Interdisc. Rev. Data Min. Knowl. Discovery 7(5), e1212 (2017)

14. Choi, J., Ruis, A.R., Cai, Z., Eagan, B., Shaffer, D.W.: Does active learning reduce human
coding? A systematic comparison of neural network with nCoder. In: Advances in Quantita-
tive Ethnography: 4th International Conference, ICQE 2022, Copenhagen, Denmark, 15–19
October 2022, Proceedings, pp. 30–42. Springer, Switzerland (2023). https://doi.org/10.1007/
978-3-031-31726-2_3

https://doi.org/10.1007/978-3-030-93859-8_10
https://doi.org/10.1007/978-3-030-33232-7_4
https://doi.org/10.1007/978-3-031-31726-2_3


From nCoder to ChatGPT 485

15. OpenAI. GPT-4 Technical Report (2023). ArXiv, abs/2303.08774
16. Gilardi, F., Alizadeh,M., Kubli,M.: ChatGPT outperforms crowd-workers for text-annotation

tasks (2023). arXiv preprint arXiv:2303.15056
17. Barany, A., Philips, M., Kawakubo, A.J.T., Oshima, J.: Choosing units of analysis in temporal
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Abstract. This study aims to bridge teaching quantitative ethnography (QE) and
data science education. For this purpose, this study proposed and conducted the
educational program using epistemic network analysis (ENA) and analyzed stu-
dents’ reports. The research questions were (1) What do novices learn in intro-
ductory QE education? and (2) How do students learn in the proposed educational
program? Recently, education for data science and data literacy has been dis-
cussed in many countries because data science knowledge and skills have become
essential in the 21st century. It is required to develop the educational program
in literacy level as well as growing data scientists. Moreover, teaching QE has
become a high-profile topic in the QE community. Consequently, I examined the
potential of an experiential education program in which novices analyze data by
ENA. As a result, the students understood the operation and usefulness of ENA
through the course. Besides, they enjoyed interpreting the data with diverse team
members. This study discusses the course design and educational materials as the
first step to QE democratization.

Keywords: Teaching Quantitative Ethnography · Data Science Education ·
Epistemic Network Analysis · Higher Education

1 Background and Research Questions

This study proposes an educational program with a quantitative ethnography (QE) tool
for data science education and examines what and how students learned using it. The
QE community has been expanding since the first textbook on it was published in 2017
[1]. To improve the quality of research and practices, educational programs on QE
are essential, but previous discussions have focused on specialized education for the
researchers. Hence, this study examines the potential of QE in general data science
education.

This study bridges data science education for literacy and teaching QE. Data science
knowledge and skills have become essential in the 21st century and are no longer reserved
for data scientists. With the promotion of the concepts of data democratization [2] and
AI democratization [3], meaning situations in which everybody can access and use data
and AI, respectively, opportunities to study data analysis and AI are expanding. Hence,
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education in data science and data literacy is actively discussed in many countries. For
example, the National Academies of Sciences, Engineering, and Medicine in the U.S.
published their visionary report on data science for undergraduates [4]. They named the
core concept of data science skills data acumen, which refers to the correct conduct for
data collection, analysis, presentation, and decision-making and dataset creation. This
report not only defined data science knowledge but also provided social impacts, educa-
tional materials, and case studies. Moreover, the Association for Computing Machinery
(ACM), a U.S.-based international learning society for computing, created a standard
curriculum for data science education [5]. Despite being developed for a data science
degree, the curriculum’s fundamental interdisciplinary content means it can also be used
as a reference for the development of educational programs for novices. Similarly, in
Japan, discussions on data science education are ongoing. The Japanese government [6]
has set the following goals to be achieved by 2025: (1) teach all high-school students
basic mathematics, data science, and AI knowledge; (2) train approximately 250,000
people each year in mathematics, data science, and AI so they can apply the knowledge
in their field; (3) discover or develop human resources (approximately 2,000 people/year
including approximately 100 top-level people/year) who can create innovations using
data science and AI and play an active role in the world; and (4) create opportunities to
study statistics, data science, and AI as recurrent education for approximately 1 million
people per year. Based on this four-part policy, discussions on data science education
have become active as several universities have collaborated to build a consortium to
develop and provide educational materials [7].

In the learning sciences, there is discussion about students learning data literacy
through a data analysis process like that of data scientists. For example, Wise [8] defined
data science as the process of connecting subjects to audiences and mapped the research
for data science education as follows: Generation, Storage, Transformation, Interpreta-
tion, and Presentation. This study described that data are related to situations and under-
standing relationships and thatData Acumen includes critical elements not only for data
scientists but also citizens with data literacy. However, many practical educational mate-
rials focus on processing data such as creating histograms and machine learning [7, 9].
Consequently, setting up an educational program that can teach the importance of Data
Acumen throughout the entire data science process in an interesting way for complete
novices is necessary.

In the last couple of years, educational programs have become a high-profile topic
within the QE community. For example, a webinar [10] was set up and a specialized
meeting, “Teaching with QE Meetup,” was held at the ICQE22 conference [11]. The
QE community has published many resources on how to use epistemic network analysis
(ENA), which is a tool for QE [12], and has started graduate-school level courses for
specialized education for QE [13]. However, there have been no studies on teaching QE
for an introductory level of data literacy, even though QE is an essential approach in
the age of big data to capture phenomena that are not revealed by statistical analysis or
misleading numbers.

Consequently, this study discusses the potential of a data science educational pro-
gram using the QE tool for literacy. The research questions are as follows: (1) What do
novices learn in introductory QE education? (2) How do students learn in the proposed
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educational program? This study endeavor will enhance QE educational prospects while
also significantly contributing to the instruction of both QE and data science.

2 Methods

2.1 Course Design

The course was designed as an introductory QE education program as part of literacy-
level data science education programs. A fundamental program to learn basic QE con-
cepts, an intermediate program to enable learners to analyze their own data based on QE,
and an advanced program to allow students to work onQE as researchers have previously
been discussed. However, this proposed program introduces QE, including the interpre-
tation of unquantified data, in a more elementary approach. The expected learners are
students who are unfamiliar with data analysis and programming and who are aware that
data analysis is the mathematical processing of already obtained quantitative data. For
example, in Japan, high school students who struggle with mathematics tend to choose
to study the humanities and social sciences, such as psychology, literature, education,
and economics, and often find data science challenging.

Hence, as an introductory QE program part of data science education for literacy, the
course contains the following three goals for students: (1) to enjoy data analysis; (2) to
appreciate the usefulness of interpreting data with team members; and (3) to understand
the characteristics of ENA. The first two relate to the fundamentals of data science,
and the third is related to teaching QE. Furthermore, as an introduction to QE, students
experience coding and interpretation in the course. However, it does not require students
to understand the difference between QE and ENA, the meaning of ethnography, or the
details of ENA’s functions, such as stanzas, mean points, and statistical tests [12, 14,
15]. Moreover, students use web ENA [16] instead of rENA [17] in this course because
it is for novices in data analysis, including programming. However, the teacher supports
students’ consideration of the emotions, cognitions, and cultures of the people associated
with the data they analyze.

The course was constructed as seven 100-min online lessons (Table 1). Five lessons
were real-time online sessions using Microsoft Teams (MS Teams) [18], and two of
the lessons were held as on-demand lessons. In the real-time online sessions, students
gathered in the online meeting room, listened to the teacher’s short lecture for about 20
min, and discussed the theme, which was given by the teacher, with the team members.
The teams were created during Lessons 1, 4, and 7 because students could be exposed
to various opinions. On-demand lessons were set so that students could conduct inde-
pendent trial-and-error investigations with the data. During the on-demand lesson, the
teacher set up an online Q&A session with teaching assistants. All students could ask
the graduate students questions in the real-time online meeting.

The course was designed based on the Attention, Relevance, Confidence, and Satis-
faction (ARCS) model in instructional design [19] and psychological safety in organiza-
tion science [20]. The ARCSmodel is a well-knownmodel for motivation. In this theory,
learner motivation is constructed of the four elements within the model’s name. Hence,
instructional designers must design small challenges and scaffolding to achieve goals.
Meanwhile, psychological safety facilitates team learning by creating an environment in
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which members can ask each other questions honestly. Hence, for psychological safety
in the classroom, the teacher set the codes of conduct for the classroom as follows: (1)
contribute to the class (such as asking questions and writing notes), (2) enjoy thinking
and focus on finding the questions instead of answers, and (3) keep in mind the goodness
of collaborations. Additionally, students were required to evaluate their contribution in
the group or classroom in every lesson based on criteria such as tasks required by their
roles, discussions, and assistance for their group outcomes. These evaluations were not
graded so that students could reflect on their activities authentically.

Table 1. Course schedule.

Lesson Content Learning objective Data science process

1 Overview of the course and
preparation for the team
discussion

To be able to explain the
outline of the course
(objectives, grading methods,
outline of the content in the
course, etc.)

---

2 Outline of the ENA To be able to explain the
outline of ENA

---

3 Practice of using ENA
(on-demand lesson)

To know how to use web
ENA tool

Interpretation

4 Preparation for the project
work

To be able to explain their
ideas of what can be
visualized using ENA

---

5 Analyzing data by oneself for
the
project work
(on-demand lesson)

To complete coding data and
analyze the coded data in web
ENA tool

Generation, Storage

6 Create presentation of project
work

To be able to explain the
advantages of interpreting the
results of ENA with team
members

Transformation,
Interpretation

7 Final presentation and wrap
up

To be able to describe the
learning results of the 7-week
lessons

Presentation

2.2 Course Schedule

This section describes the details of the course schedule in this study (Table 1). The
first lesson showed students the outline of the course and the codes of conduct, and
the learning objective was “to be able to explain the outline of the course (objectives,
grading methods, outline of the content in the course, etc.).” Moreover, the teacher set
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a team discussion about unfamiliar words with students to prepare for the data analysis
as a complex problem-solving activity.

In the second lesson, students tried to operate a web ENA. The learning objective
was “to be able to explain the outline of ENA.” At the first, the teacher announced the
task of the third lesson and that all students needed to operate ENA in the third lesson.
Additionally, students listened to a short introduction of ENA’s characteristics, which
are the ability to quantify qualitative data, visualize connections in data, and compare
among some groups. Moreover, the teacher showed a short video about a TV program
that was analyzed by ENA to attract students’ attention [21]. After that, due to the limited
number of simultaneous access to the web ENA server, the teacher set one of the team
members to be in charge of the demonstration of using ENA so that the whole group
could see how to operate the system. The demonstration used a sample dataset in web
ENA. In the lesson, students logged into the web ENA, selected the project, folder, and
dataset, and created a subtracted graph by clicking themean points of the first and second
games. The instruction manual (which was provided in the lesson) showed the way to
sign-up, log in, upload the dataset, set the model, and create graphs. The manual was
created with reference to QE educational materials [22–27].

Lesson 3, as an on-demand lesson, was a tutorial on how to use ENA. The teacher
provided the coded dataset of the Japanese play Shin-Hamlet [28] written by Osamu
Dazai, a famous Japanese novelist. Students were required to compare two scenes of the
play and report their results and ideas on how to use ENA. The teacher expected students
to understand the operation of the web ENA, understand the advantage of the tool, and
think about the relationship between their life and data analysis through practice.

Students started the project with new team members in Lesson 4. Their team mem-
bers were decided by the teacher based on the students’ answers to the preliminary
questionnaire. The teacher chose three to four team members so that students from dif-
ferent departments with similar interests were on the same teams. In this lesson, students
had to choose the data to analyze in the project. The three possible datasets for analysis
were dialogues from the movie Fantastic Beasts and Where to Find Them [29], data
from interviews with university students [30], and the minutes of the city council for the
city in which the college students lived [31]. The teacher prepared these data because
the students selected fiction data as that which they most wanted to analyze in the pre-
liminary questionnaire. Moreover, the teacher thought that the data would be of interest
to the students because it involved elements familiar to them such as the city in which
they lived and the discourse of the university students. Through discussing with team
members what data to choose, the students aimed to achieve the goal of being able to
explain their ideas of what can be visualized using ENA.

The task of Lesson 5, which was an on-demand lesson, was coding the data they had
chosen themselves. The task procedures were as follows: (1) code the data and create a
dataset for ENA, (2) upload the dataset to ENA for error checking, and (3) paste their
own dataset into the team’s shared spreadsheet for submission. The students’ progress in
this work greatly depended on their information and communication technology (ICT)
skills and characteristics. Therefore, the teacher designed this activity as an on-demand
lesson so that students could work at their own pace.
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Lesson 6 was the last opportunity for students to work on this project. Students
uploaded the dataset of all team members’ coded data to ENA and interpreted the anal-
ysis results. Moreover, they created presentation slides by pasting the graphs and filling
in their interpretation in the template slides file the teacher provided. Sometimes, collab-
orative learning causes issues of social loafing and free riding, especially for large-scale
classes of compulsory subjects. In this course, to prevent these issues and support the
active participation of all students in the activity, the teacher designed the lesson with
reference to the jigsaw instruction method [32]. Specifically, at the beginning of the les-
son, the teacher explained that the students needed to be prepared to present their team’s
project in that week’s lesson because all students would present their team’s project
in a new group for evaluation in the final lesson. Furthermore, the teacher shared the
questions of the final report and told them that the evaluation in the final lesson would
affect the team members’ individual reports. The learning objective of Lesson 6 was to
be able to explain the advantages of interpreting the results of ENA with team members.

In the final lesson, students shared their teams’ presentations in a new group, and
the teacher wrapped up the course. The groups had four or five members who came
from different teams. The learning objective of the lesson was “to be able to describe
the learning results of the 7-week lessons.” Students conducted short presentations and
evaluated each other and confirmed what they studied throughout the whole course.

2.3 Data Analysis

This study analyzed the data collected in a course for general education as a compulsory
subject in a Japanese private university. Regarding this subject, several faculty members
held courses in parallel, and they needed to design their courses based on their respective
specialties. In other words, even though the subject name was the same, students learned
different topics depending on the course they took. Moreover, students could not choose
a course according to their own departments or interests; rather, they were automatically
assigned to one of the courses. In the data collection course, all students were in their first
year and from several departments, such as Japanese Literature, Social Welfare, Archi-
tecture, Pharmacy, and Economics. Many students had not studied basic programming
or data analysis. There were 106 students enrolled in the course, but some students did
not fully participate, i.e., some did not attend classes or did not submit the assignment.
Therefore, this study focused on the 90 students who submitted their final reports, which
had a significant impact on their grades, so that only the data of students who worked
through the course to the end for credit were analyzed. Therefore, the number of data
units (students’ descriptions) analyzed was 420.

The data from the short reflection reports in Lessons 2 (N= 87), 4 (N= 80), 6 (N=
79), and 7 (N= 84) and the description of ENA in the final report (N= 90)were analyzed.
Lessons 3 and5did not require students towrite short reflection reports because theywere
on-demand lessons. In addition, Lesson 1 did not include ENA or data analysis; instead,
it concentrated on team discussions because it was the first time many students from
other departments had engaged in discussions using MS Teams. The reflection report
prompt was “Please explain what you learned in the class regarding today’s learning
objectives and what you would like to know more about.” On the other hand, the final
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report prompt about ENA was “Please explain Epistemic Network Analysis (ENA) to
the juniors participating in the first week of next year’s class.”

The coding table (Table 2) includes 14 codes divided into two categories: learning
content and students’ emotions. The learning content category covers the characteristics
of ENA and data science and includes the codes Connection, Comparison, Qualitative
Data, Quantification, Visualization, Data Analysis, Others’ Presence, and Interpreta-
tion created through the inductive process. The students’ emotion category includes the
viewpoint of the ARCS model [19, 33] for motivation theory and includes the codes
Attention, Relevance, Confidence, and Satisfaction defined in a form more specifically
corresponding to the data handled in this study, referring to previous research defini-
tions. According to the research [33], those four words are specialized terms: Attention
is related to learners’ interest and curiosity; Relevance is required for a positive attitude,
including personal needs and goals; Confidence refers to learners’ belief that they will
be successful; and Satisfaction is related to internal and external rewards. Furthermore,
to determine the students’ emotional transition related to the ARCS model and course
learning content, the codes Concern andDifficulty were created by the inductive process.

The coded data were analyzed by web ENA. The settings of web ENA were as
follows: report type and student’s ID were used in Units and Conversations; Stanza size
was Whole Conversation; the Codes were the 14 listed in Table 2. The reason for using
Whole Conversation for the stanza size was that the description unit was independently
based on the reports and students.

Table 2. Coding Table.

Category Code Definition Example

Content Connection Expressing connection as a
feature of ENA

ENA is an analysis method that
focuses on connections

Comparison Comparison as a feature of
ENA

[ENA] can visualize changes in
connections

Qualitative Data Handling of qualitative data [ENA] can do qualitative and
quantitative analysis

Quantification Quantification from qualitative
data

[ENA analyze data] using
quantified data on what was
said and the intensity of
emotions, etc

Visualization Visualization as a feature of
ENA

I was surprised that data was
visualized

Data Analysis Data analysis or data science Many groups were analyzing
the data of Fantabi [Fantastic
Beast]

(continued)
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Table 2. (continued)

Category Code Definition Example

Others’ Presence Members in team, group, or
class

I was curious to see how the
others in the group would
analyze it

Interpretation Viewpoints of analysis or
interpretation of data analysis

I learned that even though the
results were the same, the
interpretation varied

Emotion Attention Fun, interest, or enjoyment It’s interesting to have the data
appear in an easy-to-understand
diagram just by having it
upload [to ENA], and it’s pretty
addicting!

Relevance Own ideas of what can be
visualized using ENA

Based on that [the
characteristics of my favorite
writers] understanding [by
ENA], make it easier to find
books to my like

Confidence Confidence for operation ENA
or data analysis

Reaffirming operation [on
ENA] has helped me to explain
them with confidence

Satisfaction Resolution of their concerns or
the positive aspects of the data
analysis process

I was happy to hear how great it
was that I had written in detail
from members in the group

Concern Concern for operation ENA or
data analysis

When I was listening to how to
operate the system, I honestly
felt a little uneasy whether I
could understand it and operate
[ENA]

Difficulty Difficulty or lack of
understanding of ENA

I still don’t fully understand
how to use ENA

3 Results

3.1 ENA Graphs

Figure 1 shows the mean points of each report and the subtracted graph of Lesson 7
and the final reports about ENA. Overall, the mapping codes shape a large triangle with
the nodes Interpretation, Satisfaction, and Visualization at its vertices. The left side of
the triangle includes three codes of Interpretation, Attention, and Others’ Presence. The
top of the triangle has the five codes of Satisfaction, Difficulty, Confidence, Qualitative
Data, and Concern. The right side of the triangle has the four codes of Visualization,
Quantification, Connection, and Relevance. Then, the two codes of Data Analysis and
Comparison are in the middle between the top and right edges of the triangle.
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Regarding the mean points, the final report and the short reflection report of Lesson 7
are the furthest apart. According to the statistical test of web ENA, along the X axis, the
Mann–Whitney test showed that the Lesson 7 (Mdn=−0.46, N= 84) was statistically
significantly different at the alpha = 0.05 level from Final report (Mdn = 0.54, N = 90
U = 67.00, p = 0.00, r = 0.98). In contrast, along the Y axis, the Mann–Whitney test
showed that Lesson 7 (Mdn= -0.12, N= 84) was not statistically significantly different
at the alpha = 0.05 level from Final report (Mdn = −0.21, N = 90 U = 3772.00, p
= 0.98, r = 0.00). In the subtracted graph, the characteristic of the final report is the
connection between Visualization, Connection, and Relevance, and the characteristic of
Lesson 7 is the connection between Attention, Interpretation, and Others’ Presence. The
results indicate that students enjoyed interpreting data with others. Students learned that
the advantage of ENA was to visualize connections and they were able to imagine how
to apply ENA to their lives.

Fig. 1. The mean points’ transitions of the students’ description and subtracted ENA graph
between the 7th lesson’s reflection report and the final report

On the other hand, the mean points of Lessons 2, 4, and 6 are mapped to nearby
locations. Hence, I created the single graphs of Lessons 2, 4, and 6 to evaluate each
lesson design, which are shown in Fig. 2.

In Lesson 2 (Fig. 2a), the most characteristic connections are between Difficulty
and Data Analysis, Difficulty and Satisfaction, and Difficulty and Concern. Students felt
difficulty throughout the demonstration. The data confirmed that the students felt that
their understanding of ENA was not sufficient and that they found it difficult to read
the graphs. One student also described the difficulty he experienced because the data
for the demonstration was in English. Figure 2a shows the strong connection between
Attention and Difficulty. Hence, difficulty was not a major problem in the class and may
have contributed to amplifying the students’ interest.
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Figure 2b visualizes that the connections in Lesson 4 are between Satisfaction and
Others’ Presence and Others’ Presence and Attention. This result suggests that the stu-
dents enjoyed knowing other members’ opinions in Lesson 4, which helped them over-
come their anxiety. In practice, many of the students’ descriptions of Lesson 4 indicated
that they could get answers to the questions they had in the on-demand lessons. They
also wrote that they were exposed to new perspectives through discussions in their new
teams.

Fig. 2. Single ENA graphs of (a) Lesson 2, (b) Lesson 4, and (c) Lesson 6.

The characteristics of Lesson 6 (Fig. 2c) are the connections betweenSatisfaction and
Others’ Presence, Others’ Presence and Attention, and Attention and Interpretation. In
this lesson, students combined their own data and needed to interpret the graphs. Hence,
it seems that they enjoyed sharing their own opinions and interacting with each other.
Furthermore, the graph shows the connection between Data Analysis and Interpretation.
This expresses that the students in Lesson 6, unlike Lesson 7, still were aware of data
analysis because they practiced with the dataset, such as maintaining and uploading it.

3.2 Qualitative Examples

This section shows qualitative examples to describe how the ENA graphs indicate stu-
dents’ learning and thoughts. For example, a student from the JapaneseLiteratureDepart-
ment transitioned from (Lesson 2) not knowing about IT or computers to (Lesson 6)
overcoming the anxiety of analyzing data using computers and eventually (Lesson 7)
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learning that the same data can be interpreted differently by a person. In another exam-
ple, a student from the Department of Social Welfare, who wanted to become a social
worker, struggled to understand how to interpret ENA graphs (Lesson 4). However,
eventually, she/he realized that analyzing relationships between clients and environ-
ments with ENAs helps social workers provide better support to clients (Final report).
In addition, the student learned how to use spreadsheet software as well as ENA in the
activity in Lesson 4, confirming that this course served as an opportunity for the student
to learn data analysis from a broad perspective.

Furthermore, to confirm precisely how ENA graphs show the course situation, the
students’ descriptions of Lesson 7 and the final report based on the ENA graph were
reviewed again (Fig. 1). Then, the examples with the characteristic codes in each report
were chosen (Table 3). The report of Lesson 7 was chosen based on the codes of Others’
Presence, Interpretation, and Attention. This example shows that the students were inter-
ested in interpreting the data with other members as a group or class. On the other hand,
the final report example was chosen because this description was coded with Connection
andVisualization.Additionally, this part of the report hadComparison andQuantification
codes. This example shows that the student understood the advantage of ENA because
she/he wrote it in their own words instead of using the teacher’s expressions.

Table 3. Example description of the seventh reflection and the final report.

Report type Description

Lesson 7 Through previous classes, I have learned that ENA analysis is more interesting
when multiple people examine it from various viewpoints rather than when one
person does so alone, and the information gained is overwhelmingly more
interesting

Final report Network analysis is a tool for analyzing human relationships such as in
organizations by visualization and finding important points (codes). ENA can
analyze [data] by visualizing and quantifying how connections are strong and the
episteme of the targets. The advantage of ENA is that, as mentioned above, the
connections and codes are simply presented in a diagram, so they can be easily
compared by placing them side-by-side or overlapping them, and the differences
can be easily identified

4 Discussion

This study asked two research questions: (1) What do novices learn in introductory QE
education? (2) How do students learn in the proposed educational program? To answer
these questions, this study proposed a data science education program with ENA for
literacy and analyzed the data of students’ descriptions. Of course, QE is not completely
identical to ENA, but the course was designed to study QE and data science through
data analysis using ENA. This is because the proposed course was short and for students
who are unfamiliar with mathematics, programming, computer use, and data analysis.
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However, as a discussion on QE, the teacher supported students to analyze the culture
and community in the qualitative data during the course.

As a result, this study confirmed that students learned the analysis method and the
tool and updated their interpretations. First, the proposed course could teach novices the
usefulness of ENA for the visualization of connecting elements, as shown in the final
reports (Table 3), even though the students were randomly assigned to the course and
did not have a prior interest in data science and QE. Second, Fig. 1 shows students could
imagine the relevance between data analysis with ENA and their lives including their
personal interests. For example, a student wrote that ENA would help them understand
the characteristics of their favorite writer’s works and could more easily find books they
like based on that understanding. Furthermore, ENA graphs in Figs. 1 and 2 indicate
students learned diverse interpretations and the importance of interpreting data with oth-
ers. In summary, these results suggest that the proposed course can teach Data Acumen,
which is discussed in previous studies [4, 8].

Regarding the second research question, the result suggests that the presentation in
Lesson 7 had the most impact on students and that conflicts were related to Satisfaction
and Confidence. Specifically, Fig. 1 shows the differences among Lessons 2, 4, 6, and 7
by the positions of the mean points. The mean points of Lessons 2, 4, and 6 are located
near each other, and the networks in the graphs illustrate that students wrote about
their concerns and difficulties in the early phase. With each lesson, the mean points of
students’ descriptions became closer to the code Attention. In other words, they solved
the problems they faced during learning and increased their interest in the subject matter.

Additionally, this study contributes to the creation of design principles for a novice
educational programwith ENA. First, the course design of demonstration, tutorial, prac-
tice, and presentation is effective. In this study, the teacher prepared coded Japanese
data for the tutorial so that students could perform trial and error. Then, the teacher
confirmed students’ progress in achieving their learning activities, including the usage
of ENA. However, example data must be prepared in multiple languages to improve the
course. In Lesson 2, a student wrote that he/she could not understand what the analysis
was about because the data for the demonstration was in English, despite the student’s
strong interest in ENA, as shown in their writing. When we approach data with QE and
ENA, we must read between the lines and understand the background of the data. There-
fore, creating coded data using the native languages of various countries and increasing
opportunities for analysis in such languages will help create more chances for learning
as well as facilitate learner understanding.

The second finding for the design principles is the importance of choosing what
data students analyze. To enhance students’ motivation, the proposed course had three
datasets that students could choose from to analyze. In Fig. 2b, the mean point of Lesson
4 moved closer to Attention and there were strong connections between Satisfaction and
Others’ Presence and Others’ Presence and Attention. According to the students’ reports
in Lesson 4, they enjoyed the discussion on deciding what data they would analyze in the
new group. Some groups reported that they discussed selecting data that other groups
would not choose.Moreover, a student reported that theywere satisfiedwith the teacher’s
choice of teams because they found that during the discussion, the interests of the other
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members were similar to their own. Therefore, choosing data worked as an icebreaker
and improved students’ motivation.

5 Conclusion

This study proposed a data science educational program using ENA and examined its
potential with the aim of bridging teaching QE and data science education. Based on
analysis of students’ lesson reports and final report, this study confirmed that students
learned how to operate ENA and updated their interpretations with other group members
through demonstrations, tutorials, practice, and presentations. In addition, the study
highlighted the importance of using non-English datasets and allowing learners to choose
data independently.

Despite the significance of its findings, this study still has some limitations. First,
the data that could be analyzed to capture the students’ learning process was limited to
class reflection reports. Although the reflection report prompts were designed to capture
a broad range of learning experiences and outcomes, teachers could gain further insight
by creating prompts that help students to describe their situation in more detail. Second,
this study did not analyze the relationship between students’ backgrounds and learning
process. Accordingly, to contribute to the development of more effective educational
programs, future studies should ask the following research questions: (1) Are there
differences in what students learn in different departments? (2) How does students’ pre-
existing data science knowledge affect their learning process? Third, the proposed course
did not cover the difference betweenQE and ENA, and the best way to connect the course
to higher levels of QE education was unclear. The introductory QE education program
is expected to be included in the overall curriculum so that students and educators can
more explicitly see the connection to higher levels of QE education.

However, this study shows that the students in this course experienced a data science
journey that went from dataset creation by coding to presentation. The introductory QE
education activities in this study were organized based on the data science education
process in the previous study and show the potential of QE education as data science
literacy education. Based on the results of the present study, a short educational program
introducingQE education as a type of data science education has already been developed.
This study expands opportunities for QE education and contributes to both teaching QE
and education data science literacy.
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Gašević, Dragan 3, 66
Ghaffari, Sadaf 381
Goldstein, Adina 230

Gonder, Mary Katherine 155
Goslen, Alex 18
Green, Samuel 290

H
Hamilton, Eric 96, 112, 275
Hurford, Andrew 275
Hussein, Basel 34
Hutt, Stephen 18

I
Iqbal, Sehrish 3
Irgens, Golnaz Arastoopour 140, 187

J
Jeney, Anna 409
Jimenez, Francisco A. 365

K
Kaliisa, Rogers 81
Keene, Bryan C. 290
Kim, Juhan 261, 470
Koncz, Zsuzsa 316
Kovács, Szilárd Dávid 316

L
Lee, Seung B. 112
Lester, James 18
Li, Haiying 49
Li, Tongguang 3
Li, Xinyu 66
Lin, Jionghao 3
Liu, Qianhui 125
Liu, Xiner 34, 261, 395, 470
Luther, Yanye 381
Lux, Kristina 96, 112

M
Mackey, Sheri L. 330
Mahmud, Usama 215

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2023
G. Arastoopour Irgens and S. Knight (Eds.): ICQE 2023, CCIS 1895, pp. 501–502, 2023.
https://doi.org/10.1007/978-3-031-47014-1

https://doi.org/10.1007/978-3-031-47014-1


502 Author Index

Major, David 409
Mallikaarjun, Vinay R. 215
Marquart, Cody 49, 455
Martinez-Maldonado, Roberto 66
Moraes, Marcia 381
Mott, Bradford 18
Mulholland, Katherine 187, 316

N
Nasiar, Nidhi 18, 470
Nguyen, Chi 202

O
Ocumpaugh, Jaclyn 18
Ohsaki, Ayano 486

P
Paquette, Luc 125
Pinto, Juan D. 125
Pratt, Jade 81

R
Ravitch, Sharon M. 215
Remillard, Janine 230
Rivera-Kumar, Stephanie 304
Rowe, Jonathan 18
Ruis, A. R. 349

S
Sanchez, Daniel 81
Schulz, Dante 96
Scianna, Jennifer 81, 395
Seol, Yujung 173

Shah, Mamta 365
Slater, Stefan 395
Sun, Jonathon 202
Swiecki, Zachari 3, 66, 438

T
Tan, Yuanru 66, 349
Tsai, Yi-Shan 3

W
Wang, Grace 49
Wang, Yeyu 349, 365
Werbowsky, Payten 290
Wiebe, Eric 18
Williamson, Marguerite 275
Williamson Shaffer, David 66, 349, 365,

426, 455
Wilson, Cheryl 365

X
Xiao, Yaxuan 455

Y
Yan, Lixiang 66
Yang, Binrui 349
Yang, Ying 438

Z
Zambrano, Andres Felipe 18, 261, 470
Zambrano, Andres 304
Zhang, Yingbin 125
Zhao, Linxuan 66
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