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Abstract. An arduous biomedical task involves condensing evidence
derived from multiple interrelated studies, given a context as input,
to generate reviews or provide answers autonomously. We named this
task context-aware multi-document summarization (CA-MDS). Existing
state-of-the-art (SOTA) solutions require truncation of the input due to
the high memory demands, resulting in the loss of meaningful content. To
address this issue effectively, we propose a novel approach called RAaM-
SES, which employs a retrieve-and-rank technique for end-to-end summa-
rization. The model acquires the ability to (i) index each document by
modeling its semantic features, (ii) retrieve the most relevant ones, and
(iii) generate a summary via token probability marginalization. To facil-
itate the evaluation, we introduce a new dataset, FAQsuMC19, which
includes the synthesizing of multiple supporting papers to answer ques-
tions related to Covid-19. Our experimental findings demonstrate that
RAMSES achieves notably superior ROUGE scores compared to state-
of-the-art methodologies, including the establishment of a new SOTA
for the generation of systematic literature reviews using Ms2. Quality
observation through human evaluation indicates that our model produces
more informative responses than previous leading approaches.

Keywords: Biomedical Multi-Document Summarization - Neural
Semantic Representation + End-to-End Neural Retriever

1 Introduction

Given the paramount societal role of biomedicine and related natural language
processing (NLP) tasks [11-15,38], aggregating information from multiple topic-
related biomedical papers to help search, synthesize, and answer questions is
of great interest [7]. Real-world applications require indexing, combining, and
summarizing evidence from clinical trials on a research background to produce
systematic literature reviews (SLRs) or answer medical inquiries. Consequently,
we define such activities as context-aware multi-document summarization (CA-
MDS) due to the presence of an input context (i.e., background or question) that
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Fig. 1. The overview of biomedical CA-MDS. In our experiments, we use the input
contexts (i.e., the background or question) to retrieve the salient studies and aggregate
them to generate the target (Input — Output). For example, given a set of topic-
related scientific papers, the goal is to select the ones more correlated to a user’s input
question to produce a single answer. (Color figure online)

conditions the downstream summarization task (Fig.1). In real life, biomedical
articles usually contain several thousands of words that compose lingo and com-
plicated expressions, making understanding them a time- and labor-consuming
process even for professionals. Thus, automation support for biomedical activi-
ties is practical and beneficial in facilitating knowledge acquisition.

CA-MDS solutions for biomedical applications should process all inputs with-
out ignoring any details, reducing the risk of model hallucination, namely gen-
erating unfaithful outputs due to training on targets having facts unfounded
by the source. Therefore, state-of-the-art (SOTA) models rely on sparse trans-
formers [2], Fusion-in-Decoder strategies [18], and marginalization-based decod-
ing [34]. However, such methods either (i) need high memory requirements that
force input truncation for organizations operating in low-resource regimes [29-
31,33,35], or (ii) lack end-to-end learning, reducing the potential of cooperating
neural modules.

In this paper, we introduce RAMSES,! a retrieve-and-rank summarization
approach trained via end-to-end learning to retrieve salient biomedical docu-
ments by their semantic meaning and synthesize them given an input context.
RAMSES comprises a biomedical bi-encoder and a generative aggregator. The
bi-encoder reads all the documents, represents their semantics via embeddings,
and retrieves and scores salient documents related to an input context. Then,
the aggregator is conditioned by the context along with these latent documents
to decode the summary by marginalizing the token probability distribution
weighted by their relevance score.

We evaluated RAMSES in two biomedical CA-MDS tasks: (i) producing SLRs
on the Ms2 dataset [7] and (ii) answering frequently asked questions (FAQs)
about Covid-19 in our proposed dataset FAQsuMC19. In detail, we collected
514 Covid-19 FAQs with high-quality abstractive answers written by experts.
Then we augmented each instance with 30 supporting scientific papers contain-
ing the information needed to answer the question, producing 15,420 articles.

! https://disi-unibo-nlp.github.io/projects /ramses// .
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Fig. 2. The overview of RAMSES. The input is a biomedical context and multiple studies
that are encoded by two different BIOBERT models. Then, we compute the relevance
score of each document conditioned by the context. Finally, the top-k most salient
documents are concatenated with the context and given to BART that marginalizes
their token probability distribution, weighted by the relevance scores, at decoding time.

In particular, FAQsuMC19 has two essential features: (i) includes abstractive
answers authored by experts, unlike other related datasets that use extractive
targets [41]; (ii) is the first CA-MDS dataset for Covid-19, becoming a crucial
benchmark for producing multi-document summaries to answer questions on
Covid-19 with the support of updated related biomedical papers.

We perform extensive experiments, showing that RAMSES achieves new
SOTA performance in the Ms2 dataset and outperforms previous solutions in
FAQsuMC19, whose inferred answers are also rated as of more quality by human
experts.

2 Related Work

Semantic Neural Retriever Applications. The semantic representation skill
exhibited by neural networks has catalyzed the emergence of groundbreaking
neural methodologies in information retrieval [10] First, the algorithm Bm25
has been exceeded by dense passage retrieval (DPR) [21], a remarkable neural
application that has since evolved into a fundamental element within numerous
neural-driven retrieval solutions [42,43]. These neural retrievers have been fused
with a language model to enrich and improve input [23], generating superior
models characterized by increased efficiency and improved performance [3,12].
Despite their promising results, the end-to-end application of these solutions in
MDS remains unexplored.

NLP for Biomedical Documents. Much recent work in NLP has concentrated on
the biomedical domain [28], including CA-MDS [7], which can decrease the bur-
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den on medical workers by highlighting and aggregating key points while reduc-
ing the amount of information to read. Previous contributions focused on the
automatic generation of SLRs. In detail, cutting-edge solutions rely on three dif-
ferent neural architectures: (i) transformer-based models with linear complexity
in the input size thanks to sparse attention [2], which concatenate the input con-
text along with all documents in the cluster producing a single source sequence;
(ii) quadratic transformers with Fusion-in-Decoder [18], which join the hidden
states of documents after encoding them individually; (iii) marginalization-based
decoding augmented by frozen retrievers [34], which first pinpoints salient docu-
ments w.r.t. a query and produces a single summary by summing the probability
distribution of the inferred token for each document.

MDS Solutions in Other Domains. Flat approaches with MDS-specific pre-
training [49] concatenate the sources in a single text, treating MDS as a single-
input task. Hierarchical approaches merge document relations to obtain semanti-
cally rich representations by leveraging graph-based methods [1] and multi-head
pooling and interparagraph attention [19]. Marginalization-based approaches [17]
apply marginalization to the token probability distribution at the decoding time
to produce a single output from many inputs. The two-stage approaches [25]
adopt different strategies to rank sources before producing the summary. Unlike
previous work, RAMSES is trained in end-to-end learning to retrieve relevant
text from biomedical articles and marginalize the probability distribution of the
latent extracted information at decoding time.

Covid-19 Datasets. With the appearance of Covid-19, thousands of articles have
been published quickly. To aid experts in accessing this knowledge, large organi-
zations collected corpora such as CORD-19 [47] and LiTCoVID [6], encouraging
the proposal of task-specific datasets. COvID-QA [27] study question-answering
using annotated pairs extracted from 147 papers. CovID-Q [48] collects 16,690
questions about Covid-19, classifying them into 15 categories. [40] scrapped over
40 trusted websites for Covid-19 FAQs, creating a collection of 2100 questions.
[45,52] proposed two datasets for the retrieval of FAQs, where user queries are
semantically paired with existing FAQs. FAQsumMmC19 fills this gap, introducing
the first CA-MDS dataset to answer Covid-19 FAQs by summarizing multiple
related studies.
Fine-grained comparisons with previous work are in Sect. 6.1.

3 Preliminary

We provide details for context-aware multi-document summarization (CA-
MDS).

Definition. CA-MDS aims to compile a summary from a cluster of related arti-
cles given an input context, analogous to the query in query-focused summa-
rization [46]. Yet, unlike answering FAQs, SLR generation does not consider
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questions. Thus, we define the task we face as CA-MDS. The biomedical tasks
we address in this work, such as SLR generation and FAQ answering, are CA-
MDS tasks because they both have an input context (i.e., the research issue in
SLRs and the human question in FAQs) and many topic-related documents from
which produce the output.

Problem Formulation. In the CA-MDS setting, we have (¢, D, y), where c¢ is the
input context, D is the cluster of topic-related documents, and y is the target

generated from D given c¢. Formally, we want to predict y from {c,ds,...,d,|d €
D}.

4 Method

The end-to-end learning of RAMSES allows the cooperating modules to jointly
retrieve and aggregate key information from multiple sources in one output
(Fig.2).

Given the context ¢ and the documents D, our method first generates rele-
vance scores on D with a biomedical solution based on DPR [20]:

pg.o(d € D|c) = (Encg(d) ® Ence(c)) (1)

where Encg and Encg are two different BIOBERT-base models trained to produce
a dense representation of documents and the context [39], respectively, & is the
inner product between them, and p(d|c) is the relevance score associated to
the document d given c. Thus, our solution finds the most top-k relevant texts
according to ¢. Then, given ¢ and each d € top-k, a BART-base model [22] draws
a distribution for each next output token for each d, before marginalizing;:

N
ple D) =T 3 polde)p, (vald ,y11) (2)

z detop-k

where d = [¢, tok, d] is the concatenation of ¢ and d € top-k with a special text
separator token (<doc-sep>) to make the model aware of the textual boundary,
N is the target length, and p, (yz|dl,ylzz,1) is the probability of generating the
target token 1, given d’ and the previously generated tokens yi.,_1.

We train our RAMSES model by minimizing the negative marginal log-
likelihood of each target with the following loss function:

L= _ZIOgP(yi|Ci7Di) (3)

K3

End-to-End Learning. The model (Eq.2) allows the gradient to backpropagate
to all modules. For clarity, we rewrite the formula as a continuous function, as
follows:
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RAMSES(D, ¢) = Z B, ([c, tok, d;]) - s 4)
(dj55)

top-k(D, ¢) = [(d1, $1), - - -, (dk, Sk)] (5)

sj = Encg(d;) ® Encg(c) (6)

where (dj, s;) € top-k and B, is BART.

The presence of s; in Eq. 4 allows the gradient, computed by minimizing the
objective function, to reach Encg and Encg. For this reason, the documents and
context embeddings are adjusted during the training to improve the generated
summary, making all modules of our solution learn jointly in an end-to-end
fashion.

Table 1. The question-cluster pairs’ quality. Best values are bolded.

ROUGE BERTScore

Avg |Max |Min |Avg |Max |Min
RanNnDOM |12.34 |23.21 |0.17 |11.30 |24.71 |2.80
Bm25 16.70 [29.68 | 0.37 |16.17 |35.20 |1.13
SUBLIMER | 20.44 | 33.31 | 2.32| 21.11 | 36.79 | 5.75

5 FAQsumC19 Dataset

We introduce a new dataset, FAQsuMC19, containing 514 Covid-19-related
FAQs with abstractive answers written by experts, each supported by 30
abstracts of scientific articles, for a total of 15,420 documents. We obtained
from the Covid-19 FAQ section on WHO? all available question-answer pairs.
We then augmented each instance with 30 Covid-19 scientific articles strictly
related to the question from the updated version of the CORD-19 dataset [47].
Specifically, we experimented with the selection of supporting articles with dif-
ferent information retrieval methods, such as a random baseline, BM25 [44], and
SUBLIMER [38]. We used the concatenation between the question and the answer
to retrieve the first 30 ranked documents regarding semantic similarity, creating
a knowledge base to support the answer generation. We finally split the dataset
into 464 instances for training (=~ 90%) and 50 for the test (~ 10%).

To assess the quality of question-cluster pairs in our dataset, we computed
the content coverage with ROUGE-1 precision [24] and BERTScore [51] of the
question-answer concatenation w.r.t. each document in the cluster, and calculate
the average score. We evaluate the syntactic and semantic overlap between the
question and answer and the texts. Table 1 reveals that SUBLIMER achieves the
best scores, as expected.

2 https://www.who.int /emergencies/diseases/novel-coronavirus-2019 /question-and-
answers-hub.


https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub
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6 Experiments

6.1 Experimental Setup

Datasets. Table2 reports the statistics of the datasets used to test RAMSES in
different biomedical tasks: Ms2 [7] consists of 15,597 instances derived from
the scientific literature. Each sample is composed of (i) the background state-
ment, which describes the context research issue, (ii) the target statement, which
is the summary to generate; and (iii) the studies, which are the abstracts of
biomedical documents that contain the needed information for the research issue.
FAQsumC19 is our proposed dataset that comprises 514 Covid-19 FAQs with
abstractive answers written by experts, each supported by 30 abstracts of scien-
tific papers.

Table 2. The datasets used for evaluation (FAQSUMC19 is ours). Statistics include
dataset size and the average (i) number of source (S) documents per instance, (ii)
number of total words in S and target (T) texts, and (iii) S-T compression ratio of
words [16].

Dataset Samples | S T S—T

Docs | Words | Words | Comp
Ms2 15,597 | 23.30|9563.95 | 70.81|135.06
FAQsumC19 514 |30 5635.50 | 139.06 | 40.53

Baselines. We compare RAMSES with SOTA solutions: Bart-FiD [7], which
is BART with the Fusion-in-Decoder strategy [18], encodes all sources individ-
ually and combines their hidden states before decoding. Led-Gaq [7], which
is LED [2] with global attention on the input query, concatenates all texts in
a single input of up to 16,384 tokens. Damen [34], a retrieval-enhanced solu-
tion with marginalization-based decoding, discriminates important fragments of
the cluster with a frozen BERT-base model and marginalizes their probability
distribution during decoding. Primera [49], which is LED pre-trained with a
multi-document summarization-specific objective, concatenates the texts with a
special separator token up to 4096 tokens in size.

FEvaluation Metrics. We use ROUGE-1/2/L [24] to assess fluency and infor-
mativeness. We also adopt R [32] as an aggregated judgment that considers the
variance of the ROUGE scores. Finally, we perform qualitative analysis to bridge
the superficiality of automatic evaluation measures.

Implementation. We fine-tune the models using PyTorch and the HuggingFace
library, setting the seed to 42 for reproducibility. RAMSES is trained on an
NVIDIA RTX 3090 GPU of 24 GB memory from an internal cluster for 1 epoch
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with a learning rate of 3e-5 on M2 and for 3 epochs with a learning rate of le-5
on FAQsuMC19. For decoding, we use the beam search with 4 beams and the
following min-max target size: 32-256 for Ms2 and 100-256 for FAQsumMC19.

Table 3. Performance of models on the evaluation datasets. The best scores are in
bold.

Model Ms2 FAQsumC19
R-151 |R-271 |R-Lyy R R-ljn (R-2p1 |R-Ljn [ R

Baselines
LED-GAQ |26.89 |8.91 [20.32 |18.60 |25.55 |4.42 |13.77 | 14.47
BART-FID | 27.56 |9.49 | 20.80 | 19.18 120.26 |5.59 | 14.84 |13.51
DAMEN | 28.95 9.72 |21.83 20.04 23.81 3.50 |13.03 13.35
PrIMERA | 30.07 |9.85 |22.16 '20.55 25.04 |3.64 |13.00 13.79
Our

RAmsEs | 31.8310.44|22.19 | 21.32 30.18 | 7.31 |15.67 17.56

Table 4. ROUGE F1 scores (R-1, R-2, R-L) on Ms2 on evaluating RAMSES with
different generator checkpoints (B and L stand for base and large, respectively) and k
documents retrieved at training time. OOM means “GPU out of memory exception.”
The best results are bolded.

k | Ms2

BART-B BART-L PEGASus-L
3131.14/9.78/21.43 |31.93/10.40/21.96 | 27.83/7.27/18.93
31.12/9.88/21.68 | 31.97/10.58/22.15 | 28.71/8.26/19.39
9131.81/10.30/22.13 | 31.00/10.17/21.76 28.61/8.32/19.35
12 31.15/10.14/21.58 | 31.10/10.09/6.52 27.58/7.30/18.51
15 130.94/9.82/21.39 |31.72/10.53/21.90 | Oom

18 |31.36/10.20/21.75 | 31.81/10.43/21.87 | Oom

6.2 Results

Table 3 reports the performance of the models in the two evaluation datasets.
RAMSES yields better scores, suggesting that the retrieve-and-rank end-to-end
learning is more effective than prior SOTA approaches in both biomedical CA-
MDS tasks.
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The Impact of k. As our method relies on learning to select the best top-k
relevant documents from the cluster, the value of k is crucial for model perfor-
mance and GPU memory occupation. Therefore, we analyze the impact of k£ on
model performance by experimenting with a different number of documents to
retrieve: 3, 6, 9, 12, 15, 18. Table 4 reports a slight performance improvement as
k increases until a threshold is reached (e.g., k = 9 for BART-base), indicating
that the marginalization approach with more documents helps produce better
ROUGE scores. However, a high k (i.e., & > 12) can also increase information
redundancy and contradiction, lowering the final performance. Table4 also lists
the results of different models on single text summarization as the aggregator’s
checkpoint, such as BART and PEGASUS [50]. We notice that BART-large achieves
better ROUGE scores, although PEGASUS is the largest model. However, as
BART-base achieved a slightly lower result despite the noticeably fewer trainable
parameters, we chose to use it for all experiments. Therefore, we tested the best
checkpoint of BART-base trained with £ = 9 with a different k at the inference
time in Ms2. Table 5 reports that the best performance has been achieved with
k = 12. Furthermore, Table5 also shows the results on FAQsumMC19 with a
different k& at training time, revealing a trend similar to Ms2.

Memory Requirements. Figure3 shows the memory complexity at the training
time of RAMSES for each k. We notice that the memory occupation is linear
w.r.t. k, indicating that our solution is not computationally expensive, even for
large clusters.

6.3 Ablation Studies
Table 6 reports the ablation studies on Ms2 using RAMSES with BART-base and

k =9 with the same hyperparameter settings for all experiments.

Table 5. The results of RAMSES on Ms2 by varying k at inference time and on FAQ-
suMC19 by varying k at training time. The best scores are bolded.

k | Ms2 FAQsumMC19

R-151 |R-251 |R-Ls1 |R-171 |R-241 | R-Lypy
313098 | 9.75 | 21.48 [29.32 |7.05 |15.71
6/31.49 |10.14 |21.94 |28.69 |6.51 |15.20
9/31.81 |10.30 |22.13 |28.74 |6.83 |15.44
12131.83|10.44 | 22.19  30.18 | 7.31 | 15.67
15|31.73 |10.36 | 22.10 |29.14 |6.65 |15.26
18131.72 |10.39 |22.04 |29.06 [6.89 |15.31
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Excluding the input context from the input concatenation to give to the
generative aggregator (w/o context) leads to the most significant decrease in
performance. Indeed, the context is the research question shared by all docu-
ments in the cluster, so it contains important information for the final summary.

Training a single model to encode both the context and documents (w/o
bi-encoder), namely using a shared BIOBERT model, decreases performance.
Indeed, since the context and the documents have two different purposes (i.e., we
need the context to select context-related documents), two models are needed to
specialize and differentiate the text representation. Despite the similarity of the
two tasks, they differ for two main reasons: (i) the context is relatively shorter
than the documents in the cluster, and (ii) the concept expressiveness is denser
in the context than in the more verbose documents.

Removing the token separator <doc-sep> between the context and docu-
ment (w/o token-sep) decreases performance. Indeed, this token is needed to
make the model aware of the textual boundary between the context and the
documents.

Using cosine similarity instead of the inner product (w/o inner-product)
to score the documents against the input context achieves the worst results.

Freezing Encs (w/o trained-retrieval) decreases performance, highlight-
ing the usefulness of end-to-end learning to allow the model to select more infor-
mative documents.

£ 24

> 21

o

£ 18

Q

515

~ 12
)

3 6 9 12 15 18
k

Fig. 3. The RAMSES’s GPU memory requirements by varying k at training time.

Table 6. The ablation studies on Ms2. We gradually remove each module of RAMSES
to show the performance drop. The best scores are in bold.

Ms2
R-151 | R-241 |R-Ly | R
RAMSES 31.83 [10.44  22.19 | 21.32

w/o context-first 31.57 | 10.26 | 21.89 |21.08
w/o trained-retrieval | 31.24 | 10.03 | 21.77 | 20.86
w/o inner-product 31.12 | 10.10 | 21.82 |20.86
w/o0 token-sep 31.03 | 10.12 | 21.77 |20.82
w/0 bi-encoder 31.47 | 9.88 | 21.52 |20.79
w/o context 25.26 | 5.33 |17.37 | 15.88
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Switching the context with the documents in the input concatenation (w/o
context-first) decreases performance, indicating that the leading context in
the input helps the generative aggregator to focus better on how to join context-
related information.

6.4 Human Evaluation

Considering the drawbacks of automatic metrics such as ROUGE [9], which is
still the standard for evaluating text generation, we qualitatively evaluated the
answers inferred from the FAQs of the entire FAQsuMC19 test set with three
domain experts with master’s degrees in medical and biological areas.

Instructions. We gave evaluators a table, with each row containing the question
and three possible answers in random order: (i) the “gold” from WHO, (ii)
the prediction of RAMSES, and (iii) the prediction of LED-GAQ (the second-
best model in FAQSuMC19 according to R). Each expert was asked to order
the answers according to how thoroughly they answered the question, focusing
primarily on the factuality. For fairness, we did not inform the evaluators about
the answers’ origins and the test’s goal. Overall, experts completed the task in
two days, reporting no difficulty ordering the 50 answers.

Results. Evaluation results, reported in Table 7, show that our method produces
better informative abstractive answers to a given open question than a linear
transformer with sparse attention. To be precise, the experts rated 76% of the
answers of our solution as better than those of LED, with 46% agreement between
the annotators (which means that 46% of the time, the three evaluators agree).
Furthermore, the evaluators also found that 7.33% of the answers inferred by
RAMSES are more informative than “gold” from WHO. Nevertheless, model gen-
erations are still far from being as informative as gold answers, indicating the
limitations of current neural language models in FAQsumC19.

Table 7. The human evaluation on FAQsuMC19 with inter-annotator agreement
(TIAA) using WHO ground-truth answers and the inferred ones by RAMSES and LED-
GAQ. A>B means how many times the generated answer from A was scored higher than
B

Human Evaluation
RAMSES>LED | RAMSES>WHO | LED>WHO

Eval 1| 84% 0% 0%
Eval 2| 72% 20% 14%
Eval 3| 72% 2% 0%
AVG | 76% 7.3% 4.7%

TAA | 46% 80% 86%
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7 Conclusion

In this paper, we introduced RAMSES, a retrieve-and-rank end-to-end learning
solution for CA-MDS of biomedical studies. RAMSES is designed to simultane-
ously acquire indexing capabilities and retrieve pertinent documents to gener-
ate comprehensive summaries. Through multiple experiments on two biomedi-
cal datasets (including our proposed FAQsuMC19 to answer Covid-19 FAQs),
we found that RAMSES outperforms SOTA models. This finding suggests that
the integrated retrieval mechanism significantly benefits the CA-MDS task. Yet,
human assessments indicate that there is still notable room for improvement,
motivating further research in pursuit of novel retrieval applications within the
realm of biomedical multi-document summarization.

Future works can investigate and include multimodal [36,37], cross-
domain [8], and knowledge propagation [4,5,26] approaches.?
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