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Abstract. The present research aims to develop a tool in the form of an algorithm
that can provide an accurate diagnosis of a patient’s acid-base balance without the
need for manual calculations by the attending physician. During the research, three
different algorithms (Bayesian, KNN and a neural network) were used, tested and
compared in order to achieve a reliable result, speeding up the diagnostic process
for the patient and reducing the human error that can arise from manual calcula-
tions. The results show that the Bayesian algorithm had the lowest performance
achieved with an MF1 of 0.7850, followed by the KNN algorithm with an MF1
of 0.8553, the next was the neural network which obtained an MF1 of 0.9711.
Finally, an algorithm assembled by the three mentioned above was tested gener-
ating an MF1 of 1, which was tested on 70 data samples. This suggests that the
design can be used for the classification of acid-base problems.
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1 Introduction

One of the inherent attributes to blood is its characteristic pH level, which is indicated in
any solution by the pH scale. This scale ranges from 0 for strong acids to 14 for strong
bases, with neutral value in the middle of both [1].

Normal pH values found in blood range from 7.35 to 7.45, typically staying around
7.40, which is considered slightly basic [1]. The measurement of these pH values is
performed by the physician to assess the acid-base balance of a patient, and the values
of carbon dioxide levels (CO2) as well as blood bicarbonate levels (HCO?3) are used [2].

The acid-base balance mentioned earlier is constantly maintained by the precise
action of both the renal system and the respiratory system, preserving the harmony
between CO2 and HCO3-. Any deviation from the normal values would also imply
an alteration in the functions of various organs in the body, leading to physiological
disturbances and even death [1, 2]. The body also has buffering systems that can combine
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with acids or bases, depending on the situation at hand, helping to prevent rapid changes
in pH levels [2].

To date, the Henderson-Hasselbalch equation, in conjunction with various other
equations, is used to express the patient’s pH, which utilizes the values of carbon dioxide
partial pressure (pCO2) and HCO3, determining the relationship between acids and
bases. This equation aids in classifying different acid-base disorders that may occur in
the body and helps define whether these problems are respiratory or metabolic in nature
[2]. The Henderson-Hasselbalch equation is written as Eq. (1)

(HCO3) |
(0.03xpCO») M

pH =6.1+ log|:

Currently, there are also acid-base maps available, especially the Du Bose basic map,
which help visually identify the specific disorder [2]. The acid-base map is only helpful
from a graphical perspective, but it’s not practical for daily patient care use.

The problem that arises when using the Henderson-Hasselbalch equation and identi-
fication maps is that, when it comes to making a precise diagnosis, the physician is forced
to manually perform these calculations or measurements once they have the patient’s lab-
oratory data. This process is unnecessarily time-consuming and can be tedious, leading
to erroneous results. Therefore, there is now a search for the automation of this process,
completely eliminating the possibility of human calculation errors. This automation is
seen as a tool for healthcare personnel.

2 Methodology

2.1 Database

The information used in each of the developed algorithms was gathered from a synthetic
database (SDB), which is artificially generated data rather than data based on real-world
events [3]. This database was created by the collaborators of this work based on the acid-
base map, which serves as a graphical tool for doctors to diagnose acid-base disorders.
This enables them to visualize a graphical representation showing potential chemical
states between blood concentrations of HCO3-, pH, and CO2.

The following acronyms were used to facilitate the later mention of the characteris-
tic disorders, which correspond to the areas that compose the DuBose acid-base map.
These classes are: normal state, SN, metabolic acidosis state, SACM, acute respiratory
acidosis, SACRA, chronic respiratory acidosis, SACRC, metabolic alkalosis, SAM, acute
respiratory alkalosis, SARA, and chronic respiratory alkalosis, SARC. Random points of
the DuBose acid-base map distributed across these seven different regions were used to
create the data for each of the possible patient conditions, resulting in a total of 268 data
points p(x,y), being x the HOC3 and y the pCO2 concentration respectively. From these
points we randomly utilized 198 for training and 70 for testing considering the seven
state classes. Table 1 shows the partitioning of the database data [2].
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Table 1. Composition of the data set

Full database Data partitioning | Data consider by class acronym

268 randomly selected points of | 198 for training 17 -Normal state SN

the DuBose acid-base map 33 -Metabolic acidosis | SACM
33 -Acute respiratory SACRA
acidosis
33 -Chronic respiratory | SACRC
acidosis

33 -Metabolic alkalosis SAM

33 -Acute respiratory SARA
alkalosis

16 -Chronic respiratory SARC
alkalosis

70 for testing 10 for each class

2.2 Neural Network

The ANN models have the specific architecture format, which is inspired by a biological
nervous system. ANN models are made up of neurons in a complex, nonlinear man-
ner, just like the human brain. Weighted links are used to connect the neurons. [4]. In
biological neural networks, learning is primarily driven by two forms of synaptic plastic-
ity: long-term potentiation (LTP) and long-term depression (LTD). LTP strengthens the
connections between neurons when they consistently exhibit correlated activity, while
LTD weakens the connections when the activity is uncorrelated or weakly correlated.
These changes in synaptic strength enable neurons to form new connections and modify
existing ones, which is essential for learning and memory formation [5].

ANNSs on the other hand are made up of an input node layer and an output node layer
coupled by one or more hidden node layers. By activating functions, input layer nodes
transmit information to hidden layer nodes, which then either activate or do nothing in
response to the evidence. When the value of a certain node or collection of nodes in
the hidden layer hits a certain threshold, a value is transmitted to one or more nodes in
the output layer. The hidden layers apply weighting functions to the evidence. A lot of
examples (data) must be used to train ANNS. [6].

For the realization of this project, a feedforward ANN with a single hidden layer
consisting of 5 neurons was used, with the following hyperparameters: a learning rate
of 0.1, 1000 epochs, and an error tolerance of 1e-29 these values were selected using a
grid search technique, which shows the most optimal hyperparameters that will increase
the efficiency of the algorithm. The value of the bias remains 1, but the values of their
weights are being constantly updated. Figure 1 illustrate the ANN proposed model.

The output provided by the neural network determines the patient’s acid-base bal-
ance situation as Eq. (2), Where: Output; represents a normal state, Output,, chronic
respiratory acidosis, Outputz, metabolic alkalosis, Outputy, acute respiratory alkalosis,
Outputs, chronic respiratory alkalosis, Output4, metabolic acidosis, and Outputs, acute
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Fig. 1. Neural network

respiratory acidosis. Also, z; stands for the final softmax output vector obtained after
evaluating each i-th output, being N the total number of ANN outputs evaluated. Finally,
arg max function is applied to obtain the winner class.

Output;
Class = argmax({Z;}) (2)

2.3 Bayesian Algorithm

The Bayesian algorithm (AB) functions as a probabilistic classifier that takes into account
a particular feature and assigns a label to an element. AB operates using probability
and employs empirical reasoning based on training data [7]. Its functionality lies in
the correlation between a sample and its membership in a specific class, based on a
set of features that are associated with different classes, each having its representative
characteristics [8].

The AB training was performed using the set of classes C = {SN, SACM, SACRA,
SACRC, SAM, SARA, SARC} shown in Table 1. The probability of a training class P¢
was obtained using Eq. (3), where T represents the total number of data points p(x,y)
consider for a c-th training class.

Pe=——F 3)
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Also, BA involves Egs. (4) and (5) that correspond to the mean and variance
respectively.
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where j stands for the j-th point p evaluated on the characteristic /. Once the results
of Egs. (4) and (5) were obtained, Eq. (6) was used, where P(clpl ) correspond to the
probability of a class ¢ given a point p with features [ [8, 9].
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Subsequently, Eq. (7) was implemented, which determines the relationship between
all the probabilities obtained from Eqs. (3) and (6) for each of the seven classes.

pre = ([1P(clr')) - o )

Equation (8) was used to obtain the evidence, which is the sum of all the different
results from Eq. (7). This allows for the calculation of the likelihood that a given sample
belongs to a particular class, based on Eq. (9) [8].

Ev = Zcec Pr, (8)
Pr,
Ps. = E_v 9

Finally, the AB determines the class to which it belongs by considering the Eq. (10)
Class = argmax(Ps.) (10)

where Class can have values from 1 to 7 according to C.

24 KNN

The KNN algorithm, also known as the k-nearest neighbors’ algorithm, is a machine
learning algorithm. Similar to the previous two algorithms, it is supervised, as the data
provided to it already has labeled output values, allowing for the creation of a model to
predict new input data [10].

The prediction of new input data is done by calculating the distance between the
sample data and the data for each of the seven classes used in the training set [8]. In
this case 5 neighboors (K) were used to classify the test dataset. This is done using
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Euclidian distance between two samples p! and ¢’ depicted on Eq. (11), being D the
total components of the sample p', in this case D = 2 for the two components [ = {x,y}.

(1)

3 Results

The results of the evaluation on each previously trained algorithm are presented. The
metrics show the precision, recall, and F1 scores (calculated using Eq. 12) for each
class. The MF1 score (calculated using Eq. 13) is also shown for the overall results of
the analysis algorithm. For this evaluation, we used 70 test data (10 per class) shown on
Table 1.

Fl,=2. precision - recall

12
precision + recall (12)

7
mr1 = =t Fle
7

(13)

Table 2 shows the metrics of the ANN classifier, with an MF1 score of 0.97114
(97.114%). This value is affected by the precision and recall scores for class one and
class six. Where the precision score for class one is 0.8 (80%) and the recall for class
six is 0.83 (83%).

Table 2. Effectiveness metrics for ANN

Class1 | Class2 | Class 3 | Class4 | Class5 | Class6 | Class 7
Precision 0.8 1 1 1 1 1 1
Recall 1 1 1 1 1 0.833 1
F1 0.8888 1 1 1 1 0.9090 1

MF1 0.97114

Table 3 shows the metrics for the KNN algorithm. The data shows a variation for
each class, with the best-evaluated classes being class one and class six, both with a F1
score of 0.9523 (95.23%). However, this algorithm has an MF1 score that is 11.584%
lower than the ANN algorithm.

Table 4 shows that the classes two and three were perfectly classified, with an F1
score of 1.0 (100%). However, the class six was not classified at all, with an F1 score of
0.0 (0%). This data affected the MF1 score, which was 0.785036 (78.5036%).
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Table 3. Effectiveness metrics for KNN

Class1 |Class2 | Class 3 | Class4 | Class5 | Class 6 | Class 7
Precision 1 1 0.8 0.7 0.8 1 0.7
Recall 0.9090 | 0.7142 1 0.7777 0.8 0.9090 1
F1 0.9523 | 0.8333 | 0.8888 | 0.73684 0.8 0.9523 | 0.82352

MF1 0.8553

The lower MF1 score is due to the fact that the class six was not classified at all.
This means that the algorithm was not able to identify any of the instances of class six
in the test dataset.

Table 4. Effectiveness metrics for Bayes

Class1 | Class2 | Class 3 | Class4 | Class5 | Class 6 | Class 7
Precision 1 1 1 1 1 0 1
Recall 0.83333 1 1 1 0.76923 1 0.625
F1 0.90909 1 1 0.94736 | 0.86956 0 0.7692

MF1 0.785036

The neural network algorithm was the most efficient of the three individual algo-
rithms, with an MF1 score of 97.11%. This suggests that the neural network can be
used to classify the seven classes. However, there is an approximate 3% error rate in the
classification of a data point. This problem could be fixed by retraining each algorithm
with a larger dataset and comparing the future results with those obtained in this work.

4 Conclusion

At the end of the project, we managed to create a classification algorithm that, unlike
the conventional method based on the Henderson-Hasselbach equation, uses only two
parameters for classification. Additionally, our classification algorithm provided us with
a 97% effectiveness score with its most reliable method, this being the neural network
algorithm, which can serve as a prototype and later as a replacement for highly fallible
and unpredictable human interference. This given that machine learning techniques
provide numerous advantages over traditional diagnostic methods in the classification of
acid-base disorders. These benefits encompass increased efficiency, enhanced accuracy,
objectivity, scalability, decision support, early detection, and seamless integration with
existing healthcare systems. The utilization of machine learning models enables the rapid
processing of substantial amounts of data, facilitating prompt diagnosis in time-sensitive
scenarios.
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