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Abstract. The creation of a diagnostic exam for biomedical engineering under-
graduate students using virtual agents based on GPT language models is analyzed
in this work. Thirty-nine eighth-semester students answered a 20-question exam
generated by ChatGPT-3 covering the topics of acquisition, amplification, pro-
cessing, and visualization of biomedical signals encompassing different levels of
thinking according to the taxonomy of Bloom, including the application, analysis,
and evaluation levels. Three academic experts assessed the quality of the questions
based on clarity, relevance, level of thinking, and difficulty. Also, difficulty and
discrimination indexes and Rasch analysis were calculated. Students obtained an
average grade of 5.91, with a standard deviation of 1.39 points. Subject reliability
was 0.599, and the p-value for the fit of the model of Rasch was 0.017. High cor-
relations between some questions were observed. Based on their difficulty, a few
questions could be considered irrelevant. The Wright competency map showed a
good distribution on the ability scale with some redundancies and gaps. In conclu-
sion, virtual agents have great potential to create diagnosis exams in biomedical
engineering. However, it is necessary to consider their limitations and conduct a
rigorous evaluation of the quality and reliability of the questions generated.
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1 Introduction

Artificial intelligence and virtual agents based on GPT language models have recently
gained relevance in academia [1]. Texts on specific academic topics can be generated
by these tools facilitating the teaching and learning process. Their use allows academics
to focus on essential tasks through time savings [2]. These tools can simplify tasks for
scholars and improve their efficiency by making summaries and translating information
[3]; Virtual agents can help students learn by acting as tutors and answering their ques-
tions. For example, in microbiology, ChatGPT-3, a virtual agent based on GPT language
models, has proven to be effective for automatically answering questions, providing
students with accurate and relevant information [4].

However, scholars must know the limitations and potential biases of virtual agents.
Although the information generated by these tools may seem authentic to a not fully
trained reader, such as a student-in-training, it is essential to recognize that ChatGPT
needs help interpreting and understanding the content profoundly, which can probably
cause it to generate incorrect information [5]. Thus, there is concern about the reliability
and possible biases of virtual agents since these tools are trained on large amounts of
data and may reflect the tendencies present in that data. Therefore, it is essential to
verify the facts of all virtual agent statements and be aware of the possibility of incorrect
content. Another reported aspect is the tendency of virtual agents to generate information
not based on actual events, known as “hallucinating” [6]. Therefore, it is necessary to
exercise critical judgment when evaluating the text generated by virtual agents and use
reliable sources to contrast the information.

Despite these considerations, the use of virtual agents has the potential to increase
scholarly output. These tools can help in the creation of questionnaires. These agents
have been used in medicine to organize material and generate and correct texts [7]. Thus,
virtual agents have potential benefits for the academy, such as the generation of exams;
however, their limited interpretation capacity, biases, and errors must be considered, so
it is essential to verify the information and use a critical approach to evaluate its content.
Therefore, this work aims to evaluate the use of virtual agents based on GPT language
models to create diagnostic tests for biomedical engineering courses. This will be done
by analyzing the quality of the questions generated.

There aremultiple reports exploring the use of ChatGPT to answer quizzes. Although
some authors propose the creation of questions, only one have tested this hypothesis by
creating multiple-choice questions. The study compared various virtual agents to gen-
erate reasoning-based multiple-choice questions in medical physiology [8]. The authors
found that virtual agents require improvement and that each tool had limitations, as Bing
developed less valid and ChatGPT less complex questions. This work contributes to the
field of biomedical engineering education by exploring the potential of virtual agents in
creating personalized diagnostic tests at different cognitive levels. The work validates
the quality of the exam and considers practical issues. The findings of the article could
improve assessmentmethods in biomedical engineering education to improve the quality
of education for students in this field.
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2 Methodology

The methodology used in this study was based on the ChatGPT-3 virtual agent due
to its more equitable and unrestricted access compared to more recent models such as
ChatGPT-4. The study aimed to create a 20-question multiple-choice diagnostic exam
for biomedical engineering students in their final year before the biomedical measure-
ments course. The biomedical measurements course focuses on designing instruments
for electrophysiological signal measurements to support the clinical diagnosis of vari-
ous pathologies. The course is part of the curriculum line of applied engineering. The
questions evaluated topics related to the acquisition, amplification, processing, and visu-
alization of biomedical signals, which consider different levels of thinking according to
the taxonomy of Bloom, including the application, analysis, and evaluation levels. An
example of a prompt for ChatGPT-3 to generate questions of analysis level is shown in
Fig. 1.

Fig. 1. Example of a prompt for ChatGPT-3 to generate questions of analysis level.

The exam creation process began with a researcher reviewing the content and select-
ing twenty out of thirty questions generated by the virtual agent based on their clarity,
relevance, level of thinking, and difficulty. Subsequently, the selected questions were
captured in a question bank using the Moodle learning platform. With this bank of ques-
tions, the examwas created, where each question and its response optionswere presented
individually and sequentially, with a maximum resolution time of 20 min.

The examwas applied to all students in the last year of a degree program inbiomedical
engineering, certified according to CACEI. The quality of each question was evaluated
by an external sample of academic experts in the subject who had training in biomedical
engineering and at least five years of teaching experience related to the topics to be eval-
uated. The consistency of the evaluators was calculated using the Intraclass correlation
coefficient (ICC).

Academics were asked to rate the clarity, validity and relevance, level of thinking,
and difficulty of each question and answer through a survey using a standardized form in
Word. The document contained a supporting explanation for each domain to be assessed.
Clarity and relevance were assessed using a dichotomous variable (yes/no), the thinking
levelwas classified according to the levels ofBloom(application, analysis, or evaluation),
and the difficulty was classified as low, medium, or high.

General descriptive statistics were performed for test subjects and scores. The diffi-
culty and discrimination indexes were calculated for each question. The Rasch analysis
was carried out in the free software Jamovi [9], where the reliability of the subjects, the
p-value for the model fit, the correlation matrix of all the exam questions, and the skills
map of Wright for the test were calculated. The difficulty index measures the difficulty
of the question calculated by dividing the number of students who answered the question
correctly by the total number of students. The discrimination index measures the ability
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of questions to distinguish between high and low-achieving students. Subject reliability
is a measure of the consistency of students in their responses. The question correlation
matrix shows the correlation between all questions and may indicate that a pair of ques-
tions measure the same thing. The Wright Skill Map is a graphical representation of the
relationship between student skills and the difficulty of test questions. The ability and
error in estimating item ability measures how well the Rasch model estimates the skills
of students. The fit of the answer to each question (infit) and the general fit of all the
answers (outfit) to the model indicates how well the question fits the model.

3 Results

The 20-question diagnostic exam was applied to 39 eighth-semester biomedical
engineering Spanish-speaking students (see Fig. 2).

Fig. 2. Description of the 20 questions obtained by ChatGPT for the diagnostic exam. Analysis,
application, and evaluation questions are coded as A, Ap, and E.

The average grade obtained on the exam was 5.91, with a standard deviation of 1.39,
in a total score range of 3.00 to 9.00 points. The examwas designed to assign half a point
to each correct answer with a maximum total score of 10 points. The examwas written in
English. Some students needed help with an English written exam. Students were helped
by paraphrasis and using synonyms to clarify questions. All questions were classified
as relevant by the three experts. Nine questions were related to the amplification topic,
five to acquisition and processing, and one to display. Of the 20 questions, ten selected
questions corresponded to the analysis level of thinking (A01 to A10) and five to the
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application and evaluation levels (Ap01 to Ap05 and E01 to E05, see Fig. 3). There was
no consistency among evaluators regarding the clarity and level of thinking of questions
(ICC < 0.01, p-value = 0.48). However, in most of the questions, at least two experts
agreed on the level of thinking (N = 15) and clarity (N = 14). On the other hand, a
moderate agreement (ICC= 0.55, p-value< 0.01) was reached between experts for the
difficulty of the questions.

Fig. 3. Analysis by experts of the validity: clarity, level of thinking, and difficulty of each question.
Analysis, application, and evaluation questions are coded as A, Ap, and E.

All students answered one knowledge application question correctly (Ap02) and was
therefore omitted from the Rasch analysis. Rasch analysis revealed a subject reliability
of 0.599 and a p-value for themodel fit of 0.017, indicating acceptable consistency in stu-
dent responses. The correlation matrix showed a few questions with a strong correlation
between them (see Fig. 4). The highest correlation was found between knowledge appli-
cation questions (A01 and A10), while another knowledge application question (A08)
presented several high correlations (>0.3) with three questions of the same thinking
level (A04, A05, and A06).

The diagnostic exam questions presented an average difficulty index of 0.57, with
a standard deviation of 0.27 (see Fig. 5). However, according to this index, most of
the questions (12 in total) could be considered invalid or irrelevant because they were
straightforward (>0.7) or very difficult (<0.3). On the other hand, the average ability of
the students was −0.47, with a standard deviation of 1.66. The average infit and outfit
values were close to 1, with standard deviations of 0.09 and 0.31, respectively. However,
one analysis question (A10) was identified that presented a significant outfit deviation
(2.040), suggesting the presence of unexpected answers, such as a low-ability student
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Fig. 4. Correlation Matrix of Rasch analysis.

obtaining a high score on a difficult question. To evaluate the discrimination index, the
sample of students was divided into a group with the worst performance (36%, N= 14)
and a group with the best performance (33%, N= 13) based on the total scores obtained.
The average discrimination index was 0.19, with a standard deviation of 0.14.

The competency map of Wright showed a good distribution throughout the compe-
tency scale, with more significant clustering around the mean (see Fig. 6). Redundancy
was also observed in four questions of the same dimension (E02 and E03, A04 and A05,
E01, and E04, A03 and A09), as well as in two pairs of questions of different dimensions
(A02 and Ap05, A08 and Ap04). In addition, gaps in the scale were identified around
extreme difficulty levels (±2), which suggests that the questionnaire might not have
sufficient capacity to discriminate students with extreme performance. No groupings of
students were observed at the extremes that could be attributed to the ceiling or floor
effects of the questionnaire.

4 Discussion

The questions generated by ChatGPT followed a normal difficulty index distribution
with an average close to the ideal value of 0.5. Thirty percent of the questions had a
discrimination index above the excellent value of 0.3. Subject confidence was slightly
less than the ideal value 0.8. The p-value for model fit was lower than the excellent
value of 0.05. Some correlations between the questions were higher than the ideal value
of 0.3. The person-question map of Wright followed the perfect smooth curve with no
outliers. Only one question had an outfit value above the ideal range of 1.3. A previous
investigation showed that ChatGPT generated easy questions for medical physiology
based on the assessment of experts using a 3-point scale [8]. This result is lower than
the median rate of difficulty assigned by our experts using a similar scale. Our results
showed no consistency among evaluators regarding the clarity and level of thinking of
questions. Training experts and the supporting explanation included in the document for
evaluation could improve those aspects. For future work, index values for Moodle could
also be integrated for analysis.
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Fig. 5. Analysis of the difficulty index, abilitymeasurements, standard errors of ability estimation,
infit and outfit values, and the discrimination index for each question in the diagnostic exam. The
questions are categorized by their respective code, including ‘A’ for analysis, ‘E’ for evaluation,
and ‘Ap’ for application questions.

Fig. 6. Person-question map of Wright shows the relative position of questions and students. The
Scale increases vertically from less capable student less capable/more straight-forward question
to more skilled/more difficult question.

The use of virtual agents in academia raises validity issues. To ensure the responsible
use of these tools, it is necessary to reach a consensus on regulating their use to prevent
possible abuse and guarantee academic integrity. Virtual agents should not be used
for cheating but to enhance personalized learning and provide new opportunities for
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scholars and students. Teachers can integrate these tools into their teaching by creating
new exercises that encourage critical thinking and problem-based learning, using AI to
support and enrich the educational process [3]. Potential advantages of virtual agents
for creating exams are their availability at any time, scalability to respond to significant
work demands in less time and effortlessly, and customization to individual needs with
high variability.

Our results showed that it is necessary to conduct tests and studies to determine the
quality of the information these tools provide. Academics and students should always
verify the content validity of the questions with these tools. Scholars and students who
use virtual agents must be transparent about their use and take responsibility for the
veracity of the information [10, 11]. As we can see, more work is still needed to improve
the performance of virtual agents for academic use, [4] especially in specific areas
such as biomedical engineering. Finally, we consider it essential to educate teachers
and students about the limitations of virtual agents and how to use them effectively
[3]. Giving scholars the authority and independence to use them is also essential [12].
We also consider it necessary to guarantee that everyone has the same access to these
technologies [13].

5 Conclusion

In conclusion, using artificial intelligence and virtual agents based on GPT language
models in academia raises several practical and ethical considerations. Implementing
clear guidelines, a code of ethics, and consensus in regulating its use are required.
Academics must be transparent in their use, assuming responsibility for the informa-
tion generated. Literacy in this area, constant evaluation, and continuous improvement
are essential to maximize the benefits and minimize the risks associated with these
technologies.
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