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Abstract. The execution and analysis of processes is strongly influenced
by sensor streams, e.g., temperature, that are measured in parallel to the
process execution and stored in process event logs. This holds particu-
larly true for application domains such as logistics and manufacturing.
However, currently, these sensor streams are collected and stored in an
arbitrary and unsystematic way. Hence, this work proposes an approach
that prepares sensor streams into individual data streams that can be
annotated to process tasks and used for process analysis and prediction.
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1 Introduction

Data is paramount to drive and optimize process execution, i.e., at decision
points in the process model and as input/output for services, application pro-
grams, and human actors invoked by the process tasks [1,13]. In addition to this
intrinsic data, extrinsic data might affect the process execution, as well, for exam-
ple the process outcome [4] or the prediction of concept drift [15]. Extrinsic data
comprises raw data available in a machine participating in the process, or sensor
data monitoring the environment in which the process is enacted. Recently, the
DataStream XES extension (cf. [11]) has been proposed in order to enable the

recording of sensor streams in process event logs.

Consider the realistic transportation scenario [10] depicted in Fig.1l. The
process model shown in Fig. 1d collects multiple measurements relevant to an
underlying public transport process, i.e., delay, weather, traffic, and construction
sites, as response of one service call. The resulting data is logged in the XES Sen-
sorStream format. The raw sensor streams for weather and traffic are depicted in
Fig. 1a and Fig. 1b respectively. As can be seen from the weather sensor stream,
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multiple measurements are contained, e.g., temperature, wind, or pressure, in
an arbitrary and hence unsystematic way. In order to utilize the sensor streams
for process analysis and predictive process monitoring, the sensor streams are
to be prepared, i.e., relevant sensor information is to be extracted from the raw
stream and clustered into individual data streams. These data streams can then
be annotated to process tasks such that, in the sequel, the data streams can be
already collected in a systematic way.
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Fig. 1. Public Transportation - External Service Log Data and Process Model

Explicitly annotating information about how and which data is collected in
individual tasks of a process model is necessary for “Placing Sensors in a Process-
Aware Way” [6]. However, as doing so manually is time-consuming, cumbersome,
and error-prone, this paper provides a sensor stream extraction and fusion app-
roach that constitutes the prerequisite for future task annotation. The approach
(1) breaks down raw sensor streams in process event logs into comparable com-
ponents, (2) describes how to determine a distance between these components
in order to enable clustering and (3) explores different methods of clustering the
collected context data to find individual data streams (sensor stream fusion).

The approach is evaluated using a synthetically created data set which por-
trays weather data and is used to demonstrate the applicability of the approach
and a real-world data set from the manufacturing domain which contains context
data from the machine tool and measuring machine used in the process.

Section 2 describes the approach presented in this paper, Sect. 3 contains the
evaluation of the approach and Sect. 4 discusses the results. Furthermore, Sect. 5
gives an overview over related work and the paper is concluded in Sect. 6.

2 Context Data Clustering Approach

As motivated in the introduction and the transportation use case (cf. Fig.1),
sensor data streams collected as context data during process execution, cur-
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rently, cannot be directly processed for process analysis and prediction due to
the following reasons:

1. Sensor data might occur at “random” times from the point of view of the
process as machines and sensors might not always send the same data or
external endpoints are not under the control of the process.

2. Endpoints might provide different data depending on their implementation
or be changed over time leading to inhomogeneous sensor data.

3. Sensor streams might contain multiple measurements, e.g., different data
streams of a machine or different sensor readings are combined.

4. Due to the inhomogeneity, the raw sensor data does not have any schema.

5. It is unclear which sensor streams or parts of sensor streams are connected
to the process instance or to single process tasks.

The proposed approach aims at tackling 1.—4. by breaking down the raw
sensor streams into comparable components and then based on a structural (cf.
Sect. 2.1) and value-based (cf. Sect.2.2) clustering as well as based on a com-
bination of both (cf. Sect.2.3), fusing these components into individual, homo-
geneous data streams that can be connected to tasks and build the basis for
process analysis and prediction.

2.1 Structural Analysis

The goal of the structural analysis is to find components of the raw sen-
sor streams which are similar regarding their structure, i.e., they provide a
value/timestamp pair with a certain label, they contain the same types of mea-
surements (e.g., numerical temperature reading or textual description of the
noise level), or any other structural similarity. Structural similarity is calculated
using the JSON edit distance (JEDI) [5] that quantifies how similar two JSON
documents are considering their structure. More precisely, the JEDI distance is
calculated based on the number of edit operations (add, delete, rename) neces-
sary to transform one structure into the other.

2.2 Value-Based Analysis

Even when data is structurally similar, it might still belong to different data
streams based on its values (e.g., different measuring units are used or measure-
ments are taken at completely different times). Calculating the distance between
two sensor stream components regarding their values is not straightforward as
multiple types of data values might occur. We compare the values of two sensor
stream components as follows: Each value of the first component is compared
to all values of the other component. Depending on the type of the values we
use (1) Levenshtein distance [9] for strings, (2) time period between two values
for timestamps, and (3) difference for numbers. The result is a mazn matrix of
distances between all data values. For each value the lowest distance to the other
component is then added to the overall distance for this type of value. As a result
a distance from one component to another is generated for each value type.
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Distances of different value types might not be comparable to each other.
Hence, they are scaled by dividing the value calculated in the first place by the
maximum distance between all context data components for the respective value
type. The results for each data type are then combined - weights can be chosen
based on the scenario. Other types of values and other distance measures for the
presented data types (string, timestamp, number) can be added easily.

2.3 Combining Structural and Value-Based Analysis

This section describes the steps of the overall approach based on the two analysis
methods described in Sects. 2.1 and 2.2.

Step 0 - Extract Raw Sensor Stream Data From Event Logs: The
extraction results in a list of sensor data elements collected at different points
in time and by different events.

Step 1 - Break Down Sensor Stream Data Into Components: The
extracted data is broken down into its components by using the whole raw data
as starting point and then recursively adding available children (e.g., sensor mea-
surement consists of temperature and humidity) to the components. This allows
to compare different components of the sensor data as for some scenarios bigger
parts of the original raw data are comparable while for other scenarios only lower
level components (e.g., single value/timestamp pairs) can be compared.

Step 2 - Choose Strategy: When using Strategy A first structural analysis
(cf. Sect.2.1) is performed and afterwards the clusters are refined using value-
based analysis (cf. Sect.2.2). If Strategy B is used the order is reversed: first
value-based analysis (cf. Sect.2.1) is used and then clusters are refined using
structural analysis (cf. Sect.2.2). Strategy C only uses one kind of analysis,
i.e., represents Strategy A or B but stopping after Step 3.

Strategy A: Initially use Structural Analysis and Afterwards Refine
Using Value-Based Analysis:

— Step 3A - Cluster Components Based on Structural Analysis: The
distance between components is found using structural analysis (cf. Sect. 2.1)
and then used for clustering. We opt for using DBSCAN for clustering as
the number of clusters does not have to be defined. We will experiment with
other clustering approaches such as k-means in the future.

— Step 4A - Refine Individual Clusters Based on Value-Based Analy-
sis: Afterwards, (value-based) distances (cf. Sect.2.2) between components
within structural clusters are used to build refined clusters (again using
DBSCAN).

Strategy B: Initially use Value-Based Analysis and Afterwards Refine
Using Structural Analysis:

— Step 3B - Cluster Components Based on Value-Based Analysis:
The distance between components is found using value-based analysis (cf.
Sect. 2.2) and then used for clustering (using DBSCAN).
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— Step 4B - Refine Individual Clusters Based on Structural Analysis:
Afterwards, (structural) distances (cf. Sect.2.1) between components within
value-based clusters are used to refine clusters (again using DBSCAN).

Strategy C: Only Consider Structural or Value-Based Analysis

This strategy considers either structural (C1) or value-based (C2) aspects of the
components. Therefore, it is a modification of Strategy A (for C1) or B (for C2)
where refinement is skipped (i.e., steps 4A and 4B are omitted).

3 Evaluation

The evaluation is performed on an artificial data set as well as on a real-world
data set from the manufacturing domain. Code, data and instructions on how
to run the code are available at gitlab?.

Methodology: For both data sets, we first apply Strategy C in both variants,
i.e., C1 based on structure and C2 based on values. C1 is then refined into Strat-
egy A, i.e., structure-based clusters are refined into value-based ones, and C2 is
refined into Strategy B, i.e., value-based clusters are again clustered based on the
structure. The results can be shown in tables (see Table 1): the leftmost column
represents the firstly built clusters (in this case structural), the second column
represents the (in this case value-based) refinement. A “*” denotes that the origi-
nal cluster before refinement is described. Entries in the following columns show
that data components of this data stream can be found in this cluster. Apart
from Table 1 only summarized results are reported by giving information about
“Clusters per Data Stream” (CpDS) and “Data Streams per Cluster” (DSpC) for
structural (Struct) and value-based (VB) clusters which allow to estimate the
effectiveness of a strategy. A perfect result would be one where CpDS and DSpC
are 1 for all clusters and data streams because then one cluster represents exactly
one data stream and one data stream is represented by exactly one cluster.

For structural clustering an epsilon of 0.1 is used which means that compo-
nents in a cluster have the exact same structure. A higher epsilon would lead
to less similar components being in the same cluster and thus more imprecise
results. Weights for the value-based analysis have been set so that all data types
are considered with equal weight. The remaining parameters are explained in the
relevant sections. For all results only clusters with >1 elements are considered.

3.1 Artificial Data Set

The following sensor measurements being “measured” in two different time slots
on subsequent days are included in the artificial data:

— Temperature: value in degree Celsius (between —5 and 20), value in
degree Fahrenheit (between 268 and 295), short textual description
(e.g., “hot”, “cold”), and long textual description (e.g., “Today the weather
is very hot and it is expected that ...”)

! https://gitlab.com/me33551 /semi_automatic context data_extraction.
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— Humidity: value providing relative humidity (between 40 and 90), short
textual description (e.g., “high”, “low”), long textual description (e.g.,
“We expect tropical weather with a high humidity for today.”)

Strategy C1 and A: Using only structural analysis (Strategy C1) the results
show that the clusters already provide some grouping regarding data streams
contained in the data components of a cluster (cf. rows with “*” in column “VB”
in Tab. 1 where cluster 2 contains textual data streams and cluster 5 contains all
other data streams). Furthermore, some structural clusters (e.g., 3, 4, 6, ...) are
already identified as not containing information representing any data stream
i.e., they just contain single values or components including data from multiple
streams. Looking at the “CpDS Struct” and “DSpC Struct” values it can be seen
that each stream is contained in only one cluster (all CpDS Struct values are 1)
but the problem is that for a component in a cluster it cannot be clearly decided
to which data stream they belong (DSpC Struct values are 8 and 6).

When refining the structural clusters as described in Sect.2.3 the results
reported in Table 1 show that the refined clusters represent nearly all data streams
available in the data set. This can be seen because all apart from 3 “CpDS VB”
values are greater than 0. Also all but one “DSpC VB” values are 1 (and one is 2).
This means that all but one of the refined clusters contain only one data stream.
This is a good result because overall it means that all components can be assigned
to a data stream based on the cluster in which they are.

Table 1. Artificial Data Set Results for Strategy C1 and A

Clusters Temperature Humidity
. Fahren-| Short | Long . Short | Long | DSpC |DSpC
Struct| VB Celsius heit Text Text Relative Text Text |Struct| VB
Day 1|Day 2/D1| D2 |[D1|D2|[D1|D2|D1| D2 |D1|D2|D1|D2
* x| x| x| x x| x| x| x 8
0 X 1
2 X X 2
3 b'q 1
2 5 b'd 1
6 x 1
7 X 1
9 'S 1
11 X 1
3 N/A N/A
4 N/A N/A
* x x x | x x | x 6
0 b'q 1
1 X 1
3 b'q 1
5 5 X 1
6 b'S 1
7 X 1
8 X 1
9 X 1
6 N/A N/A
8 N/A N/A
9 N/A N/A
12 N/A N/A
CpDS Struct‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1 ‘ 1
CpDSVB | 1 | 0 [2[ 1 [1[2[2]0[2] 2 [1[1[0]2
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Strategy C2 And B: When applying Strategy C2 (using only value-based anal-
ysis) only one cluster is found because all components are connected (distance of
0) via the root component. This is because values contained in lower level compo-
nents (containing one or two values) are also included in higher level components
(as well as the root). Therefore, the results shown in the “Artificial” section for
Strategy B of Tab. 2 are only based on components which contain exactly two val-
ues (i.e., a value/timestamp pair). This results in “CpDS VB - B” values being
the same values as for Strategy A. DSpC values are 1 for all but one data stream
(where it is 2) meaning that in one of the clusters components from 2 data streams
is included (components in other clusters can be easily allocated as their “DSpC
VB’ is 1 and therefore each cluster represents only one data stream).

Refinement using structural analysis (cf. Sect. 2.3) does not lead to new
clusters because the exclusion as described in the paragraph above where only
components with two values are used leads to structurally similar components.
Even if refinements could be made this would not make sense because the clusters
found using only value-based analysis already lead to a nearly perfect result with
only one “DSpC VB” value not being 1. However, extensive domain knowledge
about the internal structure of collected data is needed in order to select the
components when starting with value-based analysis as in Strategy C2 and B
while the results presented in Sect.3.1 (using Strategy A) lead to comparable
results without any prior knowledge.

Table 2. Summarized Results for Artificial and Real-World Data Sets

Temperature Humidity
. . Fahren- Short Long . Short Long
Artificial Celsius heit Text Text Relative Text Text
Day 1|Day 2| D1 D2 D1 D2 |D1|D2|D1| D2 |D1|D2|D1 D2
CpDS Struct - A 1 1 1 1 1 1 1 1 1 1 1 1 1 1
CpDS VB - A 1 0 2 1 1 2 2,02 2 1/1]0]2
CpDS VB - B 1 0 2 1 1 2 2 0 2 2 1 1 0 2
Active Power Spindle
Real-World keyence| act |drive| aaLeadP aaTorque aaVactB |aaLoad
A B C Speed|Load | X | Y | Z X |Y|Z X |Y|Z2X\Y|Z
CpDS Struct - A 1 1 1 1 1 1 1 0 0 1 1 1 1 0Oj0ol1|1]|1
CpDS VB - A 4 4 4 6 2 2 2,01|0 2 21,2 ]010/2/|2]|1
CpDS VB - B 4 4 4 5 1 1 1100 1 111,00/ 1/1|1

3.2 Real-World Data Set

The real-world data set? contains log files from a manufacturing process including
data from (1) a robot handling transportation of the part between stations (2)
the machine tool producing a part, and (3) measuring data from quality control of
a part. Only part of the data available in the data set is used for the evaluation.
Due to the high number of context data we focused on 3 different log events
within one process instance and used the first 151 components of each event for
the analysis. This already includes most of the data streams (i.e., only aaLeadP
Y and Z and aaTorque Y and Z are not present in any cluster (see results).

2 https://cpee.org/~demo/DaSH /batch14.zip [Online; accessed 15-Jul-2023].
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Strategy C1 And A: Counsidering only structural analysis (Strategy C1) the
results show that most of the data streams are included in the clusters (only
4 “CpDS Struct - A” values in Table2 are 0). The “DSpC Struct” values are 4
and 10 meaning that the two structural clusters found contain this number of
data streams. Root and high-level components are excluded from this structural
analysis because a distance measure based on edit distance on such big data
structures is very costly. Furthermore, these components would be in their own
clusters because the epsilon with 0.1 allows only structurally equal components
in the same cluster.

Refining the results described above (Strategy A) leads to “CpDS VB - A”
values between 1 and 6 (apart from the 4 data streams with 0). The “DSpC VB”
values are all 1 in one of the original structural clusters and between 2 and 4
in the other one. Therefore, refined clusters with a “DSpC” of 1 only contain
components belonging to one data stream while for the ones with higher values
it at least restricts the number of data streams to which components in this
cluster belong.

Strategy C2 and B: As for the artificial data set (see Sect. 3.1) it is necessary
to limit the number of values in the examined components to prevent one big
cluster - therefore, only components with a minimum of 2 values and a maximum
of 15 values are used. All but 4 of the data streams are found in one of the clusters
(“CpDS VB - B” in Table 2 bigger than 0 for all but 4 data streams). The “DSpC
VB” values are 1 for all clusters containing components with “keyence” or “Active
Power” measurements. However, the other cluster has a “DSpC VB - B” value
of 10 which means that it cannot be decided to which of these data streams a
component in this cluster belongs. Furthermore, as in Sect. 3.1 refinement for
Strategy B is not possible and finding the right parameters for the minimum
and maximum number of values again requires in-depth domain knowledge.

4 Discussion

The evaluation shows that detecting data streams based on raw data included in
logged events is possible. However, because the approach deconstructs all data
received into its components and calculates distances between each of them for
clustering this leads to a long calculation time. A run-time version needs to either
reduce the amount of data or to not compare every component to each of the
others. Another limitation is that some parameters need to be set (depending on
the strategy used). This requires knowledge about the domain and collected data.
For future work a user interface to inspect different combinations of parameters
would be an option. However, for a fully automated approach another solution
would be needed. Overall, the presented approach builds clusters representing
different data streams collected in a process. This information can be used to
create data schemas over all components in a cluster and use them for automatic
extraction of data from raw event data loads. However, generating a schema
which fits a cluster structurally and value-wise needs to be further investigated.
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5 Related Work

Recent process mining papers such as [12] introduce the importance of the data
perspective. [16,17] exploit textual information as additional source of unstruc-
tured data to improve process analysis results. Other examples include exploiting
the sentiment for news data for remaining time prediction in [18] and [15] describ-
ing an approach to identify concept drifts based on sensor data. [2] proposes to
predict process performance indicators based on identification of relevant con-
text information through domain knowledge and expert feedback. [8] and [14] use
sensor data as basis to identify process activities and discover a process model.

Another related area is Complex Event Processing (cf. [3]) where rules for
events are defined to filter events and perform analysis. In contrast, our approach
tries to find information about data streams in the process from the context data
contained within events without prior definition of rules.

Our approach uses JSON edit distance (cf. [5]) which is an adoption of the
well-known edit distance for XML documents to calculate the distance between
two components. Other works in the context of NoSQL data stores deal with
providing schemas for semi-structured JSON data as well as structural similarity
measures (cf. [7]) or data handling in more specific cases (e.g., considering hidden
data available as meta data or conceptual schema extraction).

6 Conclusion

This paper describes how to identify data streams appearing in a process by
analyzing the raw data load contained in logged events. This includes mak-
ing raw sensor streams comparable by breaking them down into components
and calculating a distance between them based on structure or included val-
ues. Afterwards, different strategies to find clusters representing data streams
occurring in the process are compared and discussed. The evaluation shows that
using the presented approach the data stream to which a component belongs
can be narrowed down based on its assigned cluster. Furthermore, it is discussed
that when value-based analysis is performed without prior structural analysis
(i.e., Strategy C2 and B) some components have to be excluded to still achieve
meaningful results. However, this filtering requires domain knowledge which is
not needed for Strategy C1 and A. Future work will further investigate how the
components contained in a cluster can be used to create a schema for the data
stream represented by it so that this information can be used to annotate data
streams to process tasks to be used for process analysis and prediction.
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