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Abstract. This research paper focuses on predicting stock prices using
neural networks, and evaluating the impact of volatility on model accu-
racy. T'wo stocks, one non-volatile and one volatile, were selected to assess
the effect of volatility on prediction precision using three types of neural
networks: RNN, LSTM, and feedforward. The datasets used in this study
include daily stock price information obtained from Yahoo Finance for
the period from September 2020 to February 2023. Additionally, news
articles were extracted to perform sentiment analysis. The NLTK sen-
timent library was utilized to classify sentiments as positive, negative,
or neutral, and the results were averaged on a daily basis. The integra-
tion of these datasets aims to provide a comprehensive understanding
of the factors influencing stock price behavior. The paper discusses the
methodology used to train and evaluate neural network models based
on the combined datasets. This research contributes to the field of stock
price prediction and highlights the importance of considering volatility
in achieving accurate predictions.
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1 Introduction

Accurate prediction of stock prices in the stock market is a significant challenge
for investors. In recent years, the interest of retail investors has grown signif-
icantly, especially among individuals under the age of 35, driven by access to
investment platforms and the search for lucrative financial opportunities [13].
In order to mitigate the risks associated with these investments, it is crucial to
analyze and accurately predict stock prices.

In this paper, we evaluate the impact of volatility on the accuracy of a stock
price prediction model based on neural networks. To conduct this study, we
select two stocks, one considered non-volatile and the other volatile, in order to
analyze how volatility affects the predictive capability of the model. The chosen
stocks were carefully selected from the stock market, representing different levels
of volatility.
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To achieve our objective, we implemented and compared three neural net-
work models: RNN (Recurrent Neural Networks) [18], LSTM (Long Short-Term
Memory) [19], and Feedforward Neural Networks [5]. These neural network archi-
tectures have proven to be effective in time series prediction and are therefore
considered appropriate for addressing the stock price prediction problem.

The main objective of this study is to evaluate how volatility impacts the
accuracy of neural network models in stock price prediction. The results obtained
from the evaluation and comparison of the three neural network models will help
identify which model is more effective at different levels of volatility. Additionally,
this study contributes to advancing knowledge in the field of applying neural
networks in stock price prediction and provides valuable insights for investors
interested in the stock market, as well as the scientific and academic community
involved in machine learning applied to finance [2].

The methodology employed in this article is based on the lifecycle architec-
ture of data mining and analysis projects. Specifically, it follows the approach
proposed by CRISP-DM (Cross Industry Standard Process for Data Mining),
which provides a structured methodology for conducting data mining projects.
This methodology starts with the analysis of the business problem and translates
it into a technical data mining problem, thereby facilitating the execution of the
project [20].

This document follows the following structure. Related works are presented
in Sect.2. The objective and approach of the article are described in Sect. 3.
The understanding of the data used is explained in Sect.4. Subsequently, data
organization and preparation are carried out in Sect.5. The modeling of neural
networks is described in Sect. 6, while the obtained results are detailed in Sect. 7.
Finally, conclusions are presented in Sect. 8.

2 Related Work

Table 1 presents previous work that uses various neural network architectures for
the prediction of stock prices. Most of these networks focus on forecasting the
future value of a specific stock within a given time period. As can be observed
from the table, a wide range of different methods and neural networks have
been used for prediction in the field of individual stocks and the stock market
in general. The three most popular techniques are feedforward networks (e.g., ,
used by Hammad et al. [8] and Iguaran Cortés et al. [10]), Long Short-Term
Memory networks (LSTM) (e.g., used by Cabezén et al. [3]), and Recurrent
Neural Networks (RNN) (e.g., used by Deyet al. [4]). Other work, e.g., Pawar et
al. [15] and Khoa et al. [11], concentrate on predicting the price of a widely
recognized global index. In contrast, our paper, aims to predict prices for two
stocks with different degrees of volatility, and compare the obtained results.
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Table 1. Survey of related work
Paper | Topic Techniques Used Location
(8] Predictive model of stock price A feedforward neural network trained United
variation based on neural using one-step secant backpropagation | States
networks and financial statement
analysis
[10] Predicting the stock price of Feedforward neural network with a Colombia
Ecopetrol in three time horizons: | hidden layer with nodes and a
short-term (1day), medium-term | hyperbolic tangent activation function
(5 days), and long-term (20 days)
[12] Implementation of a neural Multilayer feedforward network trained | Mexico
network for financial market using the Backpropagation algorithm
prediction in the Mexican Stock
Exchange
[15] Stock price prediction Two neural networks, LSTM and RNN, | India
using historical data from S&P 500
[4] Comparative analysis of recurrent | Using three neural network models Bangladesh
neural networks in stock price (Simple RNN, LSTM, and GRU)
prediction for different frequency
domains (1day, 3 days, and 5
days)
(3] Predicting electric demand in Recurrent model consisting of an input | Spain
Spain using LSTM networks layer, an LSTM hidden layer, a 0.2
Dropout layer, and an output layer
[11] Stock price forecasting using Feedforward neural networks (FFN) Korea
backpropagation neural networks, | and recurrent neural networks (RNN)
presenting an approach with
time-adjusted weighting factors
and profits
[17] Cryptocurrency price projection The LSTM recurrent neural network Peru
based on tweets using LSTM seeks to learn dependencies of future
values
[9] Stock market prediction with RMSPROP, RNN, and SMA indicator Colombia
LSTM neural networks
(6] Investment viability in an oil well | Key Performance Indicators Colombia
[7] Predictive model of stock price Multilayer perceptron neural networks Spain
variation based on neural
networks and financial statement
analysis
[16] Prediction of Telefénica stock CART, Neural networks, Random Spain
price using data mining Forest, Support Vector Machines, and
techniques Linear Regression
[14] Prediction of stock prices in the Log-normal and Montecarlo simulation | Colombia
banking sector
[1] Sentiment Identification on Natural Language Processing (NLP) Brazil

Tweets to Forecast
Cryptocurrency’s Volatility

3 DBusiness Understanding

The prediction of stock prices is a crucial task in the financial field, as it allows
investors to make better informed decisions and improve their profit opportuni-
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ties. In this context, the main objective of this article is to analyze and compare
the effectiveness of different neural network models in predicting the prices of
stocks belonging to two telecommunications companies: Verizon, which is listed
on the New York Stock Exchange, and T-Mobile, listed on NASDAQ.

Understanding the results of this study has important implications for
investors and financial market professionals. The findings and conclusions pre-
sented in this article can be used as a basis for the development of more informed
investment strategies and the improvement of financial advisory systems. Addi-
tionally, the knowledge gained through this study can help investors better
understand and manage the risks associated with market volatility.

The proposed study is relevant and significant due to the importance of accu-
rate stock prediction in the financial market. Understanding how stock volatility
can influence the performance of neural networks in price prediction is essen-
tial for making informed and strategic investment decisions. The results of this
research can contribute to the field of finance and provide valuable information
to investors and market professionals to enhance their prediction strategies and
decision-making processes.

4 Data Understanding

In this section, a detailed analysis of the datasets used in the study is presented.
The objective is to understand the nature of the collected data and how it was
used to address the problem of stock price prediction based on neural networks,
evaluating the impact of volatility on model accuracy.

4.1 Stock Price Dataset

To obtain the first dataset, the Yahoo Finance service' was used, which is a plat-

form that provides financial information and market insights, with a particular
focus on the United States. Two data files were downloaded, one for the Verizon
stock, which is considered non-volatile due to its low standard deviation, and
another for the T-Mobile stock, which is considered volatile. Both selected stocks
are part of the telecommunications sector in the United States. The dataset used
spans from September 2020 to February 2023, representing a total of 582 busi-
ness days. These daily data contain relevant information including open prices,
close prices, high and low prices, trading volume, and other relevant indicators.

4.2 News Dataset for Sentiment Analysis

The second dataset was generated by extracting news articles from different
media sources using APIs. Services such as mediastacks? and gnews.io® were used

! https://finance.yahoo.com.
2 https://www.medistacks.org.
3 https://gnews.io.
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to collect news articles from the year 2020 to 2023. The choice of this dataset is
based on the premise that the sentiments expressed in the news articles influence
(or may reflect) the stock market behavior. To perform sentiment classification
analysis, the NLTK.sentiment? library, was used for natural language processing
in Python. This library enables each news article to be classified as positive,
negative, or neutral.

4.3 Data Exploration

The initial analysis revealed primarily numerical data, such as daily open, high,
low, and close prices, as shown in Fig. 1, as well as transaction volume. These
data cover every business day from the period from 2020 to 2023 (Table 2).
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Fig. 1. Stock prices from 2020 to 2023

Table 2. Statistical measures of the stocks

Measure T-Mobile Measure Verizon
Mean 105.39 Mean 53.60
Standard Deviation | 30.155 Standard Deviation | 6.10
Maximum 152.41 Maximum 62.07
Minimum 55.58 Minimum 35.34
Median 112.37 Median 55.28

(a) T-Mobile (b) Verizon

4 https://www.nltk.org/index.html.
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Average True Range (ATR). The Average True Range (ATR) is a technical
indicator that provides a measure of the volatility of a financial asset [21]. The
calculation of ATR involves determining the greatest difference among the fol-
lowing three values for each time period. Once these differences are calculated
for each period, they are averaged to obtain the ATR. The higher the value of
ATR, the greater the volatility of the stock.

(Max — Min)

P tage R = -100 1
ercentage Range oan (1)
In the case of T-Mobile:
(152.41 — 55.58)
P t =1 2
ercentage Range 10539 00 (2)
PercentageRange = 91.83 (3)

The percentage range of 91.83 indicates that T-Mobile stock has experienced
a relative volatility of 91.83% in relation to its average prices. The higher the
value of the percentage range, the higher the perceived volatility.

In the case of Verizon:

(62.07 — 35.34)
P t R =-—~.100 4
ercentageRange 5360 (4)

PercentageRange = 49.87 (5)

The percentage range of 49.88 indicates that Verizon stock has experienced a
relative volatility of 49.88% in relation to its average prices. Comparing the per-
centage ranges, we can see that T-Mobile has a higher percentage range (91.83%)
compared to Verizon (49.87%). This indicates that T-Mobile is more volatile
than Verizon, meaning it has experienced larger price fluctuations relative to
its average. Therefore, in terms of volatility, T-Mobile is the more volatile stock
compared to Verizon.

5 Data Cleaning and Preparation

Once the two datasets are obtained, they are integrated. Since the news data is
extracted daily, it is necessary to combine it with the corresponding stock price
data for each day. To do this, the sentiment analysis results of the news are
averaged for each day. This approach allowed an overall view of the sentiment
associated with each day and its potential influence on the stock price behav-
ior. Thus, a combined dataset was obtained that includes both the financial
information and the sentiments associated with each day.

In summary, the datasets used in this study consist of daily financial infor-
mation for two stocks and sentiment classification analysis of news. This data is
obtained from Yahoo Finance and various media sources using APIs. The inte-
gration of both datasets allows for a more comprehensive and balanced view of
the factors that can influence stock price behavior (Table 3).
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Table 3. Dataset attributes used for prediction

Attribute Description

Date Date on which the information is recorded

Open Opening price of a stock over a period of time

High Maximum price reached by a stock over a period of time

Low Minimum price reached by a stock over a period of time
Close Closing price of a stock over a period of time

Adj Close Adjusted closing price of a stock considering corporate events
Volume Volume of shares traded over a period of time

Content Number of news articles related to the stock on that date

Positive sentiment | Positive sentiment score associated with the content of the
news article about the stock (Range 0 to 1)

Negative sentiment | Negative sentiment score associated with the content of the
news article about the stock (Range 0 to 1)

Neutral sentiment | Neutral sentiment score associated with the content of the
news article about the stock (Range 0 to 1)

The data used in the construction of the prediction models was obtained fol-
lowing the previously established requirements, which consist of using only infor-
mation from events between September 2022 and February 2023 using the Pan-
das Library. The training data contains only data corresponding to the months
of September 2022 to January 2023. The test data set contains data for the
month of February 2022. This data is reserved for evaluating the performance
and accuracy of the models. By limiting the training data to the specific period
mentioned, we ensure that the models are trained and evaluated using up-to-date
information relevant to the target prediction period.

6 Modeling

Three different neural networks are created and trained with an architecture
consisting of an input layer, a hidden layer and an output layer. The number
of neurons in the hidden layer was varied in three different configurations: 5, 10
and 25 neurons. This resulted in a total of nine different networks for each stock.
It is important to note that all networks were constructed using the same library
and dataset, with the purpose of obtaining comparable results. The hyperbolic
tangent (tanh) activation function was used along with the Adam optimizer. The
hyperbolic tangent function is a commonly used activation function in neural
networks due to its ability to generate values between -1 and 1. This allows
the neural network to have a smoother output and less prone to errors. On the
other hand, the Adam optimizer is an optimization algorithm commonly used
in neural networks due to its ability to adapt the learning rate during training.
For each network, 100 epochs were used during training. The number of epochs
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determines how many times the entire dataset is passed through the network
during training.

7 Results

The performance of each model is evaluated using metrics including MSE, RMSE
and MPE, to quantify the error in predicting stock prices. By evaluating these
metrics over a period of 19 business days in the month of February 2022, we
determine the effectiveness of each model in capturing patterns and trends, as
well as its ability to generalize for future data.

Feedfoward Network. Figure2 presents the results of the experiments con-
ducted for the feedforward network. It is observed that as the number of neurons
in the hidden layer increases, the prediction error decreases for both Verizon and
T-Mobile. This pattern suggests that a higher number of neurons in the hidden
layer improves the accuracy of the stock price prediction model.

Table 4. Summary of results for the feedfoward network

Neurons | T-Mobile Verizon

MSE |MAE|RMSE | MSE | MAE | RMSE
5 0.053 |0.191|0.23 0.0176 | 0.114 | 0.133
10 0.016 |0.107{0.13 0.014 |0.099 | 0.119
25 0.0073|0.071 | 0.087 |0.007 | 0.066 | 0.085

Table 4 summarises the results obtained for the feedforward network for both
stocks. It is observed that the model exhibits better performance and lower error
as the number of neurons in the hidden layer increases. However, when comparing
the results between the two analyzed stocks, no significant distinction in terms
of error is observed. It is interesting to note that both stocks, with a hidden
layer of 25 neurons, obtained very similar results, with an MSE of 0.0073 for
T-Mobile and 0.0070 for Verizon.

Overall, the Verizon stock, considered a non-volatile stock, shows better per-
formance in terms of all three errors metrics compared to the more volatile
T-Mobile stock. This suggests that the volatility of a stock can influence the
outcome of neural network prediction, making it more challenging to accurately
predict the behavior of volatile stocks compared to non-volatile stocks.

Furthermore, it is important to mention that, despite the favorable results
obtained in this study with the feedforward network, there are certain limitations
in its ability to accurately predict stock prices. The static nature of this network
architecture may hinder the capture of complex patterns and trends present in
financial data. As such, the feedforward network lacks the ability to model long-
term dependencies and temporal sequences that are inherent in stock prices.
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Fig. 2. Predictions for the feedfoward network

Therefore, in scenarios where greater consideration of temporal dynamics and
the ability to capture complex relationships is required, it is worth exploring
other neural network architectures such as LSTM or RNN, which are known for
their ability to model and predict timeseries data.

LSTM Network. Figure 3 depicts the predictions for February 2022 obtained
through experiments conducted with the LSTM network. It is observed that
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Fig. 3. LSTM network predictions

this neural network architecture outperforms the feedforward architecture in
predicting stock prices. This can be attributed to the inherent characteristics of
the LSTM network, such as its ability to capture long-term dependencies, handle
sequential data, and learn complex patterns. These capabilities enable the LSTM
network to effectively adapt to the various time scales present in stock prices.
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Table 5. Summary of LSTM network results

Neurons | T-Mobile Verizon

MSE | MAE RMSE | MSE MAE | RMSE
5 0.0037 | 0.048 | 0.061 |0.0054 | 0.0618 |0.0735
10 0.0042 | 0.057 | 0.065 |0.0037 0.054 |0.0612
25 0.0058 |0.063 |0.076 |0.0026 | 0.046 |0.051

According to the results presented in Table 5, an interesting trait is observed
in the case of the volatile T-Mobile stock. Despite increasing the number of
neurons in the LSTM network, no improvement in prediction error was obtained.
In fact, it can be observed that with 25 neurons, the error increases, with an
MSE of 0.0058, compared to 10 neurons that achieved an MSE of 0.0042.

This result suggests that, for this particular stock, a higher number of neurons
in the LSTM network does not necessarily result in an improvement in prediction
accuracy, possibly due to overfitting. It is possible that T-Mobile stock exhibits
patterns and characteristics that do not benefit from an increase in model com-
plexity. Therefore, it is important to consider the specific characteristics of each
stock when selecting the appropriate network architecture.

In general, the results support the choice of LSTM network as an effective
tool for predicting stock prices due to its ability to capture long-term dependen-
cies, handle sequential data, learn complex patterns, and adapt to different time
scales. However, they also highlight the importance of considering the individ-
ual characteristics of each stock when tuning the hyperparameters of the neural
network. As such, it is necessary to consider the specific features of each stock,
such as volatility, when selecting the optimal number of neurons to achieve the
best predictive performance.

Figure4 shows that the recurrent neural network (RNN) achieves better
results compared to the feedforward network. This indicates that the RNN’s
ability to process sequential data and capture contextual information over time
is beneficial for stock price prediction.

Table 6. Summary of results for the RNN

Neurons | T-Mobile Verizon

MSE |MAE RMSE MSE |MAE |RMSE
5 0.028 |0.15 |0.169 |0.011 |0.089 |0.105
10 0.0084 1 0.077 1 0.092 |0.0092  0.0783 | 0.098
25 0.0087 | 0.0767 | 0.0935 | 0.003 |0.0457 | 0.0547

Based on the results provided in Table6, we observe a similar scenario as
previously seen in the LSTM model, where increasing the number of neurons in



Stock Price Prediction: Impact of Volatility on Model Accuracy 69
— Real Values 42.0 — Real Values
150 —— Predictions —— Predictions
41.5
148 1
41.0
= 146 1 =
g @ 405
£ 144 | g 400
& g
142 1 395
/
/
140 4 \/_\/ 39.0
38.5
123456 78 91011121314 151617 18 19 20 123456 78 91011121314 151617 18 19 20
February 2023 business day February 2023 business day
(a) T-Mobile - 5 neurons (b) Verizon - 5 neurons
—— Real Values A - Rei;l Values
7 —— Predictions
150 Predictions \
42 \
148 \\
~ ~
=) a
g E
Y 146 <
£ &
401
144 \/\
39
142 4
1234557391b11121314151517181920 12 3 45 6 7 8 9101112131415 16 17 18 19 20
February 2023 business day February 2023 business day
(c) T-Mobile - 10 neurons (d) Verizon - 10 neurons
—— Real Values 42.0 —— Real Values
150 4 —— Predictions —— Predictions
41.5 1
41.0 1
148
a B 405
E 3
3 146 S 4001
& £
39.51
144 4
39.0 1
142 38519
1 2 3 4 5 6 7 8 910111213 14 15 16 17 18 19 20 iist‘lgé7é51'()1'11‘21‘313$1‘51‘6171‘81‘920

February 2023 business day February 2023 business day

(e) T-Mobile - 25 neurons (f) Verizon - 25 neurons

Fig. 4. Predictions for the RNN

the recurrent network does not lead to an improvement in the prediction accuracy
for the T-Mobile stock. Despite efforts to increase the complexity of the model, it
is found that the error either remains the same or even increases. This suggests
the possibility of overfitting, where the model becomes too specialized to the
training data and fails to generalize well to new data. It highlights the importance
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of finding the right balance between model complexity and generalization ability
to avoid overfitting in neural networks.

This result may be attributed to the specific characteristics of the T-Mobile
stock and its behavior in the market. It is possible that factors not captured by
a higher number of neurons in the recurrent network influence the volatility and
patterns of this particular stock.

7.1 Cross-Validation

Cross-validation is a technique that allows us to evaluate the performance of a
model using multiple divisions of the dataset. In this study, cross-validation is
applied to ensure that the models were evaluated in an unbiased manner and
that the obtained results are statistically robust.

By using cross-validation in this study, more reliable measures of the per-
formance of neural network models were obtained. This technique allows us to
reduce the bias introduced by a single data partition. As a result, we can have
greater confidence in model ability to generalize for future data and capacity to
handle the inherent uncertainty in financial markets. The dataset was partitioned
into 10 subsets, with each subset used as the test set once and the remaining
9 subsets used for model training in each iteration. Additionally, the folds were
created by randomly selecting samples.

Feedforward Network. In cross-validation, the architecture previously found
to exhibit best performance is used (i.e., with a hidden layer 25 neurons). Accord-
ing to the results presented in Fig.5, some splits showed a relatively low mean
squared error (MSE), indicating good prediction capability of the model in those
cases. However, other splits exhibited higher MSE, suggesting lower prediction
accuracy in those particular divisions.

These results indicate that model performance can vary depending on the
input data used and their distribution at different time points. It is important
to consider this variability when interpreting the results and assessing model
ability to generalize to future data. Furthermore, the presence of splits with
significantly higher MSE, such as split 9 and split 10 for Verizon stock, suggests
that there are certain scenarios or patterns in the data that pose challenges
for the feedforward neural network model. This may be due to the presence of
nonlinear features or complex temporal dependencies in those specific datasets.

LSTM Network. Based on the findings shown in Fig. 5, the LSTM network
demonstrates promising performance in predicting stock prices, as most of the
splits exhibit low MSE values.

For Verizon stock, the LSTM network shows consistency in its performance,
with relatively low MSE values in the majority of splits. This indicates that
the LSTM network is capable of effectively capturing patterns and trends in
Verizon’s data. However, for T-Mobile stock, there is greater variability in the
results. Some splits exhibit outstanding performance with very low MSE values,
while others show poorer performance with higher MSE values.
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Fig. 5. Cross-validation

It is important to note that Split 3 for T-Mobile stock displays a significantly
higher MSE compared to other splits. This suggests that there are specific fea-
tures or patterns in T-Mobile’s data that are more challenging to capture for the
LSTM network, resulting in lower prediction accuracy in that particular split.

Recurrent Neural Network. In Fig.5 it can be observed that for Verizon
stock, the MSE values range from 0.002673 (split 6) to 0.282497 (split 9). These
results indicate some variability in the predictions of the network in each case,
with significant variations in performance. It is noteworthy that the lowest MSE
values were achieved in split 4 and split 10, suggesting higher prediction accuracy
for those specific scenarios.

On the other hand, in the case of T-Mobile stock, the MSE values obtained
in each split range from 0.0015 to 0.1744. As with Verizon, there is considerable
variation in the network’s performance across different scenarios. However, it
is worth noting that the lowest MSE was achieved in split 2, indicating higher
prediction accuracy for that particular case.
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In general, it can be concluded that the recurrent network exhibits mixed
results in predicting both stocks. While accurate results are achieved in some
splits, inferior performance is observed in others.

In summary, the results of the cross-validation highlight the importance of
evaluating model performance on multiple data splits and considering the vari-
ability in performance. They also indicate the need to further explore the specific
characteristics and patterns that can affect the accuracy of the networks in pre-
dicting stock prices.

8 Conclusions

In this study, the use of machine learning techniques, specifically neural net-
works, is explored to predict stock prices in the financial market. Using datasets
provided by Yahoo Finance, three neural network models are developed and
compared: Feedforward, LSTM, and RNN. We find that neural networks, par-
ticularly the LSTM model, demonstrate promising ability to predict stock prices.
The results of these models were able to capture trends and patterns in historical
price data, allowing them to make predictions with acceptable accuracy. Addi-
tionally, it is observed that the volatility of a stock can impact the prediction
error. More volatile stocks exhibit a higher degree of uncertainty in predictions,
indicating that volatility may be an important factor to consider when using
neural network models for stock price prediction. However, it is important to
note that this conclusion was based on one volatile and one non-volatile stock
and experiments with more stocks would be needed to reach a more general
conclusion. Overall, our findings suggest that the use of machine learning tech-
niques, such as neural networks, can be a valuable tool for investors interested
in the stock market. These techniques can provide additional information and
analysis to support more informed investment decision-making. In conclusion,
this study demonstrates the potential of neural networks for predicting stock
prices and highlights the importance of considering volatility as an influential
factor in prediction accuracy. These results may be of interest to both investors
in the stock market and the scientific and academic community interested in the
application of machine learning in finance.
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