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Preface

This volume contains the papers that were accepted for presentation at the 10th Inter-
national Symposium on Integrated Uncertainty in Knowledge Modelling and Decision
Making (IUKM 2023), held in Ishikawa, Japan, November 2–4, 2023.

The IUKM conference aims to provide a forum for exchanges of research results and
ideas and practical experiences among researchers and practitioners involved with all
aspects of uncertainty modelling and management. Previous editions of the conference
were held in Ishikawa, Japan (2010), Hangzhou, China (2011), Beijing, China (2013),
Nha Trang, Vietnam (2015), Da Nang, Vietnam (2016), Hanoi, Vietnam (2018), Nara,
Japan (2019), Phuket, Thailand (2020), Ishikawa (online), Japan (2022) and their pro-
ceedings were published by Springer in AISC 68, LNAI 7027, LNAI 8032, LNAI 9376,
LNAI 9978, LNAI 10758, LNAI 11471, LNAI 12482, and LNAI 13199, respectively.

The IUKM 2023 was jointly organized by Japan Advanced Institute of Science and
Technology (JAIST), University of Science – VietnamNational University Ho ChiMinh
City, Vietnam, andOsakaUniversity, Japan.During IUKM2023, a special eventwas also
organized for honoring Hung T. Nguyen and Sadaaki Miyamoto for their contributions
to the field of uncertainty theories.

This year, the conference received 107 submissions from 16 different countries.
Each submission was peer single-blind review by at least two members of the Program
Committee. After a thorough review process, 58 papers (54.2%) were accepted for
presentation and inclusion in the LNAI proceedings. In addition to the accepted papers,
the conference program also included 10 short presentations and featured the following
four keynote talks:

– Hung T. Nguyen (New Mexico State University, USA; Chiang Mai University,
Thailand), On Uncertainty in Partially Identified Models

– SadaakiMiyamoto (University of Tsukuba, Japan), Two Classes of Fuzzy Clustering:
Their Theoretical Contributions

– Hyun Oh Song (Seoul National University, Korea), Contrastive Discovery of
Hierarchical Achievements in Reinforcement Learning

– Thierry Denoeux (Université de Technologie de Compiègne, France), Random Fuzzy
Sets and Belief Functions: Application to Machine Learning

The conference proceedings are split into two volumes (LNAI 14375 and LNAI
14376). This volume contains 30 papers related to Machine Learning, Pattern Classifi-
cation and Data Analysis, and Security and Privacy in Machine Learning.

As a follow-up of IUKM 2023, a special issue of the journal Annals of Operations
Research is anticipated to include a small number of extended papers selected from
the conference as well as other relevant contributions received in response to subse-
quent open calls. These journal submissions will go through a fresh round of reviews in
accordance with the journal’s guidelines.

IUKM 2023 was partially supported by JAIST Research Fund and the U.S. Office
of Naval Research Global (Award No. N62909-23-1-2105). We are very thankful to the
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local organizing team from Japan Advanced Institute of Science and Technology for
their hard working, efficient services, and wonderful local arrangements.

Wewould like to express our appreciation to themembers of the ProgramCommittee
for their support and cooperation in this publication. We are also thankful to the staff
of Springer for providing a meticulous service for the timely production of this volume.
Last, but certainly not the least, our special thanks go to all the authors who submitted
papers and all the attendees for their contributions and fruitful discussions that made
this conference a great success.

November 2023 Katsuhiro Honda
Bac Le

Van-Nam Huynh
Masahiro Inuiguchi

Youji Kohda
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Inference Problem in Probabilistic
Multi-label Classification

Vu-Linh Nguyen1(B), Xuan-Truong Hoang2, and Van-Nam Huynh2

1 Heudiasyc Laboratory, University of Technology of Compiègne, Compiègne, France
vu-linh.nguyen@hds.utc.fr

2 Japan Advanced Institute of Science and Technology, Nomi, Japan
{hxtruong,huynh}@jaist.ac.jp

Abstract. In multi-label classification, each instance can belong to mul-
tiple labels simultaneously. Different evaluation criteria have been pro-
posed for comparing ground-truth label sets and predictions. Probabilis-
tic multi-label classifiers offer a unique advantage by allowing optimiza-
tion of different criteria at prediction time, but they have been relatively
underexplored due to a shortage of insights into inference complexity and
evaluation criteria. To shrink this gap, we present a generic approach for
developing polynomial-time inference algorithms for a family of criteria
and discuss the potential (dis)advantages of some commonly used crite-
ria. Finally, we envision future work aimed at providing a comprehensive
understanding of inference complexity and criteria selection.

Keywords: Probabilistic multi-label classification · Inference
Problem · Evaluation criteria · Bayes-optimal prediction

1 Introduction

In (multi-class) classification, a predictive system perceives a training data set
(consisting of input-output pairs which specify individuals of a population) and a
hypothesis space (consisting of the possible classifiers), and seeks a classifier that
optimizes its chance of making accurate predictions with respect to some given
evaluation criterion (which is typically a loss function or an accuracy metric)
which reflects how good/bad the predictive system is. Numerous classification
methods in the literature are constructed based on the statistical learning theory
(SLT) [17]: Once the evaluation criterion is specified, empirical risk minimization
principle is adopted to find an optimal classifier that optimizes the empirical risk
functional constructed on the basis of the training set.

Probabilistic classification can be seen as a special SLT based method, which
estimates, for each observation of the input space, a univariate probability dis-
tribution over the output space. This characteristic of probabilistic classification
makes it remarkably different from its SLT based siblings. Concisely, the inten-
tion of probabilistic classification is to provide the end user with not only all
necessary information about the optimal predictions of different loss functions
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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[6,10], but also information about the uncertainty associated with the possible
predictions. Such a unique characteristic has been making probabilistic classifi-
cation one important machine learning topic.

The unique advantage of allowing optimization of different criteria of proba-
bilistic classification has been explored in the more general setting of multi-label
classification (MLC), in which each instance can belong to multiple labels simul-
taneously (See [5,11,12,18,19] and references therein). Yet, existing studies on
inference complexity and criteria selection are arguably limited to either a small
number of criteria, such as subset 0/1 accuracy, Hamming accuracy, rank loss,
and F-measure [5,18] or the use of strong assumptions, such as label indepen-
dence [11,12,19]. These studies clearly confirm that inference complexity can
greatly depend on the nature of the chosen criterion, and the mismatch between
the criterion optimized during the inference time and the criterion used to assess
the classifier can negatively impact predictive performance. Therefore, there is
a clear motivation to extend such studies to include a larger number of criteria
and classifiers. However, such extended studies can not be done meaningfully
without the availability of scalable learning and inference algorithms.

Alongside recent advances in learning probabilistic classifiers [2,7,13,16],
which can in principle help to enlarge the number of classifiers, this paper
provides considerable opportunities for extending existing comparative stud-
ies [5,12,18] by presenting a generic approach for developing polynomial-time
inference algorithms for a family of criteria. Along the way, we also provide
readers with suggestions on extending the existing set of evaluation criteria
in a meaningful way without facing intractable inference problems. Moreover,
insights into structures of optimal predictions of different criteria themselves,
which are necessary for devising efficient inference algorithms, already suggest
potential (dis)advantages of some commonly used criteria (without the need of
conducting further theoretical and empirical comparisons).

We provide in Sect. 2 a minimal description of probabilistic MLC. Our
main contribution, which is a Partition-then-Sort (PtS) approach for develop-
ing polynomial-time inference algorithms for a family of criteria, is presented in
Sect. 3. Section 4 illustrates the use of the PtS approach when tackling a few com-
monly used criteria, followed by a discussion on their potential (dis)advantages.
Section 5 concludes this work and sketches out future work.

2 Preliminary

We shall recall basics of probabilistic MLC and notations.

2.1 Probabilistic MLC

Let X denote an instance space, and let L = {λ1, . . . , λK} be a finite set of
class labels. We assume that an instance x ∈ X is (probabilistically) associated
with a subset of labels Λ = Λ(x) ∈ 2L; this subset is often called the set of
relevant labels, while the complement L\Λ is considered as irrelevant for x. We
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identify a set Λ of relevant labels with a binary vector y = (y1, . . . , yK), where
yk = �λk ∈ Λ�.1 By Y = {0, 1}K we denote the set of possible labelings. We
assume that an instance x ∈ X is (probabilistically) associated with members of
Y. We denote by p(Y |x) the conditional distribution of Y given X = x. Given
training data D = {(xn,yn)|n = 1, . . . , N} drawn independently from p(X, Y ),
the goal in MLC is to learn a classifier h, which is a mapping X −→ Y that
assigns to each instance x ∈ X a class ŷ ..= h(x) ∈ Y.

To evaluate the performance of a classifier h, a criterion u : Y × Y −→ R+

is needed, which compares a prediction ŷ with a ground-truth y. Each classifier
h is evaluated using its expected value

R(h) ..= E
[
u(Y,h(X))

]
=

∫
u(y,h(x)) dP(x,y) ,

where P is the joint probability measure on X × Y characterizing the underly-
ing data-generating process. Therefore, the Bayes-optimal classifier of any “the
higher the better” u is given by

h∗ ..= argmax
h∈H

R(h) , (1)

where H ⊆ YX is the hypothesis space. When H is probabilistic, we can follow
maximum likelihood estimation and define the Bayes-optimal classifier as:

ĥ ..= p̂ ..= argmax
p∈H

CLL(p | D) ..= argmax
p∈H

1
N

N∑

n=1

log p(yn |xn) . (2)

To avoid overfitting, the CLL is often augmented by a regularization term [13].
Once the classifier (2) is learned from D, we can in principle find an optimal

prediction of any criterion � at the prediction time [5,11,13,18]. More precisely,
assume the classifier (2) is made available, and predicts for each query instance
x a probability distribution p(· |x) on the set of labelings Y. The Bayes-optimal
prediction (BOP) of any “the higher the better” u is then given by

ŷ = ŷ(x) ∈ argmax
ȳ∈Y

E
(
u(y, ȳ)

)
= argmax

ȳ∈Y

∑

y∈Y
u(y, ȳ)p(y |x) . (3)

2.2 Inference Problem

Yet, different evaluation criteria may call for different BOPs (3) [5,13,18]. Knowl-
edge about the probability distribution p(Y|x) is necessary for finding BOP (3)
of any criterion. It is known that the inference complexity, i.e., the complexity of
finding BOP can greatly depend on the nature of the chosen loss function. More-
over, the inference complexity is often reduced if one either takes into account the
nature of the probabilistic classifiers [8,13] or accepts the use of strong assump-
tions, such as label independence [9,11,14,19].
1 �·� is the indicator function, i.e., �A� = 1 if the predicate A is true and = 0 otherwise.
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To make the contribution generic, we shall focus on the most general setting
of probabilistic MLC where the classifier (2) is made available, and predicts for
each query instance x a probability distribution p(· |x) on the set of labelings
Y. Apart from that, one has no further access to additional information of the
probabilistic classifiers and is not allowed to make additional assumptions, such
as label dependence assumption, to simplify the inference problem. To the best
of our knowledge, under this setting, the inference complexity has been studied
for a few criteria [5,18].

While finding a BOP of the subset 0/1 accuracy, i.e., the most probable
y ∈ Y, is indeed intractable, finding a BOP of the Hamming accuracy is done
in O(K) given the marginal probabilities

pk(b |x) =
∑

y∈Y:yk=b

p(y |x) , b ∈ {0, 1} , k ∈ [K] . (4)

A BOP of the rank loss can be found in O(K log(K)) by sorting the labels
according to the decreasing order of their marginal probabilities pk

..= pk(1 |x).
Finding a BOP of the F-measure

fβ(y, ŷ) =
(1 + β2)

∑K
k=1 ŷk yk

β2
∑K

k=1 yk +
∑K

k=1 ŷk

(5)

requires more attention [18]. Assume probabilities on pairwise label combinations

pk,s
..= p(yk = 1, sy = s |x) , where sy =

K∑

k=1

yk , k, s ∈ [K] , (6)

are made available [4,18]. For any l ∈ [K]0 ..= {0} ∪ [K], denote by

Y l ..=

{

y ∈ Y|sy ..=
K∑

k=1

yk = l

}

, (7)

the problem of finding BOP of fβ is decomposed into an inner and an outer
maximization (8)–(9) as follows:

ŷl ∈ argmax
ȳ∈Yl

E (fβ(y, ȳ)) , (8)

ŷ ∈ argmax
ȳ∈{ŷ l|l∈[K]0}

E
(
fβ(y, ŷl)

)
. (9)

For any l ∈ [K], the optimal prediction of the inner optimization problem (8) is

ŷl = argmax
ȳ∈Yl

K∑

k=1

ȳkqβ
k = argmax

ȳ∈Yl

K∑

k=1

ȳ(k)q
β
(k) , (10)
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where (k) is the index of the label with k-th highest score

qβ
k =

K∑

s=1

pk,s

β2l + s
, k ∈ [k] .

Thus, to find ŷl (10), it is sufficient to set the l top ranked labels ȳ(k) = 1, and
ȳ(k) = 0 for other labels. A BOP (9) of fβ is simply the local optimal prediction
ŷl (10) with the highest expected fβ .

Regarding the inference complexity, finding a BOP of fβ can be done in time
O(K3) given K2 probability estimates (6) and p(0K |x). As acknowledged in
[18], faster algorithms working in O(K2.376) are known [3].

3 A Partition-then-Sort (PtS) Approach

A closer look at the steps for finding a BOP of the fβ is enough to see that it
can be conceptualized as steps of a PtS approach:

– partition the solution space Y into K + 1 “regions” (7),
– for each “region”, a local optimal BOP can be found by basically sorting the

labels according the decreasing order of appropriate scores,
– and pick up the local optimal BOP with the highest expected value.

In Sect. 3.1, we introduce a family of criteria which covers commonly used cri-
teria as its members. We then present how to use the PtS approach to develop
polynomial-time inference algorithms for its members and analyze the upper
bound complexity. In Sect. 3.2, we show that the PtS approach can be adapted
to develop polynomial-time inference algorithms for criteria which are linear
combinations of single criteria which satisfy certain conditions.

3.1 The Cases of Single Criteria

Different evaluation criteria found in the literature (See [11,15] and references
therein) can be seen as members of the following family

f(y, ȳ) =
Sn +

∑K
k=1 αkg(yk)ḡ(ȳk)

Sd + β(sy ) + γ(sȳ )
, (11)

where Sn, Sd, αk are constants, β(·) and γ(·) are any functions, and
(g(yk), ḡ(ȳk)) ∈ {(yk, ȳk), (1 − yk, ȳk), (yk, 1 − ȳk), (1 − yk, 1 − ȳk)}}. Concrete
examples are fβ , precision, recall, specificity and negative predictive value
[1,15,20]. Moreover, there would be a plenty of room for developing new cri-
teria. For example, by choosing concrete formulae of β(·), γ(·), g(·) and ḡ(·) and
injecting cost sensitivity by adjusting αk, k ∈ [K].

In the following, we show how to use the PtS approach to develop polynomial-
time inference algorithms for any criterion of the form (11).
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Lemma 1. Let f be of the form (11). For any l ∈ [K]0 and ȳ ∈ Y l (7), we have

E(f(y, ȳ)) =
∑

y∈Y
f(y, ȳ) · p(y |x) =

K∑

s=1

⎛

⎝
∑

y∈Ys

f(y, ȳ) · p(y |x)

⎞

⎠ (12)

=
K∑

s=1

Sn

νf
s,l

∑

y∈Ys

p(y |x) +
K∑

k=1

ḡ(ȳk)qf
k , (13)

where, νf
s,l = Sd + β(s) + γ(l) , (14)

qf
k =

K∑

s=1

αk

νf
s,l

⎛

⎝
∑

y∈Ys:g(yk)=1

p(y |x)

⎞

⎠ , k ∈ [K] . (15)

Therefore, to find a local optimal prediction

ŷl ∈ argmax
ȳ∈Yl

E (f(y, ȳ)) = argmax
ȳ∈Yl

K∑

k=1

ḡ(ȳk)qf
k , (16)

it is sufficient to rank the labels in the decreasing order of qf
k (15), k ∈ [K],

and set the l top ranked labels ȳ(k) such that ḡ(ȳ(k)) = 1 and set ȳ(k) such that
ḡ(ȳ(k)) = 0 for other labels.

Proof. (Sketch) The transition from (12) to (13) is done basically by grouping
p(y |x), y ∈ Y, in a suitable manner. Once qf

k (15), k ∈ [K], are made available,
finding ŷl (16) is rather straightforward. ��
Proposition 1. A BOP of any criterion of the form (11) can be found in at
most O(K3) given K2 probability estimates (6), p(0K |x), and K probability
estimates

ps
..=

∑

y∈Ys

p(y |x) , s ∈ [K] . (17)

Proof. (Sketch) For any l ∈ [K]0 and any k ∈ [K], we can easily get the scores

qf
k =

K∑

s=1

αk

νf
s,l

(pk,s)
�g(yk)=yk�(ps − pk,s)

1−�g(yk)=yk� . (18)

Therefore, for any l ∈ [K]0, computing the K score qf
k takes time O(K2). Once

these cores are computed, Lemma 1 tells us that, for any l ∈ [K]0, a local optimal
prediction ŷl (16) can be found in O(K log(K)). So in total, finding ŷl for any
fixed l takes time O(K2). Computing E(f(y, ŷl) can be done in O(K) because

K∑

s=1

Sn

νf
s,l

∑

y∈Ys

p(y |x) =
K∑

s=1

Sn

νf
s,l

ps .
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Therefore, finding all the local optimal prediction ŷl for the possible values of l
takes time O(K3). Finding the optimal value of l is done in O(K log(K)). The
whole process can be done in O(K3).

This is an upper bound complexity because, as pointed out in the Sect. 4,
one can see that taking into account the concrete properties of f can further
reduce the complexity to O(K2) and even O(K) for some specific f . ��

3.2 The Cases of Combined Criteria

We shall show that the PtS approach can be adapted to develop polynomial-time
inference algorithms for criteria which are of the form

F (y, ȳ) ..=
M∑

m=1

ηmfm(y, ȳ) , (19)

where, for any m ∈ [M ], fm is of the form (11) with αm
k = 1, k ∈ [K]. Examples

are the Hamming accuracy, the markedness and the informedness [15].

Lemma 2. Let fm be any criterion of the form (11), which satisfies the condi-
tion αm

k = 1, k ∈ [K]. We can always rewrite fm as

fm(y, ȳ) =
Sm

n +
∑K

k=1 gm(yk)ḡm(ȳk)
Sm

d + βm(sy ) + γm(sȳ )
(20)

=
Sm

n + γm
1 K + γm

2 sm
y + γm

3 sm
ȳ +

∑K
k=1 γm

4,kykȳk

Sm
d + βm(sy ) + γm(sȳ )

, (21)

with γm
1 ∈ {0, 1}, γm

2 ∈ {−1, 0, 1}, γm
3 ∈ {−1, 0, 1}, and γm

4,k ∈ {−1, 1}, k ∈ [K].
For any y ∈ Ys and any ȳ ∈ Y l, we have

F (y, ȳ) =
M∑

m=1

ηmfm(y, ȳ) =
SF

n +
∑K

k=1 αF
k ykȳk

νF
s,l

, (22)

where νF
s,l, αF

k and SF
n are constants and are defined as

νF
s,l

..=
M∏

m=1

νm
s,l

..=
M∏

m=1

(Sm
d + βm(sy ) + γm(sȳ )) , (23)

αF
k

..=
M∑

m=1

ηmγm
4,k

∏

m′ �=m

νm′
s,l , (24)

SF
n

..=
M∑

m=1

ηm

(
Sm

n + γm
1 K + γm

2 sm
y + γm

3 sm
ȳ

) ∏

m′ �=m

νm′
s,l . (25)

Proof. (Sketch) The transition from (20) to (21) is valid because by definition,
we have (g(yk), ḡ(ȳk)) ∈ {(yk, ȳk), (1 − yk, ȳk), (yk, 1 − ȳk), (1 − yk, 1 − ȳk)}. The
relation (22) is valid because, for any l ∈ [K]0 and for any k ∈ [K], Sm

n +γm
1 K +

γm
2 sy + γm

3 sȳ is a constant as long as y ∈ Ys and ȳ ∈ Y l. ��
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Lemma 3. For any m ∈ [M ], let fm be any criterion of the form (11), which
satisfies the condition αm

k = 1, k ∈ [K]. Let F be any criterion of the form (19).
For any l ∈ [K]0 and any ȳ ∈ Y l (7), we have

E(F (y, ȳ)) =
∑

y∈Y
F (y, ȳ) · p(y |x) =

K∑

s=1

SF
n

νF
s,l

ps +
K∑

k=1

ȳkqF
k , (26)

where qF
k =

K∑

s=1

αF
k

νF
s,l

pk,s, k ∈ [K] . (27)

Therefore, to find a local optimal prediction

ŷl ∈ argmax
ȳ∈Yl

E (F (y, ȳ)) = argmax
ȳ∈Yl

K∑

k=1

ȳkqF
k , (28)

it is sufficient to rank the labels in the decreasing order of qF
k (27), k ∈ [K], and

set the l top ranked labels ȳ(k) = 1 and set ȳ(k) = 0 for other labels.

Proof. (Sketch) Again, the transition (26) is done basically by grouping p(y |x),
y ∈ Y, in a suitable manner. Once qF

k (27), k ∈ [K], are made available, finding
ŷl (28) is rather straightforward. ��
Proposition 2. A BOP of any criterion of the form (19) can be found in at
most O(K3) given K2 probability estimates (6), K probability estimates (17),
and p(0K |x).

Proof. (Sketch) For any s ∈ [K]0 and any k ∈ [K], we can easily get the scores
qF
k (27) in O(K). Therefore, computing the K score qF

k takes time O(K2). Once
these cores are computed, Lemma 3 tells us that, for any l ∈ [K]0, a local optimal
prediction ŷl (16) can be found in O(K log(K)). So in total, finding ŷl for any
fixed l takes time O(K2). Computing E(f(y, ŷl) (26) can be done in O(K).
Therefore, finding all the local optimal prediction ŷl for the possible values of l
takes time O(K3). Finding the optimal value of l is done in O(K log(K)). The
whole process can be done in O(K3).

Again, this is an upper bound complexity because, as pointed out in the
Sect. 4, one can see that taking into account the concrete properties of F can
further reduce the complexity to O(K log(K)) for some specific F . ��

3.3 A Naive (and Generic) Inference Algorithm

We first present a naive inference algorithm for the cases of single criteria (11).
We then show how to adapt it to have another naive and generic inference
algorithm for the cases of combined criteria (19).

To simplify the notation, we encode each criterion f by using its configuration

conf(f) = (Sn, Sd, α1, . . . , αK , β(·), γ(·), g(·), ḡ(·)) (29)
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Algorithm 1. Determining a BOP of any criterion f of the form (11)
1: Input: The configuration conf(f), and K2 probabilities (6) and p(0K |x)
2: for l = 0 to K do
3: for k = 1 to K do
4: Compute qfk using (18)
5: end for
6: Determine ŷl using Lemma 1; Compute E(f(y, ŷl)
7: end for
8: Determine ŷ which is ŷl with the highest E(f(y, ŷl)
9: Output: a BOP ŷ of f

Let f be any criterion of the form (11). Without taking into account any further
detail about conf(f), we can lazily use the Algorithm 1, which summarizes our
analysis presented in Sect. 3.1, to find its BOP.

To deal with combined criteria F (19), we need to replace conf(f), qf
k (18)

and E(f(y, ŷl) respectively by conf(F ), qF
k (27) and E(F (y, ŷl). The conf(F ) is

conf(F ) ..=
(
conf(f1), . . . , conf(fM )

)
. (30)

4 Application and Discussion

We have pointed out that finding a BOP of a given criterion, which can be
either of the form (11) or of the form (19), can be done in polynomial time.
We believe that the family of criteria which has been examined in our analysis
is broad enough to cover different criteria researchers/practitioners working on
probabilistic MLC may experience (e.g., commonly used criteria mentioned in
[1,15,20] and elsewhere). Moreover, our examination has provided one with con-
ditions under which one can (comfortably) customize their evaluation criteria to
better reflect how they wish to assess the quality of their probabilistic classifiers,
while still enjoying polynomial-time inference algorithms.

We now go one step further and guide practitioners with experience in devel-
oping (inference) algorithms how to further reduce the inference complexity by
taking into account the configuration of the given criterion.

4.1 Detailing the Inference Algorithms

Let us pick up the precision (31) to illustrate how to detail the inference algo-
rithm 1. We first specify its configuration by rewriting it in the form of (11)

fPre(y, ȳ) ..=
∑K

k=1 ŷk yk
∑K

k=1 ȳk

=
0 +

∑K
k=1 1ykȳk

0 + 0 + sȳ
. (31)

Hence, we have the configuration

conf(fPre) = (Sn, Sd, α1, . . . , αK , β(·), γ(·), g(·), ḡ(·)) (32)
= (0, 0, 1, . . . , 1, 0, sȳ , yk, ŷk) . (33)
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It is clear that fPre is a very simple criterion and we would have a (much) simpler
inference algorithm than the inference algorithm 1.

Proposition 3. Given a query instance x, assume marginal probabilities pk,
k ∈ [K], are made available. If 0K is a valid prediction, it is a BOP of the
precision fPre. If otherwise, a BOP of fPre is ŷ1 which can be found in O(K).

Proof. For any l ∈ [K], the local optimal prediction of fPre is

ŷl ∈= argmax
ȳ∈Yl

K∑

k=1

ḡ(ȳk)

(
K∑

s=1

αk

νf
s,l

pk,s

)

= argmax
ȳ∈Yl

K∑

k=1

ȳk

(
K∑

s=1

1
l
pk,s

)

= argmax
ȳ∈Yl

K∑

k=1

ȳk

(
1
l

(
K∑

s=1

pk,s

))

= argmax
ȳ∈Yl

1
l

K∑

k=1

ȳkpk .

For any y ∈ Y, fPre(y,0K) is undefined. One common practice is to assign
fPre(y,0K) = 1. Thus, for any l ∈ [K], the expectation

max
ȳ∈Yl

E (fPre(y, ȳ)) = max
ȳ∈Yl

1
l

K∑

k=1

ȳkpk ≤ 1 = E (fPre(y,0K)) =
∑

y∈Y
p(y |x) .

Thus, if 0K is a valid prediction, it is a BOP of fPre.
Assume 0K is a non-valid prediction. For any l ∈ [K], we already know

that a local optimal prediction contains the l labels with the highest marginal
probabilities pk as relevant, and the other K − l labels as irrelevant. Let (k) be
the index of the label with the k-th highest marginal probability pk, k ∈ [K].
For any k ∈ [K − 1], it is clear that

E
(
fPre(y, ŷl)

)
=

∑l
k=1 p(k)

l
≥

∑l+1
k=1 p(k)

l + 1
= E

(
fPre(y, ŷl+1)

)
.

The inequality holds since
∑l

k=1 p(k) ≥ l · p(l+1). Thus, a BOP of fPre is

ŷ ∈ argmax
ȳ∈{ŷ l|l=1,...,K}

E
(
fPre(y, ŷl)

)
= argmax

ȳ∈{ŷ l|l=1}
E

(
fPre(y, ŷl)

)
,

which is found in O(K) by searching for the label with highest pk, k ∈ [K] ��
Due to the page length limit, we skip the proofs of the next propositions. Propo-
sition 4 summarizes the complexity of finding a BOP of the recall fRec [15], which
is a single criterion (11). Proposition 5 summarizes the complexity of finding a
BOP of the markedness fMar [15], which is a combined criterion (19).

Proposition 4. Given a query instance x, assume K2 probability estimates (6)
and p(0K |x) are made available, a BOP of the recall fRec can be constructed
in time O(K2). Furthermore, this BOP is either ŷ0 = 0K or ŷK = 1K .

Proposition 5. Given a query instance x, assume marginal probabilities pk,
k ∈ [K], are made available, a BOP of the markedness fMar is constructed in
time O(K log(K)).

A a BOP of the markedness fMar can be found by ranking the labels using
some scores and predict top ranked labels as relevant and others as irrelevant.
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4.2 Potential (Dis)advantages of Some Criteria

One might see that the BOPs of some criteria, such as the precision and recall,
are trivial. Hence, in practice, it might be risky to embrace probabilistic classifiers
which are specifically designed to optimize such criteria. The BOP of fβ has a
more flexible structural constraint (as discussed in [18] and recalled in Sect. 2.2),
which basically allows the learner to return predictions with any number of
relevant labels, and might be more interesting in practice.

This might be another strong motivation to seek insights into BOPs of the
criteria one wishes to use. We however leave an extensive discussion on this
aspect as a future work (mainly due to the page length limit).

5 Conclusion

We present a generic approach for developing polynomial-time inference algo-
rithms for a family of criteria and discuss the potential (dis)advantages of some
commonly used criteria. Alongside recent advances in learning probabilistic clas-
sifiers, which would help to enlarge the number of classifiers, this paper provides
considerable opportunities for including more criteria in future comparative stud-
ies focusing on inference complexity and criteria selection. Along the way, we pro-
vide practitioners with suggestions on extending the existing set of evaluation
criteria in a meaningful way without facing intractable inference problems.

To seek a comprehensive understanding of inference complexity and crite-
ria selection, we envision the following future work: extend our application and
discussion part (presented in Sect. 4) by including more commonly used criteria,
conduct empirical studies in which recent advances in learning probabilistic clas-
sifiers are employed to produce probabilistic predictions, and investigate whether
the PtS approach can be used to develop polynomial-time inference algorithms
for other families of criteria (especially those that provide more flexibility on
customizing/injecting cost sensitivity).

Acknowledgments. This work was funded/supported by the Junior Professor Chair
in Trustworthy AI (Ref. ANR-R311CHD), and the US Office of Naval Research Global
under Grant N62909-23-1-2058.
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Abstract. Federated learning is a hot topic on privacy preserving data
analysis and has also been applied to fuzzy c-means clustering. In this
paper, a federated learning scheme is proposed for linear fuzzy clustering
with horizontally distributed data, where each cluster is represented by
a linear-shape prototype. In order to merge the client-wise independent
clustering results without violating personal privacy, gradient informa-
tion of each prototype instead of original observation are shared at the
centralized server. The objective function is defined with the least square
criterion, which is useful in handling component-wise errors and makes it
possible to find cluster basis vectors without solving an Eigen problem.
Therefore, attribute-wise gradient decent learning can be realized by uti-
lizing only gradient information of prototype parameters at the central
server. The global prototypes are securely updated then distributed to
clients for next updating. Experimental results demonstrate that the pro-
posed algorithm is useful for reconstructing the whole data result under
privacy preservation.

Keywords: Linear fuzzy clustering · Federated learning · Horizontally
distributed data

1 Introduction

Privacy preservation is a fundamental issue in handling personal data for data
mining [1]. When performing collaborative data analysis utilizing multiple data
sources distributed among several clients, not only cryptographic approaches [2]
but also federated learning [3–5] are becoming basic techniques. Observed data
can be distributed in two different forms such as vertically or horizontally
distributed data [2]. In the vertically distributed data cases, multiple clients
store their independent attributes on common objects while they store com-
mon attributes on their independent objects in the horizontally distributed data
cases. In this paper, the horizontally distributed data cases are considered.
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Fuzzy c-means (FCM) clustering [6,7] is a basic model of analyzing the intrin-
sic data distribution through unsupervised learning, where each cluster is charac-
terized by its prototypical centroid. The clustering algorithm is composed of two
steps of fuzzy membership estimation and cluster center updating. Pedrycz [8]
proposed a federated learning model for FCM clustering, which can achieve col-
laborative analysis of horizontally distributed data among clients with the goal
of estimating common cluster centroids. In order to merge the client-wise cluster
structures in the FCM iterative algorithm without violating personal privacy, the
central server shares the parameter gradient instead of the original observation.

Fuzzy c-Lines (FCL) [9] is an extension of FCM to linear fuzzy clustering,
which extracts linear-shape clusters by replacing the cluster centroids with proto-
typical lines. Because the basis vector of each prototype is given as the principal
Eigen vector of the fuzzy scatter matrix in the iterative algorithm, FCL can be
identified with local principal component analysis [10,11]. In this paper, with
the goal of implementing federated learning with attribute-wise gradient infor-
mation sharing, a novel model of FCL is proposed by utilizing the least square
criterion under a collaborative analysis framework. Then, the main contribution
of this paper is summarized as:

– The federated FCM learning model proposed by Pedrycz is extended to FCL,
which achieves linear-shape cluster extraction for achieving local principal
component analysis.

– A novel algorithm of realizing privacy preserving linear prototype estimation
is proposed such that attribute-wise gradient information sharing is achieved
by utilizing the component-wise least square criterion for intra-cluster lower-
rank approximation.

The remaining parts of this paper are organized as follows: A brief review on
fuzzy clustering and federated learning is presented in Sect. 2 and a novel feder-
ated learning model for FCL is proposed in Sect. 3. Section 4 shows experimental
results for demonstrating the characteristics of the propose method and Sect. 5
gives the conclusions of this paper.

2 Review on Fuzzy Clustering and Federated Learning

2.1 FCM and Extension to FCL

Assume that we have m dimensional observation on n objects xi =
(xi1, . . . , xim)�, i = 1, . . . , n and the goal is to partition the objects into C
fuzzy clusters characterized by their prototypes. Fuzzy c-partition is represented
by fuzzy memberships uci, which indicates the membership degree of object i to
cluster c with uci ∈ [0, 1] such that

∑C
c=1 uci = 1, ∀i.

Fuzzy c-Means (FCM) [6,7] adopts cluster centroids bc as the prototype of
cluster c and the clustering criterion is given as the squared Euclidean distance
dci = ||xi − bc||2. Then, the objective function to be minimized is defined as:

Jfcm =
C∑

c=1

n∑

i=1

(uci)θdci, (1)
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where θ (θ > 1) is the weighting exponent for fuzzifier. A larger θ brings very
fuzzy cluster boundaries while θ → 1 reduces to hard partition like k-Means
[12,13].

The clustering algorithm is the iterative process of membership estimation
and centroid updating as follows:

uci =
(dci)

1
1−θ

∑C
�=1(d�i)

1
1−θ

, (2)

bc =
∑n

i=1(uci)θxi∑n
i=1(uci)θ

. (3)

Fuzzy c-Lines (FCL) [9] is an extension of FCM to linear fuzzy clustering,
where the prototype of cluster c is replaced with a line defined by the center
vector bc and the basis vector ac with unit length as a�

c ac = 1. The clustering
criterion of the Euclidean distance among objects i and the prototype of cluster
c is redefined as dci = ||xi−bc||2−|a�

c (xi−bc)|2. Besides uci and bc are updated
with the same formulas with FCM using the redefined dci, the basis vector ac is
given as the principal Eigen vector of the following fuzzy scatter matrix:

Sc =
n∑

i=1

(uci)θ(xi − bc)(xi − bc)�. (4)

Then, the basis vectors ac are identified with local principal component vec-
tors [10,11] estimated in local regions.

2.2 Federated Learning for FCM

In real world data analysis, we can expect that the collaborative analysis among
multiple clients improves the quality of derived knowledge rather than the client-
wise independent analysis. Here, assume that the whole dataset on n objects are
horizontally distributed over T clients such that client t has nt objects and∑T

t=1 nt = n. The goal of federated learning is to reproduce the result of whole
data analysis by keeping personal data private.

In federated learning for FCM, the goal is to collaboratively estimate the
global cluster centers bc without broadcasting object-wise information such as
original observations xi and fuzzy memberships uci. When each client updates
cluster centers bc only with its own data subset, the client-wise updated centers
can be distorted and they must be collaboratively merged in the central server.

Pedrycz [8] proposed a federated learning model, where each client transfer
only gradient information to the central server in the centroid updating process
at each iteration. Then, the gradient values are merged considering their cardi-
nality weights and the global centroids are updated and redistributed again.

In this paper, the Pedrycz’s model is further enhanced to linear fuzzy clus-
tering with line-shape prototypes.
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3 Federated Learning Model for FCL

3.1 Least Square Criterion for Collaborative FCL

In order to update the global prototype in the central server using attribute-wise
gradient information, the objective function must be defined in the component-
wise error function. With the goal of handling component-wise missing values [10]
or noise [11], Honda and Ichihashi proposed the least square criterion for FCL.
Let yci be the lower-rank approximation of object vector xi such that yci =
bc + fci · ac, where fci is the principal component score of object i in cluster c.
Then, the squared Euclidean distance between object i and linear prototype of
cluster c is redefined as

dci = ||xi − yci||2 =
m∑

j=1

(xij − bcj − fci · acj)2. (5)

In the following, the least square criterion-based FCL is enhanced to feder-
ated learning, where n objects are horizontally distributed over T clients. Here,
each client t has nt objects, where object i of client t has observation vector
xt

i = (xt
i1, . . . , x

t
im)�. The goal of collaborative analysis is to estimate the global

linear prototypes (bc,ac) in conjunction with the intra-client memberships ut
ci

and principal component scores f t
ci. The objective function is defined in the

component-wise approximation principle as:

Jfcl−fl =
C∑

c=1

T∑

t=1

nt∑

i=1

(ut
ci)

θ
m∑

j=1

(
xt

ij − bcj − f t
ci · acj

)2
. (6)

In order to derive unique solution, ac should be normalized as a�
c ac = 1 in

the same manner with the standard FCL.

3.2 Proposed Algorithm

The iterative algorithm of membership estimation and prototype updating is
implemented with a client-server manner. In the server side, the global proto-
types are initialized and updated, and then, are distributed to clients. In each
client, fuzzy memberships of each object are updated and cluster prototypes
are locally updated using intra-client objects only. Here, in the client-server
communication, the gradient information in local prototype updating is only
communicated for preserving personal privacy.

A sample algorithm is described as follows:
Algorithm: Federated Learning for Fuzzy c-Lines with Horizontally
Distributed Data (FL-FCL_H)

Step 1. Initialize cluster centers bc and basis vectors ac, randomly, and normal-
ize ac so as to be a�

c ac = 1.
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Step 2. Distribute current prototypes (bc,ac) from the central server to each
client.

Step 3. In each client t, perform FCL implementation in several iterations using
only intra-client objects.

Step 4. From each client t to the central server, feed-back gradient information
of intra-client prototype updating.

Step 5. In the central server, merge the client-wise gradients and update the
global prototypes.

Step 6. If the global prototypes are converged, stop. Otherwise, return to
Step 2.

In each client, considering the optimality of the local objective function:

J t
fcl−fl =

C∑

c=1

nt∑

i=1

(ut
ci)

θ
m∑

j=1

(
xt

ij − bcj − f t
ci · acj

)2
, (7)

the updating formulas in Step 3 are given in the same manner with the least
square criterion-based FCL as:

f t
ci =

m∑

j=1

acj

(
xt

ij − bcj

)
, (8)

bcj =

∑nt

i=1(u
t
ci)

θ
(
xt

ij − f t
ci · acj

)

∑nt

i=1(u
t
ci)θ

, (9)

acj =

∑nt

i=1(u
t
ci)

θf t
ci

(
xt

ij − bcj

)

∑nt

i=1(u
t
ci)θ(f

t
ci)2

, (10)

where ac is normalized so as to be a�
c ac = 1. Then, after several iterations,

the gradient information of prototypes is feed-backed to the central server in
Step 4 as:

∂J t
fcl−fl

∂bcj
= −2

nt∑

i=1

(ut
ci)

θ
(
xt

ij − bcj − f t
ci · acj

)
, (11)

∂J t
fcl−fl

∂acj
= −2

nt∑

i=1

(ut
ci)

θf t
ci

(
xt

ij − bcj − f t
ci · acj

)
. (12)

On the other hand, in the central server, Step 5 merges the client-wise gradi-
ent information for updating the global prototypes. First, in order to fairly reflect
the cardinality of each client, the responsibility weight of client t is calculated
as:

βt =
nt

∑T
s=1 ns

. (13)

Then, each of prototype elements is updated with learning rate α under the
gradient decent principle as:

bcj ← bcj − α

T∑

t=1

βt · ∂J t
fcl−fl

∂bcj
, (14)
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acj ← acj − α

T∑

t=1

βt · ∂J t
fcl−fl

∂acj
, (15)

and ac is normalized so as to be a�
c ac = 1.
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Fig. 1. Artificial dataset and clustering result in whole data analysis.

4 Experimental Results

In this section, the characteristics of the proposed method are demonstrated
through numerical experiments using an artificially generated dataset.

4.1 Whole Data Analysis

An artificial dataset composed of 400 objects (n = 400) with 2-dimensional
observations (m = 2) was generated as shown in Fig. 1(a), which forms 4 linear-
shape substructures. First, utilizing the whole dataset, the conventional FCL
was implemented with C = 4 and θ = 2.0. Figure 1(b) shows the partition result
and the derived cluster prototypes, which implies we could successfully extract
the 4 linear clusters indicated by the lines with their center points.

In the following, the goal is to reconstruct similar results to the whole data
analysis from the horizontally distributed datasets under federated learning.

4.2 Client-Wise Independent Analysis

In this experiment, 400 objects were horizontally distributed over 3 clients
(T = 3) as shown in Fig. 2(a). Here, clients 1 and 2 are composed of only 3 of the
4 linear-shape substructures while client 3 is composed of only 2 of them. Before
performing federated learning, client-wise independent analysis was performed
with θ = 2 and the clustering results were given as shown in Figs. 2(b)-(c).
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Fig. 2. Horizontally distributed data and clustering results in 3 clients.

In general clustering problems, we often do not have a priori knowledge on the
number of clusters and must estimate itself. In this paper, how to estimate the
number of clusters is not discussed in detail but the cluster number is assumed
to be optimally selected considering some cluster validity measures [14]. For
example, Fig. 2(b)-(c) clearly imply that each of clients 1 and 2 have 3 linear
clusters while client 3 has 2 linear clusters only.

Next, in the collaborative analysis with horizontally distributed data, we
also have another problem of how to select the total cluster number which can
only be found in the whole data analysis. In this experiment, the total cluster
number is estimated through cluster merging using the results of client-wise
independent analysis. Figure 3 compares the 8 cluster prototypes derived in 3
clients independently, and we can find 4 groups by merging similar ones, i.e., the
total cluster number should be C = 4.
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Fig. 3. Comparison of cluster prototypes given in client-wise analysis.

By the way, since each client has somewhat biased distributions as shown
in Fig. 2(a), client-wise prototypical lines are distorted and are not suitable for
revealing the result of whole data analysis. Then, in order to reconstruct the
whole data result, we need a collaborative analysis.

4.3 Proposed Federated Learning

Fig. 4. Cluster prototypes given by proposed federated learning algorithm.

Finally, the proposed federated learning model was applied to the 3 data subsets,
which are horizontally distributed to 3 clients. Model parameters were given as
C = 4, θ = 2 and α = 0.00001. In client-wise FCL implementation of Step 3,
intra-client updating was iterated in 10 times.

Figure 4 shows the estimated prototypes, which implies that the proposed
federated learning model could successfully reconstruct the result of whole data
analysis shown in Fig. 1(b).
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5 Conclusions

In this paper, a novel federated learning algorithm was proposed for linear fuzzy
clustering. Besides the conventional FCL is performed by solving an Eigen prob-
lem, the attribute-wise gradient decent learning of the proposed model was real-
ized by using the least square criterion. The characteristics of the proposed
method were demonstrated through numerical experiments such that the global
prototypes derived in the central server fairly reconstructed the whole data result
even when client-wise data subsets have somewhat biased distributions.

In the experiment of this paper, the cluster number was assumed to be heuris-
tically found under the cluster merging principle, but some objective criteria will
be needed for applying to much larger datasets. Development of a validity cri-
terion for federated linear fuzzy clustering is remained in possible future works.
Other future directions are to extend the proposed model to Fuzzy c-Varieties
(FCV) [15] with 2 or more dimensional prototypes cases or to vertically dis-
tributed datasets. Comparison with cryptographic approaches [2,16] can be also
a promising future work.
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Abstract. Graph-based multi-view clustering is a popular method for
identifying informative graphs for e.g. computer vision applications. Nev-
ertheless, optimizing sparsity and connectivity simultaneously is chal-
lenging. Multi-view clustering (MC) integrates complementary informa-
tion from different views. However, most existing methods introduce
noise or ignore relevant data structures. This paper introduces a Joint
multiple efficient neighbors and Graph (JMEG) learning method for MC.
Our approach includes a post-processing technique to optimize sparsity
and connectivity by means of identifying neighbors efficiently. JMEG
also uses partition space and consensus graph learning to uncover data
structures efficiently. Experiments show that JMEG outperforms state-
of-the-art methods with negligible additional computation cost.

Keywords: Multi-view clustering · Efficient neighborhood ·
Connectivity and Sparsity · Fusion graph

1 Introductions

Recent advancements in unsupervised learning have sparked renewed interest in
clustering. Traditional clustering methods detect clusters solely in single-view
data. However, in today’s world where data is generated by multiple sources,
the need for multi-view data clustering has increased. For instance, a document
can be expressed in multiple languages, a picture can be taken from different
angles, and a person can be identified through photographs, signatures, and
fingerprints. Because of that, there is an increasing interest in multi-view data
which has fostered the research on multi-view clustering.

Multi-view clustering algorithms commonly use graph-based models [7]. They
build a graph representing the information of each view, and then create either
a fused graph or a low-dimensional spectral embedding. In this way they sum-
marise the information of all views in a single structure. Clustering algorithms
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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are then applied (e.g., k-means or spectral clustering) to obtain a set of clusters
from this fused information. The use of separate graphs for each view permits
to address the heterogeneity of the data.

As explained above, in multi-view graph learning [4,7,10–12], data in each
view is represented as a graph or network. In this graph, each node represents an
entity, and each edge represents a relationship between two entities. Therefore, a
key point is the construction of the (weighted) graph as well obtaining a common
similarity matrix, also known as affinity matrix. Naturally, different procedures
to build these graphs from the data exist. They differ on e.g. what means to
be similar. Sparsity and connectivity are key properties of graphs that affect
learning. Different procedures can lead to graphs with different sparsity levels.
It is of relevance to find a good trade-off between sparsity and connectivity.
Weighted multi-view graph is when multiple views have different importance.

As a summary, multi-view graph learning has the following challenges:

1. Construction of a graph for each view, based on the corresponding similarity
matrix, with good trade-off between connectivity and sparsity.

2. Effective combination of the information from different views to achieve a
single clustering structure.

Our study addresses these challenges by means of

(i) Obtaining neighbourhoods for each data based on second-order connections,
(ii) Defining similarity matrices based on the neighbourhoods in each view,
(iii) Combining all similarity matrices of the multi-view data, and
(iv) Conducting extensive experiments on six real-world data sets to validate

the effectiveness of our idea.

The paper starts in the next section with the preliminaries and principal con-
cepts. In Sect. 3, we explain the proposed method, specific multi-view data, and
other ways that we want to compare with them. In the next section, we sum-
marise the principal findings of these experiments. The final two sections describe
the parameter selection and explain the conclusions.

2 Preliminaries and Related Works

In this paper we will follow the following notation. Let {X1,X2, . . . , XV } denote
a multi-view data set containing V views of n samples (i.e., each sample appears
in each view). Here, Xν

i ∈ R
n×dν (1 � ν � V) represent the i-th data point (i.e.,

the i-th row) in the ν-th view. Here, dν is the corresponding dimension of the
ν-th view and, naturally, 1 � i � n. In addition, let {W 1,W 2, . . . , WV } denote
the weight matrices for the multi-view data set.

Then, we will consider graphs defined, as usual, as a pair G = (V,E) where V
is the set of vertices and E is the set of edges (a subset of pairs of vertices). Then,
given a data set X, we can construct graphs where the vertices are the rows of
the data set, and two vertices are connected by an edge if the two records are
sufficiently similar. Then, a similarity matrix will provide the information about
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the similarity of each pair. We will use W or A to denote these matrices. For
example, for an edge between nodes i and j in E, we have a similarity wij > 0
in the matrix X.

Different ways exist to build a graph and a similarity matrix from a data
set X. For example, considering a complete graph and W defined using the
Euclidean distance. An alternative is to define connected vertices in terms of
the k-nearest neighbor (knn). Then, for connected graph use also the Euclidean
distance.

Let S = [sij ] be a matrix such that its i-th row is si. Its transpose, trace,
inverse and Frobenius norm are ST , Tr(S), S−1, and ‖ S ‖F , respectively. If D
(dii =

∑n
j=1 sij) is the degree matrix corresponding to matrix S, then L = D−S

is the so-called Laplacian matrix. Also, if v is a vector, we define the l2-norm
as ‖ v ‖2, and I and 1 are the identity matrix and a column vector with all
elements as one, respectively.

In this paper we extensively use results from graph-based multi-view cluster-
ing, and from multi-view spectral clustering. Due to space limitations, we refer
to [17–19] for details.

2.1 Construction of Similarity Matrices

We use the following expression to compute the similarity W between vertices (to
obtain matrices W ν), and then apply k-nearest neighborhood and the γ-efficient
neighborhood (to obtain matrices Aν).

wν
ij =

2e− ‖xi − xj‖2
λ

∑n
h�=i e− ‖xi − xh‖2

λ
+

∑n
h�=j e− ‖xh − xj‖2

λ

, (1)

where, λ is the regularization parameter. This definition was inspired by a sim-
ilarity matrix obtained through subspace clustering with an entropy norm [15].
We use γ-efficient neighborhood defined as follows.

Definition 1. Let γ and μ be natural numbers. Then, xj is considered a γ-
efficient neighbor of xi if the following conditions are met: xj belongs to the
k-nearest neighborhood of xi; xj and xi have at least μ common neighbors.

So, xi is a γ-efficient neighbor of k-nearest neighborhood xj if they have at
least μ common neighbors (γ < k).

2.2 Sparsity and Connectivity

The sparsity and connectivity of the similarity matrix are crucial factors in spec-
tral clustering, as they greatly affect the performance of the clustering algorithm.
There are numerous methods proposed in the literature to enhance the connec-
tivity of clusters, such as utilizing different norms and regularization terms in
subspace problems. In our proposed algorithm, we adopt the γ-efficient neigh-
borhood approach outlined in Eq. (1), as well as utilizing k to identify k-nearest
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neighborhood, where k is less than a number of data sets. These two parame-
ters, k and γ, play vital roles in controlling the sparsity and connectivity of the
similarity graph. To assess the connectivity of the similarity graph, we utilize
the second smallest eigenvalue of the normalized graph Laplacian, which is a
widely used and effective method for calculating algebraic connectivity. In the
context of clustering, we compute the second smallest eigenvalue for each of the
V subgraphs of the affinity graph with K clusters, denoted as λ(i)2 for the i-
th cluster, and compare the connectivities across all clusters. We also evaluate
the overall connectivity of our method by computing the average of all clusters’
connectivities, which is denoted as the “connectivity” metric. By incorporating
these methods, we can enhance the connectivity of clusters and improve the per-
formance of spectral clustering. Additionally, to evaluate the overall connectivity
of our method, we use the average of all clusters’ connectivities:

connectivity :=
1
K

K∑

i=1

λ(i)2. (2)

3 Proposed Algorithm

In this section we introduce our novel learning method for multi-view clustering.
We call it joint multiple efficient neighbors and graph (JMEG) learning method
for MC. JMEG comprises two key components: (1) a post-processing technique
to optimize sparsity and connectivity by identifying efficient neighbors, and (2)
unified partition space learning and consensus graph learning. Component (1) is
to establish critical connections among samples within a cluster so that samples
have both large affinity coefficients and strong connections to each other. Given
a coefficient matrix, we reassign the coefficients of the efficient neighbors and
eliminate other entries to produce a new coefficient matrix. To bootstrap the
process, we start with a random matrix (size n × n), each element is a number
between −1 and 1.

We demonstrate that a small number of efficient neighbors can effectively
recover the cluster, and the proposed post-processing step of identifying efficient
neighbors complements most existing multi-view clustering algorithms.

In our approach, the partition is more robust to noise, and graph learning
helps uncover data structures. Specifically, JMEG iteratively constructs local
graph matrices, generates base partition matrices, stretches them to produce a
unified partition matrix, and employs it to learn a consensus graph matrix. For
efficiency, JMEG adaptively allocates a large weight to the stretched base par-
tition that is close to the unified partition, determines parameters, and imposes
a low-rank constraint on graphs. Finally, clusters can be obtained directly from
the consensus graph.

Experiments on five benchmark datasets demonstrate that the proposed algo-
rithm outperforms state-of-the-art methods with negligible additional computa-
tion cost.
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3.1 Finding k-Nearest Neighborhood and γ-Efficient Neighborhood

Utilizing the symmetric nonnegative weight matrix W ν , as obtained from Eq. (1),
we derive a set of new similarity matrices {A1, A2, . . . , Aν}. To obtain the new
similarity matrix for each view, we initially calculate the k-nearest neighbors for
each dataset and subsequently select the γ-efficient neighborhood from them.

In order to ensure sparsity, the pruning process of selecting samples with top
k coefficients in wij for xi is commonly used. This is because larger wij values
indicate stronger similarity between xi and xj . However, this approach does not
take into account the connectivity property, which may result in intra-cluster
samples not forming a connected component in the affinity graph. The limitation
of simply considering the maximum k edges for each sample is that it may fail
to handle noise-corrupted data, as wrong connections are preserved due to the
sensitivity of max edges to noise, outliers, and samples near the intersection
of two clusters. Therefore, in order to ensure both sparsity and connectivity
properties in graph multi-view learning, we propose a method in this paper that
defines “efficient neighbors” for each sample in each view to establish crucial
latent connections within a graph.

In this paper, we propose a definition of a γ-efficient neighborhood for every
data in each view, which is a neighbor that has at least μ common neighbors
within the local neighborhood. This definition ensures a maximally sparse and
connected neighborhood relationship, which is analyzed in Sect. 4 for sparsity
and connectivity, respectively. By exploring efficient neighbors, we obtain com-
plementary information that enhances the robustness of the method against
noise-corrupted data, resulting in clustering with both sparsity and connectivity
properties. Throughout the paper, we use ℵ ∈ R

n×γ to determine the collection
of efficient neighbors, where n is the number of data samples, and k and γ are
used to control the sparsity and connectivity, respectively.

For this scenario, we can obtain the adjacency matrix of the k-neighborhoods
based on the weight matrix Eq. (1). By taking the power of 2 of this matrix, we
can determine which data points have at least μ common neighbors. This is
because if there is one path of length 2 between xi and xj , it means that they
share one common neighbor. In this paper, we consider different μ for every
data, and k is related to a number of data. Now, we can obtain multiple simi-
larity graph {A1, A2, . . . , AV } based on extracting efficient neighbors of weight
matrices {W 1,W 2, . . . , WV }, i.e.,

min
Aν

n∑

i,j=1,i,j∈ℵ
wν

ija
ν
ij + α ‖ Aν ‖2F (3)

s.t.Aν ≥ 0, ν = 1, · · · , V.

After obtaining multiple similarity graphs {A1, A2, . . . , Aν}, the next step is a
combination of these graphs.
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3.2 Consensus Graph Construction

Our aim is to obtain a consensus matrix of eigenvectors by fusion of all segmen-
tation and coefficient matrices of all views, simultaneously. So, in our method
we propose to use the following objective function:

min
Aν ,A,F ν ,ων ,Γν ,F

V∑

ν=1

(
n∑

i,j=1

wν
ija

ν
ij + α ‖ Aν ‖2F +2λ1Tr(F νT

LAν F ν) (4)

+ Γν ‖ Aν − A ‖2F +ων ‖ FFT − F νF νT ‖2F ) + 2λ2Tr(FT LAF )

s.t.Aν ≥ 0, F νT

F ν = I, FT F = I.

The same as [20], construction of a consensus graph S̄ is possible with the unified
partition representation F . Joint learning of the unified partition matrix and the
consensus graph can be accomplished in this process. Since graph S̄ is shared
across all views, clustering results can be obtained directly without additional
clustering techniques. However, the unified partition Q obtained from Eq. (6)
alone is insufficient for this purpose. To capture the local manifold structure, an
adaptive neighbor strategy can be applied while learning S̄. Hence, we derive S̄
from F using the following equation:

min
S̄,Q

n∑

i,j=1

‖ Fi − Fj ‖22 s̄ij + β ‖ S̄ ‖2F +2λ3Tr(QT LS̄Q) (5)

s.t.FT F = I,QT Q = I, S̄ ≥ 0, s̄ii = 0

with combination of Eq. (4) and Eq. (5) we have the following optimization prob-
lem:

min
Aν ,A,F ν ,ων ,Γν ,F,S̄,Q

V∑

ν=1

(

n∑

i,j=1

w
ν
ija

ν
ij + α ‖ A

ν ‖2
F +2λ1Tr(F

νT
LAν F

ν
) (6)

+ Γν ‖ A
ν − A ‖2

F +2λ2Tr(F
T

LAF ) + ων ‖ FF
T − F

ν
F

νT ‖2
F )

+

n∑

i,j=1

‖ Fi − Fj ‖2
2 s̄ij + β ‖ S̄ ‖2

F +2λ3Tr(Q
T

LS̄Q)

s.t.a
ν
ii = 0, A

ν ≥ 0, F
νT

F = I, F
T

F = I, Q
T

Q = I, S̄ ≥ 0, s̄ii = 0, α ≥ 0, β ≥ 0.

Proposition 1. The optimal solution of problem (6) leads to the following six
expressions:

1) aν
ij =

−1
2(α + 1)

I(wij + λ1h
ν
ij) where hνT

ij =‖ fν
i − fν

j ‖22.

2) aij =
λ2fij − 2

∑V
ν=1 aν

ij

V
where fT

ij =‖ fi − fj ‖22.
3) F ν is the eigenvector matrix of M = 2λ1LAν − 2ωνFFT +ωνI corresponding

to the K-smallest eigenvalue.
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4) F is the eigenvector matrix of G =
∑V

ν=1 ων(In − 2F νF νT

) + 2LS̄ + LA

corresponding to the K smallest eigenvalue.

5) s̄ij =
−(fij + λ2dij)

2β
where dT

ij =‖ qi − qj ‖22.
6) The optimal solution of Q is the original spectral clustering of the laplacian

matrix LS̄.

7) ων =
1

‖ FT F − F νT F ν ‖F
.

8) Γν =
1

‖ Aν − A ‖F
.

The function presented in Eq. (6) is not jointly convex and obtaining a glob-
ally optimal solution for it is a challenging task. However, by using an alternating
strategy, as described in Proposition 1, we can transform Eq. (6) into several sub-
problems, each of which is convex. Neither the proof of the proposition, neither
how these problems are solved is described in detail here because of page limit
constraints. Code will be made available if the paper is accepted, proofs will be
provided in an extended version of this paper.

4 Experimental Setting

We have conducted our experiments comparing the results of our method on
different datasets with other methods in the literature. We describe the experi-
ments and results in this section.

Data Sets. Table 1 describes the data sets used. They are common in the multi-
view literature.

Table 1. Detail of the six multi-view data sets

Data sets n V classes dν(ν = 1, 2, . . . , V )

Reuters 1200 1200 5 6 (2000, 2000, 2000, 2000, 2000)

HW 2000 6 10 (216, 76, 64, 6, 240, 47)

100Leaves 1600 3 100 (64, 64, 64)

ORL 400 4 40 (256, 256, 256, 256)

Caltech101-7 1474 6 7 (48, 40, 254, 1984, 512, 928)

Caltech101-20 2386 6 20 (48, 40, 254, 1984, 512, 928)

Methods Compared. We have compared our approach with the following
methods: Auto-weighted multiple graph learning (AMGL) [22], Multi-view Low-
Rank Sparse Subspace Clustering (MLRSSC) [23], Multi-view Subspace Clus-
tering with Intactness-aware Similarity (MSCIAS) [24], Large-scale Multi-view
Subspace Clustering in Linear Time (LMVSC) [25], Partition Level Multi-view
Subspace Clustering (PMSC) [19], Multi-graph Fusion for Multi-view Spectral
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Clustering (FGSC) [4], Incomplete Multi-view Clustering with Joint Partition
and Graph Learning (JPG) [20]. We used the implementations as provided in
their respective websites with default parameters. We reported best results. Our
method was implemented in Python.

Parameters. For JMEG, we set k empirically to 15. μ is 2 and γ < k. The
initial values of all entries of parameter α, β is 1, and λ1, λ2, and λ3 were set
in the range [0.1, 0.001, 1, 10, 20] and reported their best clustering results.
ων and Γν values were adaptively tuned in the optimization procedure of the
objective function for each view. Three common metrics were used to evaluate
the clustering performance: Accuracy (ACC), Normalized Mutual Information
(NMI), and Purity (PUR). To randomize the experiments, we ran each method
ten times and reported the means for the metrics.

4.1 Experimental Results and Analysis

The multi-view datasets are used to conduct experiments and evaluate the
performance of various methods, and Tables 2, 3, 4, and 5 present the results
obtained. The results are indicated as average metric values. The best results
have been highlighted in bold. Based on the table, several observations can be
made.

– Compared to the multi-view methods, our proposed JMEG method exhibits
superior performance. Across all datasets, JMEG outperforms the other meth-
ods in terms of ACC, NMI, and PUR. These results provide strong evidence
that our JMEG method has significant potential as a multi-view clustering
approach.

– The performance of the multi-view methods reveals that JMEG outperforms
other multi-view methods (PMSC, GFSC, JPG). The primary reason behind
this result is that our JMEG methods consider the segmentation matrix F
based on all of the segmentation matrices of all views and all of the similarity
matrices and construct a graph based on F , and can better exploit the com-
plementary information provided by multiple views. It is worth noting that
JPG consistently performs better than other multi-view clustering. However,
all of these methods are inferior to our proposed JMEG method.

– The experimental results demonstrate that connectivity in JMEG outper-
forms other multi-view clustering methods. The superior performance of
JMEG can be attributed to its ability to consider the γ-efficient neighbors,
which is constructed based on k-nearest neighborhood extracted from our
similarity matrix. By constructing new similarity matrices that of them are
sparse, JMEG is better equipped to leverage the complementary information
provided by multiple views.

Computational Efficiency. Our proposed JMEG method is evaluated for
computational efficiency in this section using running time as a metric. To mea-
sure the running time, we conducted experiments on two datasets. Each method
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Table 2. ACC values of different methods on the six multi-view data sets

Data sets AMGL MLRSSC MSCIAS LMVSC PMSC FGSC JPG JMEG

Reuters1200 0.16 0.45 0.49 0.58 0.40 0.44 0.59 0.61

Hw 0.84 0.76 0.80 0.91 0.83 0.75 0.92 0.94

100Leaves 0.18 0.24 0.28 0.32 0.31 0.34 0.78 0.80

ORL 0.26 0.28 0.33 0.36 0.40 0.38 0.81 0.85

Caltech101-7 0.45 0.37 0.38 0.72 0.75 0.77 0.76 0.78

Caltech101-20 0.30 0.28 0.31 0.53 0.54 0.39 0.55 0.57

Table 3. NMI values of different methods on the six multi-view data sets

Data sets AMGL MLRSSC MSCIAS LMVSC PMSC FGSC JPG JMEG

Reuters1200 - 0.22 0.27 0.33 0.21 0.25 0.44 0.45

Hw 0.87 0.74 0.77 0.84 0.82 0.82 0.86 0.89

100Leaves - 0.19 0.23 0.27 0.26 0.30 0.86 0.90

ORL 0.18 0.31 0.45 0.38 0.56 0.44 0.85 0.89

Caltech101-7 0.42 0.21 0.23 0.51 0.55 0.58 0.61 0.65

Caltech101-20 0.40 0.26 0.31 0.52 0.57 0.58 0.62 0.65

Table 4. PUR values of different methods on the six multi-view data sets

Data sets AMGL MLRSSC MSCIAS LMVSC PMSC FGSC JPG JMEG

Reuters1200 - 0.55 0.66 0.61 0.60 0.59 0.72 0.75

Hw 0.87 0.87 0.86 0.91 0.87 0.68 0.91 0.94

100Leaves 0.53 0.47 0.61 0.68 0.73 0.79 0.80 0.82

ORL 0.61 0.63 0.58 0.65 0.70 0.78 0.75 0.78

Caltech101-7 0.75 0.41 0.44 0.75 0.84 0.89 0.90 0.93

Caltech101-20 0.31 0.30 0.33 0.58 0.57 0.58 0.79 0.81

Table 5. Conn values of different methods on the six multi-view data sets

Data sets AMGL MLRSSC MSCIAS LMVSC PMSC FGSC JPG JMEG

Reuters1200 - 0.07 0.09 0.08 0.17 0.16 0.0.18 0.22

Hw - 0.07 0.09 0.11 0.19 0.17 0.20 0.25

100Leaves - 0.04 0.07 0.06 0.09 0.07 0.15 0.18

ORL - 0.06 0.05 0.06 0.07 0.13 0.09 0.15

Caltech101-7 - 0.07 0.15 0.08 0.11 0.16 0.19 0.21

Caltech101-20 - 0.09 0.15 0.21 0.18 0.58 0.22 0.27

was tested for 5 runs under the same computing environment, and the average
running time was recorded. Figure 1 presents the results, indicating that our
method performs the best among the multi-view methods. Multi-view clustering
algorithms need to handle multiple views simultaneously, which can make them
slower when dealing with cases where only a subset of the data is chosen as
an efficient neighborhood instead of considering all the data. For this reason,
among all the multi-view clustering algorithms, our JMEG method outperforms
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the others. Although the JMEG method needs to optimize multiple variables
alternately, the algorithm converges quickly, as discussed in the next section.

Fig. 1. Running time evaluation of the proposed JMEG method and other comparison
methods on the two data sets

Convergence Analysis. In order to demonstrate the efficacy of the optimiza-
tion strategy utilized for the objective function of our proposed JMEG method,
we present the convergence curves of JMEG across two data sets, as illustrated
in Fig. 2. The x-axis of each subfigure denotes the number of iterations, while
the y-axis denotes the value of the objective function, as defined in Eq. (6)
above. It is evident from the graphs that JMEG converges rapidly for all two
datasets, achieving convergence within only 10 iterations for the Caltech101-7
and Caltech101-20 data sets. This suggests that the proposed JMEG method
provides an optimized solution that is highly efficient.

Fig. 2. Convergence curves on the two data sets

5 Conclusion and Future Work

This research paper introduces a novel approach, JMEG, for multi-view graph
learning that aims to address the poor connectivity problem in sparse multi-
view clustering. JMEG utilizes a pre-processing technique that generates multi-
ple similarity matrices by considering γ-efficient neighbors for each data point.
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Also, these matrices are then combined with segmentation matrices to create
a higher-quality graph structure. Our experimental results on real-world data
demonstrate the effectiveness of JMEG in improving clustering performance.
Future research can explore the potential of combining JMEG with other multi-
view methods to enhance clustering quality, as well as investigate its application
in incomplete multi-view clustering. JMEG provides a promising approach to
addressing the poor connectivity issue in multi-view clustering.

In addition, we aim to enhance the clustering performance of mixed data
that contains various data types, including texts, images, and videos, in the
original data space. To achieve this, we plan to extend the current JMEG method
into a deep neural network in the future. Furthermore, we aim to develop a
more efficient approach that can handle large-scale applications by adaptively
determining the number of clusters and minimizing the impact of the k and γ
values through the utilization of bipartite graph learning.
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Abstract. This paper investigates margin-maximization models for
nearest prototype classifiers. These models are formulated through a
minimization problem, which is a weighted sum of the inverted mar-
gin and a loss function. It is reduced a difference-of-convex optimization
problem, and solved using the convex-concave procedure. In our latest
study, to overcome limitations of the previous model, we have revised
the model in both of the optimization problem and the training algo-
rithm. In this paper, we propose another revised margin-maximization
model by replacing the max-over-others loss function used in the latest
study with the sum-over-others loss function. We provide a derivation
of the training algorithm of the proposed model. Moreover, we evalu-
ate classification performance of the revised margin-maximization mod-
els through a numerical experiment using benchmark data sets of UCI
Machine Learning Repository. We compare the performance of our mod-
els not only with the previous model but also with baseline methods
that are the generalized learning quantization, the class-wise k-means,
and the support vector machine.

Keywords: Nearest prototype classifier · Margin maximization ·
sum-over-others and max-over-others aggregations · Convex-concave
procedure

1 Introduction

A nearest prototype classifier (NPC) is a classification model that utilizes a
(small) number of labeled prototypes arranged in the input space. In this model,
each input vector is assigned the label of its nearest prototype. This model is
attractive because the inference process for an input vector is transparent as
it is based on the selected prototype. Consequently, an end-user can compre-
hend the classification rationale by examining the prototype, which shares the
same attributes as the input vector. This provides a solution for the explainabil-
ity problem commonly associated with machine learning methods. This study
addresses supervised learning methods for NPCs.
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There are several approaches available for learning NPCs. Learning vector
quantizations (LVQs) [5] are well-known NPC learning methods, in which pro-
totypes are iteratively updated in response to classification results of training
data. Sato and Yamada [10] proposed a variation of LVQ known as the general-
ized LVQ (GLVQ). They derived this algorithm by applying the gradient descent
to an appropriate cost function. The introduction of the cost function enhances
stability and controllability of the learning algorithm. Furthermore, GLVQ is
extended to the generalized relevance LVQ (GRLVQ) [4] and the generalized
matrix LVQ (GMLVQ) [11] to overcome the disadvantage of GLVQ that the
distance is isometrically measured in the input space, i.e., attributes are equally
treated.

Recently, the author has also studied optimization-based NPC learning, and
proposed an application of the margin-maximization principle [6,7], which is used
in the support vector machine (SVM). We define a class-wise score function for
input vectors, which is the negated (Euclidean) distance between an input vector
and its nearest prototypes involved in the class. For each labeled input vector,
the score of the true class is required to exceed those of the other classes by
a certain value called a margin. The proposed methods minimize the inverted
margin along with a hinge loss function, which quantifies the extent to which the
constraint is violated for each input vector. The margin can be associated with
the geometric distance between the classification boundary and input vectors.

This margin-maximization problem is formulated as a difference-of-convex
(DC) optimization problem, and addressed using a convex-concave procedure
(CCP) [8]. CCP is an siterative method that updates a tentative solution by
solving a convex approximation of the original problem, linearizing the con-
cave parts of DC functions. This procedure can be likened to a k-means-like
algorithm. For the reduction to the DC optimization problem, we replace the
true-class score function by its square. This replacement introduces an additional
hyperparameter and causes difficulty in controlling the resulting prototype loca-
tions. Hence, in [6], we have revised both of the optimization problem and the
training algorithm to remove the replacement.

When considering our margin-maximization models as a multi-class learning
algorithm, there are alternative loss functions, as discussed in the paper [2]. In
the model of [6], we use the max-over-others loss function, in which the loss of
each labeled input vector is defined by the maximum among the hinge losses of
the true class over the others. In this paper, we propose the margin-maximization
model that employs the sum-over-others loss function. The loss of each vector is
defined by the sum of the hinge losses of the true class over the others. More-
over, we evaluate classification performance of our margin-maximization models
using benchmark data sets in UCI Machine Learning Repository [3]. We compare
the margin-maximization models with the two different loss functions with the
previous version described in [7] and three baseline methods, which are GLVQ,
k-means, and SVM.

This paper is organized as follows. In Sect. 2, we explain the maximum-margin
NPCs including the proposed model as well as those of the previous studies. In
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Sect. 3, we derive the training algorithm of the proposed model, and graphically
show the classification boundary and the prototypes obtained by our models. In
Sect. 4, we conduct the numerical experiment to evaluate classification perfor-
mance of our models including proposed one. In Sect. 5, we provide concluding
remarks.

2 Margin-Maximization Models for Nearest Prototype
Classifiers

We consider a setting of supervised learning. An input space is the n-dimensional
real space Rn, and a set of class labels is defined by C = {1, 2, . . . , c}. A train-
ing data set is composed of labeled input vectors (x1, y1), (x2, y2), . . . , (xm, ym),
where xi ∈ Rn and yi ∈ C. The aim of learning is to construct a classifier
C : Rn → C using the training data set. Let M = {1, 2, . . . ,m} be the index set
of training instances.

In this paper, we focus on classifiers based on prototypes. We arrange p
labeled prototypes (ŵ1, v1), (ŵ2, v2), . . . , (ŵp, vp), where ŵj ∈ Rn+1 is a proto-
type and vj ∈ C is its label. Each prototype consists of v̂j = (wj , bj), where
wj ∈ Rn is an input vector and bj ∈ R+ is a nonnegative bias parameter. bj

controls the effect of this prototype for the classification by the prototypes. Let
P = {1, 2, . . . , p} be the index set of prototypes. The index set associating label
k ∈ C is defined by Pk = {j ∈ P | vj = k}.

For each k ∈ C, we define a score function fk : Rn → R.

fk(x) = − min
j∈Pk

(
‖(x − wj)/s‖2 + (bj)2

)1/2

, (1)

where s is a positive parameter rescaling the input space. Using the score func-
tions, we consider the following classifier C :

C (x) = argmax
k∈C

fk(x). (2)

Combining Eqs. (1) and (2), an input vector x is classified into class k if the
nearest prototype belongs to the class. In the case of a tie, it is classified into an
arbitrary class with the maximum score.

The author proposed the margin-maximization model [7] for nearest proto-
type classifiers. We formulated a margin maximization problem as follows.

minimize
w,b,s>0,ξ

1/s2 + μ/c
∑
i∈M

∑
k∈C

ξik

subject to fyi
(xi) − fk(xi) + ξik ≥ 1, ξik ≥ 0, i ∈ M,k ∈ C,

(3)

where μ is a positive weight for the loss term. The first term is regarded as
a margin, since, under a certain assumption, s can be the minimum difference
between distances from each instance xi to the nearest prototype having the true
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label yi and that having the other labels k �= yi. We remark that the constrains
corresponding to i ∈ M and k = yi are redundant and ξiyi

= 1 always holds,
but it simplifies the formulation. Since ξik is minimized, it is equal to the hinge
loss of instance (xi, yi) in class pair (yi, k).

ξik = max{0, 1 − (fyi
(xi) − fk(xi))}. (4)

Hence, this margin maximization problem minimizes the sum of hinge losses over
the other classes.

The training algorithm in [7] includes a hyperparameter to replace the true-
score function fyi

(xi) with its square. However, the performance of the obtained
classifier is sensitive to that hyperparameter. Hence, to reduce it, we have revised
its training algorithm in [6]. As same as the case of multi-class SVM discussed
in [2], there are variations in the formulation of the margin-maximization model
considering how to aggregate losses. In [6], we have considered the following
formulation.

minimize
w,b,s>0,ξ

1/s2 + μ
∑
i∈M

ξi − η
∑
i∈M

fyi
(xi)

subject to fyi
(xi) − fk(xi) + ξi ≥ 1 − δik, i ∈ M,k ∈ C,

(5)

where δik is the one-hot representation of yi, namely δik = 1 iff yi = k. First, we
add the third term that maximize the sum of the true scores of instances. The
term, introduced from k-means, has an effect that the distance to the nearest
prototype of each instance is minimized. In addition, η is a positive weight for
this term. Each ξi in the second term is equal to the maximum of hinge losses
of instance (xi, yi) over the classes other than yi.

ξi = max
k∈C

{1 − δik − (fyi
(xi) − fk(xi))} (6)

Note that ξi ≥ 0 because 1− δik − (fyi
(xi)−fk(xi)) = 0 when k = yi. This max-

over-others aggregation is simpler than the above sum-over-others aggregation.
In this paper, we also consider the counter-part of (5) reflecting the sum-of-

losses minimization.

minimize
w,b,s>0,ξ

1/s2 + μ/c
∑
i∈M

∑
k∈C

ξik − η
∑
i∈M

fyi
(xi)

subject to fyi
(xi) − fk(xi) + ξik ≥ 1, ξik ≥ 0, i ∈ M,k ∈ C.

(7)

The difference between (3) and (7) is the third term in the objective function.
We solve it by the same way as [6], which is shown in the next section.

3 Training Algorithm

The optimization problems (3), (5), and (7) are not convex. Hence, we refor-
mulate them as difference-of-convex (DC) optimization problems, and apply the
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convex-concave procedure (CCP) [8], which is an algorithm to solve a DC opti-
mization problem.

In [7], to reduce (3) to a DC optimization problem, we approximate the true-
score function fyi

(xi) by the squared one. It has a drawback that an additional
hyperparameter is needed. On the other hand, in [6], we find that (5) can be
reduced to a DC optimization problem without the approximation. Here, we
only discuss the derivation in the case of (7).

3.1 Reduction to a DC Optimization Problem

First, by replacing ξik with (4), we obtain the following unconstrained formula-
tion of (7).

minimize
w,b,s>0

1/s2 + μ/c
∑
i∈M

∑
k∈C

max{fk(xi) + 1, fyi
(xi)} − (μ + η)

∑
i∈M

fyi
(xi)

(8)
Introducing intermediate variables tij for i ∈ M , j ∈ P , and we defined

tij = ‖(xi − wj)/s‖2 + (bj)2. (9)

Additionally, for a vector t = (t1, . . . , tl), we introduce the function of max-of
negated: hmax(t) = max{−t1, . . . ,−tl}. Then, the k-th score function can be
expressed as follows.

fk(xi) = −(−hmax(tik))1/2, (10)

where tik = (tij)j∈Pk
.

fk(xi) in the second term is minimized. We introduce intermediate variable
fik, and add a constraint fik ≥ −(−hmax(tik))1/2. Moreover, this constraint is
expressed as follows.

min
j∈Pk

{tij} ≥ (−fik)2. (11)

We remark that −fik is nonnegative, because it is minimized.
Summarizing the above discussion, the maximum-margin model (7) can be

expressed as follows.

minimize
w,ζ,r,t

r + μ/c
∑
i∈M

∑
k∈C

max{fik + 1, fiyi
} + (μ + η)

∑
i∈M

(−hmax(tiyi
))1/2

subject to min
j∈Pk

{tij} ≥ (fik)2, i ∈ M, k ∈ C

tij − ‖xi‖2r + 2x�
i wj − ζj = 0, i ∈ M, j ∈ P,

rζj ≥ ‖wj‖2, r ≥ 0, j ∈ P,
(12)

where 1/s2 is replaced by r. The last two constraints are obtained by introducing
a variable ζj = (bj)2 + ‖wj‖2r and replacing rwj with wj , removing (bj)2 and
multiplying r in both sides. All of the nonlinear constraints except for the one
of the second constraint are convex. It is an inequality including a DC function:
φi + (−hmax(tiyi

))1/2, because −(−hmax(tiyi
))1/2 is a convex function.
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3.2 Convex-Concave Procedure

We solve the DC optimization problem (12) by CCP. CCP is an iterative algo-
rithm. In each of iteration, the concave part of each DC function is linearized,
and the optimization problem including the linearization is solved. For prob-
lem (12), supposing t̃iyi

is a current solution for variable tiyi
, the concave part

(−hmax(tiyi
))1/2 in the objective function is replaced by

(−hmax(t̃iyi
))1/2 − υ�

i (tiyi
− t̃iyi

), (13)

where υi is a subgradient of −(−hmax(tiyi
))1/2 at t̃iyi

. One of subgradients υi =
(υij)j∈Pyi

is obtained as follows.

υij =

{
−(4tiji)

−1/2 j = ji,

0 otherwise,
(14)

where ji = argmax{−t̃ij | j ∈ Pyi
}. Using −hmax(t̃iyi

) = t̃iji , (13) is expressed
as follows.

(−hmax(t̃iyi
))1/2 − υ�

i (tiyi
− t̃iyi

) = (4t̃iji)
−1/2(tiji + t̃iji). (15)

Hence, the convex approximation of the second constraint of (12) at the current
values is obtained as follows.

− (4t̃iji)
−1/2(tiji + t̃iji) ≥ φi. (16)

However, the linearization (16) is undefined if t̃iji = 0. To avoid it, we assume
bj is not less than a small positive constant δ. We replace b2j with (bj)2+ δ. As a
result, the third constraint of (12) is replace with tij −‖xi‖2r+2x�

i wj − ζj = δ.
Consequently, we solve the following optimization problem in each iteration.

minimize
w,ζ,r,t

r + μ/c
∑
i∈M

∑
k∈C

max{fik + 1, fiyi
} + (μ + η)

∑
i∈M

(4t̃iji)
−1/2tiji

subject to min
j∈Pk

{tij} ≥ (fik)2, ξik ≥ 0, i ∈ M, k ∈ C,

tij − ‖xi‖2r + 2x�
i wj − ζj = δ, i ∈ M, j ∈ P,

rζj ≥ ‖wj‖2, r ≥ 0, j ∈ P.
(17)

This optimization problem can be solved by several existing softwares. The algo-
rithm is terminated if a decrement of the objective function is small. To retrieve
the original parameter (w, b, s) of (1) from a solution (w∗, ζ∗, r∗), we compute
s = 1/

√
r∗, wj = w∗

j /r∗, bj = (ζ∗
j − ‖w∗

j ‖2/r∗ + δ)1/2.

3.3 Initialization

A solution obtained by the convex-concave procedure depends on an initial solu-
tion. We have proposed a method [7] to initialize prototypes wj for the prob-
lem (3) using k-means++ [1]. Furthermore, we have proposed an initialization
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method for the problem (5), in which prototypes wj are obtained by k-means++
and the scale parameter s is also computed by solving (5) with fixed variables.
In this paper, we apply the method of [6] to the problem (7).

After computing prototypes w1, . . . , wp by class-wise k-means++, we con-
sider the following optimization problem, which is a simplified problem of (8).

minimize
s>0

1/s2 + (μ/c)
∑
i∈M

∑
k∈C

max{fik/s + 1, fiyi
/s} − (μ + η)

∑
i∈M

fiyi
/s

(18)
where, abusing notation, we define

fik = −(−hmax(tik))1/2,

and tik = (tij)j∈Pk
, tij = ‖xi −wj‖2. All of fik are constant. Let f̄ =

∑
i∈M fiyi

,
and moreover let r = 1/s. Then, the above optimization problem can be
expressed as follows.

minimize
r≥0

r2 + (μ/c)
∑
i∈M

∑
k∈C

max{fikr + 1, fiyi
r} − (μ + η)f̄ r (19)

Considering the point at which the subgradient is 0, the optimal solution can be
solved analytically.

Let w̄1, . . . , w̄p and s̄ be the values obtained by the above initialization
method. The initial solution (w, ζ, r) of (12) is computed as wj = w̄j/s̄2,
ζj = ‖w̄j‖2s̄2, r = 1/s̄2. The initial values of tij can be computed from wj ,
ζj , and r.

3.4 Example

We graphically show prototypes and classification boundaries of three maximum-
margin nearest prototype classifiers (MM-NPCs), listed below, trained for an
artificial data set.

– MM-NPC(P): Solve (3) by the algorithm in [7].
– MM-NPC(M) (MM-NPC with the max-over-others loss function): Solve (5)

by the algorithm in Sect. 3 (see [6]).
– MM-NPC(S) (MM-NPC with the sum-over-others loss function): Solve (7)

by the algorithm in Sect. 3.

Additionally, we show those of a k-means-based nearest prototype classifier (KM-
NPC), in which prototypes are obtained by applying k-means++ to the training
instances for each class.

The result is shown in Fig. 1. The data has three classes identified in different
colors. MM-NPC(M) and MM-NPC(S) successfully classify the data, and more-
over their prototypes are placed in dense regions as expected. However, some
of prototypes of MM-NPC(P) move to unexpected places far from initial places
given by k-means++.
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Fig. 1. Prototypes and classification boundaries of KM-NPC and MM-NPCs displayed
on an artificial three-class data set.

4 Numerical Experiment

We compare three MM-NPCs (MM-NPC(S), MM-NPC(M), M-NPC(P)) with
baseline methods. As baseline methods, we use two naive methods of nearest
prototype classifiers (NCPs), that are GLVQ [10] and KM-NPC. Additionally,
we show the performance of a support vector machine (SVM), that is one-versus-
the-rest SVM with the RBF kernel.

All of the training algorithms are implemented in MATLAB. The optimiza-
tion problems in MM-NPC(S), MM-NPC(M), MM-NPC(P), and SVM are solved
by MOSEK [9]. An implementation of GLVQ is found in https://www.cs.rug.
nl/~biehl/mcode.html.

Here, we explain hyperparameter settings in this experiment. For the five
NPC methods, we need to set the number d of prototypes, which is varied in
{1, 2, . . . , 5}. For MM-NPC(S), MM-NPC(M), MM-NPC(P), and SVM, there is
the weight μ for loss functions, which is varied in {1, 10, 100}. The approximation
parameter τ for the true-score function used in MM-NPC(P) (see [7]) is varied
in {0.1, 1, 10}. The weight η for the true-score function used in MM-NPC(S) and

https://www.cs.rug.nl/~biehl/mcode.html
https://www.cs.rug.nl/~biehl/mcode.html
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MM-NPC(M) is fixed to 0.001 × μ. The scale parameter σ of the RBF kernel is
varied in {1, 2, 10, 20, 100, 200, 1000, 2000}.

We use four benchmark data sets obtained form UCI Machine Learning
Repository [3]: “Iris” (iri), “Wine” (win), “Breast Cancer Wisconsin (Original)”
(bre), and “Ionosphere” (ion).

For each method and each data set, we measure the average of classification
errors by 5 times of 10-fold cross-validations. A classification error is a ratio of
the number of misclassified instances to the total number in a validation data
set. That is, if m is the total number of instances and e1, . . . , e10 are the numbers
of misclassified validation instances for 10 trials of 10-fold cross-validation, then
the classification error is (e1 + · · · + e10)/m × 100.

Table 1 shows results of this experiment. Results for each data set is sum-
marized in each two rows starting with the name. Each value in the first row is
an average classification error, which is the lowest value among hyperparame-
ters examined in this experiments. The selected hyperparameter is shown in the
second line.

In the view of classification performance, MM-NPCs are better than GLVQ
and KM-NPC. However, we should remark that GLVQ is not completely tuned,
so there is a possibility that the performance of GLVQ is improved more. On the
other hand, SVM outperforms MM-NPCs in win and ion, while MM-NPCs is
better in bre. Hence, we can say that MM-NPCs have classification performance
comparable with kernel SVMs. We cannot say which methods among MM-NPCs
is the best. We prefer MM-NPC(M) in the view of computational cost, however
there is a possibility that MM-NPC(S) is better for other data sets.

Table 1. Classification errors and selected parameters

Data MM-NPC(S) MM-NPC(M) MM-NPC(P) GLVQ KM-NPC SVM
(d, μ) (d, μ) (d, μ, τ) (d) (d) (σ, μ)

iri 2.53 2.67 2.40 3.73 2.67 2.67
(4,1) (1,1) (3,10,1) (3) (4) (2,1)

win 2.14 1.69 2.02 2.92 2.92 1.35
(1,1) (1,1) (2,1,10) (2) (1) (2,1)

bre 2.69 2.90 2.78 3.63 3.51 3.13
(5,10) (1,1) (3,100,10) (5) (1) (200,10)

ion 11.05 10.94 11.51 13.45 14.25 5.13
(5,10) (5,1) (4,1,1) (5) (5) (2,1)

5 Conclusion

In this study, we present the margin-maximization model for NPCs using the
sum-over-others loss function. The training algorithm is derived by transform-
ing the model into a DC optimization problem, which is then solved using CCP.
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Moreover, we discuss the procedure to provide an initial solution for CCP. This
derivation is largely based on our recent study [6], in which we made revisions to
the margin-maximization model to eliminate the approximation of the true-class
score function. Moreover, we graphically display the obtained NPCs for the two-
dimensional artificial data set. It show that the (revised) margin-maximization
models successfully classify the data, while locate the prototypes within the
dense region of the data. In the numerical experiment, we compare the margin-
maximization models (MM-NPC(S) and MM-NPC(M)) with our previous model
(MM-NPC(P)) and three baseline algorithms (GLVQ, KM-NPC, and SVM)
across four benchmark data sets. The result reveals that our models outper-
form two naive NPC learning algorithms (GLVQ and KM-NPC) in terms of the
classification error of the cross-validation.

In the future work, we plan to propose fuzzification of the score function.
Justification of our models by a generalization bound for NPCs is also included
in the future work.

Acknowledgements. This work was supported by JSPS KAKENHI Grant Number
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Abstract. Predicting stock prices through machine learning is a highly
anticipated research area. Previous studies have shown improved accu-
racy in stock price prediction using machine learning, and this study also
reported a high degree of accuracy. However, the amount of past data
is limited, and the psychological and subjective factors of traders are
also involved, and it is still a field with many problems. The effects of
weather on human psychology have already been studied and shown to
have the potential to affect the psychology of stock traders. In this study,
we proposed a new data generation method that takes into account the
psychological effects of weather. In detail, image data combining stock
price data and weather data were created and trained using a convo-
lutional neural network (CNN). Then, by confirming the validity of the
method, we confirmed that weather data can provide clues for predicting
stock price fluctuations.

Keywords: Sunny Effect · Stock Price Volatility Forecast · CNN

1 Introduction

In recent years, research on stock price forecasting has been conducted not only
from the traditional economics and statistics perspectives, but also by using
machine learning due to advances in AI technology. Ikeda and Hayashida at
the University of Kitakyushu have examined stock price prediction using deep
learning [1], and Takagi and Takanobu at the Chiba Institute of Technology have
studied the utility of AI for the foreign exchange market, which has strong affin-
ity with stock prices [2]. As described above, expectations for market forecasting
using machine learning are generally high, but although some research has pro-
duced results, there are still many challenges in this area, such as insufficient
learning due to the limited number of historical data.

We focused on the impact of weather on stock traders and explored the possi-
bility of using machine learning to improve the accuracy of stock price forecasts.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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There have been several studies on the effects of weather on human psychology,
including a study that proved a correlation between climatic conditions and the
number of suicides and that lack of adaptation to climate causes negative behav-
ior [3], and a study that proposed the consideration of external weather factors
in psychiatric disorders based on the monthly variation in the number of psychi-
atric emergency hospitalization cases [4]. Among them, studies focusing on the
psychology of stock traders in particular have attracted widespread attention,
especially in the 2000 s, including a study that proved the “sunny weather effect”
[5], which is well known in Japan, and a study that investigated the relationship
between the phases of the moon and the market [6].

With the premise that stock price fluctuations are influenced by both weather
conditions and traders’ psychology, we explore the utility of employing two types
of data for machine learning: historical stock price data and historical weather
data. We employed a convolutional neural network to facilitate learning the
spatial relationship between stock price graphs and weather data, aiming for
efficient analysis.

2 Stock Prices and Psychology, Forecasting

Stock prices are one of the most important indicators for understanding eco-
nomic conditions, and have therefore been the subject of research from vari-
ous academic perspectives. In addition, research on stock price prediction using
machine learning has been active recently, and many researchers are working on
it and have produced research results.

Factors that cause stock prices to fluctuate are mainly classified into two
categories: internal factors of the company (e.g., the state of corporate perfor-
mance, the development, announcement, and launch of new products, mergers
and acquisitions, restructuring, and corporate scandals) and external factors of
the company (e.g., stock index, interest rate, currency, and price changes, wars
and political changes abroad, and natural disasters). The latter, or external fac-
tors, have a particularly strong effect on short-term price movements, and the
results of stock trades by traders have a large impact on stock prices.

In addition, individual traders, especially those who specialize in stock trad-
ing, predict the price movements of stocks several hours later or the next day
based on the day’s stock price chart, and repeat trading several times a day,
and these predictions are mostly based on price movement trends rather than
economic trends. The state of stock trading by these traders has a large influence
on hourly and daily stock prices, and is considered one of the pivot determinants
in short-term stock price prediction.

Research approaches to stock price prediction have been conducted in various
fields. These include studies based on the hypothesis that stock prices will rise
if there are many positive contributions in news texts [7], studies that predict
stock prices using words in newspaper articles [8], and studies that explore the
correlation between box-office revenues of hit movies and stock prices [9], not
only from an economic perspective.
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In addition to these studies that investigate the relationship between stock
prices and social conditions, many studies dealing with the relationship between
weather and stock prices were conducted mainly in the 2000 s. A representative
example is a study by Hideaki Kato (2004) [5], who proved the “sunny weather
effect” that stock prices tend to rise on sunny days. He researched the Nikkei
Stock Average for the past 40 years and the cloud cover on thoes days, and showed
that there was a correlation between the two. Furthermore, a study conducted
at York University in Canada [10] showed that stock prices are less likely to rise
when temperatures rise, and a study in the United States [6] showed that stock
prices are more likely to rise during the period around the new moon than during
the period around the full moon. Hence, it has been proven in several previous
studies that the psychological impact of weather on traders’ trading decisions is
one of the important factors in stock price forecasting.

In 2017, a study was conducted by the University of Tokyo using a convolu-
tional neural network (CNN) to learn stock price chart images and predict the
rise and fall of stock prices in 30min [11]. The output result from the CNN in
this study showed a correct response rate of 52.5%, which was more accurate
than random trading as a prediction for two items. A similar study [12] was con-
ducted in 2019 using stock price candlestick images for CNNs, where the correct
response rate for stock prices 5min ahead was 63.3%, proving the usefulness of
the machine learning approach for stock price prediction. Although there is a
gap in accuracy between the two approaches due to differences in the number of
data and the training structure, the results are both positive.

Ikeda, who conducted the latter study, has since verified further improvement
in accuracy using ensemble learning and volume graphs [13], and the accuracy
reached 70.7%. In a study of predicting stock price volatility by machine learn-
ing [14], he used RNN and LSTM to output results close to those obtained by
conventional computation of volatility. Thus, multiple studies have shown the
value of stock price prediction by machine learning.

3 Proposed Method

A neural network that predicts the magnitude of stock price fluctuations on
the following day is constructed by training a single image of daily stock prices
and weather data. Each image is prepared as a 40× 40 pixel png file (Fig. 1,2),
with the closing price of the stock for the previous 40 trading days counted
from that day (the final stock price on that day) placed as a dot. The image
data was created using historical data of the S&P 500, with the horizontal axis
representing the date and the vertical axis representing the closing price of the
stock, and the daily price movements were colored in black. In order to keep the
image size uniform regardless of the size of the price movement, the image was
scaled down or up so that the largest value was at the bottom and the smallest
value at the top over a 40-day period. The weather data for each day were set
as the background of the stock price data, and the RGB images (R - mean
temperature, G - temperature difference, B - precipitation; min = 0.0, max =
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1.0) are shown (Fig. 2). In order to distinguish the black color (R=0, G=0, B=0)
of the stock prices, the RGB values of the weather data were adjusted to be as
balanced as possible within the range of 0.5 to 1.0, so that colors close to black,
indicating stock prices, are not displayed (if the value exceeds the range of 0.0
to 1.0, the value is set to 0.0 and 1.0 respectively). The formula is as follows.

R: (average temperature(◦C)+20)/100+0.5
G: (maximum temperature(◦C)-minimum temperature(◦C))/40+0.5
B: precipitation(mm)/4+0.5

Since the weather data provided by the Japan Meteorological Agency (JMA)
includes variations in observation points, the cities selected for weather data
extraction in the validation of the S&P500 were selected from the daily weather
data published by the JMA for 400 cities in the North American continent, with
100 cities before and 300 cities after Key West (location number 72201). In this
study, the city-by-city data were converted into 2 × 2 pixel image data, which
were displayed in 400 20 × 20 cells to create a background of the same size as
the image of stock price fluctuations (Fig. 2).

Fig. 1. Without weather data Fig. 2. With weather data

We devised such a data generation method to flexibly respond to the
increase/decrease and regional nature of weather data stations, while taking
advantage of the effectiveness of CNNs that has been demonstrated in existing
studies.

4 Experimental Setup

The purpose of this study is to measure the usefulness of weather data for pre-
dicting stock price fluctuations. We used image data generated from weather
data (average temperature, temperature difference, and precipitation) for 400
cities in the North American continent and a stock price index (S&P 500) in the
United States to learn from CNNs and measure the accuracy of the fluctuation
prediction. The S&P500 is a stock price index derived from the stock prices of
500 companies that represent the United States in various fields, and was chosen
as the subject of the study because it is less affected by stock price fluctuations
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due to internal effects, which can be considered as noise. In addition, since many
of the traders who have a strong influence on the short-term price movements of
the S&P 500 reside in the United States, historical weather data from the North
American continent was used for verification.

Table 1. CNN parameters after optimization

Layer Type Input OutMaps KernelShape OutShape

MaxPooling 3,40,40 3,2 1,20,40
Convolution 1,20,40 16 4,6 16,17,35
MaxPooling 16,17,35 2,2 16,8,17
Tanh 16,8,17 16,8,17
Convolution 16,8,17 16 5,5 16,4,13
MaxPooling 16,4,13 2,2 16,2,6
Tanh 16,2,6 16,2,6
fully-connected 16,2,6 100
Tanh 100 100
fully-connected 100 1
Sigmoid 1 1

Daily image data was created from S&P 500 stock prices for the past 715 days
(2018/03/01 to 2020/12/31 excluding non-trading days) and weather data for
400 cities in the North American continent for the same period published by
the Japan Meteorological Agency. The data set is relatively small because the
JMA has limited observation data available and it was not possible to obtain data
with the same accuracy in the past. As a preliminary experiment, some forecasts
were made for the next day’s stock price increase or decrease, but neither the
existing method nor the proposed method could be learned, probably due to the
small number of data and large bias. Since the ratio of stock price fluctuation
predictions for the next day differed between increases and decreases, and size
adjustments were necessary, this time, in order to make a simple comparison,
we used the discriminant predictions of stock price fluctuation, that is, “more
than ±0.5% (161 decrease + 220 increase, 54%)” or “less than ±0.5% (334 cases,
46%)” of the large or small changes in the stock price.

In this experiment, image recognition using CNN was performed using the
Neural Network Console (NNC) provided by Sony, and stock price prediction
was verified. In this experiment, the network structure and other parameters of
“binary_cnn.sdcproj,” a template project inherent in NNC, were used as is, and
the network was optimized from there. Table 1 shows the parameters after opti-
mization for the dataset using meteorological data (listed from top to bottom in
order of proximity to the input layer). The loss function is BinaryCrossEntropy
and the batch size is 64. The optimization algorithm uses Adam, with param-
eters α = 0.001, β1 = 0.9, β2 = 0.999, andε = 10−8. For training and testing,
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we created a dataset of S&P500 only (sp-n group) and a dataset of S&P500
and weather (sp-w group). In addition, we prepared a dataset of S&P500 and
average temperature (sp-kion group), S&P500 and temperature difference (sp-
kandan group), and S&P500 and precipitation (sp-kousui group) to verify the
most influential weather indicators.

5 Experimental Results and Discussion

Using the data from 2018/03/01 to 2020/09/30 (651 cases (345 cases of large
variation + 306 cases of small variation)) as training data and having the data
from 2020/10/01 to 2020/12/31 (64 cases (36 cases of large variation + 28 cases
of small variation)) predicted, the proposed method (sp-w group). The correct
response rate (the percentage of data predicted to be positive or negative that
actually were) was 70.31% for the proposed method (sp-w group), and 60.93%
for the S&P 500-only data set (sp-n group). Incidentally, the logistic regression
hardly learned anything, with 53.12% of the data. In addition, a comparison
of (sp-kion group), (sp-kandan group), and (sp-kousui group) using the same
network structure showed that the highest accuracy in predicting stock price
fluctuations was achieved by using precipitation, at 57.81%, 56.25%, and 64.06%,
respectively.

The results of learning with each of the divided weather data (average tem-
perature, temperature difference, and precipitation) were compared, and the
characteristics of each weather data in this study were clarified as described
above. The learning results with the average temperature and temperature dif-
ference data in the network structure after optimization with the weather data
set are less accurate than those with the stock price data alone, and these are
not expected to have a direct relationship with stock price fluctuations. The
only training with precipitation data showed higher accuracy than the training
with stock prices alone. We believe that precipitation is a particularly important
feature of the high accuracy when all weather data are used. Therefore, it can be
inferred that there is a strong relationship between the amount of precipitation
and the amount of fluctuation in stock prices, and that this relationship led to
the large improvement in forecast accuracy.

Thus, the usefulness of weather data in predicting stock price fluctuations
was mainly driven by the accuracy of precipitation data. In other words, weather
conditions, such as rainfall or non-rainfall, are strongly related to stock price
fluctuations. However, there are still many shortcomings to strongly support
this theory, because the number of data is small, the learning is not sufficient,
and seasonal effects can be expected, especially for average temperature, which
means that trends (sudden rises and falls in stock prices) may have occurred
during periods of low temperatures.

6 Conclusion

In this study, we devised a method for using weather data in machine learning to
predict future stock price fluctuations, and investigated its usefulness. We used a
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stock index (S&P500), which is actively traded by traders, as the research target,
and used weather data for the regions where the target stocks are located. As a
result, for the S&P 500, the accuracy of the prediction of stock price fluctuations
was improved by using weather data, and values that support the hypothesis
were obtained. In addition, the weather data were divided and compared in
terms of average temperature, temperature difference, and precipitation, and it
was confirmed that the precipitation data in particular had a significant effect
on improving the accuracy of the forecasts.

Future research issues include optimizing the selection of regions from which
to extract weather data for specific stock price indices, increasing the number of
data, and validating the results by increasing the number of data and reducing
the influence of temporary trends. In addition, since seasonal changes in market
conditions [15] can be considered to have a considerable influence on the exper-
imental results, learning with time-specific data is also an item to be verified in
the future.
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Abstract. This paper proposed a new classification method using a rule
table and demonstrated how to derive the rule table from the Rakuten
Travel dataset that represents real-world datasets and how to use it
for classification problems. The usefulness of the proposed method was
shown using the classification rate referring to the random forest method.
The proposed rule table concept showed the expansion of the if–then rules
induced by the previous statistical test rule induction method including
basic rules called trunk rules behind the dataset and the usefulness for
various levels of rule description for real-world datasets.

Keywords: decision table · if-then rule · classification problem ·
random forest · principle of incompatibility

1 Introduction

With the growth of various network societies, numerous electric datasets are
generated and stored for use under different policies and/or business strategies,
and such datasets are often arranged in each suitable form for the application.
This paper considered a Rakuten Travel dataset (R-dataset) [1,12] which is a
real-world dataset (RWD) of questionnaire surveys with the accommodation
(object) rating some feature items of each object and its overall category, and
a typical decision table (DT) in the field of the Rough Sets (RSs) [2]. This
paper proposed a new method for arranging the R-dataset into a rule table
(RT), presenting the relationships between the feature items of each object and
the overall category, and applying these relationships for classifying a new object
into its belonging overall category. The classification results were evaluated using
the random forest (RF) [3].

In addition, as mentioned in the principle of incompatibility [4], accurate
arrangement and/or summarization against the dataset as well as the compre-
hensive expressions for decision making are necessary to support real-world activ-
ities. However, the arrangement using the RT was too complex for human beings,
as also in the case of RF, and lost comprehensibility. After showing that the RT
includes if-then rule candidates (RCs) with a proper statistical significance level
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induced by the previous statistical test rule induction method (STRIM) [5–20]
and RCs without it, the former RCs were also pointed out including the intu-
itively comprehensive basic rules. These three types of RCs in the dataset can
organize the rule set, balancing accuracy and comprehensibility depending on
the target matter. Meanwhile, RF does not provide such knowledge or informa-
tion behind the dataset, although it remains a useful method for classification
problems. In this way, the usefulness of the proposed method was confirmed.

2 Conventional RS and Its Rule Induction Method

The R-dataset is a typical DT in the field of the RSs [2] and the DT is for-
mulated with an observation system S as follows: S = (U,A = C ∪ {D}, V, ρ),
where U = {u(i)|i = 1, ..., N = |U |} is a dataset, u(i) denotes an object in a
population, A denotes a set of given attributes of U , C = {C(j)| j = 1, ..., |C|}
denotes a set of the condition attribute C(j), and D denotes a decision attribute.
Meanwhile, V denotes a value set of the attribute, i.e., V =

⋃
a∈A Va, where

Va denotes the set of values for an attribute a and ρ : U × A → V is called
an information function. For example, let a = C(j) (j = 1, ..., |C|), then
Va = {1, 2, . . . ,MC(j)}. If a = D, then Va = {1, 2, . . . ,MD}. Corresponding
relationships with the R-dataset are given as follows: |C| = 6, A = {C(1) =
Location, C(2) = Room, C(3) = Meal, C(4) = Bath (HotSpring), C(5) =
Service, C(6) = Amenity, D = Overall}, and Va = {1 : Dissatisfied, 2 :
Slightly Dissatisfied, 3 : Neither Dissatisfied nor Satisfied, 4 :
Slightly Satisfied, 5 : V ery Satisfied}, a ∈ A , i.e., |Va=D| = MD =
|Va=C(j)| = MC(j) = 5.

The conventional RS theory finds the following subsets of U through C and D:

C∗(Dd) ⊆ Dd ⊆ C∗(Dd). (1)

Here, C∗(Dd) = {ui ∈ U |[ui]C ⊆ Dd}, C∗(Dd) = {ui ∈ U |[ui]C ∩ Dd �=
∅}, [ui]C = {u(j) ∈ U |(u(j), ui) ∈ IC , ui ∈ U} , and IC = {(u(i), u(j)) ∈
U2|ρ(u(i), a) = ρ(u(j), a),∀a ∈ C}, where [ui] denotes the equivalence class
with the representative ui induced by the equivalence relation IC , and Dd =
{u(i)|(ρ(u(i),D) = d}. In equation (1), C∗(Dd) and C∗(Dd) are called the lower
and upper approximation of Dd, respectively, and (C∗(Dd),C∗(Dd)) is the rough
set for Dd. Being found C∗(Dd) = {u(i)| ∧j (ρ(u(i), C(j)) = vjk

)} by using the
DT, the following if–then rule with necessity is obtained using the inclusion
relation in equation (1): if CP then D = d, where the condition part (CP ) is
specifically CP = ∧j(C(j) = vjk

). Similarly, the if–then rule with possibility is
induced using C∗(Dd). Thus, the conventional RS theory derives relationships
between C = (C(1), . . . , C(6)) and D. The specific algorithm and RSs can be
respectively referred to in the literature [2,21].

However, in most cases, u(i) = (uC(i), uD(i)) is randomly collected from a
population of interest so that the attribute values uC(i) = (vC(1)(i), ..., vC(6)(i))
(vC(j)(i) (∈ VC(j))) or uD(i) = vd(i) (∈ VD) follow random variations. The col-
lection of the dataset from the same population indicates that U will variate
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Fig. 1. Data generation model: Rule Box contains if-then rules and Hypotheses regulate
how to apply rules for Input and transform Input into Output.

such that the corresponding induced rules also variate since the conventional
RS theory directly uses the DT attribute values [5,8,13]. As a result, the rules
induced by the conventional RSs do not fulfill the function, e.g., for the classi-
fication problem. In statistics, C(j) and D are recognized as random variables,
and vC(j)(i) (∈ VC(j)) and vd(i) (∈ VD) are their respective outcomes. The con-
ventional RS theory lacks these statistical views and does not have a model for
collecting the DT values.

3 Outlines of Data Generation Model

The previous STRIM proposed a data generation model as shown in Fig. 1 in
which Rule Box and Hypotheses transformed an input uC(i) into the output
uD(i). Here, Rule Box contains pre-specified if-then rules and Hypotheses reg-
ulate how to apply those rules for the input and transform the input into the
output. The model was used for generating a dataset on a simulation exper-
iment as follows: (1) specifying some proper if-then rules in Rule Box, (2)
randomly generating an input and transforming it into the output based on
those rules and Hypotheses, (3) repeating (1) and (2) N times and forming
U = {u(i) = (uC(i), uD(i))|i = 1, ..., N = |U |}. The generated U was used for
investigating the rule induction abilities by applying it for any rule induction
method (see details [5–20]). The previous STRIM [20] could induce the pre-
specified rules while the rules induced by the method like RSs [15,21], CART
[14,22] or association rule [19], [23] included a lot of meaningless rules and hardly
corresponded with the pre-specified rules.

4 Introduction of RT and Its Application for Classification
Problem

The validity and usefulness of the previous STRIM have been confirmed in sim-
ulation experiments which generate the dataset obeying pre-specified rules, that
is, a well-behaved dataset. This paper newly expanded Rule Box and Hypothe-
ses in Fig. 1 so as to adapt the R-dataset as one of RWD which includes an
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ill-behaved dataset caused by various raters with different rating standard, and
investigated its rule induction abilities. Generally, the result of the rule induc-
tion from an RWD cannot be directly ascertained and increases the complexity
of rules’ description. This paper investigates the ability in the classification prob-
lem having the complimentary relation to the rule induction problem in which
induced rules directly affect the classification rate.

Let there be a new relationship between C(j) (j = 1, ..., 6) and D by using the
R-dataset. This section shows how to form the RT and apply the new relationship
for a classification problem. The R-dataset of N= 10,000 was first formed by
randomly selecting 2,000 samples, each of D = m (m = 1, . . . , 5) from about
400,000 surveys in the 2013–2014 dataset. The R-dataset was randomly divided
into two groups. One is the RL-dataset with NL=5,000 for learning the R-dataset
and the other is the RC-dataset with NC=5,000 for the classification experiment.

Regarding the learning process, let us consider a specific example of learning
data: (C(1), . . . , C(6),D) = (1, 2, 3, 4, 5, 1, 3). This data can be derived by an
if–then rule: if CP = (C(1) = 1) ∧ (C(2) = 2) ∧ (C(3) = 3) (hereafter denoted
with CP = (123000)) then D = 3. This rule is called the rule with rule length 3
(RL = 3) as it involves three conditions. Assuming RL = 3, CP = (023400) can
be considered another RC. Thus, all the RCs with RL = 3 in this example can
be 6Cr|r=3 = 20 different ways. Accordingly, all the possible RCs with RL = 3
is 6Cr(5)r|r=3 = 2, 500. The RL-dataset was arranged in the RT with RL = 3
(RT (r = 3)) as shown in Table 1. The first row of the table (1,2,3) = (1,1,1) rep-
resents the CP : (C(1) = 1) ∧ (C(2) = 1) ∧ (C(3) = 1). Meanwhile, (79,0,0,0,0)
is the frequency distribution of D satisfying the condition in the RL-dataset. In
other words, D = 1 represent the maximum frequency (if there are the same fre-
quencies, D is randomly selected between them). Most of the distributions of D
in Table 1 widely fluctuate corresponding to the same CP , which was caused by
different raters with varying standards. If an RC has a frequency of (0,0,0,0,0), it
is called the empty RC. In Table 1, each RC is called a sub-rule of the RT. In addi-
tion, by using the RT (r), the rule set ∪|C|=6

r=1 RT (r) includes all the rules behind
the RL-dataset. This RT is the newly expanded Rule Box in Fig. 1.

With respect to the classification process of transforming an input uC(i) into
the outputuD(i), sub-rules of 6Cr|r=3 = 20 that match the input pattern should
be considered to adapt to different rating standards. Therefore, this paper adopted
the vote of each sub-rule’s output. Figure 2 provides a specific example where the
input uC(i) = (4, 5, 1, 4, 4, 3) (uD(i) = 4) is classified by 20 sub-rules with RL = 3
using the RT in Table 1. In the first row, the input values (C(1) = 4, C(2) =
5, C(3) = 1) correspond to the CP of the sub-rule: (1,2,3) = (4,5,1) in the RT.
It is classified as D = 1 by selecting the maximum frequency. Similarly, in the
19th row, D = 2 or 3 is randomly selected. By arranging non-empty cases (i.e.,
deleting empty sub-rules) and by counting the votes, the maximum frequency is
9 at D̂ = 4, which is the final result that happens to coincide with uD(i). In the
case of same values, one of them is randomly selected. These processes are the new
Hypotheses in Fig. 1.
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Table 1. Example of RT with RL = 3 of the RL-dataset.

Condition Part
(C(j1), C(j2), C(j3))(j1 <
j2 < j3) (j1, j2, j3) =
(k1, k2.k3)

Frequency of
D(n1, n2, ..., n5)

Decision Part D

(1,2,3) = (1,1,1) (79, 0, 0, 0, 0) 1

(1,2,3) = (1,1,2) (9, 2, 0, 0, 0) 1

(1,2,3) = (1,1,3) (9, 0, 0, 0, 0) 1

... ... ...

(1,2,3) = (5,5,5) (8, 6, 4, 28, 445) 5

(1,2,4) = (1,1,1) (82, 1, 0, 0, 0) 1

... ... ...

(1,2,4) = (5,5,5) (10, 9, 5, 19, 393) 5

... ... ...

(4,5,6) = (1,1,1) (188, 17, 0, 0, 0) 1

... ... ...

(4,5,6) = (5,5,5) (4, 5, 5, 23, 409) 5

Fig. 2. Example of classification process by RT with RL = 3

5 Classification Experiments on R-Dataset Using RT
and Comparison With RF

The RT accompanied with the classification method proposed in Sect. 4 was
applied for the R-dataset to investigate its ability and confirm the usefulness. The
experiment was executed for every RT (r) (r = 1, . . . , 6) as follows: 1) composing
RT (r) using the RL-dataset, 2) forming the classification dataset by randomly
sampling Nb = 500 from the RC-dataset, 3) classifying the Nb dataset according
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to the classification process (see Fig. 2), and 4) repeating the previous three
procedures by Nr = 50 times. Table 2 summarizes one of the results classified
by RT (r) (r = 1, . . . , 6) with (mRT (r), SDRT (r)) [%]. Here mRT (r) and SDRT (r)

denote the Nr times mean of the classification rate and its standard deviation,
respectively. The following represents the comparisons between the results by
RT (RL = r) ( r = 1, . . . , 6):

(1) When RL is small, sub-rule accuracy tend to be low, while their cover-
age tends to be high. Consequently, there are rarely any empty sub-rules,
and the frequency distribution bias of D is low, leading to a lower clas-
sification ability. Here, accuracy = |U(d)

⋂
U(CP )|/|U(CP )| = P (D =

d|CP ), coverage = |U(d)
⋂

U(CP )|/|U(d)| = P (CP |D = d), U(d) =
{u(i)|uD=d(i)}, U(CP ) = {u(i)|uC(i) satisfiesCP}.

(2) When RL becomes too high, the sub-rule accuracy tend to increase, while
the coverage decreases. Consequently, there are many empty sub-rules, lead-
ing to a decrease in the classification ability.

(3) Suppose that Xr1 ∼ N(μr1, σ
2
r1) and Xr2 ∼ N(μr2, σ

2
r2). Here, Xr1 and Xr2

denote random variables of the classification rate by RT (r1) and RT (r2),
respectively. The Nr times mean Xr1and Xr2, and their normalized differ-
ence Xr1 − Xr2 is given as follows

Z =
Xr1 − Xr2 − (μr1 − μr2)

(
σ2

r1
Nr

+ σ2
r2

Nr

)0.5 . (2)

Under null hypothesis H0: μr1 = μr2, Z = Xr1−Xr2(
σ2

r1
Nr

+
σ2

r2
Nr

)0.5 ∼ N(0, 1).

For example, placing Xr1 = mRT (4), σr1 = SDRT (4), Xr2 = mRT (3),
σRT (3) = SDRT (3), z =2.83 with p-value = 2.31E-3, resulting in the rejec-
tion of H0, i.e., statistically μRT (4) > μRT (3).

Accordingly, RT (r = 4) was used for the classification experiment in the RC-
dataset due to the highest classification rate. Table 3 presents one of the results
classified by RT (r = 4), arranged as the confusion matrix of all the datasets
(500 × 50). For example, the first row shows the total data number of D = 1 is
(3,827+1,032+95+66+52) = 5,072, the rate classified D = 1 is 3,827/5,072 =
0.755, D = 2 is 1032/5,072 = 0.203, and the class error is 0.245.

The same experiment was conducted for the same RL-dataset and RC-dataset
by RF for comparison with the classification results by the RT method. Specif-
ically, the same RL-dataset was first used for the learning RF model as shown
in Fig. 3: classmodel = randomForest(x, y, mtry = 2). Here, the function: ran-
domForest is in the R-language library [24], {uC(i) ∈ RL-datase} was set to x,
and {uD(i) ∈ RL-datase} was set to y after changing their data classes appro-
priately. The parameter mtry = 2 was found to be the least error rate of out of
bag (OOB) in the preliminary experiment. Figure 3 shows one of the outputs of
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Table 2. Summary of classification experiment for R-dataset by RT (r), RF and tr-
STRIM.

r RT (1) RT (2) RT (3) RT (4) RT (5) RT (6) RF tr − STRIM

(mr, (56.0, (63.0, (67.4, (68.6, (65.2, (56.1, (68.6 (60.5,

SDr) 2.08) 2.07) 2.09) 2.25) 1.95) 2.16) 1.70) 2.12)

Table 3. Results of R-dataset classification experiment by RT (r = 4).

D 1 2 3 4 5 class error

1 3827(0.755) 1032(0.203) 95(0.019) 66(0.013) 52(0.010) 0.245

2 1336(0.266) 2718(0.542) 770(0.153) 155(0.031) 38(0.008) 0.458

3 169(0.034) 994(0.203) 3099(0.632) 575(0.117) 67(0.014) 0.368

4 30(0.006) 86(0.017) 750(0.147) 3412(0.670) 813(0.160) 0.330

5 8(0.002) 6(0.001) 61(0.012) 739(0.150) 4102(0.834) 0.166

“classmodel” is (729 + 201 + 32 + 15 + 11) = 988 for the dataset of D = 1 and
class error = (201+32+15+11)/988 = 0.262. Table 4 corresponding to Table 3
shows one of the results of the classification experiment by the RF implemented
in Fig. 3 and each class error is similar as that in Fig. 3. The Nr times mean
rate of the classification rate and its standard deviation was (mRF , SDRF ) =
(68.6,1.70) [%], as shown in Table 2.

The comparison of the classification results of the R-dataset between RT (r =
4) and RF revealed no significant difference between μRT (4) > μRF and μRT (4) <
μRF using equation (2) (z = 0.075), indicating that μRT (4) = μRF for time being.
Figure 4 also shows the comparison of class errors with D between Table 3 (by
RT (r = 4)) and Table 4 (by RF) which shows the same tendency and both
appears to execute the classification based on the close rules each other. RF
is also one of the classification methods which uses the voting result through
a large number of decision trees with randomly selected variables to decrease
the correlation among those decision trees, improving the CART method by
constructing a tree structure [3,22]. However, the difference between them is
that the RT explicitly induces rules whereas RF cannot.

6 Proposal of Trunk Rules and Its Consideration

The classification experiments on the R-dataset by the RT method accompanied
with classification procedures showed the equivalent ability to that by RF. How-
ever, the RT method arranged the R-dataset into numerous sub-rules and used
the RT for voting to obtain the classified result, although the method was adap-
tive to the ill-behaved RWD, resulting in RT losing comprehensibility for human
beings. Meanwhile, the previous STRIM [5–19] used the following principle for
exploring the CP of if–then rules: P (D = d|CP ) �= P (D = d), setting the null
hypothesis H0: the CP is not a rule candidate (P (D = d|CP ) = P (D = d))
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Fig. 3. Results of error rate of OOB and confusion matrix in RL-dataset.

Table 4. Results of classification experiment for RC-dataset by RF

D 1 2 3 4 5 class error

1 3785(0.744) 1066(0.209) 149(0.029) 56(0.011) 33(0.006) 0.256

2 1316(0.261) 2821(0.559) 752(0.149) 135(0.027) 22(0.004) 0.441

3 156(0.032) 936(0.190) 3200(0.650) 555(0.113) 77(0.016) 0.350

4 7(0.001) 98(0.019) 821(0.162) 3283(0.649) 848(0.168) 0.351

5 5(0.001) 8(0.002) 51(0.010) 760(0.156) 4060(0.831) 0.169

Fig. 4. Class error tendency corresponding to Tables 3 and 4

and executing the statistical test using the RL-dataset. The frequency distribu-
tion of D, e.g., (79,0,0,0,0) at the first row in Table 1, rejects the null hypoth-
esis, i.e., it is a rule candidate. However, H0 cannot be rejected by the second
(9,2,0,0,0) and the third (9,0,0,0,0) as they do not satisfy the necessary test
sample size n (in this specification, approximately n ≥ 25 and the sample size
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of the second is 9 + 2 = 11 (see [13])). Thus, the RT can be divided into two
types of sub-rules: rejecting H0 and not rejecting. Table 5 shows the number of
induced RCs from the whole of RT: ∪|C|=6

r=1 RT (r), which satisfies the principle
with p− value < 1.0E − 5. It arranges the induced RCs by every RL = r, which
coincides with the result by the previous STRIM. That is, the RT expands the
range of RCs by the previous STRIM, and the RT with RL = r method was
labeled as expanded STRIM (ex − STRIM |RL = r).

Although the details were omitted due to space limitations, all the induced
RCs with RL = 1 in Table 5 are of the following form:

if C(j) = d then D = d (j = 1, . . . , 6, d = 1, . . . , 5). (3)

Table 6 shows the RCs with RL ≥ 2, having only C(j) = d, extracted from
Table 5 and arranged in the same manner as Table 5. The number of all RCs
with RL = r constructed by only C(j) = d is given by 6Cr and presented in
Table 6, except for the cases of D = 2 with RL = 4, 5, and 6. In addition,
eight RCs of D = 2 with RL = 4 were discovered: CP= (222002), (220202),
(220022), (022220),(022202), (022022), (020222), and (002222). The values in
both the condition and decision parts of the if–then rule coincide with each
other, considering that the rating scale of C(j) (j = 1, . . . , 6) is the same ordinal
scale including D. Consequently, the RT or the previous STRIM induced such
understandable RCs, which were labeled trunk rules, and an inducing method
trunk STRIM (tr-STRIM). As shown in Table 2, a classification result by the
tr-STRIM was (mtr−ST , SDtr−ST ) = (60.5,2.12) [%], which is positioned in the
middle of RT (r) with r= 1 and r= 2.

The inclusion relationship of RCs induced by the three types of STRIM is
arranged as follows:

(1) Rset(ex − STRIM |RL = r) ⊃ Rset(STRIM |RL = r) ⊃ Rset(tr −
STRIM |RL = r),

(2) ∪|C|=6
r=1 Rset(ex−STRIM |RL = r) ⊃ Rset(STRIM) ⊃ Rset(tr−STRIM),

(3) Rset(ex − STRIM |r = 1) ⊃ Rset(ex − STRIM |r = 2) ⊃, . . . , Rset(ex −
STRIM |r = 6).

In this context, Rset(method) refers to the rule set induced by a particular
method. The average classified results can be summarized as follows, includ-
ing no-show relationships due to space limitations: C(Rset(ex − STRIM |RL =
r), data) > C(Rset(STRIM |RL = r), data) > C(Rset(tr − STRIM |RL =
r), data), where C(Rset(method), data) represents the average classification
result against a dataset by Rset(method). To express the classification results
qualitatively, the trunk rules were improved by adding the branch rules with
statistical significance level and further by the leaf rules without it. These stud-
ies can be beneficial in considering a level of “the principle of incompatibility”
depending on the targeted matter. For instance, these studies can be useful in
various policies or business strategies where RF cannot explicitly induce rules,
indicating that the contents of the dataset and the level need to be considered.
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Table 5. Number of induced rules with statistical significance level from whole of RT.

RL = 1 2 3 4 5 6 Total

D = 1 6 81 226 78 13 2 406

2 6 61 158 49 1 0 275

3 6 43 124 134 33 3 343

4 6 45 149 141 22 2 365

5 6 50 142 151 53 5 407

Total 30 280 799 553 122 12 1796

Table 6. Number of extracted trunk rules for each RL from Table 5

RL = 1 2 3 4 5 6 Total

D = 1 6 15 20 15 6 1 63

2 6 15 20 8 0 0 49

3 6 15 20 15 6 1 63

4 6 15 20 15 6 1 63

5 6 15 20 15 6 1 63

Total 30 75 100 68 24 4 301

7 Conclusion

The validity and usefulness of the previous rule induction method, STRIM have
been confirmed using a simulation experiment. However, the examination of its
usefulness in an RWD was left for future study [8,13,20]. This study specifically
used the R-dataset with DT in the field of RS for experimentally addressing the
issue by newly proposing the RT method for adaption to the RWD. The validity
or usefulness of the method was confirmed by applying it to the classification
problem, as their confirmation of the rule induction from the RWD cannot be
generally ascertained, even though the result directly reflects the classification
result. The usefulness of the method was confirmed using the classification result
by RF. The following aspects were specifically considered:

(1) The newly proposed RT method demonstrated how to arrange the dataset
into RT (r) which is a set of sub-rules and all the possible RCs with RL = r,
and how to use RT (r) to classify a new object.

(2) The validity and usefulness of the RT method were experimentally examined
by applying it to the classification problem after selecting a proper RT (r).
The result of the classification rate showed equivalence to that by RF, i.e.,
μRT (r=4) = μRF .

(3) However, the induced RT (r) and the decision trees generated by RF are
increasingly difficult to understand. Both methods offer limited insights
and information regarding the dataset in the form of if–then rules. Thus,
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the whole of RT: ∪|C|=6
r=1 RT (r) was subsequently reviewed and then orga-

nized into trunk rules using the trunk-STRIM method. The relation-
ships between these rules were shown as Rset(ex − STRIM |RL = r) ⊃
Rset(STRIM |RL = r) ⊃ Rset(tr − STRIM |RL = r) and were useful in
providing “the principle of incompatibility” depending on the targeted mat-
ter. On the other hand, RF does not provide such knowledge, although it
remains a useful method for classification problems.

The investigation of the following points is recommended for future studies:

(1) To validate the findings of this study, future research should focus on apply-
ing the three types of STRIM, namely the previous, ex-STRIM, and tr-
STRIM, to various other RWDs and replicate the findings to validate the
findings of this study.

(2) When using ex-STRIM with RL = r as a classification method, whether
μ(ex−ST |r) = μRF is always equivalent or not should be studied, considering
factors, such as the size of the learning dataset and changes in RWD.
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Abstract. In recent times, numerous studies on static knowledge graphs
have achieved significant advancements. However, when extending knowl-
edge graphs with temporal information, it poses a complex problem with
larger data size, increased complexity in interactions between objects, and
a potential for information overlap across time intervals. In this research,
we introduce a novel model called TouriER, based on the MetaFormer
architecture, to learn temporal features. We also apply a data preprocess-
ing method to integrate temporal information in a reasonable manner.
Additionally, the utilization of Fourier Transforms has proven effective
in feature extraction. Through experiments on benchmark datasets, the
TouriER model has demonstrated better performance compared to well-
known models based on standard metrics.

Keywords: Temporal Knowledge Graph · Link Prediction ·
MetaFormer · Fourier Transforms

1 Introduction

A knowledge graph (KG) is a type of knowledge base that can be graphically
represented that reflects the real world. Knowledge graphs can be used to answer
questions, query information, and solve other problems in the high-tech indus-
try. Because of the knowledge graph’s usefulness, it is increasingly being used
in applications directly related to human life. As a result, the need to improve
knowledge graphs is pressing in the context of ever-growing data, but no knowl-
edge graph is truly full; there are always missing links. Link prediction is a task
that makes predictions and adds missing links to the knowledge graph, assisting
in its refinement so that it can better serve applications.
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Fig. 1. A temporal knowledge graph

Temporal knowledge graphs (TKGs) have the same characteristics and appli-
cations as static knowledge graphs, but they include a new information field,
time. A temporal knowledge graph can be thought of as a collection of knowledge
graph snapshots taken at various periods in time. When doing link prediction
research on temporal knowledge graphs, which is both a strength and a draw-
back. The advantage is that we now have a new field of knowledge to use and
create more accurate forecasts. In comparison to static knowledge graphs, rela-
tionships in temporal knowledge graphs can become exceedingly complicated
and unpredictable. Figure 1 shows the change of a temporal knowledge graph
over time, where the knowledge graph at each point in time is called a snapshot.

The goal of the temporal link prediction problem is to complete the temporal
knowledge graph by adding the missing relationships at each snapshot. Although
other studies on temporal knowledge graph completion have made remarkable
achievements, their ability to extract features is still limited, leading to poor
accuracy. Therefore, we do this research to find a model that can extract features
better. In this paper, we introduce TouriER, a MetaFormer-based [18] model that
integrates the data preprocessing method from SpliMe [11] with token mixer
utilizing Fourier Transform inspired by FNet [9] to obtain more information
about knowledge graph embeddings. Our research focuses on building a model
that can perform the problem on static knowledge graph to take advantage of
the existing strengths from static knowledge graph completion. Along with that,
thanks to the integration of data processing methods from SpliMe, we can apply
the proposed model on temporal knowledge graphs. Our main contributions are
as follows:

– Our model takes advantage of both of mathematics and MetaFormer archi-
tecture that is successful in the field of computer vision, promoting the devel-
opment of other models in the field of temporal knowledge graph completion.

– Our model is the first to apply Fourier Transforms for efficient data extraction
on temporal link prediction.

– We perform our model evaluation and analysis with various datasets, showing
that our model performs well with temporal knowledge graph data.
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The structure of this paper is as follows: In Sect. 2, we discuss ways to solve
the link prediction problem in both static knowledge graph and temporal knowl-
edge graph. Next, in Sect. 3, we will detail our proposed solution. In addition,
our experiments and evaluations are presented in Sect. 4. Finally, in Sect. 5 we
summarize the research and offer potential future directions.

2 Related Work

Although there is a lot of research done directly on the temporal knowledge
graph completion problem recently, we found that the static knowledge graph
completion problem has a lot more research. Referring to other studies performed
on the static knowledge graph can be helpful in taking the strengths from that
to solve the problem of link prediction on the temporal knowledge graph. There-
fore, in this section, besides reviewing researches on link prediction in temporal
knowledge graphs, we also provide a brief overview of static knowledge graph
embedding models.

2.1 Static Knowledge Graphs

Many knowledge graph embedding techniques are proposed, which can be cate-
gorized as translational distance-based models, semantic matching-based models,
and neural network-based models.

TransE [1], the earliest translational distance-based model, models triple as a
translation operation from a head entity to a tail entity. But it does not do well
in dealing with these properties: reflexive, one-to-many, many-to-one, and many-
to-many relations. TransH [14], which models a relationship as a hyperplane with
a translation operation on it, is proposed to improve that.

RESCAL [10] represents entities as vectors to capture latent semantics and
relations as matrices to capture interactions between entities. DistMult [17] rep-
resents relations as diagonal matrices to simplify RESCAL.

R-GCN [12] is the first model to apply graph convolution networks to knowl-
edge graphs. It learns entity embeddings by aggregating neighborhood embed-
dings through a message-passing framework and using a decoder such as Dist-
Mult to explore these embeddings. ConvE [3] reshapes and concates entities
and relations embeddings and uses convolutional and fully connected layers to
extract more feature interactions between these embeddings.

2.2 Temporal Knowledge Graphs

TTransE [8], an extension of TransE for temporal knowledge graphs, uses time
information in three ways: encoding each time point with a synthetic relation;
representing time as a vector in the same space as entities and relations; and
representing time as real values in (0, 1]. HyTe [2], a model that also uses a scor-
ing function based on the translational distance, represents time as a hyperplane
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and projects the triple into its time hyperplane to incorporate temporal knowl-
edge into the relational and entity embeddings. Leveraging the DistMult scoring
function, TA-DistMult [4] learns representations for time-augmented knowledge
graph facts with a digit-level long-short-term memory. DE-SimplE [5] proposed
a diachronic embedding function that can capture entity features at any given
time, and they also use another scoring function from static knowledge graph
embedding models. To capture more features from time information, ATiSE [16]
fits the evolution process of an entity or relation as a multi-dimensional additive
time series composed of a trend component, a seasonal component, and a ran-
dom component. The authors of ATiSE also consider the transformation result
of their model from the subject to the object to be akin to the predicate in a
positive fact.

Several temporal knowledge graph embedding models are proposed that
embed entities, relations, and time information into complex vector spaces. TNT-
ComplEx [7] and TIMEPLEX [6] are two TKGE models that build upon the
ComplEx [13] model in distinct ways. TNTComplEx models subject, relation,
object, and time as an order 4 tensor, and afterward applies tensor decompo-
sition for the temporal knowledge graph completion task. TIMEPLEX intro-
duces three weighted time-dependent terms into the ComplEx score function
and sums over the trinomial Hermitian products. TeRo [15] defines the func-
tional mapping induced by each time step as an element-wise rotation from
the time-independent entity embeddings to the time-specific entity embeddings
in complex vector spaces and uses these embeddings in the translational-based
scoring function.

3 Proposed Method

3.1 Problem Formulation and Notations

A temporal knowledge graph G is formalized as G = {(s, r, o, t)|s ∈ E , o ∈ E , r ∈
R, t ∈ T }, which is a set of quadruples. Where E represents the set of entities,
R represents the set of relations, T denotes the set of time steps, and s, r, o, t
represent the subject, relation, object, and the corresponding time step, respec-
tively. Entities and relations are represented by embedding, they are denoted
as es, er, eo for the embedding of subject, relation and object respectively. In
the next subsection we take the approach of using synthetic temporal relation,
so er is the embedding of the synthetic temporal relation corresponding to the
quadruple, that’s also why we don’t use a separate embedding for time et. A
synthetic temporal relation is denoted as ra. The number of entities, relations
and timestamps is represented by ne, nr and nt, while the dimension of the
embedding vector representing the entity and relationship is symbolized by de
and dr.

In this paper, we apply the data preparation method from SpliMe, which
takes a quinruple as input. Where time t is decomposed into a time value pair
ts and te. Therefore, the t component in the quadruples which is mentioned in
this paper is actually talking about the time value pair t = (ts, te).
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Table 1. Methods used to generate synthetic temporal relations

Dataset Method Parameters

WIKIDATA12K Merge Shrink = 4

YAGO11K Split (CPD) Pref, ε = 5

ICEWS14 Timestamp –

The link prediction task’s goal is to predict missing links based on the facts
already present in the knowledge graph. Our model takes as input a query q
where q = (s, ra) and makes predictions about the missing object o for each
sample (1-N scoring manner, in which the query is scored against all entities).

3.2 Data Augmentations

Synthetic Temporal Relationship. Facts are represented as quadruples in
temporal knowledge graph completion, as opposed to triples in static knowledge
graph completion. This makes it difficult for models developed for static knowl-
edge graphs to be adapted to temporal knowledge graphs. By concatenating
relations with timestamps, synthetic temporal relationships can bring tempo-
ral knowledge graphs into the domain space of static knowledge graphs. Time
span data may have overlaps (for example, 2000–2005 and 2001–2007) resulting
in more synthetic relations if we concatenate relation and time span directly,
so that we use an approach by Radstok et al. [11] to find optimal timestamps
to concatenate with. We must convert time points in time point format to time
span format for datasets containing time in time point format, hence this method
defines ts = te = t. Table 1 shows the details of the strategy we employ to pre-
process each dataset as suggested by the original paper.

Among all of the methods described in the SpliMe framework, Timestamping
is the simplest method, it turns each temporal fact in the TKG into a set of facts,
one for each timestamp when the fact was true. At each iteration, the Splitting
approach using Change Point Detection (CPD) refines the temporal scope of
the synthetic relations in the knowledge graph by making them more specific,
CPD is used to determine where to place split points most efficiently. In contrast
to the splitting approach, the Merging method begins by constructing a large
number of combinations (r, t) and then combines pairs of these combinations to
reduce the number of synthetic relations.

Query Embeddings. We linearly transform the embedding vectors from 1D
to 2D matrices in order to help our model learn better entity-to-relation links;
both should be the same size after transformation. The two embeddings from the
entity and the relation are then stacked (which can be considered as transforming
into two channels in the image). By transforming embeddings to an image-like
form, we can adapt to using computer vision models in link prediction task
and take advantage of models that perform well in computer vision problems.
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Fig. 2. Visualization of transforming 1D embeddings into image-like 2D embeddings

Fig. 3. Overall architecture of TouriER

Figure 2 depicts how embeddings are transformed and layered to generate a
relational query. The transformation and stacking embedding procedure can be
formalized as follows:

q = Φs[φ(es), φ(er)] (1)

where φ(es) = esWs + bs and φ(er) = erWr + br, and Φs is the stacking oper-
ator, notice that the r symbols in the formula (1) are referring to the synthetic
temporal relation ra. The parameters of the weight matrices and bias vectors
are learned during the training phase to improve the fit of embeddings into the
model.

3.3 Model Architecture

In this section, we delve into the architecture of the proposed model. Our
approach capitalizes on the advantages of PoolFormer [18], a MetaFormer-
based architecture that incorporates a straightforward Pooling layer as a token
mixer layer, which has proven effective in addressing computer vision challenges.
Besides, we integrated a Fast Fourier Transform (FFT) layer, drawing inspira-
tion from FNet [9], to serve as a replacement for pooling layer. The use of FFT
allows for the extraction of crucial features from knowledge graph embeddings,
thereby improving the overall performance of the model. The general architec-
ture of our proposed model is depicted in Fig. 3, while the specific components
contained within the TouriER block is depicted in Fig. 4.

Our model is structured as four primary stages, with each stage’s output
being downsampled to retain the most significant features for missing entity
prediction. Each stage have a different number of TouriER blocks, with stages
1–4 having block numbers of 4, 4, 12, and 4 respectively.
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Fig. 4. A TouriER block

Discrete Fourier Transform. The Discrete Fourier Transform (DFT) is a
mathematical transformation that converts a sequence of discrete data points
into a frequency domain sequence of complex numbers. When DFT is applied to
tokens, they are transformed into the frequency domain, where they become com-
plex numbers representing various frequency components that can be retrieved
as features. In our implementation, we employ FFT to reduce the computation
time of calculating DFT. Given a sequence {xn|n ∈ [0, N − 1]}, the DFT is
defined by:

Xk =
N−1∑

n=0

xne− 2πi
N nk, 0 ≤ k ≤ N − 1 (2)

where xn is a 1-dimensional array input, N is the size of the input array, e is
the base of the natural logarithm. We apply the 1-dimensional DFT twice to our
image-like input, once to each row and once to each column, then we take the
result as 2-dimensional DFT.

The FFT layer used in the proposed model serves to bring the embedding
to the frequency domain, allowing us to distinguish between high and low fre-
quencies. In this case, high frequency represents a huge intensity difference in
input embedding, while low frequency represents a little intensity difference. The
separation of high and low frequencies will help the model learn the pattern of
embedding better. Instead of calculating the magnitude spectrum by taking the
absolute of the complex values as the output of the Fourier transform, we take
the real part to create a matrix of values. A FFT block is implemented as in
Snippet 1.1.

Snippet 1.1. Implementation of a FFT block

class FFTBlock (nn . Module ) :
def i n i t ( s e l f ) :

super ( ) . i n i t ( )

def forward ( s e l f , x ) :
x = torch . f f t . f f t ( torch . f f t . f f t (x , dim=−1) , dim=−2) .

r e a l
return x

TouriER Block. Each of our TouriER blocks is a MetaFormer-based block,
where the main components consist of an FFT layer as the token mixer to
extract features from embeddings and an MLP layer which is used to capture
relationships across channels (entity-relation interactions). There are two skip
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Table 2. Statistics of benchmark datasets

Dataset ne nr nt Train Val Test Timestamp

WIKIDATA12K 12,554 24 70 32,497 4,062 4,062 Time span

YAGO11K 10,623 10 59 16,406 2,050 2,051 Time span

ICEWS14 6,869 230 365 72,826 8,941 8,963 Point

connections to preserve information that can be lost after passing through too
many stages due to the proposed model’s multi-stage architecture.

Scoring Function. A linear transformation is used to map the output of a
forward pass through all of the TouriER blocks into the embedding space R

de .
The scoring function is as follows:

ψ(s, ra, o) = f(TouriER(q))W + b (3)

where TouriER(.) denotes our proposed architecture, q represents the query
embeddings, f is a nonlinear activation function, for which we are currently
utilizing ReLU, W and b are the weight matrix and translational vector for
linearly projecting results into the output embedding space, respectively.

Loss Function. To train our model, we use the standard Binary Cross Entropy
(BCE) loss. The logits from the scoring function are exposed to a sigmoid func-
tion before being given into the loss function along with labels. We also use label
smoothing to improve the model’s robustness and generalization.

4 Experiments

4.1 Datasets

WIKIDATA12K, YAGO11K [2], and ICEWS14 [4] are the three benchmark
datasets we used to evaluate our proposed models. Whereas WIKIDATA12K and
YAGO11K have a time span time data type, ICEWS14 has a time point time
data type. As a result, when tested on many data sets from different types of time
data, the model evaluation should be more objective, allowing the results to be
evaluated more objectively. Table 2 shows the statistics of benchmark datasets.

4.2 Evaluation Method

We compare the findings achieved on the Mean Reciprocal Rank (MRR), Hit@1,
Hits@3, and Hits@10 metrics, with the MRR metric providing the best results.
We also employ filtered MRR rather than raw MRR to exclude quadruples that
already existed in the dataset but are ranked higher than candidate ones.
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Table 3. Results on WIKIDATA12K and YAGO11K.

Model WIKIDATA12K YAGO11K

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

HyTE .253 .147 – .483 .136 .033 – .298

TTransE .172 .096 .184 .329 .108 .020 .150 .251

TA-DistMult .218 .122 .232 .447 .161 .103 .171 .292

TNTComplEx .301 .197 – .507 .180 .110 – .313

DE-SimplE .253 .147 – .491 .151 .088 – .267

TIMEPLEX .334 .228 – .532 .236 .169 – .367

TeRo .299 .198 .329 .507 .187 .121 .197 .319

ATiSE .280 .175 .317 .481 .170 .110 .171 .288

SpliMe .358 .222 .433 .610 .214 .065 .299 .458

TouriER (ours) .402 .314 .447 .572 .278 .212 .294 .408

4.3 Results

The results presented for HyTE, DE-SimplE, and TNTComplEx are obtained
from the work of Jain et al. [6], results of TTransE and TA-DistMult are adopted
from TeRo [15], while the results for other models are sourced from their respec-
tive original papers. A thorough analysis of these results reveals that our pro-
posed model consistently outperforms the baseline models when applied to time
span datasets. This demonstrates the effectiveness of our strategy in addressing
the temporal link prediction problem, particularly in cases involving overlap-
ping time spans. The evaluation results of the proposed model compared with
baseline models are summarized in Table 3 and Table 4 where best results are
emphasized in bold, second best results are underlined.

Our method of data augmentation plays a crucial role in overcoming this
challenge. The development of our model is greatly motivated by the SpliMe,
which focuses on transforming temporal link prediction into static link predic-
tion by incorporating synthetic temporal relations. In light of this inspiration, we
would like to emphasize the superior performance of our model when compared
to the approach employed in the SpliMe. On two data sets, WIKIDATA12K and
YAGO11K, our model increases by 12.3%, 29.9% on the MRR metric, and 41.4%,
126.2% on the Hits@1 metric, respectively. In addition, the proposed model
outperforms SpliMe by 3.2% on the Hits@3 metric with the WIKIDATA12K
dataset. On the ICEWS14 dataset, our model shows complete superiority when
compared to SpliMe, outperforming all metrics. Specifically, our model improves
97.2%, 600.0%, 59.2%, 48.0%, respectively, on the MRR, Hits@1, Hits@3 and
Hits@10 scales on the ICEWS14 dataset compared to SpliMe. By building upon
the foundation laid by SpliMe and incorporating our novel techniques, we suc-
cessfully enhanced the model’s ability to handle temporal link prediction tasks
more accurately and efficiently.
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Table 4. Results on ICEWS14.

Model ICEWS14

MRR H@1 H@3 H@10

HyTE .297 .108 .416 .601

TTransE .255 .074 – .601

SpliMe .213 .047 .294 .544

TouriER (ours) .435 .349 .480 .596

5 Conclusions and Future Work

In this research, we proposed a model based on MetaFormer, a familiar archi-
tecture in the field of computer vision, and paired it with a Fourier Transform
function and a data augmentation method to improve the quality of synthetic
relations. As a result, our model beats the baseline models in benchmark datasets
using time span data, demonstrating the efficacy of the suggested strategy when
applied to the link prediction job.

Some of the other work we are pursuing includes analyzing model perfor-
mance on different aspects, testing other token mixer layers in place of the FFT
layer as well as changing the number of layers of the overall architecture. We
are working to enhance the proposed model in time point data in the hopes of
enabling this model in producing good results in all sorts of time data.
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Abstract. In this paper we show how machine learned KPI goal preference rela-
tions based on interactions between KPI goals are used to explain results of an AI
algorithm for optimization of real-world production sequences. It is also shown
how such algorithms can be both parameterized and reparametrized in an explain-
able ad-hoc and post-hocmanner. The explanations are also used tomanage contra-
dictory and counterfactual optimization effects so that uncertainty in the decision
situations before releasing the sequences to production is handled better than if
only the pure sequences were presented.

Keywords: Machine learned ad-hoc and post-hoc explanations · AI based
optimization algorithm · Real-world production sequencing

1 Introduction

Real-world production sequencing is a complex optimization problem [6] that must
handle multiple optimization goals derived from key performance indicators (KPIs) [4].
In former work [2] it was shown that a decision-making model based on interactions
between goals (DMIG) helps to handle complex optimization problems better than addi-
tive approaches [3]. In contrast to such approaches DMIG self-recognizes both positive
and negative interactions between optimization goals directly out of input data [5]. The
interactions are used to self-adapt the behavior of the optimization process and to self-
adjust user-given (initially possibly inconsistent) preferences or priorities and balance
them best for the current input data [4]. The degree of inconsistencies in the input data
in production sequencing is a consequence of inconsistencies between KPI goals that
describe a) what is situationally required to be produced due to the demand which quan-
tities of which products to produce compared to b) KPIs that describe what currently
is possible to produce due to the technical and capacitive restrictions describing the
current production line abilities. In the paper we discuss how to handle and to explain
such inconsistencies based on the real-world optimization of production sequences in
factories which produce passenger cars. In case of the DMIG based algorithm, the self-
recognition of the inconsistencies is machine learned from the input data. The algorithm
self-adapts its behavior and provides situational solutions for this complex problem that
intelligent human operators would probably generate in a similar way if the complexity
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were not so high. Having this in mind, we classify the algorithm as AI-based according
to criteria summarized in [20].

2 Relation to Other Optimization and Explainable AI Approaches

2.1 Relation to Other Optimization Approaches

The algorithm for optimization of order sequences in car production of which AI-based
explanation aspects are discussed in this paper was already put into relation to other
optimization algorithms in former papers, for instance in [2] and in some papers refer-
enced there. The basic difference is that many other approaches are based on additive
optimization functions and do not explicitly reason about the interactive structure of the
optimization criteria or goals in case that the separability assumption does not hold [3].
In this sense DMIG based optimization is different. For more details please see also [2]
and papers referenced there. Although there is a huge variety of scheduling and sequenc-
ing methods [6] like those based on genetic algorithms, evolution strategies, tabu search
as meta heuristics, MILP and other LP oriented methods [16], most of them are different
kind of additive cost or utility function-based optimization methods [6, 16]. Compared
to thesemethods DMIG-based optimization is different because of the common property
of the other approaches of not reasoning explicitly about the interactive structure of the
goals as discussed in [2, 3]. This holds also for car factory motivated approaches like
[21]. In this paper we do not further justify qualitatively the DMIG algorithm since this
was already done in former papers like [2] and [5] including a running example. In addi-
tion, several benchmarks were done in various tender processes in the last twenty years.
The results lead to more than one hundred real-world installations of the DMIG-based
sequence optimization. The order of magnitude of real-world benefits are mentioned in
[14]. Recently, in [15] machine learning was mentioned as a method for prediction of
sequence position deviations but not for sequence optimization.

2.2 Relation to Other Explainable AI Approaches

The AI-based explainability of the DMIG-based sequence optimization algorithm is
different in several aspects compared to other existing approaches that are rather sophis-
ticated mathematical black boxes [9]. Due to the use of the concept of interactions
between goals, there is more insight based on which pros and cons of the KPI goals the
results are obtained. So, although the black box of the algorithm is not opened, there is
more explainability of balancing the optimization because balancing the goal interac-
tions anyhow is part of the user interaction during the sequencing process. Also, since the
KPIs are a kind of meta features of the sequencing, and the interactions of the KPI goals
are machine learned from input data, the approach is intrinsic with respect to machine
learning of explanations and different from approaches like [11]. The way machine
learned explanations are provided based on the DMIG concept allows both ad-hoc and
post-hoc explanations. The ad-hoc explanations are used to support human operators in
an active manner like [7, 18] and [19] but in a more complex multi-dimensional context
compared for instance to the explanation of image information [8] or to neighbor-based
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evaluation of data points. In case of post-hoc explanations compared to [10] the dif-
ference is also that instead of cost functions as prior knowledge non-additively related
KPI goals are considered. From the perspective of machine learning of interpretability
[1], both machine learned interactions between the goals and their preferences are an
additional contribution to AI-based explainability of optimization algorithms. Machine
learned preferences for conflicting goals may be directly used to generate explanations
by generating contrary or inverse comparisons as in [12] and provide for predictive
process monitoring like [13] and for explanation of counterfactual results compared to
expected results without opening the black box similar to [17]. From the point of view of
the sequence optimization process itself the machine learned DMIG-based explanation
helps not only to discover deviations in the sequence as discussed in [15] but show in
addition how to optimize the deviations away.

3 Sequencing of Orders as a Complex Resource Planning Problem
with Interactive Optimization of KPI Goals

The optimization of production sequences in automotive factories aims to calculate the
sequence with which the orders pass through the body shop, paint shop and the assem-
bly line(s). The assembly line is built of a number s (for instance s = 50) of assembly
stations arranged one after another. In each assembly station some equipment compo-
nents are successively assembled into the prefabricated vehicles (orders) already painted
and equipped with drive system and chassis. Many of the equipment components are
individually configured depending on how each of the cars is configured. The current
arrangement of the assembly line is a result of former factory planning assumptions about
customer demands. These assumptions led to the design of the line as it is equipped with
certain resource capacities and technical abilities. In case that customer demands develop
differently compared to the previous assumptions, the capabilities of the production line
and the production demands are at least partly inconsistent and to a certain extent con-
tradictory to the previous design. The optimization algorithm calculating the sequences
must be able to self-recognize the partial contradictions (inconsistencies) and to balance
them in the best way. The balancing is operating on a set of initially pre-prioritized pref-
erences of KPI optimization goals that reflect both the efficiency business goals of the
production process like capacity utilization, and business goals that reflect the require-
ments derived from the current customer demandas combinationof car types anddelivery
due dates. Because of the dynamics of the entire demand portfolio, the KPI-based reac-
tion of the optimization algorithm must be dynamic, too, and cannot be coded a priori.
The optimization algorithm must be able to self-recognize the inconsistencies and their
degrees since the inconsistencies imply reprioritization of KPI preferences which lead
to mutually exclusive sequences. Please note that as soon as one of the sequences is
released to production the others become counterfactual.

3.1 Sequencing and its Complexity Aspects in Car Factories

In every car factory the complexity of the sequencing process is implied by at least
three different groups of aspects. Firstly, it is characterized by the fact that configura-
tions depend on how customers configure their vehicles individually. Since the number
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of equipment features and options that can be ordered is huge, the resulting variety of
vehicles to be sequenced depends exponentially on this high number of equipment vari-
ants and their characteristics. As a rule, within hundreds of thousands of vehicles only a
few of them each year are identical. Secondly, at the same time, the number of possible
sequences itself depends factorially on the number n of vehicles to be manufactured.
Since we typically have 100 < n < 1000 and more, we have a very high numerical com-
plexity. Overall, an exponentially high number of equipment variants combined with
the factorially high number of sequences makes up the enormously complex optimiza-
tion space of sequencing. Thirdly, an existing production line is subject to technical
and capacitive production restrictions and restrictions of the logistics processes of the
equipment features (components) to be supplied to the corresponding workstations of
the assembly line. For example, the assembly time of a sunroof in the sunroof-designated
workstation can vary depending on the complexity of the component “sunroof”. Ametal
sunroof is the easiest to install and requires the least installation time, and logistically
it is the simplest feed to the assembly line. A glass sunroof is already more complex in
terms of both aspects and a panoramic roof requires the maximum complex feed and the
maximum installation time. Other workstations on the assembly line, which are respon-
sible for other equipment features of the vehicles, have their corresponding restrictions
and assembly times in an analogous manner.

3.2 What, from a KPI-Based Point of View, is a Good Production Sequence?

A good production sequence is a sequence of orders corresponding to the vehicles to
be manufactured, which: a) complies with the technical and capacitive restrictions as
physically motivated KPI goals, b) meets the important efficiency KPI goals such as the
quantities to be produced, and c) other efficiency KPI goals, such as evenly distributing
the workload across workstations, are sufficiently fulfilled. The latter is so important
because the uniformity of the workload in the workstations over the sequence has a
lasting influence on the quality of the assembly results.

Since the distribution of equipment features (order components or order characteris-
tics) is very irregular due to the high variety of orders, the capacity of the production line
and its restrictions is designed with a certain reserve for an average number of orders
(vehicles) and an average potential of logistical supply of the components (equipment
features or order characteristics) to be assembled. Depending on the distribution of the
equipment components belonging to the orders to be sequenced and the continuously
changing capacities, conflicts arise between the fulfillment of some of the efficiency
KPI goals, the workload KPI goals and the KPI restrictions. Accordingly, a sequenc-
ing algorithm must be able to recognize all the conflicting KPI goals and balance them
appropriately. Since the distribution of conflicts is not known in advance due to the vari-
ety of variants of the equipment compositions within the orders, it is partly unknown
and intrinsically uncertain from the perspective of the planning personnel (being the
user of the optimization algorithm) which KPI goal conflicts are present in the current
optimization situation and to which extent. Therefore, the algorithm must a) recognize
the resulting conflicting goals themselves, b) correspond to the trade-offs through appro-
priate preferential distribution of order characteristics, and c) provide comprehensible
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explanatory information to the operators of the sequencing algorithm. The latter is par-
ticularly important when the trade-offs cannot be fully resolved because the distribution
of equipment features in the number of orders to be sequenced is not fully compatible
with the current capabilities of the assembly line.

Furthermore, the sequencing algorithm must react very quickly and ad hoc to new
situations. For example, due to the high number of ad-hoc changes in production, the
entire shift planning must not take longer than half an hour, with potentially several
sequencing runs to be completed during this period before all relevant pros and cons
have been appropriately weighed and the sequence is released for production.

3.3 Sequence Optimization based on Interactions Between KPIs as Optimization
Goals

For the sequencing problem described above, a sequence optimization algorithm was
designed that is organized based on the DMIG principle as described more in detail in
[4] with some basic ideas given already in [5] and further developed to a more general
scheduling algorithm principle as described in [2].

In DMIG decision making is modelled based on fuzzy interactions between decision
goals. Decision goals are defined as positive and negative fuzzy impact sets of decision
alternatives. The impact values are assumed to be estimated and provided as input data
and are modelled as membership values of alternatives noted as δ in the definition given
below. So, goals are modelled as fuzzy sets. Interactions between the goals are then
modelled as fuzzy relations based on intersections and non-intersections of these fuzzy
sets that represent the goals. The formal definition of intersections between decision
goals is already described in different publications [2, 3], for instance, and is repeated
here for better readability of this paper:

Def. 1a) Let A be a non-empty and finite set of decision alternatives, G a non-empty
and finite set of goals, A ∩ G = ∅, a A, g G, δ (0,1].

For each goal g we define two types of fuzzy sets Sg and Dg each from A into [0, 1]
for all a ε A by following membership functions:

i. Sg (a):= δ, if a affects g positively with degree δ, Sg (a):=0 else.
ii. Dg (a):= δ, if a affects g negatively with degree δ, Dg (a):=0 else.

Def. 1b) Let Sg and Dg be defined as in Def. 1a). Sg is called the positive impact set
of g andDg the negative impact set of g. Sg andDg are fuzzy sets over A and the positive
and the negative impact functions are their corresponding membership functions.

The fuzzy set Sg contains alternatives with a positive impact on the goal g and δ is the
degree of the positive impact. In other words, Sg is the fuzzy set of decision alternatives
being good for reaching the goal g. The fuzzy setDg contains alternatives with a negative
impact on the goal g and δ is the degree of the negative impact. In other words, Dg is the
set of decision alternatives being bad for reaching the goal g:

Def. 1c) Let X, Y be fuzzy sets. I(X,Y) is defined as a fuzzy inclusion relation of X
in Y and N(X,Y): = 1-I(X,Y) is defined as a fuzzy non-inclusion relation of X in Y.

Based on the inclusion and non-inclusion relations between the impact sets of the
goals as described above (and for instance in [2]), 8 basic fuzzy types of interactions
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between goals are defined. The different types of interactions describe the spectrum from
a high compatibility of goals (analogy) to a high competition or contradiction (trade-
off) [2] between them. For the sake of completeness, independency and unspecified
dependency are defined as well.

Def. 2)Let Sg1,Dg1, Sg2 andDg2be fuzzy sets given by the correspondingmembership
functions as defined in Def. 1). For simplicity we write S1 instead of Sg1 and D1 instead
of Dg1 etc. Let g1,g2∈G where G is a set of goals. Let T be a t-norm.

The fuzzy types of interaction between two goals are defined as binary fuzzy relations
on G × G as follows:

1. g1is independent of g2: < => T(N(S1, S2), N(S1, D2), N(S2, D1), N(D1, D2))
2. g1 assists g2: <=> T(I(S1, S2), N(S1, D2))
3. g1 cooperates with g2: <=> T(I(S1, S2), N(S1, D2), N(S2, D1))
4. g1is analogous to g2: <=> T(I(S1, S2), N(S1, D2), N(S2, D1), I(D1, D2))
5. g1hinders g2: <=> T(N(S1, S2), I(S1, D2))
6. g1competes with g2: <=> T(N(S1, S2), I(S1, D2), I(S2, D1))
7. g1is in trade-off to g2: <=> T(N(S1, S2), I(S1, D2), I(S2, D1), N(D1, D2))
8. g1is unspecified dependent from g2: <=> T(I(S1,S2),I(S1,D2), I(S2, D1), I(D1, D2))

The interactions between goals are used for orientation during the decision-making
process. They reflect the uncertainty of the goals dependencies on each other and describe
the pros and cons of the decision situationwith respect to these dependencies and indicate
how to aggregate them appropriately. For example, for cooperative goals a conjunctive
aggregation with similarly high preferences is appropriate. If the goals are competi-
tive, then an aggregation based on an exclusive disjunction with mutually exclusive
preferences is appropriate. For more details please see [2, 3] and [4].

The goals-interaction-based sequence optimization algorithm (short: sequencing)
starts with the first sequence position 1 and selects an order based on the DMIG principle
and assigns this order to the position 1. The algorithm iterates using DMIG in each
iteration step i and selects for each position i an order and assigns it to the position
i until all n positions in the sequence are selected and got assigned an order. In each
iteration step i the set of decision alternatives is the set of orders not yet assigned. So, in
each iteration step, the set A (see Def. 1a)) of decision alternatives is the set of not yet
assigned orders. The set of goals G (see Def. 1a)) is derived from the sequencing KPI
goals described in Sects. 3.1 and 3.2.

To illustrate this let us consider a KPI that expresses the evaluation of the capacity
limitations Ck of the assembly line for the decision to set the order a at position i as
decision alternative ai. The KPI is applied to all stations of the assembly line, and it is
numerically qualified by the optimization algorithm if in the current step i the assembly
stationwill be close to an overload or rather notwith respect towhat the previous capacity
situation at all the assembly stations is. The KPI values are real numbers ei that evaluate
(therefore we write e, i is the iteration index) the capacity utilizations and the demand
in working time and are mapped to the interval [–1,1] as evaluation values aei. If we are
close to an overload, then the evaluation value will be accordingly close to –1. If capacity
is still there, then the evaluation value will be accordingly close to 1. The transformation
into DMIG is done by mapping the evaluation values [–1,0) to negative impact values δ

= aei forming DKPI and (0,1] to positive impact values δ = aei forming SKPI according
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to Def. 1a)ii. And 1a)i. obtaining the negative and the positive impact sets respectively.
In this way the Ck capacity limitation values are used as input for capacity utilization
KPIs as decision goals. All KPIs and sequencing restrictions are interpreted in this way
with their corresponding sets SKPI, DKPI and we obtain as many SKPIs, and DKPIs
sets as we have KPIs (300 up to 500 KPIs in real-world scenarios and more may be to
handle):

Now DMIG is applied in every iteration step i as DMIGi 1 ≤ i ≤ n, i,n N and the
decision (ai,aei): = ai is made by selecting the order ai with the KPIs impact values δ

= aei ai Ai: = {A / {all already assigned ak of the set of orders}}. The result for the ith

iteration step is the setting of an ai to the ith position of the entire sequence ((a1,ae1)…
ai = (ai,aei)…, (an,aen)) A*. Where A* is the set of all possible permutations of all n
sequence positions with attached orders. The final sequence is then (a1, …, an).

Fig. 1. The DMIG based sequencing algorithm in the ith iteration step.

The interactions between the KPI goals in Fig. 1 are represented by a matrix since
for any pair of goals the type of interaction is calculated. Please note that due to the
non-symmetricity of the inclusion and non-inclusion relations I and N the matrix of
interactions is not necessarily symmetric. The interactions describe the pros and cons of
any decision in any iteration step of the optimization algorithm. They are an important
source of information for the algorithm to machine learn appropriate preference settings
as adjustment parameters and both to explain its behavior in any decision situation and
to modify the behavior if the results must go KPIs-wise towards a different direction
compared with the previous one. Going in different preference -oriented directions is
possible because the evaluation of the KPIs is done goal- interaction-based with look-
ahead on the effect on global KPIs, which are calculated in terms of the sequencing goals.
These goals are defined to describe the characteristics of both the sequence achieved until
the iteration step i and the sequence still to achieve in the iteration steps > i with the
remaining (n-i) orders not yet assigned. Considering such global look-back and look-
ahead estimations of sequence KPIs ensures that the iteration algorithm is not simply a
greedy one. This is possible, since, as already shown in [3], during the iteration process
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the degree of the separability condition between the KPI goals based on their interactions
is continuously estimated as part of an efficient non-greedy heuristics on how to achieve
the KPI goals using consistent machine learned goal preferences [4].

4 Machine Learned Explainable Parameterization of AI-Based
Sequence Optimization Algorithm

Let us consider some typical parameterization scenarios and illustrate how machine
learned preference relations derived from the interactions between theKPI goals are used
for both the explanation of the results and the (re-)parameterization of the optimization
algorithm.

4.1 Real-World Sequencing Goal Conflicts and Their (Re)parameterizations

If, for instance, for a particular sequence of 1000 sequence positions 200 orders must be
positioned that contain a panorama sunroof and the panorama sunroof must be regularly
distributed over the entire sequence because of the high workload the panorama roof
creates, then approximately to every fifth position an order containing the panorama
roof as equipment must be attached. Therefore, in a regular situation where no potential
conflicts with other equipment occur, every fifth position of the KPI that controls the
regular distribution of the panorama sunroof will have a high positive impact value.
On all other four antecedent positions the impact values will rather be negative. If,
however, for instance because of some problems with the supply of panorama roofs,
orders with panorama sunroof could not be placed at the beginning of the sequence, the
positive impact will increase anyhow and goal conflicts with some maximum workload
KPI will occur. This goal conflict will be made transparent be the calculation of the
goal interactions and the system will report the conflict and situationally recommend a
reparameterization of the optimization goals since the originally intended situation is
now counterfactual to the new reality.

4.2 Machine Learned Explanations Based on Interactions Between KPI Goals

The recommendations are possible because adequate parameterizations are automati-
cally learned both based on the current conflict situation and historized data that con-
tains the information on how the conflicts were resolved in similar situations in the past.
In every iteration of the sequencing process the situation-given interactions between
the decision goals together with the evaluated positive and negative impact sets are not
only built for optimization but also stored and accumulated. In this way we obtain a
behavioral history of the sequence optimization process and the master data situations
associated with the data. As shown in [4] from this data preference relations regard-
ing the optimization goals are learned. So, in connection with this preference learning
algorithm we obtain both a machine learned exploration of the optimization space and
a machine learned insight into the behavior of the optimization process. Based on this
accumulated learned preference relations we therefore obtain deeper insight in the struc-
ture of the input-output behavior of the optimization algorithm and knowledge about the
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situational presence of goal conflicts and how to presumably balance them currently and
in future if the structure of the customer orders and the production line capabilities does
not substantially change. The preference learning is not running on flat raw numerical
input data but on the relations that reflect the current interactions between the KPI goals
derived from the raw data. Based on the interactions consistent preference relations are
predicted and used for the control of the optimization algorithm and for explanation of
its results.

4.3 Example of Explainable (Re-)parameterization of KPI Goal Preferences

Let us for instance assume that a set of KPI goals G = {l1, l2, l3, l4, l5, l6} with the
following goal interactions has been learned in a given decision situation:

as shown in [4]. Based on these interactions the following goal preference relation
can be derived and learned: l3 > l4 > l1 > l5 > l2 > l6 (please see also Fig. 2).

Derived from the learned interactions between the goals, which in this example
situation for the two goal pairs l3 and l6 and l4 and l2 are competing, the preference
learning algorithm concludes that prioritizing simultaneouslyKPI goalsl3 andl6 andl4
andl2 is rather inconsistent and therefore not recommended.On the other hand,we know
that if we set, let say l6 to the most important goal, the decision algorithm will generate
a contrary result to setting l3 as the most important KPI goal. So, by iterating over
the goals and applying the DMIG an automatically learned space of mutually exclusive
results will be learned from the data the optimization algorithm generates while running
on given KPI input data. From an explanation perspective the mutually exclusive results
are counterfactuals of the form “If l3 hadn´t been selected but l6 then not the result for
optimizing g6 but for g3 would have been obtained”.

In Fig. 2 we see a part of the user interface of a DMIG-based real-world sequence
optimization tool. The circles with numbers are not part of the user interface and are
integrated in the figure for descriptions of the various functionalities mentioned in this
paper. The grey chart (circle1) visualizes the sequence with its distributed equipment
elements. The filled rectangles must be read column-wise. Each column represents an
order ai. The bordered rowwith the circle 5 shows that the distance between the indicated
equipment component type (that is displayed in this row along the sequence) is quite
equally distributed with distance of 8 to 10 orders. The equipment that corresponds to
this distance KPI could be the sunroof equipment component mentioned in the above
example. The table indicated with circle 2 shows the sequence row-wise and is content-
wise redundant to 1 but inmany cases appreciated by the users. Circle 3 indicates the KPI
goal interactionsmatrix (positive interactions are green, negative interactions are red) and
on the right-hand side of the interaction matrix some corresponding capacity limitation
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effects are shown by blue vertical bars. The higher the bar the higher the capacity demand
of each shown station of the assembly line. Finally, circle 4 indicates in which way the
parameterization along the pros and cons can span themutual exclusive parameterization
space and what the current parameterization options are. Here suggested KPI goals
preference settings as learned from the interactions are l3 > l4 > l1 > l5 > l2 > l6
(see the sliders in Fig. 2).

Fig. 2. User Interface of the DMIG-based Optimization Tool with its AI based Explanation
Components and anonymized KPIs.

4.4 Which Kind of Machine Learned Explanations are Used Here?

With this kind of machine learned information, the DMIG-based sequence optimization
algorithm generates various types of both parametrization recommendations and expla-
nations of the behavior of the optimization algorithm. The learned preference informa-
tion is situationally used in the car factory control room to justify KPI-oriented ad-hoc
effects of reparameterizations, and to explain their influence on operator goals or opera-
tor´s questions to be discussed before and while releasing the sequences to production.
Especially in case that, at first glance, some KPIs appear counterfactual and are not that
satisfactory as required by the operators or situationally some priority changes are to
be discussed, the learned parameterizations and explanations help to understand and
manage the (to a certain extent uncertain) decision situation in the control room. When
evaluating the sequences in the control room, ad hoc explanations like “if more orders
with a panorama sunroof have to be produced then we have to increase the capacity of
two particular assembly stations and to reduce the number of right-hand drive cars for
the next 100 sequence positions” are derivable and useful. In in real-world control room
applications this kind of machine learned explanations help human operators to reason
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on how to ad-hoc adjust or to readjust optimization parameters like minimum distances
needed between panorama sunroofs or capacity parameters in the assembly stations, for
example.

In addition, post-hoc explanations are possible as well: Since the DMIG-based
sequence optimization runs in daily production, many real-world sequences are gen-
erated by the algorithm. A historization of all these sequences is a good source for
training data. Based on these data the same machine learning of preferences, now based
on the historized and accumulated interaction data, provides for further machine learned
post-hoc explanation of the optimization results. Since these results accumulate many
optimization situations, the machine learned interactions and preferences give a deep
insight into both the accumulated structure of orders to produce and the accumulated
abilities of the production lines for which the data is valid. Therefore, the operators
use the learned interactions to adapt former preferences to the new situation based on
decisions in the past. In addition, these machine learned post hoc explanations are also
used for justification of long-term redesign of physical parameters of the assembly line
and for reallocation of resource capacities needed for the production line. In this way
accountable and factual arguments for instance for investment or personnel allocation
decisions are provided trough the machine learned KPI goal interactions and prefer-
ences. Possible uncertainty about the interactions and preferences is machine learned
and made explicit.

5 Conclusions

In this paper we have shown how machine learned KPI goal preference relations based
on interactions between KPI goals are used to explain results of an AI algorithm for
optimization of real-world production sequences. It turns out that machine learned accu-
mulated interactions between the optimization goals and machine learned preference
relations are useful to help to operate such an algorithm and to explain its behavior. It
was also discussed how these preference relations are used to both parameterize and
reparametrize in an explainable ad hoc and post hoc manner the real-world sequence
optimization process. Counterfactual reasoning is supported by these explanations, too.
In conflictive and therefore uncertain decision situations under time pressure the explana-
tions help the operators in a car factory control room to release the optimized sequences
to production preserving KPI based accountability and overview regarding the effects
on the KPI goals.
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Abstract. Graph neural networks have achieved remarkable perfor-
mance in the field of recommender systems. However, existing graph-
based recommendation approaches predominantly focus on suggesting
popular items, disregarding the significance of long-tail recommenda-
tion and consequently falling short of meeting users’ personalized needs.
To this end, we propose a novel approach called Knowledge-enhanced
Representation Aggregation for Long-tail Recommendation (KRALR).
Firstly, KRALR employs a user long-tail interests representation aggre-
gation procedure to merge historical interaction information with rich
semantic data extracted from knowledge graph (KG). By utilizing ran-
dom walks on the KG and incorporating item popularity constraints,
KRALR effectively captures the long-tail interests specific to the target
user. Furthermore, KRALR introduces a long-tail item representation
aggregation procedure by constructing a co-occurrence graph and inte-
grating it with the KG. This integration enhances the quality of the
representation for long-tail items, thereby enabling KRALR to provide
more accurate recommendations. Finally, KRALR predicts rating scores
for items that users have not interacted with and recommends the top N
un-interacted items with the highest rating scores. Experimental results
on the real-world dataset demonstrate that KRALR can improve recom-
mendation accuracy and diversity simultaneously, and provide a wider
array of satisfactory long-tail items for target users. Code is available at
https://github.com/ZZP-RS/KRALR.
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1 Introduction

With the explosive growth of information on the Internet, addressing the prob-
lem of information overload and providing personalized recommendation services
to users in various domains has become the norm through recommender system
(RS). Typically, RSs model user preferences based on their past interaction infor-
mation and predict items that users may be interested in. The ultimate objective
is to provide users with a curated list of recommendations.

Graph neural networks (GNNs) have demonstrated impressive performance
in the realm of RSs; however, existing GNNs-based recommendation approaches
suffer from the long-tail problem. Due to the power-law distribution of data in
RSs, models trained on such data tend to favor recommending popular items to
users. Additionally, traditional GNNs-based recommendation approaches yield
poor-quality representations for long-tail items due to their lack of interaction
information, exacerbating the long-tail problem. From a market perspective, pop-
ular items face intense competition and offer limited profit margins, whereas long-
tail recommendations can bring substantial marginal profits to recommendation
platforms and businesses [1]. From a user perspective, a large number of repeti-
tive popular items can lead to user fatigue, whereas long-tail recommendations can
enhance recommendation diversity and increase user satisfaction [2,3]. From an
item perspective, popular items are well-known to the general public, and even
without recommendations, users with demand will still purchase them [4]. The
key to long-tail recommendation lies in capturing users’ long-tail interests. How-
ever, long-tail information in user interaction data is scarce, and long-tail items
may have poor vector representations due to their limited number of interactions.
Therefore, the crucial aspect of addressing the long-tail problem involves explor-
ing users’ long-tail interests and enhancing the representations of long-tail items.
In the past, many long-tail recommendation approaches focused on improving rec-
ommendation diversity at the cost of sacrificing recommendation accuracy. Some
approaches [1,3] even exclusively recommended long-tail items to users. However,
solely emphasizing recommendation diversity while neglecting recommendation
accuracy not only consumes network resources but also impacts user experience.
Therefore, there is an urgent need for a long-tail recommendation method that
balances both recommendation accuracy and diversity.

Inspired by the rich semantic information present in the knowledge graph
(KG) and the powerful representation ability of GNNs, we propose a novel app-
roach called Knowledge-enhanced Representation Aggregation for Long-tail Rec-
ommendation (KRALR). Specifically, on the user side, starting from the items
interacted by the user, KRALR performs random walks based on their con-
nections with entities in the KG, generating a large number of collaborative
paths that contain uncertain information. We apply a constraint by calculating
the average item popularity of each collaborative path and select a few paths to
replace the user’s first-order neighbors. On the item side, items interacted by the
same user or items with similar attributes are inherently related. Based on this,
we construct a co-occurrence graph to enhance item representations. Finally, we
predict the ratings of items with which the target user has not interacted and
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recommend top N items with the highest predicted ratings to the target user.
The contributions of this paper can be summarized as follows: (1) We propose a
novel approach called KRALR, which effectively utilizes the uncertain informa-
tion in the KG to model users’ long-tail interests and enhances item represen-
tations through the construction of a co-occurrence graph, ultimately achieving
long-tail recommendation. (2) We propose a user long-tail interest aggregation
procedure, which captures users’ deep-level long-tail interests through random
walks on the KG, and overcomes the problem of diminishing propagation in these
long-tail interests. (3) We propose a long-tail item representation aggregation
procedure, which enhances the representation of long-tail items by constructing
a co-occurrence graph and increasing information propagation connections.

2 Proposed Approach

In this section, we first give the problem formulation of this paper. Then, we
present a detailed description of our proposed KRALR. Figure 1 illustrates the
basic flowchart of KRALR.

2.1 Problem Formulation

In a typical RS, we have a set of M users denoted as U = {u1, u2, ..., uM} and a
set of N items denoted as I = {i1, i2, ..., iN}. The user-item interaction bipartite
graph GUI = {(u, i)|u ∈ U, i ∈ I, yui = 1} is defined based on users’ implicit
feedback, where yui = 1 indicates that a user has interacted with an item (e.g.,
clicked, viewed), while yui = 0 indicates no interaction. Additionally, we have
a knowledge graph GKG = {(h, r, t)|h, t ∈ ε, r ∈ R}, where triples like (Tim
Robbins, ActorOf, The Shawshank Redemption) represent that Tim Robbins is
an actor of The Shawshank Redemption.

– Input: Given the user-item interaction bipartite graph GUI and the knowl-
edge graph GKG, as well as a target user u,

– Output: The top N items that are most relevant to the target user and
contain as many long-tail items as possible.

2.2 User Long-Tail Interests Representation Aggregation over KG

The key to long-tail recommendation is aggregating long-tail information in the
user representation, which cannot be achieved solely based on the user’s histor-
ical interacted items. However, KG contains a substantial amount of uncertain
information, it provides us with a solution to this problem. Based on this, we con-
duct a user long-tail interest representation aggregation on the KG, which allows
users to establish associations with the KG through the connections between
their interacted items and the entity nodes in the KG. We use each interacted
item as a starting point and perform random walks on the KG to sample a
large number of paths with a length of K. To extract the desired long-tail sig-
nals from these paths, we have designed a Long-tail collaborative signal filter
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to select long-tail collaborative signals. Finally, we utilize the selected long-tail
collaborative signals to reconstruct the user’s first-order neighbors and perform
information aggregation based on the reconstructed first-order neighbors.

Fig. 1. The flowchart of the proposed KRALR approach. KRALR primarily consists
of the following steps: 1) User long-tail interests representation aggregation, which
involves exploring collaborative signals through random walks on the KG, and filters
out long-tail collaborative signals by incorporating popularity constraints. 2) Long-tail
items representation aggregation, which involves constructing a co-occurrence graph
and enhancing item representation by integrating information from the KG. 3) Model
prediction and optimization, which focuses on optimizing the model to predict rating
scores for un-interacted items of the target user, and recommends the top N items with
the highest predicted rating scores.

Random Walk on KG. There exists a certain connection between the items
a user has interacted with in the past and the items they have not interacted
with yet [5]. Following this logic, we utilize the high-order connectivity of the
graph and perform random walks on the KG to sample collaborative signals. We
define the set of the user’s historical interacted items as Nu = {i|i ∈ I, yui = 1},
where the item nodes in Nu are connected to other entity nodes in the KG.
These connected entity nodes or other item nodes can further serve as potential
interests for the user. Firstly, for the target user u, we consider their set of
historical interacted items Nu as the initial seed set S1. From S1, we randomly
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select a node and consider its neighbors as the candidate set for the second-
order propagation, denoted as S2 = {t|(h, r, t) ∈ GKG, h ∈ S1}. We continue
this process layer by layer, expanding until the K-th order SK = {t|(h, r, t) ∈
GKG, h ∈ Sk−1} is selected. By repeating this process, multiple paths can be
obtained.

Long-Tail Collaborative Signal Filtering. The paths obtained through ran-
dom walk in the KG contain a large amount of collaborative signal. However,
for long-tail recommendation, we only need to extract the long-tail collaborative
signal from these paths. To achieve this, we start from the characteristic of sparse
interactions with long-tail items and design a long-tail collaborative signal filter-
ing method to filter out other collaborative signals, which involves calculating
the average item popularity for each path and selecting the top s paths with
the lowest average item popularity based on this constraint. The average item
popularity for each path is defined as follows:

P̄ =

K∑

k=1

akpk

K ′ , (1)

where, pk represents the popularity of node k, which is defined as the number of
interactions between node k and users in the training set. ak serves as a controller
that determines whether node k is accumulated or not, with a value of 0 or 1
depending on whether node k is an item node. K ′ denotes the number of item
nodes in the path. It is worth noting that the filtered collaborative signals are
not all long-tail signals. This can be observed from the fact that the starting
point of each path is from Nu. Additionally, the reason why the filtered paths
must contain long-tail collaborative signals is that only paths containing long-
tail items can lower the average item popularity of the paths, thereby passing
the filter’s selection process.

User Collaborative Signal Reconstruction. Although the filtered paths
contain long-tail collaborative signals, directly using these paths for information
propagation can lead to unstable results. This is because we cannot determine
the exact position of the long-tail collaborative signals within the paths. Long-
tail collaborative signals located at the end of the paths can become extremely
scarce due to the layered information propagation process. Therefore, we recon-
struct the user’s first-order neighbors using the item nodes from the filtered
paths, denoted as N ′

u = {i|i ∈ P}, where P represents the filtered paths. By
replacing the original first-order neighbors Nu with the reconstructed set N ′

u,
we ensure that the user can consistently aggregate a sufficient amount of long-
tail collaborative signals. This enables effective long-tail recommendations.

User Representation Attentive Aggregation. Next, we will utilize the user
embedding eu and its set of item neighbor nodes N ′

u to perform attention-based
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aggregation and obtain a high-order user representation. Firstly, for any user u,
we define its neighborhood information as follows:

eN ′
u
=

∑

i∈N ′
u

g(u, r, i)ei, (2)

where ei represents the embedding of item i, g(u, r, i) denotes the attention
weight of user u on item i. Here, we consider the user-item interaction as a
relationship and instantiate it with relation-aware attention [6], which is then
normalized using the Softmax function:

g′(u, r, i) = (Wrei)Ttanh(Wreu + er), (3)

g(u, r, i) = Softmax(g′(u, r, i)), (4)

where eu, er, and ei represent the embeddings of user, relation, and item respec-
tively. Wr is a transformation matrix based on relation r, used to project the
embeddings of user and item into the vector space of relation r. tanh represents
the activation function. We utilize the user embedding eu and its neighboring
information e′

Nu
to obtain the high-order representation of the user:

el+1
u = f(elu, elN ′

u
), (5)

where el+1
u represents the (l + 1)-th layer GNN representation of user u, and e0u

is the initial embedding of user u. We utilize the bi-interaction aggregator [6] to
instantiate the function f :

f(elu, elN ′
u
) =LeakyReLU(W1(elu + elN ′

u
))

+ LeakyReLU(W2(elu � elN ′
u
)),

(6)

where W1 and W2 are trainable transformation matrices, and � represents the
element-wise product.

2.3 Long-Tail Items Representation Aggregation over KG

In the context of recommendation systems, the probability of recommend-
ing an item to a user depends on the similarity of their embeddings [7]. In
GNNs, the update of node representations is influenced by their connections
with other nodes. In other words, a node can obtain richer representations if it
has more connections. However, this gives rise to an unfairness issue: long-tail
items have significantly fewer interactions compared to popular items, which
may result in poorer quality representations for long-tail items. Inspired by co-
occurrence graphs, we reconstruct the information propagation graph using item
co-occurrences.
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Co-occurrence Graph Construction. KG contains a large number of entity
nodes and relationships between entities, where each node and edge play dif-
ferent roles in constructing item embeddings. Additionally, from a user’s per-
spective, two items that have been interacted with by the same user indicate
some common characteristics between them. Furthermore, two items with simi-
lar attributes also imply a connection between them. Based on these principles,
we introduce connections between items in the KG to enhance item embeddings.
Firstly, we compute the frequency of all item-item pairs: if item im and item in
have been interacted with by the same user or share common attributes, the fre-
quency of the pair (im, in) is increased by 1. Then, we set a threshold x, which
is a hyperparameter used to filter out item-item pairs with low co-occurrence
frequencies. For the connection between two items, we define it as:

Co(im, in) =
{
1, if frequency (im, in) > x;
0, otherwise. (7)

Co-occurrence Enhanced KG. In this way, we obtain the item co-occurrence
graph GII . Next, we combine the user-item interaction bipartite graph GUI , item
co-occurrence graph GII , and KG GKG to form the final collaborative infor-
mation propagation graph GUIE = {(h, r, t)|h, t ∈ U ∪ ε, r ∈ R ∪ Interact ∪
Co − occurrence}. We then perform high-order information propagation on
GUIE to update node representations.

Long-Tail Item Representation Attentive Aggregation. Similar to the
update of user representations, we update the representations of item nodes
and entity nodes based on their own representations and neighborhood infor-
mation. For an item or entity node h, we define its set of neighbor nodes as
Nh = {t|(h, r, t) ∈ GUIE}. The neighborhood information for h is then defined
as follows:

eNh
=

∑

t∈Nh

g(h, r, t)et, (8)

where et represents the embedding of the neighbor node t of h, similar to the
aggregation of user representations, the attention score of h on t is:

g′(h, r, t) = (Wret)Ttanh(Wreh + er), (9)

g(h, r, t) = Softmax(g′(h, r, t)), (10)

The high-order representation of h is:

el+1
h = f(elh, elNh

), (11)

f(elh, elNh
) =LeakyReLU(W1(elh + elNh

))

+ LeakyReLU(W2(elh � elNh
)),

(12)
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After L layers of GNN, we can obtain the l-th order representation for each
user and each item:

Eu = {e(0)u , e(1)u , ......e(L)
u }, (13)

Ei = {e
(0)
i , e

(1)
i , ......e

(L)
i }. (14)

2.4 Model Prediction and Optimization

Model Prediction. Given the layer-wise GNN representations Eu and Ei for
users and items, respectively, we concatenate the representations from each layer
to obtain a single vector representation:

e∗
u = e(0)u ||e(1)u ||...||e(L)

u , (15)

e∗
i = e

(0)
i ||e(1)i ||...||e(L)

i , (16)

where || represents the concatenation operation. Finally, we predict the level of
interest of user u in item i by taking their inner product:

ŷu,i = e∗T
u e∗

i . (17)

Model Optimization. In KRALR, we employ two types of optimizers, namely
interactive-aware learner and knowledge-aware learner. The interactive-aware
learner aims to learn users’ diverse preferences from their interactions. We utilize
the BPR loss to implement it.

LBPR =
∑

(u,i,j)∈O

−lnσ(e∗T
u e∗

i − e∗T
u e∗

j ), (18)

where O = {(u, i, j)|i ∈ N ′
u, j ∈ I, j /∈ Nu, j /∈ N ′

u}, i represents the positive
sample of user u, while j represents a negative sample randomly drawn. We train
the model by minimizing the distance between u and the positive sample i, and
maximizing the distance between u and the negative sample j, using the sigmoid
function σ.

The knowledge-aware learner aims to model entities based on the triplets in
GUIE . For any triplet (h, r, t), we define its confidence score as follows:

β(h, r, t) = ||Wreh + er − Wret||22. (19)

It means calculating the distance between the head entity h and the tail entity
t, where a lower confidence score indicates a more reliable and truthful triplet.
The loss function of training KG is as follow.

LKG =
∑

(h,r,t,t′)∈T
−lnσ(g(h, r, t′) − g(h, r, t)), (20)
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where T = {(h, r, t, t′)|(h, r, t) ∈ GUIE , (h, r, t′) /∈ GUIE}, the negative samples
are constructed by randomly replacing t.

Finally, we obtain the objective function by learning Eqs. (18) and (20)
jointly:

L = LBPR + LKG + λ||θ||22, (21)

where θ = {E,Wr,W
(l)
1 ,W

(l)
2 ,∀l ∈ {1, ..., L}} represents the set of model param-

eters. E denotes the embedding table for all nodes. L2 regularization, parame-
terized by λ, is applied to θ to prevent overfitting.

3 Experiments

In this section, we will present our experimental setup and showcase our exper-
imental results on real datasets.

We provide explanations for some parameters mentioned in this paper. We
set the number of paths obtained through random walks to 1500, and the fil-
tered path count, denoted as s, is set to 3. To validate the effectiveness of our
KRALR, we conducted experiments on the Last-FM dataset. We prepared the
same settings as in [6] to construct knowledge graphs for the Last-FM datasets by
mapping items into Freebase entities. Table 1 presents the profile of the dataset
for the Last-FM dataset.

Table 1. The profile of Last-FM Dataset

Dataset Last-FM

User-item interaction Users 23,566
Items 48,123
Interaction 3,034,796

Knowledge graph Entities 58,266
Relations 9
Triplets 464,567

The direct criterion for measuring the quality of a recommendation system
is its recommendation accuracy. Therefore, we evaluate the recommendation
accuracy of KRALR using Precision and Recall. Additionally, for a long-tail rec-
ommendation model, accuracy is not the sole criterion for evaluating its recom-
mendations. Recommendation diversity is also an important metric for assessing
long-tail recommendations. We employ the Aggregate Diversity (AD) [8] mea-
sure to evaluate the recommendation diversity of KRALR. Since short-head and
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long-tail are relative concepts, to directly reflect the performance of KRALR
in long-tail recommendations, we use the Average Recommendation Popularity
(ARP) [9] as a measurement metric.

We denote Top(u,N) as the top N items recommended to user u. Further-
more, we define Rec(u) as the set of items that the user u has interacted with
in the test set. The calculations for Precision and Recall are defined as follows:

Precision =
1
m

∑

u∈U

|Top(u,N) ∩ Rec(u)|
|Top(u,N)| , (22)

Recall =
1
m

∑

u∈U

|Top(u,N) ∩ Rec(u)|
|Rec(u)| , (23)

where m represents the number of users in the training set, the larger the values
of these two metrics, the higher the recommendation accuracy.

AD calculates the number of distinct items recommended to all users, while
ARP calculates the average popularity of the recommended items for users.
A higher AD value indicates a greater variety of recommended items, while a
lower ARP value indicates a stronger long-tail recommendation capability of
the recommendation system. The calculations for AD and ARP are defined as
follows:

AD = |
⋃

u∈U

{i ∈ Top(u,N)}|. (24)

ARP =

∑
i∈Top(u,N) pi

N
. (25)

where pi represents the popularity of item i.
To validate the effectiveness of our proposed approach, we selected the fol-

lowing approaches for comparison:

– BPRMF [10]: A basic matrix factorization approach used to rank items of
interest for each user according to their preferences.

– CKE [11]: A typical regularization-based approach that enhances matrix
factorization using semantic embeddings derived from TransR.

– CFKG [12]: A model applies TransE to a unified graph that contains users,
items, entities, and relations, transforming the recommendation task into the
likelihood prediction of the (u, interactive, i) triple.

– KGAT [6]: A novel propagation-based model that utilizes an attention mech-
anism to distinguish the importance of neighbors in the collaborative knowl-
edge graph.
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Fig. 2. Comparative experiment results of accuracy metrics (a) precision and (b) recall,
and diversity metrics (c) AD and (d) ARP on Last-FM dataset.

Figure 2 presents the experimental results of KRALR compared to other
approaches on the Last-FM dataset. From the figure, it can be observed that
KRALR outperforms the other comparative approaches in terms of precision
metrics such as Precision and Recall. Additionally, KRALR also demonstrates
better performance than other comparative approaches in terms of the diver-
sity metric AD. Moreover, KRALR shows stronger capability in recommending
long-tail items compared to other approaches, as indicated by the ARP metric.
Therefore, we can conclude that KRALR not only performs well in terms of rec-
ommendation accuracy but also excels in the task of long-tail recommendation.

It is because KRALR implements user long-tail interests representation
aggregation over KG, which effectively leverages the rich semantic information
in the KG to capture users’ long-tail interest representations. Consequently, it
resolves the issue faced by GNNs-based recommendation approaches in cap-
turing users’ long-tail interests. Furthermore, KRALR incorporates long-tail
items representation aggregation over KG by utilizing both the KG and co-
occurrence graph to enrich the available information for long-tail items. As a
result, it enhances the quality of representation for long-tail items. By obtain-
ing high-quality representations for both user long-tail interests and long-tail
items, KRALR outperforms other related approaches in terms of recommenda-
tion accuracy and diversity for long-tail recommendations.
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4 Conclusions and Future Work

In this paper, we introduced the novel KRALR approach that leverages the rich
semantic data in KG and the powerful representation capabilities of GNNs. Our
approach successfully captures user long-tail interests and enhances the embed-
ding quality of long-tail items. The experimental results on real-world dataset
demonstrate that KRALR effectively improves recommendation accuracy and
diversity simultaneously. For future work, it would be valuable to apply KRALR
to address the challenging cold-start recommendation problem, particularly for
users and items with no prior interaction information. This presents a more
difficult scenario for RSs and warrants further investigation.
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Abstract. The coronavirus (covid-19) pandemic has had a global
impact on human beings. Many people have been infected, and millions
have died due to COVID-19. A lot of precautionary measures are sug-
gested by the World Health Organization (WHO) to prevent the spread
of COVID-19, like the use of sanitizers, social distancing, and face masks.
Wearing the face-masks incorrectly makes them useless and spreads the
virus. In this manuscript, a convolution neural network (CNN) based
real-time face mask detection technique is proposed. However, designing
the architecture of CNN is a complex task and requires a deep knowl-
edge of its internal structure and fine tuning of hyper-parameters for
better accuracy. In this manuscript, the design complexity of the con-
volution neural network is reduced by optimizing the hyper-parameters
of CNN using the particle swarm optimization (PSO) technique known
as PCNN. The proposed PCNN model is tested on an image dataset.
The obtained results are compared with other machine learning models
like fundamental CNN, support vector machine, decision tree, and naive
Bayes algorithms. The performance of the proposed model is tested using
validation measures like Accuracy, precision, Recall, and F-1 score. It is
observed that proposed model has higher accuracy compared to conven-
tion machine learning algorithms.

Keywords: PSO · CNN · Machine Learning · Face mask detection

1 Introduction

Covid 19 pandemic has made an immense impact on everyone’s life. The Coro-
navirus malady is effectuated by an acute respiratory syndrome (SARS-CoV-2).
The world has suffered its repercussions and has faced significant drawbacks
in every field. COVID-19 is a contagious infection caused by the coronavirus.
The pandemic has brought various changes in every person’s lifestyle worldwide.
According to WHO statistics,423 million people have been infected by Covid-19
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till February. The nature of the viruses claims that it multiplies in the host’s
body [1], and their outgrowths depend upon the person’s immune system [2].
COVID-19 spreads through air droplets induced whenever a person sneezes or
coughs in an open environment. Then these droplets compound with the air in
the surroundings and are transferred to the person who makes direct contact with
them. Due to this reason, it has impacted the mass expeditiously. Covid-19 has
not only affected people physically but has also influenced people’s mental health.
This alarming situation shook every field of the world. Researchers studied the
virus, its cause, prevention techniques, and vaccines. Scientists have proved that
wearing masks and hand sanitizers can prevent Covid-19 virus transmission [3].
Regarding health, the government imposed strict restrictions like maintaining
social distancing and wearing masks in public places. Face masks became a com-
pulsory accessory to wear in public and cameras were implanted, and guards
were appointed to take care of the safety measures. Not wearing masks in pub-
lic can spread the infection and thus increase the number of Covid patients. In
such conditions, Face mask detection became a popular technique to identify
such faces without masks. Facemask detection is based on artificial intelligence
and machine learning technology. In recent years, machine learning has made
predictions, observations, and detection processes more efficient and accurate.
Studies claim that Artificial Intelligence was developed in the 1950 s [4] and has
made remarkable advancements in artificial intelligence. Machine learning uses
algorithms and estimates results based on reference data and past conclusions.
Various studies and research have been done on face mask detection. Image detec-
tion and object verification is the first step. Research on image detection [6] has
helped ease work on image processing and differentiating real and background
images. Harzallah et al. proposed techniques for a better understanding image
classification with localization [7]. Numerous methods, such as OpenCV DNN
[8], Mobilenetv2 [9], and yoloV5 [10] for image processing and object identifica-
tion [11], using algorithms and concepts. Research by Islam et al. showed that
the CNN technique is sensitive to CCTV cameras and detects masks using pixels
of the image captured by CCTV [12]. Another step is using the dataset to study
and classify faces with and without masks. More et. al proposed the project using
KNN [13] in which 2D and 3D masked faces were fed into the database so that
the software compares the real-time image with the database and gives an alert
if the image mismatches with the database collection. The model proposed by
Nagoria et al. [14] works two principles ResNet and decision tree. ResNet is used
as a feature extractor, and a decision tree is used for image classification. Pro-
posed model by Jignesh Choudhary et al. using InceptionV3 [8] based on SMFD
in which image augmentation method is used for better analysis and accuracy.
Research by Reddy et al. [15] contemplated the algorithms with geometry. To
properly characterize the mask’s orientation, the recovered attributes were com-
puted into several classification models such as Random Forest, Logistic Regres-
sion, CNN, Support Vector Machine, AdaBoost, and K-Nearest Neighbors. All
these studies reveal that machine learning and deep learning models are widely
used in the classification of images. A model like CNN provides excellent results
in the classification of the dataset [16]. CNN architecture comprises several layers
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of convolutions, pooling, fully connected layers, and many other parameters like
layer type, connecting nodes, network depth, and the number of neurons. Hence,
fundamental CNN architecture requires deep knowledge to tune all the critical
parameters to obtain the best results for specific datasets. Automatic design
methods for CNN can be highly beneficial rather than infeasible hit-and-trial
methods. Hyper-parameter optimization can be considered a model identifica-
tion problem in machine learning. In other words, hyper-parameter optimization
identifies several optimal numbers of neurons, layers, etc. Evolutionary compu-
tational techniques can find the optimal set of hyper parameters. In this paper,
particle swarm optimization [17] is use to identify the values of hyper-parameters
CNN architecture and applied in facemask detection. The main advantages of
PSO are that it is easy to implement, has a lower computational cost, and has
fewer parameters to adjust. Many researchers have investigated the performance
of population-based algorithms in hyper-parameter optimization but still more
work needs to be done. The main objective of the paper are as follows:

– Develop a real-time face mask detection system using a convolutional neural
network (CNN).

– Apply Particle Swarm Optimization (PSO) to optimize the hyperparameters
of the CNN model.

– Improve the accuracy and efficiency of the face mask detection system through
hyperparameter optimization.

– Validate the performance of the optimized CNN model on a benchmark
dataset and compare it with existing face mask detection methods.

The Local best (Lbest) and Global best (Gbest) solutions of PSO are used to tune
the five hyper-parameters of CNN, i.e., number of connection layers, Pooling
Layer, convolutional layer, and hidden layers. The results provide an improved
CNN architecture. The proposed model is applied to classify images wearing
masks correctly or incorrectly. Later, the same model is tested on real-time
videos for the identification of incorrect wearing of masks.

The rest of the paper is organized in the following manner. In Sect. 2,
the Basic background of particle swarm optimization and CNN is described.
In Sect. 3, the proposed hyper-parameter-optimized CNN model is discussed.
Section 4 explains the experimental setup and dataset used in the analysis. In
Sect. 5, proposed model is compared with state of art algorithms in terms of var-
ious performance metrics. Section 6 highlights the result and analysis obtained
from proposed model. Section 7 concludes the chapter with future scope.

2 Related Terminologies

2.1 Convolutional Neural Network

A Convolutional Neural Network (CNN) is a Machine Supervised learning model
created specifically for visual content interaction. It accepts photographs as
inputs, recovers and evaluates the image’s attributes, and then categorizes them
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Fig. 1. CNN architecture for face mask detection

using the acquired characteristics. CNN contains several filters [18], each of which
captures data from the picture, such as edges and different forms (vertical, hor-
izontal, and round), and then combines all of this information to determine the
image. CNN has four layers to process data:

1. The Input layer- As the title suggests, this is the layering in which the input
picture is fed, which can be Grayscale or RGB [21]. Pixels with values scaling
from 0 to 255 constitute every picture. Before providing them to the model,
it has to be normalized, that is, change the scale from 0 to 1.

2. The Convolution layer + Activation Function- It is the layer in which the
filter is implemented to the input picture in order to derive or identify its
characteristics. A filtration is employed to picture several instances, resulting
in a feature map [21] that aids in the classification of the input image and
labels. After obtaining the feature map, a nonlinearity-inducing activation
function is added to it.
The activation function in the output layer is called Softmax [22] and calcu-
lated as:

S(xi) =
exp(xi)∑n
j exp(xj)

(1)

where S(xi) is the input value from previous layers, n is number of labels and
j is the order of labels.

3. The Pooling Layer- This layer minimises the size of the feature map, which
seeks to sustain the pertinent data or aspects of the input picture and also
saves estimation time.

4. Fully Connected layer- The input picture is categorised into a label using the
Fully connected layer. This layer combines the data from the previous phases
to the output layer and, in the end, allocate the input to the appropriate label.

2.2 Particle Swarm Optimization

PSO is based on the intelligent behavior of swarms. PSO is inspired by the food
search behavior of swarms introduced by Eberhart et al. [17] in the year 1995.
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Fig. 2. The basic block diagram of proposed particle swarm optimized CNN

These are the population-based algorithms that find the solutions iteratively. In
PSO, individuals are referred to as particles, and the group of particles is known
as the Population. Each particle finds the best solution denoted as Pbest having
minimum values. Then the current position vector and velocity vector are used
to update the next position as given as

V t = w.V t−1 + c1r1(P t−1
best − P t−1) + c2r2(gt−1

best − P t−1) (2)

Pt = Pt + Vt (3)

where w represents inertia weights and c1andc2 are acceleration constant. ra
and r2 represents the randomly generated values. In PSO, every particle is first
initialized which represents the possible solutions. During th process Pbest and
gbest interact with every particle and updates the position in search of optimal
solution.

3 Proposed PSO Optimized CNN (PCNN)

In this paper, we propose the use of Particle Swarm Optimization (PSO) to
optimize the hyperparameters of a CNN for real-time face mask detection. The
objective is to enhance the accuracy and efficiency of the face mask detection
system by finding the optimal set of hyperparameters through PSO. Particle
swarm optimization is used to maximize the accuracy of CNN architecture. The
flow diagram of the proposed model is shown in Fig. 2.

3.1 System Model

The Step wise procedure of proposed PCNN is as follows.
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Step 1. Data Collection: Collect a dataset of images containing people wearing
and not wearing face masks.

Step 2. Preprocessing: Preprocess the images by resizing them and converting
them to a suitable format for training the CNN. Convolutional Neural Network
(CNN): Design a CNN architecture for face mask detection, consisting of con-
volutional layers, pooling layers, and fully connected layers.

Step 3. Particle Swarm Optimization (PSO): Utilize PSO algorithm to
optimize the hyperparameters of the CNN, such as learning rate, number of
filters, and kernel sizes.

Step 4. Hyperparameter Initialization: Initialize a swarm of particles, each
representing a potential set of hyperparameters for the CNN.

Step 5. Fitness Evaluation: Evaluate the fitness of each particle by training
and testing the CNN using the corresponding hyperparameters on the dataset.

Step 6. Update Particle Velocity and Position: Update the velocity and
position of each particle based on its personal best and global best positions,
using the PSO equations.

Step 7. Iteration: Repeat the process of fitness evaluation and updating par-
ticle positions for a certain number of iterations.

Step 8. Optimal Hyperparameters: Obtain the optimal set of hyperparam-
eters based on the particle with the best fitness value. Evaluation: Evaluate the
performance of the optimized CNN model on a separate test set and compare it
with existing face mask detection methods.

3.2 Architecture and Working Principal

Initialization of the Population Size. In this phase, population size is
defined then particles are randomly generated to reach population size. For each
element, the first element is always defined as a convolutional layer. Each element
can be filled with a convolutional layer and pooling layer from the second to the
maximum fully connected layer. From the maximum fully connected layer to the
maximum length, it can be initialized with any four layers until the first fully
connected layer is added. The last layer must have the same size as the number
of classes. The initialization process is well described in terms of pseudo-code,
as shown in Algorithm 1. The particle swarm optimization algorithm is defined
as Algorithm 2.

Fitness Calculation. Weight assignment is important step in deep learning
framework. A well known Xavier weight initialization strategy is adapted to
initialize the weight of of individual particle. after that each individual is decoded
in convolutional neural network. After that, K iteration are performed in first
phase of training th dataset. Then accuracy of each individual will be calculated
and stored as fitness value.
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Algorithm 1. Particle initialization algorithm for CNN
1: Input: Population Size N
2: Input: Number of Convolutional Layer Nc

3: Input: Number of Pooling Layer Np

4: Input: Fully connected Layer Nfc

5: Output : Population Initialization Pφ

6: for x ← Pφ do
7: if x ≤ N then
8: Convolutional list ← Pφ

9: Nc ← Uniform random number [0 Nc]
10: While Convolutional Unit ≤ Nc

11: Convolutional Unit ← Convolutional Layer initialize with default settings
12: Convolutional List ← Convolutional Unit U Convolutional list
13: END
14: While Pool List ≤ NP do
15: Pool Unit ← Initialize Pool layer randomly
16: Pool List ← Pool List U Pool Unit
17: END
18: Fully Connected Layer ← Φ
19: Nfc ← generate uniform integer between [1 Nfc]
20: While Fully Connected Layer ≤ Nfc do
21: Fully Connected Layer ← Fully Connected Layer U Full Unit
22: END
23: Generate Particle x using Convolutional Unit, Full Unit and Pool Unit
24: end if
25: end for

Algorithm 2. Particle Swarm Optimization
1: Input: Intialize Particle x
2: t ← 0
3: While t ≤ Maxiumum Generations do
4: Fiteness evaluation for each Particle in x
5: Update Local and Global Position Vectors Pbest and Gbest

6: Calculate the Velocity Vector Vi for each particle
7: Update Position Vector
8: t ← t+1
9: END

10: Return Gbest for training

CNN Architecture. A direct encoding technique is used to represent CNN
architecture and computational nodes are represented as 2D Grid. Let number
of columns and rows are defined as C and R, respectively. Then the number of
nodes are given as R×C and number of input units are defines according to input
dataset. The population of particles having varying size comprises of information
about type of neuron and connecting nodes. The cth column of neuron must be
connected with (c− l) to (c− 1) where l represent level back prameter. Figure 3.
represent the different particle with corresponding architecture. In convolutional
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Fig. 3. Three different particles comprises of different information.
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Fig. 4. A detailed overview of individual particle.

operation, inputs are padded with zero values to maintain the size of output rows
and columns. After convolution, feature map having size M × N is mapped into
M

′
and N

′
. The Fig. 4 represent the detailed overview of individuals.

4 Experimentation, Result and Analysis

4.1 Dataset Characteristics

The data set was collected from Kaggle.com. There are total 2079 images in
the dataset collection. It consists of three types of image categories: Correctly
masked face dataset (CMFD), Incorrectly masked face dataset (IMFD) and peo-
ple not wearing masks and wearing masks in incorrect way. There are 690 images
in which people have worn masks, 686 images in which people have not worn
masks whereas 703 images in which people have worn masks in an inappropriate
manner. This dataset will provide information to the model and hence results
can be predicted based on the study of the dataset collection and algorithm. The
illustration shows some images of the dataset accumulation.

4.2 Experimental Setup

The proposed model is designed on Python3 software in Intel i7, 16 GB SDD and
32 GB RAM setup. The various algorithmic parameters are selected to find the
best results. For the fitness assignment of the candidates in CNN architecture,
Gradient descent algorithm trains the CNN with mini batch size of 128. Soft-
max function is used as loss function. Initial learning rate is 0.1. Adam optimizer
is used with parameters value β1 = 0.9 and β2 = 0.99. The experiment runs for
20 epochs with same int ital learning rate. The dropout = 0.5 is used to avoid
over fitting. In PSO, number of particles are 20 with 100 generation size. The
inertia coefficient is used as 1. The coefficients C1 and C2 are taken 2.0.
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4.3 Performance Evaluation

The primary motive of this paper is to compare the four models. The parameters
used for the comparison are Accuracy,Precision, F1-score and Recall.
A confusion matrix is a comprehensive approach of assessing true and false
positive and negative outcomes. The confusion matrix offers us estimates of
results form of True and false value rather than a decimal reliability.

(TN) True Negative: The model anticipated False, while the real value was False.
(FP) False Positive: The model anticipated True, but the real value was False.
(FN) False Negative: The model anticipated False, but the real value was True.
(TP) True Positive: The model anticipated True and the real value was True.

1. Accuracy : The accuracy informs us how many times the machine learning
model accurately anticipates an outcome out of the total number of predictions
it has made.

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

2. Precision : The model’s precision score reflects the potential to effectively
forecast the positives out of all the positive predictions it has generated.

Precision =
TP

TP + FP
(5)

3. Recall Score The model’s capability to reliably forecast positives out of
existing positives is measured by the model recall score.

RecallScore =
TP

TP + FN
(6)

4. F1-score F1-score is a machine learning model performance statistic that
weighs Precision and Recall equally when evaluating accuracy, making it a viable
substitute to Accuracy metrics.

F1 − score =
2 ∗ Precision ∗ Recall

Precision + Recall
=

2 ∗ TP

2 ∗ TP + FP + FN
(7)

4.4 Results

It was observed that the camera detects the person’s face and tells whether he or
she is wearing mask or not. If the person is wearing mask properly then a green
colored box will appear saying masked and if the person is not wearing mask or
is wearing mask incorrectly, then a red colored box will appear saying no mask.
After evaluating all the proposed models, the model will the highest accuracy i.e.
CNN can be used to create face mask detector for real-time use. The results are
validated with the help of performance measures like Accuracy, Precision, Recall
Score and F-1 Score as depicted in Table 1. It is observed from the results that
the proposed model has highest accuracy and least error rate. The accuracy plot
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Table 1. Classification Report based on KNN

Techniques Precision Recall Recall F-1 score Error rate

KNN 92.3 91.5 93.6 95.3 0.23
Decision Tree 94.6 96.2 93.3 96.4 0.15
Naive Bayes 97.5 98.7 95.8 97.2 0.12
PSO-CNN 99.56 98.88 99.2 95.4 0.07

of the proposed PCNN model is as hsown in Fig. 5(a) and 5(b). It is observed
from the results that the accuracy is almost near to 100% and maximized with
number of epochs and validation loss reaches to zero. The results show that the
proposed model correctly identify the masked and non-masked images efficiently.

5 Comparision with State of Art Machine Learning
Models

In the study, we have proposed a two stage configuration which will process the
result based on the collection of dataset provided and the model implemented.
The first stage is the feature extraction in which the software reads and analyses
the characteristics of the images provided in the preprocessed dataset. In this, the
software examines the images carefully and learns a pattern to detect facemask.
Next step is the implementation of the algorithm. The results are compared with
three classical machine learning models like K-nearest neighbor [23], Decision
Tree [24] and Naive Bayes [25]. This step further bifurcates in two processions:
Building and Fitting the algorithm and Performance evaluation. When the data

Fig. 5. Graph of Epochs vs. Training and Validation Accuracy/Los
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Fig. 6. Results obtained from proposed PCNN Model.

is examined, it is rectified using algorithms enforced and then the performance of
each calculation is evaluated which helps to give the estimation of the accuracy
measurements of loss function is used the proposed algorithms [26].

6 Conclusion and Future Scope

In recent times, face mask detection has gained significant importance due to the
global COVID-19 pandemic. The use of Convolutional Neural Networks (CNNs)
has shown promising results in various image-based tasks, including face mask
detection. However, the performance of CNNs heavily relies on the selection of
appropriate hyperparameters. Therefore, optimizing these hyperparameters is
crucial to enhance the accuracy and efficiency of face mask detection systems.
The objective was to achieve the highest accuracy with the least error in the
detection of face masks. To validate the effectiveness of our proposed approach,
we will conduct extensive experiments on a benchmark dataset of images con-
taining people wearing and not wearing face masks. The performance of the opti-
mized CNN model will be compared with existing face mask detection methods,
demonstrating the superiority of our approach. The utilization of PSO enables
the CNN model to efficiently explore the search space and find optimal network
configurations, resulting in superior performance. This indicates the effective-
ness of the proposed approach in improving the performance of CNN models
for this specific task. The use of PSO in optimizing CNN architectures for face
mask detection not only enhances the accuracy of the detection process but also
reduces the likelihood of false positives or false negatives. This research addresses
the critical problem of hyperparameter optimization in CNNs for real-time face
mask detection. By leveraging PSO, we aim to contribute to the development of
more accurate and efficient face mask detection systems, which have significant
implications in ensuring public health and safety during pandemic situations.
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Abstract. The research field of behavior monitoring and estrus detec-
tion in cows has predominantly concentrated on investigating isolated
occurrences of mounting behavior, neglecting the analysis of dynamic
behaviors exhibited during the estrus period, before and following mount-
ing. To address these limitations, this paper proposes a framework that
utilizes computer vision techniques to analyze visual data, classify behav-
ioral features, track the duration of behaviors, and identify potential
deviations from normal behavior based on historical data. The part
of dynamic behavioral analysis, which encompasses the assessment of
behavioral changes and historical behavior data to identify the optimal
time window for Artificial Insemination (AI) and potential abnormalities
in behaviors, is the main novelty of this framework. Based on our prelim-
inary experiments conducted on a well-known public dataset, the behav-
ior classification model achieves an overall accuracy of 80.7% in accu-
rately classifying various behaviors, including standing, walking, lying
down, and feeding. While the model demonstrates proficiency in identi-
fying feeding, lying down, and standing behaviors, there is still room for
improvement in accurately recognizing walking behavior. This research
contributes to advancing behavior monitoring and estrus detection tech-
niques, providing a way for improved AI practices in the cattle industry.
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1 Introduction

The profitability of cattle farms heavily relies on reproductive performance, as a
high pregnancy rate serves as an indicator of success [1–3]. Artificial Insemina-
tion (AI) has become the widely adopted approach to address this concern [3].
This technique enables genetic improvement in farm animals by utilizing frozen
sperm with high genetic merit, eliminating the logistical challenges associated
with natural mating [4]. However, successful insemination must be performed
approximately 12–18 h after the cow exhibits standing heat, where a cow or
heifer permits other animals to mount her while she remains standing [2,5].
Temperature is also a critical factor, as heat stress can occur. In case of insemi-
nation failure, it results in increased costs for farmers, including additional feed
costs, animal management labor, extra breeding expenses, and the value of calf
loss [1,3]. These complications highlight the necessity for farm workers to have
effective decision-making and supporting tools to detect standing heat and deter-
mine the proper timing for initiating AI.

Detecting estrus behavior has always been a laborious, subjective, and chal-
lenging task in cattle farms. Traditionally, farm workers would frequently observe
cows at least twice a day for 30 to 60 min through direct observation or video
feeds [2,5]. Besides recognizing standing heat, farmers should also look for addi-
tional signs such as increased walking, decreased feeding, chin resting on other
cows, and sniffing the vulva region of other cows [2,5–7]. One of the earlier tech-
nologies developed to address this task was wearable devices. In 2017, Miura
et al. [8] utilized a wireless sensor covered with urethane gel to monitor the
surface temperature (ST) at the ventral tail base. By studying the relation-
ship between ST, behavioral estrus expression, ovulation, and hormone profile,
detection accuracy ranged from 46% to 71%. Subsequently, Higaki et al. [9]
employed a wireless vaginal sensor placed in the cranial vagina to measure vagi-
nal temperature and conductivity for accurate estrous detection. They utilized
supervised machine learning and achieved a sensitivity and precision of 94%.
Wang et al. [10] introduced a sensor attached to the cow’s neck using adjustable
nylon straps. This sensor combined acceleration and location data to create an
activity index, enhancing estrus recognition through unsupervised learning and
self-learning classification models, achieving an accuracy of 90.91%. However,
a drawback was that it caused annoyance to the cows and would be costly to
adopt on a large scale [1].

Recently, advancements in computer vision and deep learning algorithms
have facilitated the development of automated image analysis techniques for
continuous monitoring, leading researchers to favor these methods for cows.
CowXNet [11] is an estrus detection system that considers mounting behav-
ior and additional signs. It utilizes YOLOv4 for cow detection, a convolutional
neural network for body part detection, and a classification algorithm for estrus
behavior detection, achieving an accuracy of 83%. Another study [12] presents an
improved YOLOv5 model for detecting mounting behavior. This system incor-
porates complex layers of atrous spatial pyramid pooling, a channel-attention
mechanism, and a deep-asymmetric-bottleneck module, resulting in an accuracy
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of 94.3% with a processing speed of 71 frames per second (fps) in natural breed-
ing scenes. However, both works focus on detecting signs of estrus and fail to
consider behavior before and following mounting, thereby leaving the optimal
timing for AI uncertain. Behavior classification has also been explored in pre-
vious research. Gong et al. [13] propose a system that classifies behavior into
standing, walking, and lying down. They utilize the YOLOv4 model for detect-
ing multiple cows and then employ keypoint heatmaps and part affinity fields
for classification. The system achieves precision rates of 85% for single cow pose
estimation during the day and 78.1% at night. By combining mounting detec-
tion and behavior classification, these techniques offer significant advantages by
reducing the need for skilled human labor and invasive equipment [1].

Previous research in the field has predominantly focused on examining a point
in time when mounting behavior occurs rather than taking into account the over-
all behavior and considering the events preceding and following the mounting
behavior, which is equally important in identifying the estrus period proper
insemination time window. Consequently, there is a research need to upgrade
the existing computer vision-based framework, specifically the part of behavior
monitoring and estrus detection in cows. This research paper addresses this sig-
nificant research gap by proposing the development and evaluation of a novel
computer vision-based framework for cows. The framework harnesses advanced
computer vision techniques to analyze video data, accurately classify behavioral
features, and effectively query the information for precise estrus detection. Fur-
thermore, it incorporates the capability to suggest the optimal time window for
AI. By addressing this research gap, the proposed framework aims to signifi-
cantly advance the field by providing valuable insights and practical solutions
for enhancing reproductive management in cattle farming.

The remainder of the paper is structured as follows: Section 2 presents a
detailed description of the materials and methods employed in this research.
Section 3 provides the results obtained from the evaluation and offers a discus-
sion. Section 4 outlines the conclusions drawn from this study, highlighting the
potential impact of the proposed framework and directions for further research
exploring its practical implementation in real-world cattle farming scenarios.

2 Material and Method

This work utilized a publicly available dataset to develop the proposed frame-
work. As there were no real-life experiments involved, direct ethical concerns
did not arise. The use of publicly available data adhered to the terms and con-
ditions stipulated by the dataset providers, ensuring compliance with relevant
data usage policies and safeguarding intellectual property rights.

2.1 Data

This work used the AnimalPose dataset, which was developed by Chen et al. [14].
This dataset was specially created to address the lack of keypoint-labeled animal
datasets and to enable the performance evaluation of animal pose estimation
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algorithms under weak supervision. It involves five selected mammals: dogs, cats,
horses, sheep, and cows. Each animal instance is annotated with 20 keypoints,
including eyes, ears, nose, throat, tail base, withers, elbows, knees, and paws,
as shown in Fig. 1, The annotation format resembles popular human keypoint
formats used in datasets like COCO.

Fig. 1. A cow’s keypoint annotation [15].

A custom Python code has excluded all animals other than cows from images
and the corresponding annotation files. Subsequently, the retained data was for-
matted into a CSV (Comma-Separated Values) file format, facilitating the task
of annotators in labeling behaviors. Key information, including image file names,
bounding box coordinates, and keypoint coordinates, was organized into indi-
vidual rows within the CSV file. The dataset comprises a total of 504 images
and 852 annotations.

To ensure the precision and accuracy of the dataset, the annotators cross-
referenced the file names presented in the CSV file with the actual images, veri-
fying the presence of cows and filtering out unrelated images, such as close-ups of
cow face and images of the milking process. Consequently, the annotators clas-
sified the behavior of the cows using agreed-upon description as listed in Fig. 1.
The dataset contains four distinct behaviors. However, a significant proportion
of the annotations is primarily the cow’s standing behavior. In order to enhance
the balance of the dataset, standing annotations are randomly excluded from
the training and testing phases. The remaining dataset comprises 219 images
and 353 annotations, which have been partitioned into train and test sets using
a 75:25 ratio.

2.2 Proposed Framework

The structure of the proposed framework is presented in Fig. 2. The framework
begins with the standard practice of detecting the cow from the images and
performing keypoint localization. The resulting output is then passed on to the
behavior classification step. The following steps, represented by the grey-colored
boxes, are the novel components of our framework. The output obtained from
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Table 1. Description of cow’s behavior.

Behavior Description

Feeding A cow is consuming food, typically by grazing on grass, hay,
or other feed sources

Lying Down A cow’s posture of resting or reclining on the ground or a
surface, with its body horizontally extended

Standing A cow’s legs are actively in a sequential movement of having
one or more legs lifted off the ground

Walking A cow supports its body weight evenly on all four legs

the behavior classification model is the input for our dynamic behavioral anal-
ysis part. At the behavior duration calculation step, in cases where a cow is
mounted. The system proceeds by appending the behavior and detecting whether
the standing behavior persists for longer than 3 s. Other estrus parameters, such
as increased walking and decreased feeding, are also evaluated at this stage.
Once the cow is identified to be in the estrus period, the system will provide
recommendations for the appropriate timing for AI. In cases where the behavior
does not involve mounting, the model verifies whether it matches the behavior
observed in the previous frame. If it differs, it is appended to the database. This
step is implemented to prevent data duplication and manage storage size, as
an increased size would complicate the process of querying behavior changes.
Any deviation from the normal behavior of the cow can also be evaluated while
taking into account its behavior history to identify potential abnormalities in its
health The details of all key framework components are described below.

Cow Detection and Keypoint Localization. The methods of cow detection
and keypoint localization in previous studies can be categorized into two main
types: top-down methods and bottom-up methods. Top-down methods involve
detecting objects and getting the bounding box before estimating body parts.
Consequently, the accuracy of keypoint localization is high. These works by
Lodkaew et al. [11], Wang et al. [12], and Gong et al. [13] all fall into this category.
However, it would rely heavily on object detection’s success. On the other hand,
bottom-up methods primarily focus on detecting body parts as polygonal shapes
and grouping them into objects [13,16]. It is generally faster since a regular
bounding box is not a natural object representation, and fitting them inside a
box will unavoidably include background pixels. However, the main task of this
approach in human is to determine which one does the keypoint belong to [16].
This difficulty likely makes the top-down approach more appropriate and will be
used since every cow is similar to each other, being quadrupeds, while humans
are bipeds [17].

For the cow detection, to demonstrate the testing of the proposed framework,
the openMMlab’s MMDetecion toolsbox [18] with the Cascade Mask R-CNN
model, originally proposed by Radosavovic et al. [19], is selected as it is reported
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Fig. 2. Proposed Framework.

as one of the best performances from training on ImageNet. Further detailed
explanations are discussed in the original paper and information on parameter
setting can be found on MMdetection.

OpenMMlab has expanded their work as MMPose, a pose estimation tools-
box that provides a convenient approach to obtain keypoint localization. The
model for this task is selected based on the reported performance on the Animal
Pose dataset [20], which is a Topdown-HRnet. The Topdown-HRnet incorpo-
rates an HRNet backbone architecture which was proposed by Sun et al. [21],
and the model predicts heatmaps for keypoint and evaluates by measuring the
Mean Squared Error (MSE) between the predicted and ground truth keypoints
by calculating the squared Euclidean distance for each keypoint. The loss is
obtained by averaging the MSE across all keypoints. Additional explanations
are elaborated upon the source materials.

Behavior Classification. For the behavior classification, while the coordinates
and visibility of each keypoint provide valuable information about the spatial
distribution, those alone may not suffice. To enhance the accuracy of behavior
prediction, the angles formed between each keypoint are considered. The calcu-
lation process is presented is described in Algorithm 1. It computes the vectors
by subtracting coordinates and calculates their magnitudes using the Euclidean
norm. After normalizing the vectors, it calculates the dot product to obtain the
cosine of the angle. The function checks if the dot product is within the valid
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range of −1 to 1 and returns 99999 when the keypoint is not visible. The angle is
then calculated using the arc cosine function and converted to degrees. Finally,
the rounded angle is returned as the output.

vector =
[
keypoint1[x] − keypoint2[x]
keypoint1[y] − keypoint2[y]

]
(1)

magnitude =
√

x2 + y2 (2)

v1 · v2 =
n∑

i=1

v1i · v2i (3)

Algorithm 1. Calculate Angle
Input: keypoint1, keypoint2, keypoint3
Output: angle degrees
calculate angle (keypoint1, keypoint2, keypoint3)
Vector 1 ← Calculate vector form between keypoint 1 and keypoint 2;
Vector 2 ← Calculate vector form between keypoint 2 and keypoint 3;
magnitude1 ← Calculate magnitude for Vector 1;
magnitude2 ← Calculate magnitude for Vector 2;
if magnitude1 = 0 or magnitude2 = 0 then

return 99999 ;
end
vector1 norm ← vector1/magnitude1;
vector2 norm ← vector2/magnitude2;
dot product ← Calculate dot product between Vector 1 and Vector 2;
if dot product ≤ -1 or dot product ≥ 1 then

return 99999 ;
end
angle radians ← arccos(dot product);
angle degrees ← angle radians × 180

π
;

return angle degrees;

There are seven additional angle features for this task. The first angle is
Left Back Elbow, Tailbase, and Right Back Elbow, and the second angle is Left
Front Elbow, Tailbase, and Right Front Elbow. These two angles are used to put
emphasize the parallelity of the cow stance. The third angle is Withers, Throat,
and Nose, which could help define the cow’s neck compared to its back, thereby
aiding in determining feeding behavior in which the cow will lower its head. The
last four angles are between the Elbow, Knee, and Paws of each leg, allowing
for the determination of the bend in each leg. Since AutoML has demonstrated
its effectiveness comparable to human performance [22], leveraging Autogluon
can significantly assist in validating a framework by saving time and ensuring
reproducible results [23]. The possible outputs from this step include chin resting,
feeding, lying down, mounting, mounted, standing, and walking. The predicted
behavior will be appended to the database if it differs from the previous behavior.
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Calculate Behavior Duration. This feature is achieved by setting up vari-
ables to track the current behavior and timestamp and then moving to the
next frame. If the subsequent behavior differs from the current behavior, the
code calculates the time difference between the current and previously recorded
timestamps. This time difference is then added to the respective total time vari-
able assigned to each behavior, representing the accumulated time spent in that
specific behavior.

Behavior Sign Parameters. In this study, we will primarily focus on param-
eters related to estrus behavior. Continuous monitoring of cow behavior offers
valuable insights into their welfare and health status through the detection of
deviations from normal behavior patterns.

For estrus parameters, When the detected behavior is “mounted”, the system
anticipates whether the next frame depicts “standing” behavior or not. If the
following behavior after “mounted” behavior is any other behavior, it indicates
that the cow is not in the standing heat state and therefore not ready for AI.
The system provides feedback that no immediate “standing” behavior is found
after the “mounted” behavior.

If “standing” behavior is found, the system retrieves the frame IDs and
indices of the relevant instances. Then, it proceeds to calculate the duration of
the “standing” behavior by obtains the frame ID of the first “standing” behavior
after “mounted” behavior as the start frame ID of the “standing” behavior. It
then considers the frame at which the behavior has changed as the end frame
ID.

The time stamps of the starting and ending frames can be retrieved from
the database using their IDs. The duration is calculates by subtracting the time
stamp of the starting frame from the time stamp of the ending frame. If the
duration is equal to or longer than a specific duration (e.g., three seconds), it
indicates that the cow is in a standing heat state.

Overall Assessment. To provide the veterinarian with supporting information,
the system compares the duration of time the cow spends in each behavior to
historical data. The change over time can providing an overall assessment of cows
well-being. During the estrus period, cows might show unusual behaviors like
walking more or eating less. These changes should be reported to the veterinarian
because instead of estrus behavior they could indicate that the cow is sick. The
health of cow can affect the success of artificial insemination.

Notification of Actions. If a cow is in the standing heat state, the general
guideline for performing AI is 12–18 h after the start of the standing heat state.
However, it is important to note that each breed of cow can have a different
ovulation period, and therefore the time from standing heat to insemination can
vary. It is recommended to consult with a veterinarian to determine the specific
timing for insemination based on the breed of the cow.
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3 Preliminary Result

In the preliminary stage, the proposed framework is illustrated using publicly
available data (AnimalPose dataset [14]). Regarding the outcomes of the Behav-
ior Classification model, it has demonstrated the ability to classify four available
classes of behavior: standing, walking, lying down, and feeding, with an overall
accuracy of 80.7%. The results of the behavior classification model are summa-
rized in a confusion matrix shown in Table 2.

Table 2. Confusion matrix of behavior classification.

True Behavior Predicted Behavior Recall

Feeding Lying down Standing Walking

Feeding 21 3 0 1 84.0%

Lying down 1 17 1 0 89.5%

Standing 1 0 23 1 92.0%

Walking 4 0 5 10 52.6%

Precision 77.8% 85.0% 79.3% 83.3%

Accuracy 80.7%

The model performs reasonably well in identifying feeding, laying down,
and standing behaviors. The recall rates for feeding, laying down, and stand-
ing behaviors are 84.0%, 89.5%, and 92.0%, respectively. The precision for these
behaviors is also promising, with values of 77.8%, 85.0%, and 79.3%. However,
the model shows a lower performance in recognizing walking behavior, with
a recall rate of 52.6% and a precision rate of 83.3%. This indicates that the
model struggles to distinguish between walking and standing behaviors, leading
to misclassifications as also reported by which train with extensive dataset [13].
Furthermore, the detailed result of cow detection, keypoint localization, keypoint
localization, and time stamp is shown in Fig. 3.

The anticipated outcome of the framework for practical implementation is
presented through an interface, as depicted in Fig. 4. The interface serves as
a visual representation of the expected results generated by the framework,
demonstrating its potential application in real-world scenarios. Specifically, the
interface is designed to showcase the duration of each behavior and facilitate
a comparative analysis over time, effectively capturing and displaying data for
both standing and feeding behaviors. These behaviors are considered secondary
indicators for estrus detection.

Moreover, through continuous monitoring of behaviors, the framework facil-
itates the identification of potential health issues or patterns that may serve as
indicators of estrus [1]. By observing changes in behavior over time, the sys-
tem can detect abnormalities or irregular behavioral patterns that may signify
underlying health problems. This feature enhances the framework’s ability to



126 P. Kanjanarut et al.

Fig. 3. Predicted Result [24].

Fig. 4. Result Interface.

provide comprehensive insights into the well-being of the animals and enables
timely interventions or veterinary attention when necessary. We recognize that
the gray boxes in Fig. 2 portray the novel components of our proposed frame-
work. Their real-world trial hinges on ethical clearance, which we are actively
pursuing.

4 Conclusion and Future Work

This paper proposes a computer vision-based framework for behavior monitoring
and estrus detection in cows. Instead of focusing on only isolated instances of
mounting behavior, this framework considers the dynamic in behavior patterns
based on the animal’s behavior history. The study highlights the capability of the
proposed framework in estrus detection which relies on the dynamic behavioral
analysis in suggesting the optimal timing for AI.
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From the preliminary result of applying the proposed framework to the public
data (AnimalPose dataset [14]), we achieved a commendable overall accuracy of
80.5% in classifying standing, walking, lying down, and feeding behaviors. How-
ever, we observed that the model tends to misclassify various poses as walking,
which may attribute to the inherent variability in the angles and positions of
cow’s legs and joints. Additionally, when tested with videos recorded by humans,
camera shake and variations in capturing angles can contribute to classification
errors.

To address these challenges, an interesting approach could involve combining
the methodologies used by McDonagh et al. [17], who employed training with a
short video dataset, and Lodkaew et al. [11], who utilized the distance between
frames as a feature in their model. However, the lack of datasets containing
estrus-related behaviors such as mounting, sniffing, and chin resting poses a
limitation, hindering comprehensive testing of our proposed framework, which
necessitates further investigation.

In conclusion, our framework is valuable to supporting tools for both cat-
tle farming and veterinarians. This research presents a computer vision-based
framework for behavior monitoring and estrus detection in cows, employing the
dynamic behavior analysis. By incorporating the evaluation of historical behav-
ior, the framework is expected to enhance the ability of traditional methods in
accurately identifying animal abnormalities and suggesting optimal insemination
timing.
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Abstract. This work investigates data fusion techniques for presen-
tation attack detection (PAD) in iris recognition systems. Although a
few PAD methods have been proposed, the uncertainty and inaccuracy
of PAD for textured contact lenses remain. Performance variability of
classifiers and the quality variation of captured images from different
iris scanners complicate the problem. To address these issues, we intro-
duce an iris PAD method that enhances PAD accuracy using information
fusion and interval methods. The proposed method fuses scores from two
approaches: 2D feature using Gabor wavelet and deep neural networks
and 3D feature with decision-making within intervals of the thresholds.
Experiments were carried out using a cross-sensor dataset, consisting of
two models of iris scanners. Results suggest that the proposed method
outperforms the baseline. It was found that our fusion method takes
advantage of the unique strengths of each system, enhancing the over-
all performance and accuracy of PAD methods. These findings highlight
the significance of employing deep feature extraction and data fusion
techniques to cope with data uncertainty in the ongoing development of
biometric security systems to combat new threats.

Keywords: Biometrics · Iris recognition · Presentation attack
detection · Information fusion · Transfer learning

1 Introduction

Biometrics refers to the unique physiological or behavioral traits of individuals,
such as fingerprint, face, voice, and iris [12,18]. Among these, the iris stands
out as the most reliable biometric identifier due to its distinct and change-
ability patterns across the human population [3,15]. The irises are also almost
unchanged and are protected by eyelids. Hence, many advanced security sys-
tems have recently utilized iris to identify people or verify an individual for
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various purposes, such as border controls, secure access controls, national ID,
and migrant registrations for vaccination [11,21].

Nevertheless, fraudulent authentication attempts into secure applications
have become a vital concern since iris recognition systems are recently vulnera-
bilities to attacks from fake identities using paper prints, artificial irises, and con-
tact lenses, called presentation attacks or spoofing [1,7,10,20]. Textured-contact
lens attacks can be wearing fake-texture contact lenses to conceal his/her iden-
tity or printing other iris patterns into contact lenses. There are also a variety of
textured contact lenses and many types of iris scanners on the market. Hence,
iris-presentation attack detection (PAD) is crucial, and robust and reliable PAD
is also challenging. This paper, therefore, focuses on PAD for contact lens attacks
in iris recognition systems.

Several PAD methods have been proposed for contact lens attacks [6,9,13].
The iris PAD methods might be classified into active methods and passive meth-
ods. An active method, as presented in [13], used a specialized iris scanner to
analyze the specular spots of a collimated infrared LED. In another study pro-
posed by Lee et al., the reflectance ratio between the iris and sclera (i.e., the
white area of the eye) at 750 nm and 850 nm illumination was measured to differ-
entiate between fake and genuine irises [14]. However, these active methods are
limited to specialized systems, while passive methods rely on iris-texture analysis
from captured images based on standard iris scanners. Daugman [3] originally
invented the most famous iris recognition technique. Later, many methods have
been proposed. Ma et al. suggested a technique based on frequency analysis for
detecting printed irises [15]. He et al. proposed a method based on gray level
co-occurrence matrix and a support vector machine (SVM) [8].

The state-of-the-art PAD method is based on data fusion technique [5]. This
method combines two-dimensional data and three-dimensional properties of the
observed iris. It was reported that the 3D data could be obtained from standard
iris scanners so that surface analysis was applied to justify wearing contact lenses.
For 2D data, the texture of the iris was extracted by using binary statistical
image features (BSIF). The support vector machine (SVM) as a classifier was
trained to distinguish between irises with and without textured contact lenses.
This work suggested the cascade classification. The decision-making was mainly
based on 3D data in which the 2D classifier tested the rest trial.

However, from our preliminary study, we found that texture information
using BSIF lead to a loss of fine-grained details and potentially affects the accu-
racy of the spoof detection. To overcome this limitation, we utilized a more
robust feature, i.e., Gabor wavelet transform, for extracting 2D information. In
addition, we exploit the transfer learning technique for iris texture extraction, the
so-called deep feature, to deal with a limited data size but obtain more important
information than that of the BSIF feature. Furthermore, for the decision-making,
we proposed a score fusion based on the interval of uncertainty and variation of
scores from two different sensors.

This paper is organized as follows. Section 2 briefly introduces techniques
related to this work. The proposed method is described in Sect. 3. Section 4
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presents the experiment and result. Lastly, Sect. 5 discusses and summarizes key
points of this study.

2 Backgrounds

This section introduces a conventional process in an iris recognition system with
open-source software. Then, the related works used in this study are described,
including 3D-PAD based on photometric stereo features and 2D deep feature
based on transfer learning.

2.1 Iris Recognition: OSRIS

Figure 1 shows an iris recognition consisting of four steps: segmentation, normal-
ization, template coding or feature extraction, and matching. A few open-source
of these processes are available. Masek and Kovesi introduced one of the first
open-source re-implementations of Daugman’s method [4,16]. The source code of
these processes was later superseded by the so-called open source iris or OSIRIS
[17]. The OSRIS steps are as follows:

Fig. 1. Iris Recognition.

– Segmentation: The first step is to localize part of the image corresponding
to the iris. According to the properties of our eyes, two circular boundaries
should be detected to locate the iris position, i.e., a large circle separating the
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outer iris from the sclera and a smaller circle separating the inner iris from
the pupil. Daugman’s integro-differential operator is used to search these two
circles.

– Normalization: Iris and pupil circle parameters are required. The polar form
is then transformed into a linear form as the image of a rectangle.

– Feature extraction: A bank of log-Gabor wavelets is utilized for feature
extraction as the following equation:

max
(r,x0,y0)
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where “∗” represents convolution, Gσ(r) represents a smoothing function,
I(x, y) represents the image of the eye, (x, y) represents the location of point
in image, (x0, y0) represents location of center coordinate, and r represents
radius.
Gabor filters are a combination of the Gaussian smooth function and the
complex-exponential function, and the effective range of the Gabor filter is
determined by σ. The Gaussian smooth function is expressed as
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Gabor filter’s effective range is an ellipse with the major axis at 2
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would be established because the attenuation of the Gaussian function limits
the effective range of the Gabor filter [17]. OSIRIS offers six hand-crafted
Gabor kernels. These kernels consist of three pairs at different scales: 9 × 15,
9×27 and 9×51. The feature (iris code) is the convolution operation between
the normalized image and kernels, which has a length of 1536.

– Matching: Fractional Hamming distance is used for calculating matching
scores from two templates. To compute a matching score between the two iris
codes for all conceivable shifts because normalization cannot eliminate shift
effects in the polar coordinates. This will lengthen the matching time while
increasing the recognition rate. The matching score is determined as follows
[19].

Score = max{ 1
|St|

∑

y∈St

[ct(y)cq(y − x) ∩ mt(y)mq(y − x)]}, (3)

where t and q are template and query, ct(y) and cq(y) are the iris code and
mt(y) and mq(y) are the occlusion template. |St| is the effective code length
(excluding the occlusion section).



Information Fusion for Enhancing Presentation Attack Detection 133

2.2 3D-PAD Method

The 3D-PAD method based on stereo features was proposed by [2]. This tech-
nique utilizes two near-infrared (NIR) illuminators placed at different positions
relative to the lens. Since the surface of the iris is not perfectly flat, we can
exploit the other shadows from the left and right images.

Fig. 2. A 3D-PAD technique based on two near-infrared (NIR) illuminators placed
at different positions relative to the lens (Left). Example images from the two light
positions on the same eye [5] (Right).

The photometric stereo approach concludes with the estimation of normal
vectors, which should not differ considerably from the object’s average normal
vector. The images show shadows produced by the partially opaque texture
printed on the lens, which can be seen in various locations depending on the
illuminator used. Aside from significant shadows detected in places, we also
note changes in how the printed texture forms visual features under different
illumination angles. As a result of the irregular and noisy surface being estimated,
the photometric stereo will produce various normal vectors.

The process involves the calculation of occlusion masks, denoted as mleft and
mright, corresponding to the left and right iris images, Ileft and Iright, respec-
tively. For iris pixels that are not occluded, m is 1, otherwise 0 for background.
Consider n̄ to be the average normal vector within the non-occluded iris area.
When comparing an approximately flat iris to an irregular object comprised of
an iris and a textured contact lens, the Euclidean distances between the normals
and their average tend to be smaller for the flat iris.

Therefore, we can use the variance(var) of the Euclidean distance between
the normal and their average, calculated within the non-occluded iris area. The
PAD score is defined as:

q = var‖nx,y − n̄‖, (4)

where nx,y is the normal vector at each location, where n̄ is the average normal
vector within the non-occluded area, where ‖·‖ is the l2 (Euclidean) norm of x.

v =
1
N

∑

x,y

nx,y, (5)
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where N is the number of non-occluded iris points, and (x, y) : m(x, y) = 1.
From Eq. (5) and Figs. 5 - 6, it was found that the normal vector, v, of the
textured contact lenses images have a higher variance than those of natural eye
and transparent contact lenses [5].

3 Proposed Method

This work aims to improve the accuracy of PAD in iris recognition systems by
fusing 2D and 3D data. The objective is to achieve better results compared to
previous work in the field. This section presents a comprehensive explanation of
fusing the OSPAD-2D and 3D using the open-source iris processing as mentioned
above. The proposed method is shown in Fig. 3.

Fig. 3. Diagram of the proposed method.

3.1 For 2D

Since we first explored the BSIF feature with the CNN, we found that BSIF
has limited performance, as shown in Fig. 4 below shows the comparison of the
natural eye and eye with contact lenses that make the classification error.

To classify the iris image as an authentic iris or a textured contact lens, we
employ the Gabor wavelet as the feature extractor and use a CNN with deep
feature extraction based on the VGG16 model for a classifier.

3.2 For 3D

We utilized the NDiris3D dataset, which provided a diverse collection of 3D iris
images. Our purpose was to analyze this dataset and determine the authentic-
ity of the iris samples. Thus, we employed Gabor filters for feature extraction
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Fig. 4. BSIF feature from the test dataset: Blue color represents the BSIF from the
real eye while orange represents the eye with contact lens.

using the 3D-OSPAD method. This analytical approach involved evaluating the
extracted features and calculating a score. This score served as an indicator of
the probability that the data was real or spoofed. We considered two different iris
sensors: the AD100 and LG4000. Our algorithm determines the threshold condi-
tions from the different sensors based on the file extension of the iris images. The
AD100 sensor captures eye images into a bitmap file (*.bmp), while the LG4000
sensor uses TIFF format (*.tiff). Hence, it allows us to effectively match the
iris images to their respective sensors and leverage the specific characteristics of
each sensor during our work.

3.3 Fusion

For the AD100 sensor, we make the condition by using this equation. From Fig. 6
and Fig. 5 data, we observed that the histogram indicates errors predominantly
occurring within 0.1 to 0.3.

Final score =

{

3D score v < 0.1 or v > 0.3
Score fusion Otherwise

(6)

For the LG4000 sensor, the histogram shown in Fig. 7 indicates that the
errors predominantly occur within 0.2 to 0.6. Thus, the condition is defined as
in Eq. (7).

Final score =

{

3D score v < 0.2 or v > 0.6
Score fusion Otherwise

(7)
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Fig. 5. The histogram of 3D score from iris images captured by AD100 sensor and
their labels.

4 Experiment and Result

4.1 Dataset

Since we aim to discern between authentic and manipulated eye images acquired
by scanners from different senseors, we leverage the invaluable NDiris3D
dataset1, comprising a rich collection of images from the AD100 and LG4000
sensors. The NDiris3D consists of 88 pairs of eye images, including images with
and without contact lenses from three brands: Johnson & Johnson, Ciba Vision,
and Bausch & Lomb. The dataset encompasses contact lenses with regular and
irregular patterns. The dataset was divided by 70% for training and 30% testing
the performance of the proposed method.

4.2 Evaluation Matrices

This section presents a thorough analysis of the performance of the textured-
contact lens PAD. Thus, we evaluated and compared the performance of our
work with the baseline using the following matrices.

• False Positive Rate (FPR) shows the ratio of detected fake samples as real
with total fake samples. FPR is defined as:

FPR =
FP

FP + TN
, (8)

where FP is false positive or detecting fake as real, and TN is true negative
or detecting real as real.

• False Negative Rate (FNR) shows the ratio of detected real samples as fake
with total real samples. FNR is defined as:

FNR =
FN

FN + TP
, (9)

1 https://cvrl.nd.edu/projects/data/.

https://cvrl.nd.edu/projects/data/
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Fig. 6. The histogram of 3D scores from iris images captured by LG4000 sensor and
their labels.

where FN is False negative or several detecting real as fake, and TP is True
positive or the number of detecting fake as fake.

• Accuracy (Acc) shows the ratio of detected samples wrong with the total
samples. Accuracy is defined as:

Accuracy (Acc.) =
TP + TN

TP + TN + FP + FN
. (10)

Table 1. Comparison results between the proposed method and the baseline [5].

Method Sensor

LG 4000 AD 100

Acc. (%) FPR (%) FNR (%) Acc. (%) FPR (%) FNR (%)

OSPAD-fusion [5] 94.76 6.36 4.12 91.14 11.84 5.92

Proposed method 98.57 2.70 0.00 85.92 6.67 19.51

Table 1 presents a comprehensive comparison of the performance achieved
by the fusion method. Here, we employed score fusion, which effectively com-
bines the scores obtained from 3D and 2D modalities. This fusion approach
results in significantly higher accuracy in iris recognition. Notably, our experi-
mental results using the LG4000 sensor surpassed the performance reported in
[5], demonstrating the effectiveness of our approach.

It was found that the accuracy achieved with the AD100 sensor is still slightly
lower compared to previous studies. However, the overall increase in accuracy
across both sensors indicates the success of our proposed method. We have
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Fig. 7. Example images from the NDiris3D dataset [2]. (Top): image captured by
LG 4000 sensor. (Bottom): image captured by AD100 sensor. (a) and (d) are real eye
images. (b) and (e) is an eye with a regular contact lens image. Images (c) and (f) are
an eye with an irregular contact lens image.

improved iris recognition accuracy by leveraging the benefits of score fusion
and optimizing the integration of 3D and 2D scores. These findings further vali-
date the effectiveness and viability of our approach, showcasing its potential for
enhancing the performance of iris recognition systems.

5 Discussion and Conclusion

This research investigated the accuracy improvement of presentation attack
detection in iris recognition systems by employing score fusion from 2D mm and
3D and advanced feature extraction techniques, including OSIRIS and VGG16.
Our work aimed to develop a robust presentation attack detection (PAD) algo-
rithm capable of detecting fake irises, particularly those created using texture
contact lenses. By integrating 2D and 3D data, we combined high-resolution iris
images with depth information to identify inconsistencies and anomalies associ-
ated with fake irises. This approach yielded promising results in differentiating
between genuine and manipulated iris patterns, enhancing the security and reli-
ability of biometric systems. The proposed method significantly improves PAD
accuracy for iris recognition systems by training and testing different feature
extraction techniques on various datasets. These findings emphasize the signif-
icance of utilizing advanced feature extraction techniques and other data types
in developing biometric security systems to address new threats effectively. By
incorporating these sophisticated methodologies, we can enhance the strength
and efficacy of our security systems, ensuring resilient protection against evolving
risks.
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Abstract. Iris verification has long been considered the most reliable
biometric verification technology. The iris verification system compares
a feature extracted from the iris image with one previously stored in the
database during the enrollment procedure to accept or reject the claimed
identity from the image. Conventionally, the decision is made based on
a comparison score obtained from a distance measurement and a pre-
defined threshold, which considerably affects the system’s performance.
This study aims to enhance the accuracy of iris verification by optimizing
the false rejection rate (FRR) and false acceptance rate (FAR) near the
threshold. Our proposed method utilizes four distance measurements:
Hamming distance (HD), Jaccard distance (JD), Tanimoto dissimilarity
index (TDI), and weighted Euclidean distance (WED), and combines
them with a decision tree. We evaluated our approach using the CASIA-
IrisV2 dataset and observed improvement compared to conventional
methods. The experimental results show that the proposed method’s
accuracy, precision, and F1 score are improved by at least 2.20%, 4.50%,
and 5.66%, respectively. These findings highlight the potential of our
work for real-world applications.

Keywords: Iris verification · Score-level fusion · Classification tree

1 Introduction

Iris verification is widely recognized as a highly efficient and reliable method for
biometric verification. Compared to other biometrics, human’s iris tend to be the
most consistent one which suits for the purpose of verification [4]. In addition, its
exceptional accuracy and resistance to forgery have made it a preferred choice
in various applications, including access control systems and national security
databases.

In recent years, significant efforts have been made in the field of iris verifica-
tion and the development of matching algorithms for accurate verification. Many
researchers attempted to reach a higher performance algorithm using fusion
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[7,9,10,18–20]. For example, the fusion of image multichannel using color iris
images characterized by three spectral channels - red, green, and blue. Qual-
ity scores are employed to select two channels of a color iris image which are
fused at the image level using a redundant discrete wavelet transform (RDWT).
The fused image is then used in a score-level fusion framework along with the
remaining channel [19].

Furthermore, there is work about a fusion approach to unconstrained iris
verification which combines many methods such as comparison maps, domain
analysis, and etc. [18]. Additionally, there is a study that focuses on the score-
level fusion of the widely used distance measurement, Hamming distance, with
a bit that has its value changed across iris code, fragile bit [10]. Moreover, the
fusion of iris templates generated from multiple iris images of the same eye
has also been explored [7]. These fusion strategies have demonstrated improved
accuracy compared to using a single modality. However, the accuracy of these
algorithms might be hindered by the difficulty of obtaining an optimal threshold.
It is crucial to strike a balance between accepting genuine matches and rejecting
false matches based on the calculated distance.

The iris verification system follows a four-step process: preprocessing, fea-
ture extraction, matching, and decision. During preprocessing, the iris image
undergoes pupil region detection, iris localization, normalization, and removal
of eyelash noise. Feature extraction is then performed using a Log-Gabor filter,
which extracts distinctive features and encodes them into an iris template. In
the matching, the template is compared to the template of the claimed person
stored in the database, using matching algorithms. Finally, in the decision step,
the comparison score obtained from the matching algorithm is used to determine
if the input iris image belongs to the claimed identity.

In this research, we aim to overcome the limitation of traditional threshold-
based approaches, which is the uncertainty in confidence level selecting a thresh-
old, by exploring interval score-level fusion. A three-way decision-making app-
roach can be used to deal with an uncertain decision between acceptance and
rejection [21]. Aizi et al. has proposed his work on score-level fusion based on
zones of interest and successfully improved the performance of biometric veri-
fication [1]. Nevertheless, the aspect of iris left alone for verification is still has
not yet been explored. Having only an iris dataset, we aim to reduce accepting
imposters or rejecting authorities.

In other words, it is to reduce false rejection rate (FRR) and false acceptance
rate (FAR). Therefore, instead of relying solely on a single distance measurement
algorithm, we combine the outputs of four different distance measurement algo-
rithms within an interval score fusion framework. This approach allows us to
consider a range of thresholds, thereby accounting for the inherent uncertainty
in selecting a single threshold.

The rest of this paper is structured as follows. Section 2 presents the back-
ground of iris verification. Section 3 introduces the distance measurements
employed in this study. Section 4 presents details of the proposed method. The
experiment and result are made in Sect. 5. Discussion and conclusion can be
found in Sect. 6 and Sect. 7, respectively.
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2 Iris Verification

The iris verification system takes an iris image and a claimed identity and decides
whether the iris image is of the claimed person [16]. In general, it consists of four
steps, as shown in Fig. 1: preprocessing, feature extraction, matching algorithm,
and decision.

The preprocessing step comprises four subprocesses [6], as illustrated in the
top-right of Fig. 1. First, the Hough transform is employed to detect the pupil
region in the input iris image. Second, an active contour method is applied to
localize and detect the position of the iris. Third, the iris region is normalized
by mapping its pixel values to a standardized representation. Last, noise caused
by eyelashes in the normalized iris image is separated.

Feature extraction is performed on the preprocessed image using a Log-Gabor
filter, a filter used in image processing to analyze local orientation characteristics
of an image [8]. The image is convolved with the filter to extract distinctive
features, which are then encoded into a binary dataset, called an iris template.

In the matching algorithm, the template obtained from the feature extrac-
tion step is compared to the template of claimed person, which is stored in the
database during the enrollment, to compute similarity or dissimilarity between
them, i.e., the matching algorithm returns a comparison score. There are many
matching algorithms, e.g., Hamming distance [15], direct-grey scale surface [5],
and phase-based image matching [14]. Each has a unique performance charac-
teristic suitable for different datasets and purposes. Some well-known matching
algorithms are introduced in Sect. 3.

Lastly, in the decision step, the comparison score is used to decide if the
input iris image is of the claimed identity, i.e., if both templates belong to the
same person.

Fig. 1. Iris verification. Subprocesses of preprocessing and feature extraction are shown
in the dashed-line boxes on the right.
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3 Distance Measurement

In our iris verification method, we employ various distance measures or match-
ing algorithms to quantify the similarity or dissimilarity between iris templates.
Distance measurement plays a vital role in the decision-making process to accept
or reject an iris sample. We utilize the following distance measures: Jaccard dis-
tance, Hamming distance, Tanimoto dissimilarity index, and weighted Euclidean
distance. This section concisely explains them for the purpose of thoroughness.

Jaccard Distance (JD) quantifies the similarity between two binary templates
by calculating the ratio of the intersection to the union of their respective feature
sets [11]. A higher score indicates a higher dissimilarity between templates. The
Jaccard distance (JD) of two boolean arrays of length n, i.e., the target template
T and the query template Q, is defined by the following equation.

JD =
c01 + c10

c01 + c10 + c11
, (1)

where cij , for i and j are in {0, 1}, is the number of occurrences of T [k] = i and
Q[k] = j for k = 1 to n.

Hamming Distance (HD) represents the dissimilarity between two binary
templates by counting the number of differing bits. A lower HD signifies a higher
degree of similarity between templates [3].

HD =
∑n

k=0(T [k] ⊕ Q[k]) ∩ (T ∗[k] ∩ Q∗[k])
n − ∑n

k=0(T ∗[k] ∪ Q∗[k])
, (2)

where T ∗[k] and Q∗[k] are binary sequences for k=1 to n, in which 1 represents
noise, and 0 means no noise at the index k in the target template and the query
template, respectively. n is the total number of template bits, and ⊕ denotes an
exclusive-or operation.

Tanimoto Dissimilarity Index (TDI) assesses the dissimilarity between two
binary templates by comparing the number of common features to the total
number of features [13]. A higher TDI indicates a higher dissimilarity between
templates.

TDI =
2(c10 + c01)

c11 + c00 + 2(c10 + c01)
, (3)

where c11, c10, c01, and c00 are the same as those defined in JD.

Weighted Euclidean Distance (WED) calculates the dissimilarity between
two templates by considering the weighted Euclidean distance between their
feature vectors [12]. WED is given by the following equation. Note that, to
compute WED, the query template Q of size n is firstly reshaped to an R-by-L
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matrix M , where R·L = n and M [r, l] (an entry at row r and column l) is Q[k],
such that k = L · (r−1)+ l, where k is the template index running from 1 to n, r
is a row index of the matrix, running from 1 to R, and l is a column index of the
matrix, running from 1 to L. Then, we compute each row’s standard deviation,
denoted by ςr, representing the weight for WED. Let σk be the weight at k.
Hence, σL·(r−1)+l = ςr for r = 1 to R and l = 1 to L. In this work, R and L are
set to 64 and 800, which are the first and second dimensions of the template,
respectively.

WED =

√
Σk∈I(T [k] − Q[k])2 · σ2

k

|I| , (4)

where I = {p|T ∗[p] = 0 or Q∗[p] = 0}.

4 Proposed Method

Given an iris biometric template extracted from the input iris image, the pro-
posed method compares it against the stored templates in the database for
deciding an individual’s identity. Traditionally, in template comparison, various
matching algorithms are used to measure the similarity or dissimilarity between
the templates. The well-known and widely-used algorithms include the Hamming
distance, Euclidean distance, Jaccard distance, etc., as described in Sect. 3. Each
method measures the similarity between two vectors or two sets or sequences in
different dimensions. In other words, each has different pros and cons. Since the
proposed method aims to maximize the effectiveness of template comparison, it
combines the advantages of various matching algorithms by fusing comparison
results obtained from them.

The foundation of the proposed method is straightforward and can be illus-
trated as follows. Once a matching algorithm takes a pair of templates, it gives
a score as the comparison result. Based on the score and a predefined thresh-
old value (τ), the iris verification system decides whether to accept or reject
the individual. Without losing generality, let us assume that the score covers a
range from 0 to 1, where 0 represents a 100% match between two templates, and
1 is a 100% mismatch between them, as shown in Fig. 2. In general situation,
making the decision around the threshold value is more complicated than doing
it when the comparison score is far away from the threshold. In other words, the
uncertainty near the threshold is higher than that far from it. Put differently,
false-positive results decrease if the threshold value is shifted toward the 0-end,
and false-negative results drop if the threshold value is moved toward the 1-end.

Fig. 2. Score scale with a threshold value (τ).
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Therefore, instead of using only one threshold value to divide the score scale
into two parts, i.e., match (acceptance) and mismatch (rejection), the perfor-
mance of template comparison can be improved by reducing false positives and
false negatives through dividing the score scale into three parts, i.e., match, mis-
match, and uncertainty, as shown in Fig. 3. Let τ1 and τ2 be two threshold values
that define the boundaries between divided parts on the score scale, where τ1
and τ2 are real numbers in the interval [0, 1] and τ1≤τ2. Note that when τ1=τ2,
they are set to the same threshold value (τ) in a typical template comparison
method. According to this proposed scheme, as illustrated in Fig. 3, when the
comparison score from a metric, called a base metric in this work, is lower than
τ1, the iris verification system decides to accept; when the score is higher than
τ2, the individual is rejected. When the score is in the interval [τ1, τ2], a pro-
posed score fusion algorithm is to take action in making a decision. It means that
deciding on a score between τ1 and τ2 pushes the template comparison method
based on a single matching algorithm into a high uncertainty situation. Hence,
combining many matching algorithms may reduce such tension. Details of the
proposed method are elaborated in the following subsections.

Fig. 3. Score scale with threshold values τ1 and τ2.

4.1 Preliminary Investigation on Matching Algorithms

Four matching algorithms are chosen for preliminary investigation because of
their popularity and celebrity, which include Hamming distance, Tanimoto dis-
similarity index, weighted Euclidean distance, and Jaccard distance. The dataset
used for this initial experiment is taken from CASIA-IrisV2 [2]. It consists of 2380
pairs of templates to be matched, in which 1200 pairs are truly matched and
1180 are truly mismatched. Those pairs are divided into a training set and a test
set with a ratio of 4:1.

Given a few different threshold values around a point at which the false
acceptance rate (FAR) considerably equals the false rejection rate (FRR) for
each algorithm, the numbers of true positives, true negatives, false positives,
and false negatives, together with FAR, FRR, true acceptance rate (TAR), true
rejection rate (TRR), and accuracy, are shown in Table 1. It can be seen that
the Jaccard distance with a threshold of 0.651 provides the best performance in
terms of accuracy. Consequently, we decided to use it as the base metric of our
proposed method.

Then, we investigated the performance of the Jaccard distance further by mov-
ing the threshold toward 0 and 1 until the numbers of false positives and false neg-
atives were considerably low, respectively. The result is shown in Table 2. Table 2



Score-Level Fusion Based on Classification Tree 147

Table 1. Comparison of TAR, TRR, FAR, FRR, and accuracy among matching algo-
rithms with different threshold values (τ) around a point at which FAR considerably
equals FRR.

τ Method TAR TRR FAR FRR Accuracy
0.451 HD 68.20 100 0 31.80 84.10
0.631 JD 75.31 99.56 0.43 24.68 87.44
0.215 WED 49.79 100 0 50.21 74.89
0.622 TDI 68.20 100 0 31.79 84.10
0.461 HD 76.15 99.56 0.43 23.85 87.86
0.641 JD 84.10 97.39 2.61 15.89 90.74
0.225 WED 68.20 100 0 31.79 81.10
0.632 TDI 76.56 99.56 0.44 23.43 88.06
0.471 HD 87.03 90.28 9.72 12.97 88.69
0.651 JD 92.47 91.09 8.91 7.53 91.77
0.235 WED 86.61 91.09 8.91 13.39 88.89
0.642 TDI 89.12 89.07 10.03 10.88 89.09
0.481 HD 93.72 63.04 36.96 6.28 78.38
0.661 JD 97.91 79.13 20.87 2.09 88.52
0.245 WED 97.90 23.04 76.96 2.09 60.48
0.652 TDI 99.58 14.60 85.40 0.42 57.09
0.491 HD 97.91 20.00 80.00 2.09 58.95
0.671 JD 99.58 67.39 32.60 0.42 83.49
0.255 WED 100 0 100 0 50.00
0.662 TDI 100 0 100 0 50.00

shows the numbers of true positives (TP), true negatives (TN), false positives
(FP), and false negatives (FN), together with accuracy, in three regions (i.e.,
acceptance, uncertainty, and rejection) partitioned by the interval [τ1, τ2], as indi-
cated in the top row. Therefore, we can define the interval [τ1, τ2] and choose the
base metric from this investigation. Specifically, [τ1, τ2] is [0.631, 0.671]. That is,
when the Jaccard distance is lower than 0.631, the iris verification system accepts
the individual; when the coefficient is greater than 0.671, the individual is rejected;
otherwise, the score fusion algorithm described below handles the case.

4.2 Score Fusion Based on Classification Tree

Our proposed score fusion method uses a decision tree that takes a score vec-
tor as the input. The score vector consists of five entries and is denoted by
[HD JD WED TDI v]T, where HD is a Hamming distance, JD is a Jaccard
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distance, TDI is Tanimoto dissimilarity index, WED is a weighted Euclidean
distance, and v ∈ {0, 1}, where 0 is rejection and 1 is acceptance, is a result
from a modified majority vote. The modified majority vote works as follows. It
agrees with the majority of the four metrics. However, to break a tie in voting, we
always choose the positive (or acceptance). Because as shown in Table 1, three
out of four metrics are better in positive than negative prediction. Therefore,
the positive is statistically preferable when two votes for the positive against the
other two for the negative.

The proposed framework is sketched in Fig. 4. Accordingly, the flowchart of
the proposed framework can be summarized in Fig. 5.

Table 2. Comparison of TP, TN, FP, FN, and accuracy (%) when the score scale is
partitioned by different intervals.

[0.611,0.691] [0.621,0.681] [0.631,0.671] [0,1]
Acceptance Uncertainty Rejection Acceptance Uncertainty Rejection Acceptance Uncertainty Rejection Acceptance Uncertainty Rejection

TP 137 79 0 159 58 0 180 40 0 0 218 0
TN 0 176 58 0 111 124 0 75 161 0 236 0
FP 4 9 0 5 7 0 5 6 0 0 11 0
FN 0 23 0 0 23 0 0 18 1 0 21 0
Accuracy 97.16 88.85 100 96.95 85.35 100 97.29 82.73 99.38 - 93.41 -

92.59 93.00 93.82 93.41

Fig. 4. Proposed framework.

Fig. 5. Flowchart of the proposed method.
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5 Experiment and Result

To evaluate the performance of the proposed method, we conducted experiments
on the same dataset described in Sect. 4.1. Also, JD is chosen as the base metric,
based on the preliminary investigation of the training dataset mentioned above,
and the decision interval [τ1, τ2] is [0.631, 0.671]. Therefore, the template pairs in
the training set, with JD falling in the interval [0.631, 0.671], were used to com-
pute HD, WED, TDI, and the voting results and form score vectors for training
a classification tree. The decision tree classifier from scikit-learn was used in this
experiment [17]. We compared the best performance obtained from every tradi-
tional method with the proposed method. The evaluation results of the training
set and the test set are shown in Table 3. It can be seen that the performance of
the proposed method is improved from those of the conventional way in almost
all aspects, except that the FRR of the proposed method is negligibly slightly
higher than that of JD, and its TAR is negligibly marginally lower than that
of JD. Compared with JD, which is the best for a single method, the proposed
method improves its accuracy, precision, and F1 by 2.20%, 4.50%, and 5.66%,
respectively.

Table 3. Performance comparison among the traditional methods and our proposed
method.

Training set Test set
Proposed HD JD WED TDI Proposed HD JD WED TDI

TAR 97.38 83.99 90.38 83.26 85.59 92.05 87.03 92.47 86.61 89.12

TRR 98.82 93.65 93.98 94.62 92.04 95.55 90.28 91.09 91.09 89.07

FAR 1.17 6.34 6.01 5.37 7.95 4.45 9.72 8.91 8.91 10.03

FRR 2.61 16.00 9.61 16.75 14.40 7.95 12.97 7.53 13.39 10.88

Accuracy 98.09 88.79 92.15 88.92 88.78 93.83 88.69 91.77 88.89 89.09

Precision 98.83 93.07 93.91 93.98 91.67 95.24 89.65 90.95 90.39 88.75

F1-score 97.38 88.30 92.11 88.29 88.52 93.62 91.70 88.32 88.46 88.93

6 Discussion

There are two points to discuss regarding the performance and improvement
of the proposed method in this section. First, since the basic idea of the pro-
posed method is to reduce the uncertainty when making a decision around the
threshold value of any base metric by considering comparison scores of the other
distance measurement, it is logical to say that its performance depends upon
the choice of the base metric. This work selects the base metric from four well-
known distance measures. Therefore, we do not claim that JD is the best one.
It is worth expanding the investigation to more metrics, which will be done in
the future.
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Second, from the proposed framework and Table 2, the performance is also
affected by choice of the decision interval [τ1, τ2]. The numbers of false posi-
tives and false negatives in the acceptance and rejection regions decrease as the
interval [τ1, τ2] increases, i.e., the uncertainty region increases. When the inter-
val [τ1, τ2] is extended to the full scale [0, 1], it means the classification tree is
applied to all data without using the base metric. Interestingly, based on our
simulation, using only the classification tree does not maximize the accuracy or
minimize the number of false positives and false negatives. Therefore, finding the
optimal decision interval is another issue to study further. The interval [τ1, τ2]
used in our work was from the trend we saw in the preliminary investigation.

7 Conclusion

In this study, we proposed a method combining comparison scores from various
matching algorithms using a classification tree. It aims to improve the perfor-
mance of the iris verification system by minimizing FRR and FAR around the
threshold. Instead of following the conventional way that uses a single thresh-
old value to divide the comparison score space into two regions: acceptance and
rejection, we proposed two thresholds partitioning the score space into three
areas: acceptance, rejection, and uncertainty, where the uncertainty area is an
area around the traditional threshold. Then, the classification tree is deployed
to decide if a claimed identity should be accepted or rejected. The matching
algorithms utilized in this study include Hamming distance, Jaccard distance,
Tamimoto dissimilarity index, and weighted Euclidean distance. We evaluated
the proposed method using the CASIA-IrisV2 dataset. The experimental results
show that the accuracy, precision, and F1 score of the proposed method are
increased by 2.20%, 4.50%, and 5.66%, respectively, compared with the Jaccard
distance, which is the best among the four measures studied. However, it should
be noted that the performance of the proposed method depends upon the base
metric and two thresholds that define the partitioning boundaries. We have yet
to optimize those boundaries and the base metric in this study. Therefore, the
performance is likely to improve further once optimized.
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Abstract. LIME [9] is an Explainable AI (XAI) method that can offer
local explanation for any Machine Learning model prediction. However,
the design of LIME often leads to controversial problems in the explana-
tion, which are mostly due to the randomness of LIME’s neighborhood
generating process. In this paper, we contribute a method that can help
LIME deliver comprehensible explanation by optimizing feature attri-
bution and kernel width of the generating process. Our method ensures
high level of features attribution while keeping kernel width lower than
the default setting to remain high locality in the explanation. The study
will focus mainly on LIME for tabular data.

Keywords: LIME · XAI · tabular data · locality

1 Introduction

A very challenging aspects of deploying machine learning models in real world
settings is understanding how these models make their predictions. Despite many
state-of-the-art models on different tasks, they often lack interpretability, making
it difficult for practitioners to know why certain decisions were made or which
features contributed to a particular outcome. To address this challenge, recent
work has focused on developing techniques that allow us to explain and visualize
the decision processes of machine learning models.

Among most popular explanation technique, Local Interpretable Model-
Agnostic Explanations (LIME [9]) can produce local explanation which high-
lights the local feature attribution. Feature attribution is a mean to quantify how
important the set of features used is to the prediction of the black-box model.
By means of feature importance, users can easily understand what aspects the
model is mostly focusing on, then decide whether to trust the prediction or not.

LIME achieve locality by defining a new neighborhood of the instance we
want to explain, then weights each new data point based on the kernel width it
was provided with and labels it with the black-box model. Lastly, LIME trains

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Honda et al. (Eds.): IUKM 2023, LNAI 14376, pp. 153–164, 2024.
https://doi.org/10.1007/978-3-031-46781-3_14
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a new model with much lower complexity on the generated neighborhood and
define feature importance by some feature selection methods and the coefficient
of each feature.

Such a design ensures that our explanation are faithful enough to the original
model. However, many problems lie in the fact that the generating process are
random and the definition of neighborhood is hard to achieved in most cases.
Specifically, LIME is reported to “deliver degenerated explanation when kernel
width is set too small” [3] due to the lack of control in kernel width in the gener-
ating process. The authors in the [3] proposed an approach to treat every sample
point equally according to the kernel width so that LIME can adapt better to
the new neighborhood. This approach requires modifying LIME’s structure and
therefore is hard to be applied on general usage.

In this paper, we will first introduce the concept of LIME and some exten-
sions of it as related works in Sect. 2. In Sect. 3, we will study on how choosing
different kernel width can lead to either comprehensible or incomprehensible
explanations, then propose a method to select an appropriate kernel width so
that the explanation is meaningful and concordant to the original model. Finally,
we will test the method on different datasets and discuss the results in Sect. 4,
then summarize the research in Sect. 5. The study also focus on the use of LIME
with tabular data.

2 Related Works

2.1 LIME Framework

LIME was first introduced in 2016, providing the ability to explain a prediction
of a black-box model in term of its local neighborhood. To actualize its purpose,
LIME is first fed in the training data to learn the statistical distribution of each
used features, then uses it to generate an artificial neighborhood of the instance
we want to explain. The new neighborhood will be labelled by the black-box
model we are examining and consequently, we end up with a new training set
in the black-box ML surface. LIME will perform some feature selection methods
before training a simple white-box model on that new training set with the
selected features. The explanation will finally be presented in the form of feature
attribution, which is the coefficient of each feature in the whitebox model.

2.2 LIME Extensions

The fact that each part in the LIME’s design are separate encourages many
extensions to improve the quality of LIME’s explanation.

To begin with, some studies focus on how LIME’s explanation might be
unstable. In fact, two explanations with the same input might indicate com-
pletely different feature attribution. To tackle the problem, DLIME [15] avoids
the sampling step and instead choose the neighborhood from the training dataset
by using Hierarchical Clustering [8] and K-Nearest Neighbour [2] to find data
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points that are closest to that we want to explain. The authors of ALIME [10]
compare the standard deviations of the Ridge [5] coefficients and use a denois-
ing auto-encoder [11] to define a more accurate neighborhood. OptiLIME [12]
focused the inverse impact of kernel width on LIME’s stability and use Bayes
Optimization to find the optimal kernel width that can achieve stability.

Other groups of researchers find different ways to measure the quality of
LIME’s predictions. Firstly, CSI and VSI [13] are proposed to measure the sta-
bility of feature attribution by. VSI (Variables Stability Index) checks if the
selected features in different LIME calls are the same, and CSI (Coefficients
Stability Index) examines the similarity of the coefficient of each features. In
addition, LEAF [1] framework offers us a mean to evaluate stability, local con-
cordance, fidelity and prescriptivity of local explanation from LIME and SHAP
[7] on binary classification model. The authors also study how those metrics are
different when we choose different number of features to explain.

Finally, s-LIME [3]’s authors indicate that low kernel width can result in null
in feature attributions, and solve it by considering kernel width in the sampling
step.

2.3 Our Insights

As carefully reviewed, we comprehend that previously proposed methods had
either enriched the components inside LIME (different sampling method, hyper-
parameters lending between components...) or tested the impact of one setting on
the performance of the algorithm. However, methods in the first group requires
modifying LIME’s structure and sometimes hard to reproduce the results. On
the other side, we consider the second group to be more faithful to how LIME
was originally designed, therefore can be applied on general usage. We want
to tackle the problem that s-LIME in the first group had indicated, with the
method of the second group: find the optimal kernel width that can solve the
incomprehensible explanation.

3 Proposed Method

3.1 The Impact of Choosing Different Kernel Width on LIME’s
Explanation

LIME Optimization Problem. With x ∈ R
d, the explanation of LIME is

obtained by:
ξ(x) = argmin

g∈G
L(f, g, πx) + Ω(g) (1)

Our black-box model is defined as a function f : Rd −→ R, and g ∈ G where G is
the class of potentially interpretable models. Ω(g) measures the complexity of
model g. We perturb x to achieve samples z′ ∈ {0, 1}d. Then, we recover z′ in the
space of f to obtain z ∈ R

d and f(z) as labels for the new data. The weighting
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Fig. 1. LIME explanations with different kernel widths on the same instance of Breast
Cancer [14] dataset (k = 6)

kernel πx(z) = exp(−D(x, z)2/σ2) with some distance function D and kernel
width σ will then be applied on the perturbed sample. The weighted square loss
will then be defined as:

L(f, g, πx) =
∑

πx(z)(f(z) − g(z′))2 (2)

Kernel width σ controls the locality of the explanation so that smaller values
give more weight to the instances that lie close to x, hence increase locality.

Incomprehensible Explanation with Small Kernel Width σ. We tested
the impact of different σ on LIME’s explanation of a Logistic Regression model
trained on Breast Cancer [14] dataset. The result was similar to that of s-LIME
where no feature attribution could be found on very low σ. Increasing σ, however,
might raise the coefficient of each feature significantly. Figure 1 shows different
results on σ = 0.1, 2 and 5 with increasing feature attribution on Breast Cancer
[14] dataset.

s-LIME [3] also addressed that the original design set σ to

0.75 ·
√

number of features

with no further explanation. Random as it may seem, we think LIME’s authors
tested the method and resorted to the most stable default setting that LIME
can output meaningful explanation regardless dimensionality of the dataset. To
examine our anticipation, we quantify feature attribution of LIME’s explanation
by summing all coefficient of each feature used by g(z′). With g(z′) = β +∑

i∈d wi · zi, feature attribution of one explanation can be calculated as

F(ξ(x)|σ) =
∑

i∈d

|wi| (3)

We tested the variation of F when σ changes on 3 datasets: Heart Disease [6],
Breast Cancer [14] and Arrhythmia [4] with 13, 30 and 297 features, respectively.
The result in Fig. 2 shows that LIME’s default setting had picked a kernel width
that can achieve high feature attribution in all 3 cases. However, this does not
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Fig. 2. Variation of F on different σ value for different datasets, under same LIME
setting

ensure that positive result can occur in all circumstances, and sometimes the
picked kernel width can be smaller but still can achieve the same result.

3.2 What Is an Optimal Kernel Width

Default LIME’s σ might offer good feature attribution, but it does not guarantee
that σ is low enough to remain its locality. As can be observed in Fig. 2, feature
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attribution will increase from null to its significant level and stops rising further.
Therefore, the minimum kernel width that ensures high feature attribution F

can be considered the optimal kernel width σ value in our problem.

3.3 Methodology to Find Optimal Kernel Width

Although our the target value is F, we propose λ = F/
√

σ to be our optimizing
metric. Firstly, λ can be higher for lower σ despite the same F value. Secondly,
square rooting σ can reduce the importance of σ in case F increases very slowly.
Figure 3 shows that picking the highest F/

√
σ will result in more desirable F

than picking the highest F/σ.

Fig. 3. Variation of F, F/σ and F/
√

σ when σ increases, with impact on feature attri-
bution compared through highlighted peaks of each metric

Kernel Width Step. Finding the optimal kernel width σ requires increasing
σ by some amount after each step. The relative kernel width range might vary
greatly among different dataset, so setting a fixed σ step will not be ideal and
sometimes is time-consuming if the step is too small and the optimal point is too
large. We do not only want the step to be dynamic, but also correlate with the
varying speed of F. To quickly reach the desired σ point without exceeding too
far away from it, the design is to have big step when F changes insignificantly
and small step when F varies greatly from the previous one. Using slope between
current and previous step is an ideal way to measure how much F is varying from
σ.

slope =
Ft − Ft−1

σt − σt−1
(4)

We want the step size to have inverse relationship with the size of the slope.
Since the slope can be negative, using its exponent will not only make it non-
negative, but also amplify the significance of the slope. The increase amount
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can now be step · 1
slope2

. Note that slope can be 0, so we can choose to add

the amount of initial step size to the denominator to avoid division by 0. Using

step · 1
slope2 + step

will limit our step to the maximum of 1 when the slope

diverges to 0, making it scalable without exceeding too far from the optimal
range. Finally, we do not want the step to make no difference at all when our
slope becomes too large, we decide to set the minimum amount that σ must
increase to step/2. The new σ can be calculated as

σt = σt−1 + max
(

step

slope2 + step
, step/2

)
(5)

Figure 4 shows that we achieve dynamic σ step with initial step size = 0.1.

Fig. 4. Dynamic kernel width survey steps based on how fast feature attribution are
varying compared to previous step, highlighted by dots

Early Stopping. We attempt to stop surging kernel width at the point where
feature attribution no longer increases significantly. As shown in Fig. 2, F will rise
sharply to a certain level then only fluctuate afterwards. Therefore, the design of
the method will add in a patience n hyper-parameter so that we can add a break
condition for that recent n steps. According to Fig. 4, λ refuse to rise further
despite gaining a bit of improvement in F. After this observation, we decide to
break the test based on how many times λ decreases since that last n patience
steps. Specifically, the number of decreases in λ should occupy no less than 50%
of last n patience steps. All the steps can be demonstrated as Algorithm 1.
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Algorithm 1. Early stopping λ

Require: Instance x to be explained, patience n, number of iterations num iter
some bucket ← array
σ ← 0.1
for i ∈ range from 1 to num iter do

λ ← F(ξ(x)|σ)/
√

σ
some bucket.append(λ)
decrease cnt ← 0
for j ∈ last n elements of some bucket do

if some bucket[j] is decrease then
decrease cnt ← decrease cnt + 1

end if
end for
if decrease cnt ≥ n/2 then

Return σ with highest λ in some bucket
end if
σ ← Update(σ)

end for

4 Experimental Results

Table 1. Feature attribution comparison between baseline and optimal kernel width
on different datasets and black-box models

Dataset Feat Model Kernel width σ feature attribution F Runtime1

Chosen Default Chosen Default

BreastCancer 30 LogReg 2.64 4.11 0.81 ± 0.05 0.79 ± 0.07 3.51

RanFor 2.11 4.11 0.24 ± 0.02 0.23 ± 0.02 3.00

Arrhythmia 297 LogReg 6.29 12.94 0.48 ± 0.03 0.51 ± 0.04 29.1

RanFor 5.98 12.94 0.09 ± 0.01 0.11 ± 0.01 17.50

HousePrice 61 LinReg 2.02 5.86 170k ± 18k 276k ± 16k 3.12

KNN 3.67 5.86 18k ± 1.5k 29k ± 1.9k 4.1
1in seconds

We carried out the test on Logistic Regression with Breast Cancer and
Arrhythmia datasets with the ratio of 7 for training set and 3 for test set
(random state = 42). We fit training set on LIME using num samples = 100,
num features = 6 to explain instance 25th of each test set. The initial step size
of our algorithm is set to 0.1 and patience n = 5.

On Breast Cancer dataset, we managed to pick the optimal kernel width
through the algorithm, as shown in Fig. 5a. The algorithm captured a good level
of feature attribution F at a very low kernel width σ, whereas the default setting
could also find an ideal F value but with twice as much σ, resulting in very low
locality. The result held true to Arrhythmia dataset as well (Fig. 5b). It can be
observed that the optimal kernel width σ will change among different datasets,
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Fig. 5. Result of the kernel width picked by our algorithm vs the default setting of
LIME

as well as the level of feature attribution. Our algorithm successfully captured
ideal kernel width despite difference in dimensionality, proven to be able to apply
on different tabular datasets.

Runtime is another aspect to be considered. On an Apple M1 8 cores CPU
laptop. The process takes 3.51 s for Breast Cancer dataset and 29.1 s for Arrhyth-
mia dataset. We acknowledge that the computation time can be different based
on the complexity of the black-box model and the dimensionality of the dataset.

To further prove the capability of the algorithm, we proceeded to experiment
on different black-box methods, both classification and regression. The datasets
used were Breast Cancer [14], Arrhythmia [4] and House Price1. For classifica-
tion, we used Logistic Regression (LogReg) and Random Forest (RanFor); for
regression, Linear Regression (LinReg) and K-Nearest Neighbors (KNN) were
taken into account. All settings were the same to the previous experiment. The
result from Table 1 indicates that for classification tasks, we managed to remain
locality by reducing σ compares to baseline, without significant difference fea-
ture attribution F. Our successful metric λ won on both tasks, as followed in
Table 2. Regression task, on the other hand, showed a large gap in the feature
attribution achieved by our method comparing to the default setting.

1 House Price is A Kaggle competition dataset. Despite giving good example for regres-
sion task, it may not be reliable for further scientific research.

https://www.kaggle.com/competitions/house-prices-advanced-regression-techniques/data
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Table 2. Successful metric λ between baseline and optimal kernel width on different
datasets and black-box models

Dataset Feat Model λ = F/
√

σ

Chosen Default

BreastCancer 30 LogReg 0.5 0.39

RanFor 0.17 0.11

Arrhythmia 297 LogReg 0.19 0.14

RanFor 0.04 0.03

HousePrice 61 LinReg 120k 114k

KNN 9k 12k

We can observe the level of feature attribution in regression task are much
higher (over hundred thousand) than classification task. The reason is that for
classification, the output of a model is a continuous probability ranging from 0
to 1, whereas the output on regression task is not limited to this constraint. The
method had difficulty in finding a more desirable set of σ,F and λ because Eq. 5
did not take the distribution of F into account, consequently poorly define the
increasing speed when F range is too large. However, doing that requires more
steps and computational time, while feature attribution achieved is already high
enough for the explanation to be comprehensible, which is our main goal of the
problem.

Overall, the method succeeded in achieving an optimal kernel width σ that
offers ideal feature attribution F in classification tasks, having successful metric
λ = F/

√
σ winning the baseline on LIME’s default setting for σ. Despite the

successful metric could not be proven to beat baseline of regression task, F was
high enough to make the explanation comprehensible.

5 Conclusion

In this paper we have introduced a method to control the kernel width of LIME’s
neighborhood generating process to achieve good level of feature attribution,
which is the sum of coefficients of every feature used by LIME’s white-box model.
The method is mainly based on defining dynamic step size for kernel width and
early stopping for the relationship between feature attribution and kernel width.
By doing this, we managed to solve the problem mentioned in s-LIME [3] that
LIME can generate poor explanation that has null feature attribution. Our pro-
posed method did not modify the original LIME’s implementation, making it
applicable to general usage. The experiments on tabular datasets with differ-
ent number of features indicate that the method can guarantee high feature
attribution while keeping kernel width low enough to remain locality, despite
different dimensionality of the datasets. In the end, our main purpose to achieve
comprehensible explanation was fulfilled.
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The study is limited to the relationship between locality (represent by kernel
width) and feature attributions of LIME. In future work, we would like to inves-
tigate more on the impact of kernel width on different metrics like stability and
fidelity. Moreover, the method should be studied further to adapt to different
feature attribution distribution of different dataset. In the future, we want to
develop this method so that it can be applied on image and text datasets.

Acknowledgement. This research was funded by Vingroup Innovation Foundation
(VINIF) under project code VINIF.2021.JM01.
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Abstract. Recently, spatial-clustered point clouds have been applied
to various applications, such as glacier movement and rockfall detec-
tion, which are crucial for ensuring human safety. The density-based
spatial clustering of applications with noise (DBSCAN) is a well-known
spatial clustering algorithm. It is effective but requires two predefined
parameters needed to be appropriately set. The suitable values of these
parameters depend on the distribution of the input point cloud. Thus, to
address this issue, we previously proposed a non-parametric DBSCAN
based on a recursive approach and called it divide-and-conquer-based
DBSCAN or DC-DBSCAN. Even though it outperformed the traditional
DBSCAN, the performance of the previous DC-DBSCAN or DBSCAN
is limited when two groups or two clusters are too close. Therefore, this
study proposes an improved version of DC-DBSCAN that utilizes the k-
means clustering algorithm to further cluster some groups resulting from
DC-DBSCAN. To determine which groups are to be clustered further, a
k-nearest neighbors algorithm is used. The experimental results demon-
strate that the proposed method enhances the impurity and normalized
mutual information (NMI) scores compared with DBSCAN and DC-
DBSCAN. The purity score of the proposed method is 97.91%, and the
NMI score is 96.48%. Compared to DC-DBSCAN, our proposed method
achieves a 12.37% improvement in purity and a 3.61% improvement in
NMI. Also, it can spatially cluster some groups that DBSCAN and DC-
DBSCAN cannot do.
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1 Introduction

A rockfall is the downward movement of a piece of bedrock detached from a
cliff or steep slope. It can be described as the swifter form of a landslide and
has the potential to cause harm to both properties and human lives. Its impact
disrupts transportation and commerce, such as rockfalls that block highways and
waterways. Also, falling rocks cause direct casualties.

Different approaches can be used to understand rockfall incidents, for exam-
ple, looking at historical records, assessing vulnerability, estimating how often it
happens, evaluating the danger level, and gauging the associated risks. Recently,
researchers have employed a terrestrial laser scanner (TLS) to investigate geolog-
ical phenomena due to its benefit in gaining high-resolution data. TLS has also
been applied in studying rockfalls. A common framework for identifying rockfalls
from two sets of point-cloud data consists of three parts which are preprocessing,
clutter removal, and rockfall isolation. Recently, the preprocessing and clutter
removal processes have been improved continuously and significantly. However,
there remains scope for enhancing the efficiency of the rockfall isolation process.
In general, density-based spatial clustering of applications with noise (DBSCAN)
is a popular clustering algorithm for labeling a group of data based on density
[3,9]. DBSCAN algorithm requires two parameters which are ε and minPts. These
parameters play an important role in clustering performance. The ε parameter
is the largest Euclidean distance that allows two points to be in the same neigh-
borhood, and the parameter minPts is the minimum number of points in an
ε-neighborhood circle centered at a point to be considered as a core point.

In the literature, there is a wide range of proposed methods for estimat-
ing parameters. For instance, McInnes et al. presented an innovative vari-
ant of DBSCAN, known as hierarchical DBSCAN or HDBSCAN [8]. Karami
and Johansson employed the differential evolution (DE) algorithm to optimize
the parameters of DBSCAN [4]. An optimizer based on multiverse optimiza-
tion (MVO) was applied by Lai et al. for DBSCAN parameter estimation [6].
However, both DE and MVO consumed processing time. The non-parametric
DBSCAN algorithm called DC-DBSCAN was proposed by Pitisit Dillon et al.,
which applies the recursive method to find the most suitable parameter ε for
each cluster [2]. However, the non-parametric DBSCAN algorithm poses a prob-
lem when clusters are located closely, which is assumed to be the limitation
of DC-DBSCAN. To overcome this limitation, this study focuses on improving
the algorithm by integrating multiple clustering techniques, including k-means
clustering and k-nearest neighbors algorithm.

2 Background

This section provides the background knowledge required for understanding our
proposed method briefly. It includes point cloud preprocessing, density-based
spatial clustering of applications with noise (DBSCAN), DBSCAN with a divide-
and-conquer approach (DC-DBSCAN), k-means clustering, and k-nearest neigh-
bors (k-NN) algorithm.



KK-DC-DBSCAN 169

2.1 Point Cloud Preprocessing

The rockfall detection framework that analyzes data obtained from terrestrial
laser scanners (TLS) consists of three steps: preprocessing, clutter removal, and
clustering or rockfall isolation. The first two steps prepare the point cloud for
the isolation process. The first step, preprocessing, consists of two sub-processes:
registration and subtraction. The registration process geometrically aligns two
point clouds, and the subtraction process differentiates them to obtain a differ-
ence. In the second step, the clutter removal process is applied to remove noise
in the difference. The noise-removed difference is then spatially clustered for
rockfall event isolation.

2.2 DBSCAN

DBSCAN is a clustering algorithm that groups data points based on density.
It clusters the data points by grouping those close to each other [3,9]. In other
words, DBSCAN identifies regions with a high density of points and determines
them as clusters. Let p and q indicate points in a point cloud P, and the Euclidean
distance between them is d(p, q). Let Nε(p) denote a set of points with distances
to p less than or equal to ε, i.e., Nε(p) = {q ∈ P | d(p, q) ≤ ε}, and be called
the ε-neighborhood of the point p. If |Nε(p)| is greater than a predefined integer
minPts, the point p is a core point. The DBSCAN algorithm clusters the data
points by first identifying core points and collecting all density-reachable points
from each core point. Points p1 and pn are density-reachable if there exists a
sequence of points (p1, p2, ..., pn) that any two successive points pi and pi+1 for
i = 1 to n in the sequence satisfies the condition pi ∈ Nε(pi+1). Points that do not
belong to any cluster are labeled as noise. It is worth emphasizing that DBSCAN
has two parameters strongly affecting its performance, i.e., ε and minPts.

2.3 DC-DBSCAN

DC-DBSCAN [2] is a non-parametric variant of DBSCAN. Technically, it
searches for one optimal DBSCAN parameter while making another constant.
The general concept of DC-DBSCAN can be summarized as follows. Initially, a
preprocessed point cloud undergoes grid analysis to obtain an appropriate initial
ε. The grid analysis divides the point cloud into a 3-by-3 grid, i.e., nine equally
sized boxes, and counts points in each grid box. If a stopping criterion concerning
the median and variance of point counts is met, the maximum between the box’s
width and height is the parameter ε. Otherwise, the whole process is repeated
iteratively to the grid box with the maximum count.

Then, the DBSCAN algorithm is performed on the input point cloud with
ε obtained from the grid analysis. As a result, DBSCAN returns at least one
cluster with a noise group. On this basis, DBSCAN is executed on each cluster
separately with a smaller ε. This process is repeated iteratively to smaller and
smaller clusters until a stopping criterion, i.e., broadly speaking, the number of
points labeled as noise outnumbers the other non-noise groups, is satisfied. It is
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worth noting that even though DC-DBSCAN is non-parametric, it fixes minPts
while searching ε, and there can be more than one value of ε used in clustering.

2.4 k-Means Clustering and k-Nearest Neighbors Algorithm

The k-means clustering is an unsupervised machine learning algorithm that aims
to partition observations or data into k clusters, where k is the main parameter
for the algorithm. The k-means clustering algorithm minimizes the within-cluster
variance or inertia, defined as the sum of squared distances between each data
point and its corresponding cluster centroid.

The k-nearest neighbors (k-NN) algorithm is a non-parametric supervised
learning method for classification or regression. In this work, it is used for clas-
sification. The algorithm predicts based on the similarity between the input and
neighboring data points.

3 Proposed Method

The proposed method takes a preprocessed point cloud, as described in Sect. 2.1,
as an input and returns labeled clusters as the output. It operates as follows.
First, the input point cloud is fed into grid analysis similar to that used in DC-
DBSCAN, as described in Sect. 2.3, to get an initial ε. Then, the conventional
DBSCAN with the initial ε is used to cluster the input point cloud. If it cannot
split the point cloud into more than one cluster, the value of ε is reduced by
0.01, and the DBSCAN is performed again on the point cloud with the updated
ε. This process of reducing ε and executing DBSCAN is repeated until multiple
clusters are obtained.

Once multiple clusters are achieved, the clustering result is checked to deter-
mine whether it is acceptable. The criterion is that the clustering is accepted if
the number of noise points from the DBSCAN algorithm is less than the number
of points in the smallest split cluster. When accepted, each split cluster is fed
into a variant of DC-DBSCAN with k-means clustering and k-NN algorithm,
referred to as KK-DC-DBSCAN, utilizing the most-updated ε.

If the clustering result does not meet the acceptability criterion, the DBSCAN
is deemed unsuccessful in effectively clustering the input point cloud. In this sce-
nario, an alternative method based on k-means clustering is employed. The input
point cloud, previously used as input for DBSCAN, is utilized to extract features
related to statistical quantities (details will be provided in the subsequent sub-
section). These features are then fed into a k-NN binary classifier, determining
whether further clustering by k-means is necessary for the point cloud of interest.

Suppose the classifier determines that applying the k-means algorithm is
unnecessary. In that case, the cluster is saved and combined with other labeled
clusters that have completed clustering. On the other hand, if the classifier sug-
gests further clustering using the k-means algorithm, an iterative k-means pro-
cess is used to identify the most suitable value of k. Lastly, the point cloud
undergoes clustering via the k-means algorithm, and the resulting clusters are
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saved and combined with other labeled clusters. The proposed method can be
depicted in Fig. 1.

3.1 Training k-NN Binary Classifier

The k-NN binary classifier decides whether or not an unaccepted point cloud
should be clustered further by k-means clustering. It takes a feature derived
from statistical quantities of the point cloud as the input. The feature extraction
pipeline is shown in Fig. 2 and summarized as follows.

First, the point cloud is normalized using the min-max scaler algorithm.
Then, it is used to construct two feature vectors, F1 and F2, as shown by the
left and right branches, respectively, in Fig. 2. On the left, the grid analysis is
applied to the point cloud to get the populations of all nine grid boxes. Statistical
quantities from these populations are used to form F1, including mean, mode,
median, minimum, maximum, difference between maximum and minimum, pop-
ulation and sample standard deviations, and population and sample variances.
On the right, the distance to the nearest point of every point is calculated first.
Then, the same statistical quantities, excluding the mode, of the distances are
used to construct the feature vector F2.

The concatenation of F1 and F2 is then a candidate for the feature to be input
into the k-NN classifier. Note that the candidate is a vector in 19-dimensional
space. We reduce the dimension by using the following strategy. First, we cal-
culated Pearson correlation coefficients between each entry and the target. The
entry is removed if the correlation between itself and the target is less than
0.2. Then, we computed correlation coefficients between any two entries. One
entry of a pair with a correlation coefficient higher than 0.95 is removed, and
we remove the one with a smaller correlation coefficient between that entry and
the target. Under these conditions, the dimension is reduced to four: population
standard deviation from F1, population variance from F1, the difference between
maximum and minimum from F2, and maximum from F2. These four entries are
four components of the feature to be input into the k-NN classifier.

The k-NN classifier classifies the point cloud’s feature into two distinct
groups: one that requires further clustering and another that does not. In the
context of this study, we train the classifier on features with targets from 251
point clouds (some contain a single cluster, whereas the others have more than
one). To make the target variables in training, we individually apply those 251
point clouds to DC-DBSCAN and compare the clustering results with ground-
truth clusters. If DC-DBSCAN works correctly for any point clouds, those point
clouds are labeled with ‘no further classification.’ Otherwise, further classifica-
tion is required.

Note also that for those 251 point clouds, 85 point clouds require further
clustering, and 166 do not. Therefore, to handle this unbalance, the random
oversampling technique is utilized to upsampling those 85 point clouds to 166.
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Fig. 1. Proposed method.



KK-DC-DBSCAN 173

Fig. 2. Features extraction.

3.2 Iterative k-Means Clustering

The iterative k-means clustering method is employed to determine the most suit-
able k. The central concept of this algorithm involves applying k-means cluster-
ing and reducing the value of k iteratively until obtaining a suitable one, which
is the first k satisfying the following condition:

Qk−1

Qk
> 2, (1)

and

Qk =
n∑

i=1

(xi − x∗
k,i)

2 +
n∑

i=1

(zi − z∗
k,i)

2, (2)

where xi are zi are coordinates of point i on the x-axis and z-axis, respectively,
and x∗

k,i and z∗
k,i are an x-axis coordinate and z-axis coordinate of the center of

the cluster nearest to the point i when the k-means clustering is applied to the
point cloud of n data points.

4 Experiment and Results

This section provides details about the simulation and evaluation of the proposed
method. Evaluation metrics and the dataset used in the experiment are also
introduced.
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4.1 Dataset

An open dataset generated from a terrestrial laser scanner (Optech’s Intelligent
Laser Ranging and Imaging System or ILRIS3D), provided by Abellan et al.
[1,10] was chosen to conduct the experiments to evaluate the proposed method.
The dataset contains 3D data points representing the surface of the Puiggcercos
cliff, Catalonia, Spain, as shown in Fig. 3. In total, four point clouds were used
for the experiment: two point clouds are generated by using CloudCompare, and
the other two point clouds are provided by Pitisit Dillon et al. [2]. Each point
cloud consists of eight rockfall events, as shown in Fig. 4.

Fig. 3. 3D point cloud (left) of the surface of Puiggcercos cliff (right), Catalonia, Spain.

4.2 Evaluation Metrics

The effectiveness of the rockfall isolation method can be evaluated using two
metrics: purity score and normalized mutual information (NMI).

The purity measure how well the clusters match. However, it is not the best
evaluation for clustering 3D point clouds, because this measure does not consider
the number of exceed clusters as a penalty, and having more clusters can increase
purity level. The purity λ is defined as

λ =
1
n

k∑

h=1

max
1≤j≤l

{n1
h, n2

h, n3
h, ..., nj

h}, (3)

where n represents the overall number of points, l denotes the total number of
true clusters, k is the total number of clusters identified by the algorithm, and
nj

h represents the count of points labeled by the algorithm as cluster h that also
belong to the ground-truth cluster j.

The normalized mutual information (NMI) score is defined as follows [5,7].
Let X be a discrete random variable representing a ground-truth label (or
ground-truth cluster ID) of points in the point cloud. Let the ground truth con-
tain u+1 clusters, the possible outcomes of X are 0, 1, ..., u where each outcome
is a ground-truth cluster-ID. Let Y be a discrete random variable representing
a cluster ID labeled by the clustering algorithm. Considering that the algorithm
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Fig. 4. Rockfall events in each scenario.

organizes the point cloud into v + 1 clusters, where the outcomes for Y range
from 0 to v and each outcome represents a cluster ID. The NMI score I∗(X;Y )
is defined as follows:

I∗(X;Y ) =
2 · I(X;Y )

H(X) + H(Y )
, (4)

where I∗(X;Y ) is the mutual information between X and Y , H(X) is the entropy
of X, and H(Y ) is the entropy of Y .

4.3 Experimental Results

This work compared the proposed method to the DC-DBSCAN and ground
truth. The experimental evaluations of the proposed method on four point clouds
are shown in Table 1. The first column displays event numbers. The second and
third columns show points clustered by the proposed method and DC-DBSCAN,
respectively. The last column shows the ground-truth point count in each event.
Two rows under each table show both methods’ purity and NMI scores. It can be
seen from the result that the proposed method outperformed the DC-DBSCAN
method.

The proposed method’s average purity and NMI score were 97.91% and
96.48%, respectively, while the DC-DBSCAN’s average purity and NMI score
were 85.60% and 92.87%, respectively. Moreover, in all four scenarios, the
proposed method’s purity and NMI score were better than the DC-DBSCAN
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method’s. At the bottom left of Table 1, the results of the point clouds in sce-
nario C show that the proposed method’s purity and NMI score were much
better than DC-DBSCAN. After investigating, the result turned out that the
DC-DBSCAN algorithm is not doing well in separating the clusters that the
little parts of their border are contiguous as the proposed method. The results
of scenario C in Table 1 shows that some events got zero point which means
that some contiguous events could not be separated from each other. However,
in some situations, the proposed method’s scores are slightly lower than the
DC-DBSCAN method’s, and some point clouds were separated into too many
events, which will be discussed in the next section.

Table 1. Experimental results for scenarios A (top-left), B (top-right), C (bottom-left),
and D (bottom-right).

Event
number

The number of points Event
number

The number of points
Proposed
method

DC-DBSCAN
Ground
truth

Proposed
method

DC-DBSCAN
Ground
truth

1 290 0 304 1 248 247 247
2 176 176 176 2 1025 1025 1025
3 589 589 589 3 480 758 513
4 2283 2283 2283 4 855 855 855
5 419 419 419 5 931 931 931
6 465 755 451 6 159 159 159
7 749 749 749 7 278 0 245
8 159 159 159 8 201 201 202

Purity score 99.73% 94.07% Purity score 99.19% 94.11%
NMI score 99.31% 96.99% NMI score 98.49% 96.76%

Event
number

The number of points Event
number

The number of points
Proposed
method

DC-DBSCAN
Ground
truth

Proposed
method

DC-DBSCAN
Ground
truth

1 1623 0 1516 1 3151 0 2868
2 1437 3060 1544 2 4859 8010 5142
3 4186 5834 3922 3 5283 5283 5283
4 3006 3006 3006 4 981 981 981
5 1648 0 1912 5 2821 4666 2711
6 3008 3008 3008 6 1279+1130 2409 2409
7 2545 4982 3255 7 1845 0 1955
8 2437 0 1727 8 2910 2910 2910

Purity score 94.53% 74.08% Purity score 98.18% 80.12 %
NMI score 92.82% 87.34% NMI score 95.28% 90.39%
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5 Discussion

Even though the proposed method can improve the efficiency of the clustering
algorithm, especially in the case that two events are located closely, this proposed
method still has an error due to the classifier model. The result of scenario D is
shown in Fig. 5, showing an addition event, which is over-clustering. Moreover,
in the point clouds with no event border contiguous or nearby, the DC-DBSCAN
method outperformed the proposed method because the classifier model some-
times determines incorrectly and results in over-clustering. This problem can be
solved by increasing the number of the dataset, using a more diverse dataset,
and balancing the dataset.

Fig. 5. Rockfall events of scenario D.

6 Conclusion

The research article introduced a modified version of DC-DBSCAN which
improves the efficiency of clustering rockfall events that are in close proximity.
The proposed KK-DC-DBSCAN method incorporates four key processes: esti-
mating the initial ε parameter through grid analysis, employing DC-DBSCAN,
utilizing a k-NN binary classifier to determine whether a cluster should be clus-
tered with k-means clustering, and applying k-means clustering to the clusters
identified by the k-NN classifier. In some cases, the clustering process in the
DC-DBSCAN method terminates prematurely, resulting in a large ε. As a con-
sequence, it becomes challenging to differentiate and separate closely located
events. The results of the experiment demonstrated that the proposed method
achieved higher purity and NMI scores compared to the DC-DBSCAN method
when clustering two or more rockfall events in close proximity.
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Abstract. Reducing the impact of outliers is an essential issue in
machine learning, including clustering. There are two main approaches
to reducing the impact of outliers: one is to build robust models, and the
other is to remove outliers through preprocessing. In this paper, we pro-
pose a new noise clustering method that combines noise clustering, which
builds a model robust to outliers, and local outlier factor, which removes
outliers as a preprocessing step. The proposed method is an optimization
problem of noise clustering with a weighting of dissimilarities by LOF.
Numerical experiments were conducted using four artificial datasets to
verify the effectiveness of the proposed method. In the experiments, the
proposed method was compared with k-medoids clustering, DBSCAN,
and noise clustering. The results show that the proposed method yields
good results regarding both clustering performances and detecting out-
liers. The guideline for determining k and ε among the three parameters
D, k, and ε required by the proposed method was also suggested.

Keywords: Noise clustering · Local outlier factor · Outlier ·
Robustness

1 Introduction

Machine learning is a core technology for leveraging large amounts of stored
data and has been applied to many real-world problems [1]. Machine learning
can be broadly classified into supervised and unsupervised learning. Clustering is
one of the leading unsupervised learning methods, dividing a set of objects into
groups called clusters [2,3]. Clustering aims to classify similar objects into the
same cluster and dissimilar objects into different clusters. In machine learning,
including clustering, where large amounts of data are handled, datasets may
contain outliers. Outliers are data with characteristics that differ from other
objects and can negatively impact learning processes and predictions. Minimiz-
ing the impact of outliers in machine learning requires the removal of outliers
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Honda et al. (Eds.): IUKM 2023, LNAI 14376, pp. 179–191, 2024.
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through data preprocessing and constructing models that are less susceptible to
outliers [4].

As with many machine learning methods, the impact of outliers is significant
in clustering. The c-means or fuzzy c-means method is a method of cluster parti-
tioning by dissimilarity from the representative points of the clusters [2,3]. When
using the c-means or fuzzy c-means method, cluster representatives attracted to
outliers are calculated. As a result, sparse clusters containing outliers may be
generated. Noise clustering [5] and possibilistic clustering [6] have been proposed
as robust clustering methods. Noise clustering is a technique that adds noise clus-
ter to the objective function, which is intended to consist only of outliers [5].
Possibilistic clustering differs from c-means and fuzzy c-means in that it does
not use constraints on the membership degree [6]. In addition to these meth-
ods, DBSCAN is also known to be less susceptible to outliers [7]. DBSCAN is
a method that sequentially constructs clusters based on the density of objects.
Reducing the influence of outliers and obtaining better cluster partitions have
been recognized as an essential issue in the past.

As discussed above, possibilistic clustering, noise clustering, and DBSCAN
are approaches to building models that are less susceptible to outliers. On the
other hand, the Local outlier factor (LOF) has been proposed as a method to
evaluate the degree of an outlier of an object based on the distribution of data [8].
LOF is a density-based anomaly detection method that assigns a local density
of each object based on the distance from neighboring objects, and computes
the degree of outliers of the objects by comparing them with the local densities
of neighboring objects. The outlier degree calculated here takes a value around
one when a certain number of data objects exist in the neighborhood. On the
other hand, a value much higher than one is calculated for data objects that
are outliers in the data group. Outlier detection can be performed by using the
value as a preprocessing of the data. Since it can also be applied to anomaly
detection, LOF is used as a typical method in outlier detection. LOF is unique
in that it calculates the outlier degree for each object in the dataset.

As has been discussed, two approaches exist for reducing the impact of out-
liers. One approach is to build a model that is less sensitive to outliers. The
other approach is to preprocess the data using outlier detection techniques such
as LOF. Noise clustering is a method of constructing a model that is less suscepti-
ble to outliers by adding noise clusters [5]. However, it does not take into account
the characteristics of individual objects. Also, LOF considers the local distribu-
tion of objects but does not consider the broad structure in the dataset [8]. It
is not that difficult a task to treat data objects that are clearly out of the data
distribution as outliers. In this paper, we propose a new clustering method, noise
clustering based on LOF (NCLOF), which combines noise clusters and LOF. The
proposed method penalizes the dissimilarity of data objects with a high outlier
degree using LOF. This idea would make it possible to cluster objects at the
edges of a distribution that is difficult to handle into appropriate clusters. The
effectiveness of the proposed method is demonstrated by evaluating the cluster-
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ing performance on artificial and benchmark data. In addition, the impact of the
parameters used in the proposed method on cluster partitioning is also shown.

2 Preliminaries

A set of objects to be clustered is given, and it is denoted by X =
{xl ∈ �p | l = 1 ∼ n}. Each object xl is a vector in the p-dimensional Euclidean
space �p, that is, an object xl ∈ �p. A cluster is denoted by Gi, and a collection
of clusters is denoted by G = {G1, . . . , Gc}. A cluster center of Gi is denoted
by vi ∈ �p, and a set of vi is given by V = {v1, . . . ,vc}. The membership
degree of xk belonging to Gi and the partition matrix are denoted as uki, and
U = (uki)1≤k≤n, 1≤i≤c, respectively.

2.1 Noise Clustering

The objective function of noise clustering is denoted as follows:

Jnc(U, V ) =
c∑

i=1

n∑

l=1

uli‖xl − vi‖2 +
n∑

l=1

ul0D.

D > 0 is called a noise parameter. Here, the zeroth cluster is the noise cluster.
Constraints for membership degree Unc is as follows:

Unc =

{
(uli) : uli ∈ {0, 1} ,

c∑

i=0

uli = 1, ∀l

}
. (1)

Optimal solutions for vi and uli are as follows:

vi =
∑n

l=1 ulixl∑n
l=1 uli

, (2)

uli =
{
1 (min0≤i≤c dli)
0 (otherwise) , (3)

where, the dissimilarity dli is described as follows:

dli =
{

D (i = 0)
‖xl − vi‖2 (otherwise) .

2.2 Local Outlier Factor

LOF is an anomaly detection method based on density calculated using neigh-
borhood data [8]. LOF uses an idea called local density to calculate the degree
of outlier by comparing the local density of data objects with that of their neigh-
bors. LOF is both the name of the method and the name of the value representing
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the outlier degree to be calculated. LOF is calculated using k-distance, reacha-
bility distance, k-distanced neighborhood, and local reachability density. These
details are described below.

k is any positive integer and represents the number of neighborhood objects
in the LOF. k-distance(x) of data x ∈ X is the distance d(x,o) to data o ∈ X
satisfying the following conditions [8]:

– for at least k objects o′ ∈ X \ {x} it holds that d(x,o′) ≤ d(x,o)
– for at most k − 1 objects o′ ∈ X \ {x} it holds that d(x,o′) < d(x,o)

The value of k-distance is expressed as the distance from x to the k-th nearest
data; it is defined this way to account for the case where there are multiple data
for which k-distance has the same value.

A k-distance neighborhood Nk(x) is a set of objects that are within
k-distance of specific data. The k-distance neighborhood of object x is defined
by (4).

Nk(x) = {q ∈ X \ {x} | d(x, q) ≤ k-distance(x)} (4)

The reachability distance is the actual distance between the objects if they
are far apart, but if they are close enough, it is replaced by the k-distance. The
reachability distance of object x is defined by (5).

reach-distk(x,o) = max{k-distance(o), d(x,o)} (5)

The local reachability density is defined using reachability distance. The local
reachability density means that the larger the value, the closer the neighbor
objects are. It is calculated as the inverse of the average of the reachability
distances of the objects in the k-distance neighborhood of object x. The local
reachability density of data x is defined as follows (6):

lrdk(x) =
|Nk(x)|∑

o∈Nk(x)

reach-distk(x,o)
(6)

The LOF value is calculated as the average of the ratios of the local reachabil-
ity densities of the k-distance neighbors. The smaller the object’s local reacha-
bility density and the larger the k-distance neighbor’s local reachability density,
the larger the value. The value of LOF for data x is defined as follows:

LOFk(x) =

∑
o∈Nk(x)

lrdk(o)
lrdk(x)

|Nk(x)| (7)

Using the values LOFk(x) calculated above, the LOF detects outliers. LOF
is used for data preprocessing because it can be used to detect outliers from a
given dataset.



A Novel Noise Clustering Based on Local Outlier Factor 183

3 Proposed Method

The proposed method, NCLOF, is an extension of noise clustering using LOF. As
noted in the introduction, two approaches exist for reducing the impact of out-
liers. Noise clustering is an approach to building models that reduce the impact
of outliers. LOF is an approach that focuses on the outlier degree of objects and
detects outliers through preprocessing. Noise clustering can be thought of as an
approach that focuses on the model of clusters, while LOF is an approach that
focuses on objects. The proposed method, NCLOF, combines both approaches
to provide more robust clustering for datasets with outliers. The optimization
problem of NCLOF is expressed as follows:

min J(U ,V ) =
c∑

i=1

n∑

l=1

uliγl‖xl − vi‖2 +
n∑

l=1

ul0D, (8)

s. t. Unc =

{
(uli) : uli ∈ {0, 1} ,

c∑

i=0

uli = 1, ∀l

}
.

where the γl in (8) is the value to which the LOF of xl is transformed by the
following equation:

γl =
{
1 (LOFk(xl) ≤ 1 + ε)
LOFk(xl) (otherwise) . (9)

ε > 0 is a parameter indicating the upper limit of LOF, which is converted to 1
when LOF exceeds 1 + ε. The value of LOF expressed in (7) takes a value well
above 1 for objects considered outliers and around 1 for objects not considered
outliers. (9) represents that the γl takes the value of LOF for objects considered
outliers, while the γl is 1 for objects considered not to be outliers. In NCLOF, the
value of LOF is used for assignment to noise clusters. Therefore, for individuals
with larger LOF values, no upper limit is set for γl in order to make it easier for
them to be assigned to noise clusters due to the influence of larger weights. This
transformation is performed for objects where the value of LOF (7) is greater
than 1+ ε in order to obtain a larger dissimilarity. By using γl, the dissimilarity
of between xl and cluster centers is γl‖xl −vi‖2. By introducing gamma to noise
clustering, dissimilarity to noise clusters is represented as γl‖xl − vi‖2.

Optimal solutions for vi and uli of NCLOF are as follows:

vi =
∑n

l=1 uliγlxl∑n
l=1 uliγl

, (10)

uli =
{
1 (min0≤i≤c dli)
0 (otherwise) , (11)

where, the dissimilarity dli is described as follows:

dli =
{

D (i = 0)
γl‖xl − vi‖2 (otherwise) . (12)
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The optimal solution for vi is in the form of (2) with the addition of γl. The
optimal solution for uli has the same form as (3), but the dli is changed to (12).

The NCLOF algorithm is summarized in Algorithm 1:

Algorithm 1. NCLOF
NCLOF1 Set cluster number c, parameters k, D, ε, and initial cluster centers vi ∈ V

by choosing objects at random.
NCLOF2 Calculate γl using (9).
NCLOF3 Calculate uli ∈ U using (11).
NCLOF4 Calculate vi ∈ V using (10).
NCLOF5 If the convergence criterion is satisfied, stop. Otherwise, return to

NCLOF3.

The number of repetitions, convergence of each variable, or convergence of
an objective function is used as the convergence criterion in NCLOF.

4 Numerical Experiments

We conducted numerical experiments with four artificial datasets to verify the
effectiveness of NCLOF. First, we describe the calculation conditions of the
numerical experiments. Second, we compare the results among NCLOF and three
conventional methods: k-means clustering [3], DBSCAN [7], and noise cluster-
ing [5]. Third, we summarize the results and the features of the proposed method.

4.1 Experimental Setup

The above four methods are compared using four artificial datasets regarding
the evaluated value of the adjusted rand index (ARI) [9]. ARI is a measure
of similarity between two cluster partitions. The value of ARI is 1 when the
two cluster partitions match entirely. For all methods, the maximum number of
iterations of the algorithm was set to 100. The artificial datasets are visualized
in Figs. 1, 2, 3 and 4. Each object is color-coded in these figures by the cluster
it belongs to. Outliers are also shown in black. The number of objects in each
cluster and outliers, are shown in the legends of Figs. 1, 2, 3 and 4.

4.2 Experimental Results

The results of clustering the four artificial datasets using each method and eval-
uating them with ARI are summarized in Tables 1 through 4. The ARI values
in Tables 1 through 4 are calculated from the cluster partition obtained using
each method and given cluster labels. The bold values in the max column are
the highest ARI values for each dataset. The first column of each table shows
the clustering method. The values of the parameters used in each method are
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Fig. 1. Artificial dataset 1. Fig. 2. Artificial dataset 2.

Fig. 3. Artificial dataset 3. Fig. 4. Artificial dataset 4.

listed in parentheses after the name of each method. The second column shows
the maximum ARI, the third column shows the minimum ARI, and the fourth
column shows the average and standard deviation of the ARI. Tables 1, 2, 3, and
4 show the results for artificial dataset 1, artificial dataset 2, artificial dataset 3,
and artificial dataset 4, respectively. The results for each dataset are examined.

For artificial dataset 1, relatively good results were obtained except for k-
means. Noise clustering clustered two outliers in the lower middle green cluster
and two outliers in the upper left of the lower right blue cluster. DBSCAN
clustered one outlier in the cluster at the bottom right of the bottom right blue
cluster. NCLOF (D = 0.22, k = 10, ε = 0.3) assigns outliers that were included
in clusters by noise clustering and DBSCAN to noise clusters as outliers. NCLOF
performs better than other methods for artificial dataset 1.

For artificial dataset 2, relatively good results were obtained except for k-
means. Noise clustering clustered two outliers in the cluster around the small
cluster on the left. DBSCAN clustered outliers in the cluster to the lower right of
the small cluster on the left. The ARI was slightly lower because the objects in
the large cluster on the right were classified as outliers. NCLOF (D = 10.3, k =
30, ε = 0.3orε = 1.5) only clustered outliers in the lower right of the small
left cluster in the cluster. Therefore, it showed a higher ARI when compared to
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noise clustering and DBSCAN. NCLOF performed slightly better than the other
methods for the artificial dataset 2.

For artificial dataset 3, DBSCAN showed promising results. Noise clustering
included outliers around small clusters and multiple objects on the border of large
clusters in clusters. DBSCAN clustered objects on the edges of the large clusters
as outliers. NCLOF (D = 10.3, k = 50, ε = 0.3) clustered multiple objects on
the border of the large cluster in the cluster. NCLOF clustered objects around
the small clusters assigned to clusters by noise clustering as outliers. NCLOF
resulted in a result that was greater than noise clustering but less than DBSCAN.

For artificial dataset 4, NCLOF showed promising results. Noise clustering
clustered outliers around the bottom left two clusters in the cluster. Like noise
clustering, DBSCAN also clustered outliers around the bottom left two clusters
in its clusters, as did NC. The results are better than noise clustering because
fewer outliers were included in the clusters than noise clustering. NCLOF (D =
0.54, k = 9, ε = 0.09or0.3) assigns outliers that were included in clusters by
noise clustering and DBSCAN to noise clusters. NCLOF performs better than
the other methods for artificial dataset 4.

Table 1. ARI results for artificial dataset 1.

method max min ave. ± sd

k-means 0.821 0.351 0.751 ± 0.161
DBSCAN (Eps = 0.17, MinPts = 10) 0.969 0.969 0.969 ± 0.000
Noise clustering (D = 0.22) 0.941 0.260 0.658 ± 0.212
NCLOF (D = 0.22, k = 10, ε = 0.3) 1.000 0.259 0.693 ± 0.236
NCLOF (D = 0.22, k = 10, ε = 0.09) 0.976 0.260 0.691 ± 0.212
NCLOF (D = 0.22, k = 10, ε = 1.5) 0.941 0.259 0.670 ± 0.224
NCLOF (D = 0.22, k = 100, ε = 0.3) 0.954 0.260 0.672 ± 0.208

Table 2. ARI results for artificial dataset 2.

method max min ave. ± sd

k-means 0.523 0.523 0.523 ± 0.000
DBSCAN (Eps = 1, MinPts = 10) 0.984 0.984 0.984 ± 0.000
NC (D = 10.3) 0.984 0.063 0.730 ± 0.237
NCLOF (D = 10.3, k = 5, ε = 0.3) 0.984 0.064 0.733 ± 0.237
NCLOF (D = 10.3, k = 30, ε = 0.09) 0.976 0.229 0.725 ± 0.229
NCLOF (D = 10.3, k = 30, ε = 0.3) 0.992 0.071 0.759 ± 0.214
NCLOF (D = 10.3, k = 30, ε = 1.5) 0.992 0.258 0.769 ± 0.258
NCLOF (D = 10.3, k = 100, ε = 0.3) 0.896 0.056 0.589 ± 0.221
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Table 3. ARI results for artificial dataset 3.

method max min ave. ± sd

k-means 0.765 0.765 0.765 ± 0.000
DBSCAN (Eps = 0.08, MinPts = 13) 0.987 0.987 0.987 ± 0.000
NC (D = 0.22) 0.935 0.641 0.881 ± 0.090
NCLOF (D = 0.22, k = 50, ε = 0.09) 0.916 0.625 0.860 ± 0.096
NCLOF (D = 0.22, k = 50, ε = 0.3) 0.943 0.063 0.889 ± 0.121
NCLOF (D = 0.22, k = 50, ε = 1.5) 0.937 0.625 0.890 ± 0.082
NCLOF (D = 0.22, k = 10, ε = 0.3) 0.939 0.637 0.903 ± 0.064
NCLOF (D = 0.22, k = 500, ε = 0.3) 0.935 0.632 0.889 ± 0.080

Table 4. ARI results for artificial dataset 4.

method max min ave. ± sd

k-means 0.741 0.372 0.626 ± 0.142
DBSCAN (Eps = 0.28, MinPts = 5) 0.953 0.953 0.953 ± 0.000
NC (D = 0.54) 0.904 0.336 0.740 ± 0.181
NCLOF (D = 0.54, k = 9, ε = 0.09) 1.000 0.273 0.728 ± 0.205
NCLOF (D = 0.54, k = 9, ε = 0.3) 1.000 0.309 0.779 ± 0.189
NCLOF (D = 0.54, k = 9, ε = 1.5) 0.977 0.268 0.758 ± 0.206
NCLOF (D = 0.54, k = 50, ε = 0.3) 0.870 0.309 0.696 ± 0.157

4.3 Parameters Dependency

In this section, we examine the impact of parameters in NCLOF on cluster
partitioning. NCLOF has D, which is the dissimilarity of noise clusters, k (a
parameter in LOF) used in the process of calculating γl, and γl (used in (9)),
which gives weight to the dissimilarity. Organizing the impact of each parameter
on cluster partitioning is an important guideline. Artificial datasets 2 and 4 are
used to show the change in ARI when each parameter is varied. In Figs. 5, 6, 7,
8, 9 and 10, The vertical axis shows the value of ARI, and the horizontal axis
shows the value of ε. The green “�” represents the average value of ARI.

First, let us discuss the parameter ε. Figure 5 shows a box plot for artificial
dataset 2 with NCLOF set to k = 5,D = 0.2 and varying ε. Similarly, Fig. 6
shows a box plot of artificial dataset 4 with NCLOF set to k = 5,D = 0.2
and ε varied. From Figs. 5 and 6, it can be suggested that there is no significant
difference in the results where the value of ε is greater than 0.3. Too small values
of ε tend to show lower values at the maximum ARI. It is thought to be because
there is more opportunity to assign the LOFk(xl) as it is to the variable that
penalizes dissimilarity with the cluster center. If the value is too large, there
are more opportunities to assign 1 to the variable that penalizes dissimilarity
with the cluster center, resulting in a cluster partition that is no different from
conventional noise clustering. Therefore, it is considered necessary to set a value
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of ε that is neither too small nor too large. In this experiment, setting a value
between 0.3 and 0.6 tended to give good results.

Next, let us discuss the parameter k. Figure 7 shows a box plot of NCLOF for
artificial dataset 2 with ε = 0.3,D = 0.2, and k varied. Similarly, Fig. 8 shows a
box plot for artificial dataset 4 when NCLOF is set to ε = 0.3,D = 0.2, and k is
varied. Increasing the value of k does not change the result much. The suitable
value depends on the dataset. However, if the value is too large, increasing the
value will not change the result much. In addition, the amount of calculation
may increase. From the above, it is considered better not to make the value too
large. When k was set to a small value, such as 2 or 3, the maximum value of
ARI tended to decrease. Therefore, it is considered that values of k, such as
2 and 3 should be avoided. In this experiment, it can be confirmed that good
results are obtained when k is set to 6 or higher.

Finally, let us discuss the parameter D. Figure 9 shows a plot for artificial
dataset 2 with NCLOF set to k = 5, ε = 0.3, and D varied. Similarly, Fig. 10
shows a box plot for artificial dataset 4 when NCLOF is set to k = 10, ε = 0.6,
and D is varied. The value of D must be determined experimentally since even
a change of 0.1 tends to change the results significantly. This is considered to be
the same as the feature of conventional noise clustering.

Fig. 5. Box plot showing the change in ARI when NCLOF(k = 5, D = 0.2) is executed
for artificial dataset 2 by varying ε.

Fig. 6. Box plot showing the change in ARI when NCLOF(k = 5, D = 0.2) is executed
for artificial dataset 4 by varying ε.
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Fig. 7. Box plot showing the change in ARI when NCLOF(ε = 0.3, D = 0.2) is executed
for artificial dataset 2 by varying k.

Fig. 8. Box plot showing the change in ARI when NCLOF(ε = 0.3, D = 0.2) is executed
for artificial dataset 4 by varying k.

Fig. 9. Box plot showing the change in ARI when NCLOF(k = 5, ε = 0.3) is executed
for artificial dataset 2 by varying D.



190 Y. Hamasuna and Y. Mori

Fig. 10. Box plot showing the change in ARI when NCLOF(k = 10, ε = 0.6) is executed
for artificial dataset 4 by varying D.

5 Conclusions

In this paper, a new clustering method, noise clustering based on LOF(NCLOF),
was proposed. The proposed method is an extension of noise clustering and is
a fusion of an approach that builds an outlier-robust model and an approach
that handles each object as an outlier. Numerical experiments on four artificial
datasets were suggested the effectiveness of the proposed method. The properties
of the three parameters included in the proposed method are also verified. For
ε and k, guidelines for parameter determination was provided.

Future work includes verification through numerical experiments using outlier
detection datasets [10]. In addition, comparative experiments with clustering
methods that are robust against outliers are also needed. Application to the
automatic estimation of the number of clusters by sequential extraction using
noise clustering is also an important issue to be considered.
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Abstract. Fuzzy c-means is a basic and general fuzzy clustering algo-
rithm for vectorial data and several variants of this algorithm have been
proposed in the literature. However, research on fuzzy clustering for series
data is not as advanced as that for vectorial data. To the best of our
knowledge, no fuzzy clustering algorithms for series data using series
models have been proposed. In this paper, we proposed several fuzzy
clustering algorithms based on a combination of three types of series
models, namely the autoregressive and moving average model, hidden
Markov model, and linear Gaussian state space model, as well as three
types of fuzzification techniques, namely Kullback-Leibler divergence reg-
ularization, Bezdek-type fuzzification, and q-divergence basis. Numerical
experiments demonstrate the superiority of the proposed methods com-
pared to the conventional methods in terms of clustering accuracy.

Keywords: Fuzzy clustering · Series data · Series models

1 Introduction

Fuzzy c-means (FCM) [1] is a basic and general fuzzy clustering algorithm
for vectorial data. Several variants of this algorithm have been proposed
based on different fuzzification techniques, including the Entropy-regularized
FCM (EFCM) [2] and Tsallis entropy-regularized FCM (TFCM) [3]. Differ-
entiating it from other variants the traditional FCM is referred to as the
Bezdek-type FCM (BFCM) in this paper. None of these algorithms explicitly
consider cluster size. To address this issue, several FCM variants with vari-
ables for controlling cluster size have been proposed, including Kullback-Leibler
divergence-regularized FCM (KLFCM) [4], modified BFCM (mBFCM) [4], and
q-divergence-based FCM (QFCM) [5]. The corresponding fuzzification methods
are referred to as KL-type, B-type, and Q-type fuzzification in this paper.

Series data analysis is important for science, business, finance, and economics.
One method for series data analysis is a series model. Examples of such models
include the autoregressive and moving average (ARMA) model, hidden Markov
model (HMM), and linear Gaussian state space model (LGSSM). The ARMA
model combines two types of series data processes, such as autoregressive and
moving average processes. The state space model is one in which state variables
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Honda et al. (Eds.): IUKM 2023, LNAI 14376, pp. 192–204, 2024.
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exist behind the observed values and the observed values are determined by
state variables. The HMM is a model in which the state variables are discrete
and LGSSM is a model in which the noise terms follow Gaussian distributions
in the state space model.

Various fuzzy clustering algorithms for series data have also been pro-
posed, including the auto-correlation-based fuzzy c-means [6] and quantile cross-
spectral density based fuzzy c-means clustering model [7]. These algorithms are
feature-based approach. Additional clustering algorithms have also been pro-
posed using model-based approach. Xiong et al. proposed the ARMA mix-
tures [8], and this algorithm is based on ARMA model. Alon et al. proposed
the mixture of HMMs [9], and this algorithm is based on HMM. Umatani et al.
proposed the mixtures of LGSSMs [10], and this algorithm is based on LGSSM.
These algorithms are mixture models for the ARMA model, HMM, and LGSSM.
However, to the best of our knowledge, no fuzzy clustering algorithms based on
these series models have been proposed.

In this paper, we focus on fuzzy clustering algorithms based on series mod-
els. We proposed nine fuzzy clustering algorithms based on three series models:
ARMA, HMM, and LGSSM. First, we propose FCM with KL-type fuzzifica-
tion based on each series model. Each algorithm is described as ARMA model-
based KLFCM (ARMA-KLFCM), HMM-based KLFCM (HMM-KLFCM), and
LGSSM-based KLFCM (LGSSM-KLFCM). Second, we proposed FCM with
B-type fuzzification based on each series model. Each algorithm is described
as ARMA model-based BFCM (ARMA-BFCM), HMM-based BFCM (HMM-
BFCM), and LGSSM-based BFCM (LGSSM-BFCM). Third, we proposed FCM
with Q-type fuzzification based on each series model. Each algorithm is described
as ARMA model-based QFCM (ARMA-QFCM), HMM-based QFCM (HMM-
QFCM), and LGSSM-based QFCM (LGSSM-QFCM).

The remainder of this paper is organized as follows: In Sect. 2, we introduce
the conventional clustering algorithms. In Sect. 3, we describe the nine proposed
clustering algorithms based on series models. In Sect. 4, we present the results
of numerical experiments. In Sect. 5, we describe the conclusions of this paper.

2 Preliminaries

2.1 Clustering for Vectorial Data

We consider partitioning a dataset of D-dimensional objects denoted as X =
{xk | xk ∈ R

D, k ∈ {1, . . . , N}} into C clusters. Let v = {vi ∈ R
D | i ∈

{1, . . . , C}} be the set of centroids for the clusters. Let ui,k (i ∈ {1, . . . , C}, k ∈
{1, . . . , N}) be the membership degree of xk in cluster #i. Let πi (i ∈ {1, . . . , C})
be the variables controlling the i-th cluster size. u and π satisfy the following
constraints:

C∑

i=1

ui,k = 1, ui,k ∈ [0, 1],
C∑

i=1

πi = 1, πi ∈ (0, 1). (1)
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Clustering methods for the KLFCM, mBFCM, and QFCM were constructed
based on the following optimization problems:

minimize
u,v,π

C∑

i=1

N∑

k=1

ui,kd
(FCM)
i,k + λ−1

C∑

i=1

N∑

k=1

ui,k ln
(

ui,k

πi

)
, (2)

minimize
u,v,π

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)md
(FCM)
i,k , (3)

minimize
u,v,π

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)md
(FCM)
i,k +

λ−1

m − 1

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)m, (4)

subject to Eq. (1), where d
(FCM)
i,k = ‖xk − vi‖22 denotes the dissimilarity between

object xk and cluster #i, and λ > 0,m > 1 are fuzzification parameters.

2.2 Clustering for Series Data

Let X = {xk,t | xk,t ∈ R
D, k ∈ {1, . . . , N}, t ∈ {1, . . . , T}} be a dataset of N

series, where each series is a set of D-dimensional vectors of length T , where
D = 1 for the ARMA model.

First, we consider a clustering method based on the ARMA model. The
coefficients of ARMA are denoted as φ = {φi|φi ∈ R

p+1, i ∈ {1, . . . , C}} and
ψ = {ψi|ψi ∈ R

q, i ∈ {1, . . . , C}}, where p and q are the autoregressive and
moving average orders, respectively. The sequence of independent and identi-
cally distributed Gaussian white noise is denoted as e = {ei,k,t|ei,k,t ∈ R, i ∈
{1, . . . , C}, k ∈ {1, . . . , N}, t ∈ {1, . . . , T}} and e is estimated using the follow-
ing form:

ei,k,t = xk,t − φi,0 −
p∑

j=1

φi,jxk,t−j −
q∑

j=1

ψi,jei,k,t−j . (5)

The set of variances of Gaussian white noise for clusters {1, . . . , C} is denoted
as σ2 = {σ2

i |σ2
i ∈ R, i ∈ {1, . . . , C}}. The ARMA mixtures is constructed based

on the following optimization problem:

minimize
u,φ,ψ,σ2,π

C∑

i=1

N∑

k=1

ui,kd
(ARMA)
i,k +

C∑

i=1

N∑

k=1

ui,k ln
(

ui,k

πi

)
, (6)

subject to Eq. (1), where,

d
(ARMA)
i,k =

T

2
ln (2π) +

T

2
ln

(
σ2

i

)
+

1
2σ2

i

T∑

t=1

e2i,k,t. (7)

Second, we consider a clustering method based on the HMM. Let L be the
number of states in the HMM. Let ω = {ωi|ωi ∈ R

L, i ∈ {1, . . . , C}} and
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A = {Ai|Ai ∈ R
L×L, i ∈ {1, . . . , C}} be the set of initial state probability distri-

butions for the clusters and the set of state transition probability distributions
for the clusters, respectively. ω and A have the constraints

L∑

�=1

ωi,� = 1, ωi,� ∈ [0, 1],
L∑

�=1

Ai,�,�′ = 1, Ai,�,�′ ∈ [0, 1]. (8)

The set of means of Gaussian observation probability density for the clusters
{1, . . . , C} and states {1, . . . , L} is denoted as ν = {νi,�|νi,� ∈ R

D, i ∈ {1, . . . , C},
	 ∈ {1, . . . , L}}. The set of covariance matrices of Gaussian probability obser-
vation density for the clusters {1, . . . , C} and states {1, . . . , L} is denoted as
Ψ = {Ψi,�|Ψi,� ∈ R

D×D, i ∈ {1, . . . , C}, 	 ∈ {1, . . . , L}}. The probability of being
in state #	 of the t-th order for the i-th cluster given xk,1, xk,2, . . . , xk,t is denoted
as αi,k,t,� and the set of αi,k,t,� (i ∈ {1, . . . , C}, k ∈ {1, . . . , N}, t ∈ {1, . . . , T}, 	 ∈
{1, . . . , L}) is denoted as α. The probability of being in state #	 of the t-th order
for the i-th cluster given xk,t+1, xk,t+2, . . . , xk,T is denoted as βi,k,t,� and the
set of βi,k,t,� (i ∈ {1, . . . , C}, k ∈ {1, . . . , N}, t ∈ {1, . . . , T}, 	 ∈ {1, . . . , L}) is
denoted as β. The probability of being in state #	 of the t-th order for the i-th
cluster given xk is denoted as γi,k,t,� and the set of γi,k,t,� (i ∈ {1, . . . , C}, k ∈
{1, . . . , N}, t ∈ {1, . . . , T}, 	 ∈ {1, . . . , L}) is denoted as γ. The probability of
being in state #	 of the t−1-th order and state #	′ of the t-th order for the i-th
cluster given xk is denoted as ξi,k,t,�,�′ and the set of ξi,k,t,�,�′ (i ∈ {1, . . . , C}, k ∈
{1, . . . , N}, t ∈ {1, . . . , T}, 	 ∈ {1, . . . , L}, 	′ ∈ {1, . . . , L}) is denoted as ξ. The
values of α, β, γ, and ξ can be obtained using the forward-backward algorithm
with {ωi, Ai, νi, Ψi} (i ∈ {1, . . . , C}) and xk (k ∈ {1, . . . , N}). The mixture of
HMMs is constructed based on the following optimization problem:

minimize
u,ω,A,ν,Ψ,π

C∑

i=1

N∑

k=1

ui,kd
(HMM)
i,k +

C∑

i=1

N∑

k=1

ui,k ln
(

ui,k

πi

)
, (9)

subject to Eqs. (1) and (8), where,

d
(HMM)
i,k = − ln

(
L∑

�=1

αi,k,t,�βi,k,t,�

)
(∀t ∈ {1, . . . , T}). (10)

Third, we consider a clustering method based on the LGSSM. Let M be
the dimensionality of the state variables. The set of state variables behind
each series xk,t for the clusters {1, . . . , C} is denoted as Z = {zi,k,t|zi,k,t ∈
R

M , i ∈ {1, . . . , C}, k ∈ {1, . . . , N}, t ∈ {1, . . . , T}}. The set of means of ini-
tial state distributions for the clusters {1, . . . , C} is denoted as μ = {μi|μi ∈
R

M , i ∈ {1, . . . , C}}. The set of covariance matrices of initial state distri-
butions for the clusters {1, . . . , C} is denoted as P = {Pi|Pi ∈ R

M×M , i ∈
{1, . . . , C}}. The set of transition matrices for the clusters {1, . . . , C} is denoted
as G = {Gi|Gi ∈ R

M×M , i ∈ {1, . . . , C}}. The set of transition covariance
matrices for the clusters {1, . . . , C} is denoted as Γ = {Γi|Γi ∈ R

M×M , i ∈
{1, . . . , C}}. The set of observation matrices for the clusters {1, . . . , C} is
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denoted as F = {Fi|Fi ∈ R
D×M , i ∈ {1, . . . , C}}. The set of observation

covariance matrices for the clusters {1, . . . , C} is denoted as Σ = {Σi|Σi ∈
R

D×D, i ∈ {1, . . . , C}}. The expected value of zi,k,t with respect to zi,k,t given
xk,1, xk,2, . . . , xk,j and {μi, Pi, Gi, Γi, Fi, Σi} is denoted as μ̂i,k,t|j and the set of
μ̂i,k,t|j (i ∈ {1, . . . , C}, k ∈ {1, . . . , N}, t ∈ {1, . . . , T}, j ∈ {0, . . . , T}) is denoted
as μ̂. The expected value of (zi,k,t−μ̂i,k,t|j)(zi,k,t−μ̂i,k,t|j)�, with respect to zi,k,t

given xk,1, xk,2, . . . , xk,j and {μi, Pi, Gi, Γi, Fi, Σi} is denoted as V̂i,k,t|j and the
set of V̂i,k,t|j (i ∈ {1, . . . , C}, k ∈ {1, . . . , N}, t ∈ {1, . . . , T}, j ∈ {0, . . . , T}) is
denoted as V̂ . The value of μ̂ and V̂ can be obtained using the Kalman filter and
smoother [12]. The mixtures of LGSSMs is constructed based on the following
optimization problem:

minimize
u,μ,P,G,Γ,F,Σ,π

C∑

i=1

N∑

k=1

ui,kd
(LGSSM)
i,k +

C∑

i=1

N∑

k=1

ui,k ln
(

ui,k

πi

)
, (11)

subject to Eq. (1), where,

d
(LGSSM)
i,k =

DT

2
ln (2π) +

1
2

T∑

t=1

ln
(
det

(
FiV̂i,k,t|t−1F

�
i + Σi

))

+
1
2

T∑

t=1

(
xk,t − Fiμ̂i,k,t|t−1

)� (
FiV̂i,k,t|t−1F

�
i + Σi

)−1 (
xk,t − Fiμ̂i,k,t|t−1

)
.

(12)

The details of the algorithms associated with conventional methods have been
omitted for the sake of brevity.

3 Proposed Methods

3.1 Concept

In this paper, we introduce nine fuzzy clustering methods based on series models
such as ARMA, HMM, and LGSSM.

First, we propose the ARMA-KLFCM, HMM-KLFCM, and LGSSM-
KLFCM. These objective functions were formulated by incorporating a fuzzifi-
cation parameter into the KL-divergence term within the lower bound of the log-
likelihood function of each mixture model. The ARMA-KLFCM, HMM-KLFCM,
and LGSSM-KLFCM were constructed based on the following optimization prob-
lems:
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minimize
u,φ,ψ,σ2,π

C∑

i=1

N∑

k=1

ui,kd
(ARMA)
i,k + λ−1

C∑

i=1

N∑

k=1

ui,k ln
(

ui,k

πi

)
, (13)

minimize
u,ω,A,ν,Ψ,π

C∑

i=1

N∑

k=1

ui,kd
(HMM)
i,k + λ−1

C∑

i=1

N∑

k=1

ui,k ln
(

ui,k

πi

)
, (14)

minimize
u,μ,P,G,Γ,F,Σ,π

C∑

i=1

N∑

k=1

ui,kd
(LGSSM)
i,k + λ−1

C∑

i=1

N∑

k=1

ui,k ln
(

ui,k

πi

)
. (15)

subject to Eq. (1) for the ARMA-KLFCM and LGSSM-KLFCM, and Eqs. (1)
and (8) for the HMM-KLFCM. These optimization problems are regarded as
replacing d

(FCM)
i,k with d

(ARMA)
i,k , d

(HMM)
i,k , and d

(LGSSM)
i,k in the KLFCM optimiza-

tion problem.
Second, we propose the ARMA-BFCM, HMM-BFCM, and LGSSM-BFCM.

These optimization problems were constructed by replacing d
(FCM)
i,k with

d
(ARMA)
i,k , d

(HMM)
i,k , and d

(LGSSM)
i,k in the mBFCM optimization problem. The

ARMA-BFCM, HMM-BFCM, and LGSSM-BFCM were constructed based on
the following optimization problems:

minimize
u,φ,ψ,σ2,π

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)md
(ARMA)
i,k , (16)

minimize
u,ω,A,ν,Ψ,π

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)md
(HMM)
i,k , (17)

minimize
u,μ,P,G,Γ,F,Σ,π

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)md
(LGSSM)
i,k . (18)

subject to Eq. (1) for the ARMA-BFCM and LGSSM-BFCM, and Eqs. (1) and
(8) for the HMM-BFCM.

Third, we propose the ARMA-QFCM, HMM-QFCM, and LGSSM-QFCM.
These optimization problems were constructed by replacing d

(FCM)
i,k with

d
(ARMA)
i,k , d

(HMM)
i,k , and d

(LGSSM)
i,k in the QFCM optimization problem. The

ARMA-QFCM, HMM-QFCM, and LGSSM-QFCM were constructed based on
the following optimization problems:
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minimize
u,φ,ψ,σ2,π

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)md
(ARMA)
i,k +

λ−1

m − 1

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)m, (19)

minimize
u,ω,A,ν,Ψ,π

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)md
(HMM)
i,k +

λ−1

m − 1

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)m, (20)

minimize
u,μ,P,G,Γ,F,Σ,π

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)md
(LGSSM)
i,k +

λ−1

m − 1

C∑

i=1

N∑

k=1

(πi)1−m(ui,k)m.

(21)

subject to Eq. (1) for the ARMA-QFCM and LGSSM-QFCM, and Eqs. (1) and
(8) for the HMM-QFCM.

3.2 Algorithm

The proposed clustering algorithms were derived by solving the optimization
problems presented in Eqs. (13)–(21) under the constraints of Eq. (1) for the
ARMA-KLFCM, ARMA-BFCM, ARMA-QFCM, LGSSM-KLFCM, LGSSM-
BFCM, and LGSSM-QFCM, and Eqs. (1) and (8) for the HMM-KLFCM, HMM-
BFCM, and HMM-QFCM. The necessary conditions for optimality are summa-
rized in following algorithm, where certain details are omitted for the sake of
brevity.

Algorithms 1 (ARMA-KLFCM, ARMA-BFCM, ARMA-QFCM,
HMM-KLFCM, HMM-BFCM, HMM-QFCM, LGSSM-KLFCM,
LGSSM-BFCM, LGSSM-QFCM).

Step 1. Set the number of clusters C. Set the initial membership u and the
initial variables controlling the cluster size π. Set the fuzzification
parameters (m,λ). Set the autoregressive order p and moving aver-
age order q for the ARMA-KLFCM, ARMA-BFCM, and ARMA-
QFCM, the number of states L for the HMM-KLFCM, HMM-BFCM,
and HMM-QFCM, and the dimension of state variables M for the
LGSSM-KLFCM, LGSSM-BFCM, and LGSSM-QFCM. Set the initial
series models parameters {φ, ψ, σ2} for the ARMA-KLFCM, ARMA-
BFCM, and ARMA-QFCM, {ω,A, ν, Ψ} for the HMM-KLFCM, HMM-
BFCM, and HMM-QFCM, {μ, P,G, Γ, F,Σ} for the LGSSM-KLFCM,
LGSSM-BFCM, and LGSSM-QFCM.

Step 2. Calculate α, β, γ and ξ using the forward-backward algorithm for the
HMM-KLFCM, HMM-BFCM, and HMM-QFCM. Calculate μ̂ and
V̂ using the Kalman filter and smoother for the LGSSM-KLFCM,
LGSSM-BFCM, and LGSSM-QFCM.
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Step 3. Calculate the intermediate variables Ẑi,k,t, Ži,k,t and Ji,k,t as

Ẑi,k,t = V̂i,k,t|T J�
i,k,t−1 − μ̂i,k,t|T μ̂�

i,k,t−1T , (22)

Ži,k,t = V̂i,k,t|T − μ̂i,k,t|T μ̂�
i,k,t|T , (23)

Ji,k,t = V̂i,k,t|tG�
i V̂ −1

i,k,t+1|t. (24)

Step 4. Calculate d as di,k = d
(ARMA)
i,k for the ARMA-KLFCM, ARMA-BFCM,

and ARMA-QFCM, di,k = d
(HMM)
i,k for the HMM-KLFCM, HMM-

BFCM, and HMM-QFCM, di,k = d
(LGSSM)
i,k for the LGSSM-KLFCM,

LGSSM-BFCM, and LGSSM-QFCM.
Step 5. Calculate u as

ui,k =

[
C∑

i′=1

πi′

πi
exp (λ(di,k − di′,k))

]−1

(25)

for the ARMA-KLFCM, HMM-KLFCM, and LGSSM-KLFCM,

ui,k =

[
C∑

i′=1

πi′

πi

(
di,k

di′,k

)1/(m−1)
]−1

(26)

for the ARMA-BFCM, HMM-BFCM, and LGSSM-BFCM,

ui,k =

[
C∑

i′=1

πi′

πi

(
1 − λ(1 − m)di′,k

1 − λ(1 − m)di,k

)1/(1−m)
]−1

(27)

for the ARMA-QFCM, HMM-QFCM, and LGSSM-QFCM.
Step 6. Calculate π as

πi =
∑N

k=1 ui,k

N
(28)

for the ARMA-KLFCM, HMM-KLFCM, and LGSSM-KLFCM,

πi =

⎡

⎣
C∑

i′=1

(∑N
k=1(ui′,k)mdi′,k∑N
k=1(ui,k)mdi,k

)1/m
⎤

⎦
−1

(29)

for the ARMA-BFCM, HMM-BFCM, and LGSSM-BFCM,

πi =

⎡

⎣
C∑

i′=1

(∑N
k=1(ui′,k)m (1 − λ(1 − m)di′,k)∑N
k=1(ui,k)m (1 − λ(1 − m)di,k)

)1/m
⎤

⎦
−1

(30)

for the ARMA-QFCM, HMM-QFCM, and LGSSM-QFCM.
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Step 7. Calculate series models parameters as
(

N∑

k=1

ui,kWi,k

)
ηi =

N∑

k=1

ui,khi,k, (31)

σ2
i =

∑N
k=1 ui,k

∑T
t=1 e2i,k,t

T
∑N

k=1 ui,k

, (32)

where,

Wi,k =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

〈1, 1〉0,0 〈1, xk〉0,1 . . . 〈1, xk〉0,p 〈1, ei,k〉0,1 . . . 〈1, ei,k〉0,q

〈xk, 1〉1,0 〈xk, xk〉1,1 . . . 〈xk, xk〉1,p 〈xk, ei,k〉1,1 . . . 〈xk, ei,k〉1,q

...
...

. . .
...

...
. . .

...
〈xk, 1〉p,0 〈xk, xk〉p,1 . . . 〈xk, xk〉p,p 〈xk, ei,k〉p,1 . . . 〈xk, ei,k〉p,q

〈ei,k, 1〉1,0 〈ei,k, xk〉1,1 . . . 〈ei,k, xk〉1,p 〈ei,k, ei,k〉1,1 . . . 〈ei,k, ei,k〉1,q

...
...

. . .
...

...
. . .

...
〈ei,k, 1〉q,0 〈ei,k, xk〉q,1 . . . 〈ei,k, xk〉q,p 〈ei,k, ei,k〉q,1 . . . 〈ei,k, ei,k〉q,q

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(33)

ηi = (φi,0, φi,1, . . . , φi,p, ψi,1, . . . , ψi,q)
�

, (34)

hi,k = (〈xk, 1〉0,0, 〈xk, xk〉0,1, . . . 〈xk, xk〉0,p, 〈xk, ei,k〉0,1, . . . , 〈xk, ei,k〉0,q)
�

,
(35)

〈f, g〉j,j′ =
T∑

t=1

ft−jgt−j′ , ft = 0, gt = 0 for t /∈ [1, T ] (36)

φ and ψ are obtained by solving Eq. (31) for the ARMA-KLFCM,
(

N∑

k=1

(ui,k)mWi,k

)
ηi =

N∑

k=1

(ui,k)mhi,k, (37)

σ2
i =

∑N
k=1(ui,k)m

∑T
t=1 e2i,k,t

T
∑N

k=1(ui,k)m
(38)

where, Wi,k, ηi and hi,k are calculated using Eqs. (33)–(36), and φ and
ψ are obtained by solving Eq. (37) for the ARMA-BFCM and ARMA-
QFCM,

ωi,� =
∑N

k=1 ui,kγi,k,1,�∑N
k=1 ui,k

∑L
�′=1 γi,k,1,�′

, (39)

Ai,�,�′ =
∑N

k=1 ui,k

∑T
t=2 ξi,k,t,�,�′

∑N
k=1 ui,k

∑T
t=2

∑L
�′′=1 ξi,k,t,�,�′′

, (40)

νi,� =
∑N

k=1 ui,k

∑T
t=1 γi,k,t,�xk,t∑N

k=1 ui,k

∑T
t=1 γi,k,t,�

, (41)

Ψi,� =
∑N

k=1 ui,k

∑T
t=1 γi,k,t,� (xk,t − νi,�) (xk,t − νi,�)

�
∑N

k=1 ui,k

∑T
t=1 γi,k,t,�

(42)
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for the HMM-KLFCM,

ωi,� =
∑N

k=1(ui,k)mγi,k,1,�∑N
k=1(ui,k)m

∑L
�′=1 γi,k,1,�′

, (43)

Ai,�,�′ =
∑N

k=1(ui,k)m
∑T

t=2 ξi,k,t,�,�′
∑N

k=1(ui,k)m
∑T

t=2

∑L
�′′=1 ξi,k,t,�,�′′

, (44)

νi,� =
∑N

k=1(ui,k)m
∑T

t=1 γi,k,t,�xk,t∑N
k=1(ui,k)m

∑T
t=1 γi,k,t,�

, (45)

Ψi,� =
∑N

k=1(ui,k)m
∑T

t=1 γi,k,t,� (xk,t − νi,�) (xk,t − νi,�)
�

∑N
k=1(ui,k)m

∑T
t=1 γi,k,t,�

(46)

for the HMM-BFCM and HMM-QFCM,

μi =
∑N

k=1 ui,kμ̂i,k,1T∑N
k=1 ui,k

, (47)

Pi =

∑N
k=1 ui,k

(
Ži,k,1 − μiμ̂

�
i,k,1T − μ̂i,k,1T μ�

i + μiμ
�
i

)

∑N
k=1 ui,k

, (48)

Gi =

(
N∑

k=1

ui,k

T∑

t=2

Ẑi,k,t

)
·
(

N∑

k=1

ui,k

T∑

t=2

Ži,k,t−1

)−1

, (49)

Γi =
1

(T − 1)
∑N

k=1 ui,k

N∑

k=1

ui,k

T∑

t=2

{
Ži,k,t − GiẐ

�
i,k,t

−Ẑi,k,tG
�
i + GiŽi,k,t−1G

�
i

}
, (50)

Fi =

(
N∑

k=1

ui,k

T∑

t=1

xk,tμ̂
�
i,k,t|T

)
·
(

N∑

k=1

ui,k

T∑

t=1

Ži,k,t

)−1

, (51)

Σi =
1

T
∑N

k=1 ui,k

N∑

k=1

ui,k

T∑

t=1

{
xk,tx

�
k,t − Fiμ̂i,k,t|T x�

k,t

−xk,tμ̂
�
i,k,t|T F�

i + FiŽi,k,tF
�
i

}
(52)
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for the LGSSM-KLFCM,

μi =
∑N

k=1(ui,k)mμ̂i,k,1T∑N
k=1(ui,k)m

, (53)

Pi =

∑N
k=1(ui,k)m

(
Ži,k,1 − μiμ̂

�
i,k,1T − μ̂i,k,1T μ�

i + μiμ
�
i

)

∑N
k=1(ui,k)m

, (54)

Gi =

(
N∑

k=1

(ui,k)m
T∑

t=2

Ẑi,k,t

)
·
(

N∑

k=1

(ui,k)m
T∑

t=2

Ži,k,t−1

)−1

, (55)

Γi =
1

(T − 1)
∑N

k=1(ui,k)m

N∑

k=1

(ui,k)m
T∑

t=2

{
Ži,k,t − GiẐ

�
i,k,t

−Ẑi,k,tG
�
i + GiŽi,k,t−1G

�
i

}
, (56)

Fi =

(
N∑

k=1

(ui,k)m
T∑

t=1

xk,tμ̂
�
i,k,t|T

)
·
(

N∑

k=1

(ui,k)m
T∑

t=1

Ži,k,t

)−1

, (57)

Σi =
1

T
∑N

k=1(ui,k)m

N∑

k=1

(ui,k)m
T∑

t=1

{
xk,tx

�
k,t − Fiμ̂i,k,t|T x�

k,t

−xk,tμ̂
�
i,k,t|T F�

i + FiŽi,k,tF
�
i

}
(58)

for the LGSSM-BFCM and LGSSM-QFCM.
Step 8. For ARMA-KLFCM, ARMA-BFCM and ARMA-QFCM, if the vari-

ables (u, φ, ψ, σ2, π) converge, terminate this algorithm. Otherwise,
return to Step 2. For the HMM-KLFCM, HMM-BFCM, and HMM-
QFCM, if the variables (u, ω,A, ν, Ψ, π) converge, terminate this algo-
rithm. Otherwise, return to Step 2. For the LGSSM-KLFCM, LGSSM-
BFCM, and LGSSM-QFCM, if the variables (u, μ, P,G, Γ, F,Σ, π) con-
verge, terminate this algorithm. Otherwise, return to Step 2.

4 Numerical Experiments

This section describes numerical experiments conducted using artificial datasets.
In the first experiment, we compared the clustering accuracy of the proposed
methods (ARMA-KLFCM, ARMA-BFCM, and ARMA-QFCM) to that of a con-
ventional method (ARMA mixtures), using the “Shapelet Sim” dataset from the
University of California Riverside (UCR) time series classification archive [13].
The “Shapelet Sim” dataset contains 180 objects in two classes. In the sec-
ond experiment, we compared the clustering accuracy of the proposed meth-
ods (HMM-KLFCM, HMM-BFCM, and HMM-QFCM) to that of a conventional
method (mixture of HMMs), using the “Synthetic Control” dataset from UCR
archive. The “Synthetic Control” dataset contains 300 objects in six classes.
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In the third experiment, we compared the clustering accuracy of the proposed
methods (LGSSM-KLFCM, LGSSM-BFCM, and LGSSM-QFCM) to that of a
conventional method (mixtures of LGSSMs), using an artificial dataset based
on the “Synthetic Control” dataset. The experimental results were evaluated
using the Adjusted Rand Index (ARI) [14], As the ARI approached 1, the clus-
tering accuracy increased. The autoregressive and moving average orders were
set to (p, q) = (3, 0) for the ARMA-KLFCM, ARMA-BFCM, ARMA-QFCM,
and ARMA mixtures. The number of states was set to L = 2 for the HMM-
KLFCM, HMM-BFCM, HMM-QFCM, and mixture of HMMs. The dimension
of the state variables was set to M = 1 for the LGSSM-KLFCM, LGSSM-
BFCM, LGSSM-QFCM and mixtures of LGSSMs. The initial values for mem-
bership and cluster size are set according to actual labels. The initial param-
eters (φi, ψi, σ

2
i ) for the i-th cluster in the ARMA-KLFCM, ARMA-BFCM,

ARMA-QFCM, and ARMA mixtures were set equal to the ARMA parame-
ter obtained from the first object in the i-th class. The initial parameters for the
HMM-based and LGSSM-based methods were set in a similar manner. We must
note that these initial settings are not applicable in real situations, but these
experimental results indicate whether each algorithm produce a good result
from a good initial setting, or not. These experiments are preparatory before
more comprehensive ones. The fuzzification parameters m,λ were set as follows:
m ∈ {1 + 10−15, 1 + 10−5, 1 + 10−4, 1 + 10−3, 1 + 10−2, 1.05, 1.1, 1.5, 2.0, 3.0},
λ ∈ {0.01, 0.1, 0.5, 1, 5, 10, 100, 1000, 10000, 1.79769×10308}. Table 1 summarizes
the highest ARI values for each method. It can be observed that all the proposed
methods exhibit the same or better clustering accuracy compared to the conven-
tional methods, except for one proposed method: LGSSM-BFCM. Furthermore,
the Q-type methods demonstrate the highest clustering accuracy overall. This is
because the Q-type methods have two fuzzification parameters. Therefore, the
Q-type methods can perform clustering flexibly based on adjustment of the two
fuzzification parameters.

Table 1. Highest ARI

mixture model KL-type B-type Q-type

ARMA 0.674287 0.692733 0.692733 0.711487

HMM 0.701996 0.718215 0.718215 0.718215

LGSSM 0.517625 0.533866 0.503011 0.543717

5 Conclusion

In this work, we proposed nine fuzzy clustering algorithms based on ARMA
model, HMM, and LGSSM. The numerical experiments indicated that the Q-
type fuzzification methods demonstrated the highest clustering accuracy among
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the proposed methods. In the future, we plan to compare the clustering accuracy
of the proposed methods and conventional methods under randomized initial
settings.
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Abstract. Various fuzzification techniques have been applied to clus-
tering algorithms for vectorial data, such as Yang-type fuzzification
and extended q-divergence-regularization, whereas only a few such tech-
niques have been applied to fuzzy clustering algorithms for series data.
In this regard, this study presents four fuzzy clustering algorithms for
series data. The first two algorithms are obtained by penalizing each
optimization problem in the two conventional algorithms: Bezdek-type
fuzzy dynamic-time-warping (DTW) c-means and Bezdek-type fuzzy c-
shape, with the cluster-size controller fixed. The other two algorithms are
obtained from a conventional algorithm, q-divergence-based fuzzy DTW
c-means or q-divergence-based fuzzy c-shape, by distinguishing two fuzzi-
ficators for membership from those for cluster-size controllers. Numerical
experiments are conducted to evaluate the performance of the proposed
algorithms.

Keywords: fuzzy clustering · series data · dynamic-time-warping ·
shape-based-distance · fuzzy c-means

1 Introduction

The fuzzy c-means (FCM) proposed by Bezdek [4] is a representative fuzzy clus-
tering algorithm for vectorial data. To distinguish this algorithm from other
variants such as entropy-regularized FCM (EFCM) [1] and Tsallis-entropy-
based FCM (TFCM) [2,3], it is referred to as Bezdek-type FCM (BFCM)
in this study. These FCM variants were extended by introducing a cluster-
size controller, resulting in the modified BFCM (MBFCM) [5], KL-divergence-
regularized FCM (KLFCM) [5], and q-divergence-based FCM (QFCM) [6] algo-
rithms. In particular, it was shown that QFCM is an extension of both MBFCM
and KLFCM, and it outperforms MBFCM and KLFCM in terms of clustering
accuracy. The fuzzification technique used in QFCM is referred to as Q-type
fuzzification. Penalized FCM proposed by Yang [7] is developed by penaliz-
ing BFCM with the logarithm of cluster-size controller; this method and this
fuzzification technique are referred to as Yang-type FCM (YFCM) and Y-type
fuzzification. Kanzawa proposed fuzzy clustering for vectorial data, referred to
as extended QFCM (EQFCM) [8], and showed that EQFCM is an extension
of both QFCM and YFCM, and outperforms QFCM and YFCM in terms of

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Honda et al. (Eds.): IUKM 2023, LNAI 14376, pp. 205–217, 2024.
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clustering accuracy. The fuzzification technique used in EQFCM is referred to
as EQ-type fuzzification.

The aforementioned algorithms use the squared Euclidean distance to mea-
sure the dissimilarity between the object and the cluster center, whereas
dynamic-time-warping (DTW) and shape-based-distance (SBD) measure the
representative dissimilarities with respect to the series data. Fujita et al. adopted
DTW to measure object-cluster dissimilarities, and proposed three fuzzy clus-
tering algorithms for series data: Bezdek-type fuzzy dynamic-time-warping c-
means (BFDTWCM), KL-divergence-regularized fuzzy dynamic-time-warping
c-means (KLFDTWCM), and q-divergence-based fuzzy dynamic-time-warping
c-means (QFDTWCM) [9]. Furthermore, Fujita et al. adopted SBD to measure
object-cluster dissimilarities, and proposed three fuzzy clustering algorithms for
series data: Bezdek-type fuzzy c-shape (BFCS), KL-divergence-regularized fuzzy
c-shape (KLFCS) and q-divergence-based fuzzy c-shape (QFCS) [10]. Although
various fuzzification techniques are used in these algorithms, neither Y-type or
EQ-type fuzzification has been introduced for fuzzy clustering algorithms for
series data. However, adopting these techniques to fuzzy clustering for series
data has the potential to produce higher clustering accuracy; this is similar to
the fact that such the fuzzification in fuzzy clustering for vectorial data produces
a higher clustering accuracy than others.

In this study, we propose four fuzzy clustering algorithms for series data.
The first two algorithms were obtained by penalizing the optimization problems
of BFDTWCM and BFCS by fixing the cluster-size controller, referred to as
Yang-type fuzzy dynamic-time-warping c-means (YFDTWCM) and Yang-type
fuzzy c-shape (YFCS), respectively. The second two algorithms are obtained from
QFDTWCM and QFCS by distinguishing the fuzzificators m and λ for member-
ship from those for the cluster-size controllers and are referred to as extended
q-divergence-based fuzzy dynamic-time-warping c-means (EQFDTWCM) and
extended q-divergence-based fuzzy c-shape (EQFCS), respectively.

The remainder of this paper is organized as follows: Sect. 2 introduces some
conventional algorithms; we formulate four algorithms in Sect. 3; Sect. 4 presents
the experimental results for evaluating the proposed algorithms in terms of clus-
tering accuracy, and Sect. 5 concludes this paper.

2 Preliminaries

2.1 Clustering for Vectorial Data

In this subsection, we explain the partitioning of the dataset denoted by x =
{xk ∈ R

D}N
k=1. Let v = {vi ∈ R

D}C
i=1 be the set of cluster centers. Let u =

{ui,k}(C,N)
(i,k)=(1,1) be the membership of object #k with respect to cluster #i, with

the constraint

C∑

i=1

ui,k = 1. (1)
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Let α = {αi}C
i=1 be the i-th cluster-size controller, which has the constraint

C∑

i=1

αi = 1. (2)

The BFCM, QFCM, YFCM, and EQFCM algorithms are based on the following
optimization problems:

minimize
u,v,α

C∑

i=1

N∑

k=1

(ui,k)m‖xk − vi‖22, (3)

minimize
u,v,α

C∑

i=1

N∑

k=1

(αi)1−m(ui,k)m‖xk − vi‖22

+
λ−1

m − 1

C∑

i=1

N∑

k=1

(
(αi)1−m(ui,k)m − ui,k

)
, (4)

minimize
u,v,α

C∑

i=1

N∑

k=1

(ui,k)m‖xk − vi‖22 + λ−1
C∑

i=1

N∑

k=1

(ui,k)m log
(
(αi)−1

)
, (5)

minimize
u,v,α

C∑

i=1

N∑

k=1

(αi)1−m′
(ui,k)m‖xk − vi‖22

+
λ−1

m′ − 1

C∑

i=1

N∑

k=1

(ui,k)m
(
(αi)1−m′ − 1

)

+
λ′−1

m − 1

C∑

i=1

N∑

k=1

((ui,k)m − ui,k) , (6)

where m > 1, m′ > 1, λ > 0, and λ′ > 0 are fuzzificators. Notably, the YFCM
optimization problem was obtained by penalizing the BFCM optimization prob-
lem using

∑C
i=1

∑N
k=1(ui,k)m log((αi)−1). Furthermore, note that the EQFCM

optimization problem is obtained from QFCM by distinguishing the fuzzificators
m and λ for membership from those for the cluster-size controllers. These notes
form the basis for deriving the proposed methods.

2.2 Clustering for Series Data

In this section, we introduce some clustering algorithms for series data denoted
by x = {x

(M)
k }N

k=1, where x
(M)
k be a series (xk,1, . . . , xk,M ), and xk,� ∈ R be

its �-th element. Moreover, let x
(�)
k be a subseries (xk,1, . . . , xk,�) of x

(M)
k . The

set of cluster centers is denoted by v = {v
(M)
i }C

i=1, where v
(M)
i be a series

(vi,1, . . . , vi,M ), and vi,� ∈ R be its �-th element.
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The BFDTWCM and QFDTWCM algorithms were obtained by solving the
following optimization problems:

minimize
u,v,α

C∑

i=1

N∑

k=1

(αi)1−m(ui,k)mDTWi,k, (7)

minimize
u,v,α

C∑

i=1

N∑

k=1

(αi)1−m(ui,k)mDTWi,k

+
λ−1

m − 1

C∑

i=1

N∑

k=1

(
(αi)1−m(ui,k)m − ui,k

)
, (8)

subject to Eqs. (1) and (2), where DTWi,k is the Dynamic-Time-Warping dis-
similarity between the object #k and cluster #i defined as

DTWi,k =DTW
(
x
(M)
k , v

(M)
i

)
, (9)

DTW
(
x
(�)
k , v

(�′)
i

)
=(xk,� − vi,�′)2 +min

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

DTW
(
x
(�−1)
k , v

(�′−1)
i

)
,

DTW
(
x
(�−1)
k , v

(�′)
i

)
,

DTW
(
x
(�)
k , v

(�′−1)
i

)
,

(� ∈ {2, . . . , M}, �′ ∈ {2, . . . , M}), (10)

DTW
(
x
(1)
k , v

(�)
i

)
=(xk,1 − vi,�)

2 + DTW
(
x
(1)
k , v

(�−1)
i

)
,

(� ∈ {2, . . . , M}), (11)

DTW
(
x
(�)
k , v

(1)
i

)
=(xk,� − vi,1)

2 + DTW
(
x
(�−1)
k , v

(1)
i

)
,

(� ∈ {2, . . . , M}), (12)

DTW
(
x
(1)
k , v

(1)
i

)
=(xk,1 − vi,1)

2
. (13)

Calculating DTWi,k produces a sequence of pairs (�, �′) (� ∈ {1, · · · ,M}, �′ ∈
{1, · · · ,M}) for each element in the series, which is known as the warping
path. Here, we introduce the matrices Ω(i,k) ∈ {0, 1}M×M (i ∈ {1, . . . , C}, k ∈
{1, . . . , N}) as

Ω
(i,k)
�,�′ =

{
1 ( (�, �′) ∈ warping path),
0 (otherwise).

(14)
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The BFCS and QFCS algorithms are based on the following optimization
problems:

minimize
u,v,α

C∑

i=1

N∑

k=1

(αi)1−m(ui,k)mSBDi,k, (15)

minimize
u,v,α

C∑

i=1

N∑

k=1

(αi)1−m(ui,k)mSBDi,k

+
λ−1

m − 1

C∑

i=1

N∑

k=1

(
(αi)1−m(ui,k)m − ui,k

)
, (16)

subject to Eqs. (1) and (2), where SBDi,k is the Shape-Based-Distance dissimi-
larity between the object #k and cluster #i defined as

SBDi,k =
(
1 − NCCi,k(ω∗

i,k − M)
)2

, (17)

ω∗
i,k =arg max

ω∈{1,2,··· ,2M−1}
{NCCi,k(ω − M)}, (18)

NCCi,k(ω − M) =
Rω−M

(
x
(M)
k , v

(M)
i

)

R0(x
(M)
k , x

(M)
k )R0(v

(M)
i , v

(M)
i )

, (19)

Rω−M (x(M)
k , v

(M)
i ) =

{
Shift(x(M)

k ;M − ω)Tv
(M)
i (ω − M ≥ 0),

v
(M)T
i Shift(x(M)

k ;M − ω) (ω − M < 0).
(20)

Here, if ω ≥ M , Shift(x(M)
k ;M − ω) is shifted forward by |M − ω| with a zero

set behind it. If ω < M , Shift(x(M)
k ;M − ω) is shifted back by |M − ω| with a

zero set in front of it.
The algorithms of BFDTWCM and BFCS are omitted because only

these optimization problems are used to derive the proposed algorithms. The
QFDTWCM and QFCS algorithms are summarized as follows:

Algorithms 1 (QFDTWCM, QFCS).

Step 1. Set the number of clusters C. Set the fuzzificator m and λ. Set the
initial cluster center v, and initial membership u.

Step 2. Calculate v as
(a) Calculate DTW from Eqs. (9)–(13).
(b) Calculate v as

v
(M)
i =

(
N∑

k=1

(ui,k)mΩ(i,k)x
(M)
k

)
�

(
N∑

k=1

(ui,k)mΩ(i,k)1

)
, (21)

where � describes element-wise division, and 1 is the M -
dimensional vector with all elements equal to one.
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(c) If DTW does not converge, go to (a).
for QFDTWCM, and
(a) Calculate SBD from Eqs. (17)–(20).
(b) Obtain a maximizer ṽ

(M)
i as

ṽ
(M)
i =argmax

a

aTQia

aTa
, (22)

Qi =
(

E − 1
M

1

)

×
(

N∑

k=1

(ui,k)mShift(x(M)
k ;ω∗

i,k − M)Shift(x(M)
k ;ω∗

i,k − M)
T

)

×
(

E − 1
M

1

)
, (23)

where 1 is the M -dimensional square matrix with all elements equal
to one.

(c) If the value of

N∑

k=1

(ui,k)mSBDi,k (24)

with v
(M)
i = ṽ

(M)
i is lower than that of v

(M)
i = −ṽ

(M)
i , then update

v
(M)
i as ṽ

(M)
i . Otherwise, update v

(M)
i as −ṽ

(M)
i .

for QFCS.

Step 3. Calculate α as

αi =

⎡

⎣
C∑

j=1

(∑N
k=1(1 − λ(1 − m)DTWj,k)(uj,k)m∑N
k=1(1 − λ(1 − m)DTWi,k)(ui,k)m

)1/m
⎤

⎦
−1

(25)

for QFDTWCM, and

αi =

⎡

⎣
C∑

j=1

(∑N
k=1(1 − λ(1 − m)SBDj,k)(uj,k)m∑N
k=1(1 − λ(1 − m)SBDi,k)(ui,k)m

)1/m
⎤

⎦
−1

(26)

for QFCS.

Step 4. Calculate u as

ui,k =

⎡

⎣
C∑

j=1

αj

αi

(
1 − λ(1 − m)DTWj,k

1 − λ(1 − m)DTWi,k

)1/(1−m)
⎤

⎦
−1

(27)
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for QFDTWCM, and

ui,k =

⎡

⎣
C∑

j=1

αj

αi

(
1 − λ(1 − m)SBDj,k

1 − λ(1 − m)SBDi,k

)1/(1−m)
⎤

⎦
−1

(28)

for QFCS.

Step 5. If (u, v, α) does not converge, go to Step 2

3 Proposed Algorithm

3.1 Concept

In this study, we propose four fuzzy clustering algorithms for series data.
The first two algorithms were obtained by penalizing the optimization

problems of BFDTWCM and BFCS by fixing the cluster-size controller using∑C
i=1

∑N
k=1(ui,k)m log((αi)−1) and are referred to as YFDTWCM and YFCS,

respectively. This derivation is similar to that of YFCM by penalizing the BFCM
optimization problem using

∑C
i=1

∑N
k=1(ui,k)m log((αi)−1). The YFDTWCM

and YFCS optimization problems are then given by

minimize
u,v,α

C∑

i=1

N∑

k=1

(ui,k)mDTWi,k + λ−1
C∑

i=1

N∑

k=1

(ui,k)m log
(
(αi)−1

)
, (29)

minimize
u,v,α

C∑

i=1

N∑

k=1

(ui,k)mSBDi,k + λ−1
C∑

i=1

N∑

k=1

(ui,k)m log
(
(αi)−1

)
, (30)

respectively, subject to Eqs. (1) and (2).
The second two algorithms were obtained from QFDTWCM and QFCS by

distinguishing the fuzzificators m and λ for membership from those for the
cluster-size controllers; the resulting algorithms are referred to as EQFDTWCM
and EQFCS, respectively. This derivation is similar to that of EQFCM obtained
from QFCM by distinguishing the fuzzificators m and λ for membership from
those of the cluster-size controllers. The EQFDTWCM and EQFCS optimization
problems are then given by
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minimize
u,v,α

C∑

i=1

N∑

k=1

(αi)1−m′
(ui,k)mDTWi,k

+
λ−1

m′ − 1

C∑

i=1

N∑

k=1

(ui,k)m
(
(αi)1−m′ − 1

)

+
λ′−1

m − 1

C∑

i=1

N∑

k=1

((ui,k)m − ui,k) , (31)

minimize
u,v,α

C∑

i=1

N∑

k=1

(αi)1−m′
(ui,k)mSBDi,k

+
λ−1

m′ − 1

C∑

i=1

N∑

k=1

(ui,k)m
(
(αi)1−m′ − 1

)

+
λ′−1

m − 1

C∑

i=1

N∑

k=1

((ui,k)m − ui,k) , (32)

respectively, subject to Eqs. (1) and (2).

3.2 Algorithm

The proposed clustering algorithms are obtained by solving the optimization
problems given in Eqs. (29), (30), (31), and (32) subject to the constraints in
Eqs. (1) and (2). The analysis of the necessary conditions for optimality, although
the details are omitted for brevity, is summarized by the following algorithm:

Algorithms 2 (YFDTWCM, YFCS, EQFDTWCM, EQFCS).

Step 1. Set the cluster number C. Set the fuzzificator m and λ for YFDTWCM
and YFCS. Set the fuzzificator m, m′, λ and λ′ for EQFDTWCM and
EQFCS. Initialize cluster center and membership, v, u.

Step 2. Calculate v as
(a) Calculate DTW from Eqs. (9)–(13).
(b) Calculate v using Eq. (21).
(c) If v does not converge, go to (a).
for YFDTWCM and EQFDTWCM, and
(a) Calculate SBD from Eqs. (17)–(20).
(b) Obtain a maximizer ṽ

(M)
i of Eqs. (22) and (23).

(c) If the value of Eq. (24) with v
(M)
i = ṽ

(M)
i is lower than that of

v
(M)
i = −ṽ

(M)
i , then update v

(M)
i as ṽ

(M)
i . Otherwise, update v

(M)
i

as −ṽ
(M)
i .

for YFCS and EQFCS.
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Step 3. Calculate α as

αi =
∑N

k=1(ui,k)m∑C
j=1

∑N
k=1(uj.k)m

(33)

for YFDTWCM and YFCS,

αi =

(∑N
k=1(ui,k)m(1 − λ(1 − m′)DTWi,k)

)1/m′

∑C
j=1

(∑N
k=1(uj,k)m(1 − λ(1 − m′)DTWj,k)

)1/m′ (34)

for EQFDTWCM, and

αi =

(∑N
k=1(ui,k)m(1 − λ(1 − m′)SBDi,k)

)1/m′

∑C
j=1

(∑N
k=1(uj,k)m(1 − λ(1 − m′)SBDj,k)

)1/m′ (35)

for EQFCS.
Step 4. Calculate u as

ui,k =

⎡

⎣
C∑

j=1

(
DTWj,k − λ−1 log(αj)
DTWi,k − λ−1 log(αi)

)1/(1−m)
⎤

⎦
−1

(36)

for YFDTWCM,

ui,k =

⎡

⎣
C∑

j=1

(
SBDj,k − λ−1 log(αj)
SBDi,k − λ−1 log(αi)

)1/(1−m)
⎤

⎦
−1

(37)

for YFCS,

ui,k =

[
∑C

j=1

(
λ′(m−1)

(
(αj)

1−m′
(1−λ(1−m′)DTWj,k)−1

)
+λ(m′−1)

λ′(m−1)((αi)1−m′ (1−λ(1−m′)DTWi,k)−1)+λ(m′−1)

)1/(1−m)
]−1

(38)

for EQFDTWCM, and

ui,k =

[
∑C

j=1

(
λ′(m−1)

(
(αj)

1−m′
(1−λ(1−m′)SBDj,k)−1

)
+λ(m′−1)

λ′(m−1)((αi)1−m′ (1−λ(1−m′)SBDi,k)−1)+λ(m′−1)

)1/(1−m)
]−1

(39)

for EQFCS.
Step 5. If (u, v, α) does not converge, go to Step 2
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4 Numerical Experiment

This section presents numerical experiments that illustrate the proposed
methods based on four artificial datasets: “BME,” “CBF,” “SyntheticCon-
trol,” and “UMD,” which were obtained from the UCR time series clas-
sification archive [11]. The data number, class number, and dimensions of
these datasets are summarized in Table 1. QFDTWCM, QFCS, YFDTWCM,
YFCS, EQFDTWCM, and EQFCS are applied to these datasets with the ini-
tial setting using the actual label, where the fuzzificators are set to m ∈
{1.001, 1.01, 1.1, 1.3, 1.5, 2.0, 3.0} and λ ∈ {0.1, 0.5, 1, 5, 10, 25, 100, 1000} for
YFDTWCM and YFCS, and m,m′ ∈ {1.001, 1.01, 1.1, 1.3, 1.5, 2.0, 3.0} and
λ, λ′ ∈ {0.1, 0.5, 1, 5, 10, 25, 100, 1000} for EQFDTWCM and EQFCS. We use
the Adjusted Rand Index (ARI) [12] to evaluate the clustering results. ARI
value should be equal to or smaller than one, and higher values are preferred.
The highest ARI value in each method and the parameter value at which the
highest ARI value was achieved are listed in Tables 2, 3, 4 and 5, from which we
observe that

– EQFDTWCM achieves higher ARI values than QFDTWCM and
YFDTWCM, and

Table 1. Datasets used in the experiments

Name Data-number Class-number Series-length

BME 150 3 128

CBF 900 3 128

SyntheticControl 300 6 60

UMD 144 3 150

Table 2. Highest ARI values for the BME dataset

Method Highest ARI Fuzzification parameter

QFDTWCM 0.228885 (m, λ) = (3, 5)

YFDTWCM 0.311871 (m, λ) = (1.1, 1000)

EQFDTWCM 0.336694 (m, m′, λ, λ′) = {(1.001, 1.001, 1, 0.1),
(1.001, 1.001, 0.5, 0.1), (1.001, 1.01, 1, 0.1),
(1.001, 1.01, 0.5, 0.1), (1.01, 1.001, 1, 0.1),
(1.01, 1.001, 0.5, 0.1), (1.01, 1.01, 1, 0.1),
(1.01, 1.01, 0.5, 0.1), (1.01, 1.1, 0.5, 0.1),
(1.1, 1.001, 1, 0.1)}

QFCS 0.327499 (m, λ) = {(1.001, 1000), (1.01, 1000)}
YFCS 0.327499 (m, λ) = {(1.1, 1000), (1.3, 1000),

(1.5, 1000), (2, 1000)}
EQFCS 0.382696 (m, m′, λ, λ′) = (1.3, 1.001, 100, 1)
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Table 3. Highest ARI values for the CBF dataset

Method Highest ARI Fuzzification parameter

QFDTWCM 0.772908 (m, λ) = {(1.001, 10), (1.001, 25)}
YFDTWCM 0.775213 (m, λ) = (1.001, 5)

EQFDTWCM 0.775245 (m, m′, λ, λ′) = (1.001, 1.001, 100, 1000)

QFCS 0.727811 (m, λ) = (1.001, 1000)

YFCS 0.750414 (m, λ) = (3, 100)

EQFCS 0.757187 (m, m′, λ, λ′) = (3, 1.1, 100, 100)

Table 4. Highest ARI values for the SyntheticControl dataset

Method Highest ARI Fuzzification parameter

QFDTWCM 0.952862 (m, λ) = {(1.001, 1), (1.001, 5), (1.001, 10),
(1.001, 25), (1.001, 100), (1.001, 1000), (1.01, 1),
(1.01, 5), (1.01, 10), (1.01, 25), (1.01, 100),
(1.01, 1000), (1.1, 1), (1.1, 5), (1.1, 10),
(1.1, 25), (1.1, 100), (1.1, 1000), (1.3, 25)}

YFDTWCM 0.952862 (m, λ) = {(1.001, 1000), (1.001, 100), (1.001, 25),
(1.001, 10), (1.001, 5), (1.001, 1), (1.001, 0.5),
(1.01, 1000), (1.01, 100), (1.01, 25), (1.01, 10),
(1.01, 5), (1.01, 1), (1.01, 0.5), (1.1, 1000),
(1.1, 100), (1.1, 25), (1.1, 10), (1.1, 5),
(1.1, 1), (1.1, 0.5)}

EQFDTWCM 0.960406 (m, m′, λ, λ′) = {(1.1, 1.1, 10, 1),
(1.1, 1.1, 25, 1), (1.1, 1.1, 100, 1),
(1.1, 1.1, 1000, 1), (1.5, 1.5, 5, 25)}

QFCS 0.760055 (m, λ) = (1.001, 1000)

YFCS 0.773160 (m, λ) = (1.01, 1000)

EQFCS 0.810965 (m, m′, λ, λ′) = (1.001, 1.3, 1000, 1000)

– EQFCS achieves higher ARI values than QFCS and YFCS

Therefore, EQ-type fuzzification is superior to the other fuzzifications.
EQFDTWCM achieves the highest ARI value for “CBF,” “SyntheticControl,”
and “UMD” datasets, whereas EQFCS achieves the highest ARI value for
“BME” dataset. To determine the performance of each method in terms of
accuracy, further experiments using more datasets are necessary, and will be a
topic for future work. Comparing YFDTWCM with QFDTWCM, YFDTWCM
achieves higher or equal ARI values for “BME,” “CBF,” and “SyntheticCon-
trol” datasets, whereas QFDTWCM achieves higher ARI values for “UMD”
dataset. Comparing YFCS with QFCS, YFCS achieves higher or equal ARI
values for “BME,” “CBF,” and “SyntheticControl” datasets, whereas QFCS
achieves higher ARI values for “UMD” dataset. Therefore, Y-type fuzzification
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Table 5. Highest ARI values for the UMD dataset

Method Highest ARI Fuzzification parameter

QFDTWCM 0.572375 (m, λ) = (2, 25)

YFDTWCM 0.432572 (m, λ) = {(1.1, 1000), (1.1, 100), (1.1, 25),
(1.1, 10), (1.1, 5), (1.1, 1), (1.3, 1000),
(1.3, 100), (1.3, 25), (1.3, 10), (1.3, 5)}

EQFDTWCM 0.602259 (m, m′, λ, λ′) = (1.5, 2, 5, 0.5)

QFCS 0.216229 (m, λ) = (3, 5)

YFCS 0.141769 (m, λ) = (3, 100)

EQFCS 0.239858 (m, m′, λ, λ′) = {(1.001, 3, 5, 1), (1.01, 3, 5, 1)}

seems to be superior to Q-type fuzzification, but further experiments using more
datasets are necessary, which is a future work.

5 Conclusion

This study proposed and implemented four algorithms for YFDTWCM, YFCS,
EQFDTWCM, and EQFCS. The results of our evaluation using the four artificial
datasets showed that the EQ-type fuzzified algorithms could achieve higher ARI
values than the other fuzzified algorithms. The Y-type fuzzification is almost
superior to the Q-type fuzzification, but further experiments using more datasets
are required. Furthermore, experiments to investigate whether the DTW-based
algorithms or the SBD-based ones is superior are also future work.
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Abstract. A significant problem in collaborative filtering (CF) tasks is
that the data often contains many missing values. Conventional rough
clustering-based CF employs single imputation methods, but this can
introduce distortion into the data by substituting equable values that dif-
fer from the original ones, leading to potential biases in the results. More-
over, using the whole data strategy, in which rows containing missing val-
ues in the data matrix are deleted, to handle missing values leads to a prob-
lem where, because most of the data in CF tasks consists of missing values,
nearly all rows are deleted, making the analysis challenging. Therefore, we
propose a method, referred to as RCM-PDS, which introduces the partial
distance strategy (PDS) into RCM. The goal of this approach is to perform
clustering using the original data matrix with missing values without prior
imputation. Additionally, we propose its application to CF as RCM-PDS-
CF. Furthermore, we validate its recommendation performance through
numerical experiments using a real-world dataset.

Keywords: Clustering · Rough set theory · Collaborative filtering

1 Introduction

Recommender systems, as found in e-commerce sites like Amazon and video
streaming services like YouTube and Netflix, utilize collaborative filtering (CF)
[1–3]. Enhancing the recommendation performance directly improves usability,
purchase rate, viewing rate, and consequently, the company’s profits. As big data
is accumulated every day, clustering, a technique that classifies and summarizes
data automatically without supervision, is gaining attention in today’s world
where the effective use of such data is in demand. In clustering-based CF [4–8],
clusters of users with similar preferences are extracted, and contents with high
preference within the cluster to which the user belongs are recommended. The
data in CF tasks consists of a vast number of users and items, and in addition to
the diverse preference patterns of users, the boundaries of preference patterns are
not clear, and ambiguity and uncertainty are assumed to be inherent in the data.
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Hard C-means (HCM; k-means) is one of the most popular clustering algo-
rithms [9]. In HCM-type clustering, each object is exclusively assigned to a
unique cluster, making it unsuitable for clustering user preference information
that includes ambiguity and uncertainty. Therefore, methods for handling ambi-
guity and uncertainty in data are required in clustering-based CF. There are
soft computing approaches aimed at human-like flexible information processing
capabilities, such as fuzzy theory [10] and rough set theory [11].

In this study, we focus on rough clustering [12], which is based on rough set
theory and handles the uncertainty inherent in data. Rough clustering deals with
the certainty, possibility, and uncertainty of each object’s belonging to clusters.
Various methods such as generalized rough C-means (GRCM) [13], rough set C-
means (RSCM) [14], and rough membership C-means (RMCM) [15] have been
proposed as rough clustering algorithms. Furthermore, rough clustering-based
CF has been proposed, and its effectiveness has been reported [16].

In this study, we adopt GRCM with membership normalization (GRCM-
MN) [17], which calculates the cluster center using normalized membership, and
it will be referred to as RCM for simplicity. RCM allows for the belonging of
each object to multiple clusters and can express cluster overlap by relaxing the
condition of belonging based on a linear function based on the distance to the
nearest cluster center.

One problem with data in CF tasks is that it contains many missing values.
Conventional rough clustering-based CF uses an approach (single imputation
method) to pre-fill missing values with constants or averages, but this can lead
to bias in the results as equable values different from the original values are
substituted, causing distortion in the data. One approach to missing values is
the whole data strategy (WDS), which deletes rows containing missing values to
create a data matrix without missing values for analysis, but in CF tasks, most
of the data is missing values, and deleting most rows makes analysis difficult.
On the other hand, the partial distance strategy (PDS) is an approach that uti-
lizes partial distance, which ignores dimensions containing missing values when
calculating distances [18]. With PDS, it is possible to analyze using information
from dimensions that are not missing without deleting missing rows.

In this study, we propose RCM-PDS, which introduces PDS into RCM, aim-
ing to handle missing values within the clustering algorithm without pre-filling
missing values, and further propose its application to CF as RCM-PDS-CF. We
also verify the recommendation performance of the proposed method through
numerical experiments using a real-world dataset.

The structure of this paper is as follows. In Sect. 2, we give an overview
of HCM, RCM, RCM-CF, single imputation method, whole data strategy, and
partial distance strategy. In Sect. 3, we explain the proposed method, RCM-
PDS, and its application to CF, RCM-PDS-CF. In Sect. 4, we show the setup
and results of numerical experiments, and discuss the results. In Sect. 5, we
conclude the study.
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2 Preliminaries

2.1 Hard C-Means

HCM is one of the most popular clustering algorithms. We consider a problem of
extracting C clusters that consist of objects with similar features from the data
recording m observed features for n objects. The whole set of objects is denoted
as W = {x1, . . . ,xi, . . . ,xn}. Each object i is represented by an m-dimensional
real-valued feature vector xi = (xi1, . . . , xij , . . . , xim)�, and each cluster c has a
cluster center bc = (bc1, . . . , bcj , . . . , bcm)� as a representative point.

A sample algorithm of HCM is shown below.

Step 1 Set the number of clusters C.
Step 2 Select C initial cluster centers bc randomly from W .
Step 3 Calculate the membership uci of object i to cluster c using nearest

assignment.

dmin
i = min

1≤l≤C
dli, (1)

uci =

{
1 (dci ≤ dmin

i ),
0 (otherwise).

(2)

where dci is the distance between cluster center bc and object xi.
Step 4 Calculate the cluster center bc by using the following equation.

bc =
∑n

i=1 ucixi∑n
i=1 uci

. (3)

Step 5 Repeat Step 3–4 until there is no change in uci.

In HCM, each object is exclusively assigned to a single cluster. Therefore, it
cannot handle the ambiguity and uncertainty inherent in data, such as an object
belonging to multiple clusters simultaneously.

2.2 Rough C-Means

RCM is a type of rough clustering that introduces the perspective of rough set
theory into HCM. In RCM-type clustering, the concept of lower approximation,
upper approximation, and boundary region in rough set theory is referred to, and
for each cluster, the lower area, upper area, and boundary area are introduced.
This allows for the handling of certainty, possibility, and uncertainty of object’s
belonging to clusters.

In RCM, the parameters α and β are used to adjust the degree of overlap
between clusters during the assignment of each object to cluster. These parame-
ters form a linear function with the distance to the nearest cluster center, which
relaxes the condition of the nearest assignment in HCM. This allows for mem-
bership in multiple clusters, thereby achieving cluster overlap.

A sample algorithm of RCM is shown below:
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Step 1 Set the number of clusters C, and the parameters α (α ≥ 1), β (β ≥ 0)
to adjust the overlap of clusters. After initializing the membership of the
upper area uci of object i to cluster c under the constraints of Eqs. (4) and
(5), calculate the normalized membership ũci using Eq. (6).

uci ∈ {0, 1},∀c, i, (4)
C∑
l=1

uli �= 0,∀i, (5)

ũci =
uci∑C
l=1 uli

. (6)

Step 2 Calculate the cluster center bc using the following equation:

bc =
∑n

i=1 ũcixi∑n
i=1 ũci

. (7)

Step 3 Calculate the distance from object i to the nearest cluster center,
dmin
i , the upper area membership uci, and the normalized membership ũci in

sequence using Eqs. (1), (8), and (6).

uci =

{
1

(
dci ≤ αdmin

i + β
)
,

0 (otherwise) .
(8)

Step 4 Repeat Steps 2–3 until there are no change in uci.

RCM yields the same result as HCM when α = 1 and β = 0. As α and β
increase, the upper area expands and cluster overlap increases.

2.3 RCM-CF

RCM-CF extracts clusters of users with similar preferences using RCM and
recommends contents with high preference within the cluster to which each user
belongs.

A sample procedure of RCM-CF is shown below:

Step 1 Apply RCM to the n × m rating matrix R = {rij} to obtain the nor-
malized membership ũci and the cluster center bc, where n is the number of
users and m is the number of items.

Step 2 Calculate the recommendation degree r̂ij of item j to user i using the
following equation:

r̂ij =
C∑

c=1

ũcibcj . (9)

Step 3 Set a threshold η ∈ [min{r̂ij},max{r̂ij}]. If the recommendation degree
r̂ij is equal to or greater than η, recommend item j to user i.

r̃ij =

{
1 (r̂ij ≥ η) ,

0 (otherwise) .
(10)
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2.4 Approaches to Missing Values in Clustering

Single Imputation Method. In conventional clustering methods, if the data
matrix contains missing values, it is impossible to perform calculations as it is,
hence the need for missing value processing. The single imputation method is
a common approach to dealing with missing values in conventional clustering-
based CF, which involves substituting missing values in the data matrix with uni-
form values such as constants or averages. While the single imputation method
has advantages such as easy imputation of missing values, it has disadvantages
like potential distortions in data due to substitution with values different from
the original ones.

Whole Data Strategy (WDS). In WDS, rows containing missing values in
the data matrix are deleted, and clustering is performed on the resulting data
matrix that does not contain missing values. This strategy is easy to implement
as it does not require special processing in the clustering algorithm. However, it
results in loss of information as the valid values in the rows containing missing
values are also deleted.

Partial Distance Strategy (PDS). PDS enables clustering of data with miss-
ing values by introducing a partial distance that calculates distance while ignor-
ing missing dimensions, thus utilizing the valid values contained in missing rows
without deleting them. This method has the advantage of lower information loss
than WDS as it is not necessary to delete missing rows.

As an example, consider two m = 4 dimensional vectors, the object xi =
(1, ?, 3, ?)�, and the cluster center bc = (2, 4, 5, 1)�, where “?” represents a
missing value. Ignoring the dimensions containing missing values, the squared
distance d2ci between the cluster center bc and the object xi is calculated as
follows:

d2ci = (1 − 2)2 + (3 − 5)2. (11)

Since the squared distance decreases according to the number of missing dimen-
sions, we scale by multiplying by (total number of dimensions)/(number of used
dimensions), and compute the partial distance by taking the square root as fol-
lows:

dci =

√(
4

4 − 2

)
{(1 − 2)2 + (3 − 5)2}. (12)

3 Collaborative Filtering Based on Rough C-Means
Clustering with Missing Value Processing

A significant problem in CF tasks is that the data often contains many miss-
ing values. Conventional rough clustering-based CF employs single imputation
methods, but this can introduce distortion into the data by substituting equable
values that differ from the original ones, leading to potential biases in the results.
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Moreover, using the whole data strategy (WDS) to handle missing values leads to
a problem where, because most of the data in CF tasks consists of missing values,
nearly all rows are deleted, making the analysis challenging. Therefore, we pro-
pose a method, referred to as RCM-PDS, which introduces the partial distance
strategy (PDS) into RCM. The goal of this approach is to perform clustering
using the original data matrix with missing values without prior imputation.
Additionally, we propose its application to CF as RCM-PDS-CF.

3.1 RCM-PDS

RCM-PDS introduces PDS into RCM, enabling clustering of a data matrix with
missing values by utilizing partial distances that ignore dimensions with missing
values.

A sample algorithm of RCM-PDS is as follows:

Step 1 Set the number of clusters C, and parameters α (α ≥ 1), β (β ≥ 0)
that adjust the overlap degree of the clusters. After randomly initializing
the upper area membership uci under the constraints of Eqs. (4) and (5),
calculate the normalized membership ũci using Eq. (6).

Step 2 Calculate the cluster center bc using the following equation:

bcj =
∑n

i=1 ũciIijxij∑n
i=1 ũciIij

, (13)

Iij =

{
0 (xij is missing) ,

1 (xij is observed) .
(14)

Step 3 Introduce PDS and calculate the partial distance dci between cluster
center bc and object xi using the following equation:

dci =

√√√√m

Ii

m∑
j=1

Iij(xij − bcj)2, (15)

Ii =
m∑
j=1

Iij . (16)

Step 4 Sequentially calculate the distance to the nearest cluster center dmin
i ,

the upper area membership uci, and the normalized membership ũci using
Eqs. (1), (8), and (6), respectively. Here, the distance dci represents a partial
distance.

Step 5 Repeat Step 2–4 until there is no change in uci.

3.2 RCM-PDS-CF

RCM-PDS-CF extracts clusters of users with similar preferences using RCM-
PDS and recommends items with high preferences within the cluster each user
belongs to.

A sample procedure of RCM-PDS-CF is as follows:
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Step 1 Apply RCM-PDS to the n × m rating matrix R = {rij}, and calculate
the normalized membership ũci and the cluster center bc, where n is the
number of users and m is the number of items.

Step 2 Calculate the recommendation degree r̂ij for item j for user i using
Eq. (9).

Step 3 Set a threshold η ∈ [min{r̂ij},max{r̂ij}], and if the recommendation
degree r̂ij is greater than or equal to η, recommend item j to user i (Eq. (10)).

4 Numerical Experiments

4.1 Experimental Overview

Numerical experiments were conducted using a real-world dataset (MovieLens-
100k dataset) to verify the recommendation performance of the proposed
method. We applied both the conventional method (RCM based on single impu-
tation) and the proposed method (RCM-PDS) to the MovieLens-100k dataset.
The comparison and verification of changes in recommendation performance
were made when parameters such as the degree of cluster overlap α, β, and the
number of clusters C were varied.

In RCM with single imputation, the following four types of imputations were
examined:

RCM user Substituting missing values with each user’s average rating
RCM item Substituting missing values with each item’s average rating
RCM all Substituting missing values with the overall average rating
RCM const(3) Substituting missing values with the constant 3

In the proposed method, in addition to the standard method of adjusting
the scale, we also tested a method without scale adjustment (RCM-PDS-noscale
method). The ROC-AUC indicator was used as an indicator of recommendation
performance.

4.2 Dataset

The MovieLens-100k data is composed of 100, 000 ratings from 943 users on
1, 682 movies, collected by GroupLens Research (https://grouplens.org/). This
dataset is sparse with many unrated values. For clustering and evaluation, in
this experiment, we extracted n = 690 users who rated 30 or more movies and
m = 583 movies that were rated by more than 50 users. We created a data
matrix of 690 × 583 using data containing 77, 201 ratings. Approximately 10%,
i.e., 7, 721 ratings, were used as test data from the total set. The training data
was derived from the data matrix, in which elements that were adopted for
the test data were replaced with unrated values. Unrated values are treated as
missing values.

https://grouplens.org/
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Fig. 1. Change in AUC by α at each C in RCM-PDS

4.3 Evaluation Indicator

In this study, the ROC-AUC indicator was adopted as the evaluation indicator
for recommendation performance. From here on, we will simply refer to ROC-
AUC as AUC. AUC is the area under the curve of the ROC curve (receiver
operating characteristic curve), which is obtained by plotting the true positive
rate (TPR) against the false positive rate (FPR) as the threshold changes. In
random recommendations, the AUC is about 0.5, and the closer the AUC is to
1, the better the recommendation performance.

4.4 Experimental Results

Influence of Parameters in the Proposed Method. Firstly, Fig. 1 shows
the changes in AUC by α when the number of cluster C is set to {1, 2, 3, 4, 5} in
RCM-PDS. Here, β was fixed at 0.0 and α was changed in increments of 0.005 in
the range [1.00, 1.08]. The AUC was calculated as the average of 10 trials with
random initial values. If no result could be obtained due to zero division, etc.,
the result was excluded. The average was calculated if results from at least three
trials were obtained. When α = 1.0, the results are identical to HCM. When
C = 1, no clustering is performed, and the average rating of each movie becomes
the recommendation score, resulting in an AUC of 0.6987. When C = 2 or more,
as α increases, the AUC also rises to a certain extent. However, if it increases
further, the AUC tends to decrease and eventually matches to the value when
C = 1. Regarding the maximum values at each C, they increase as C ranges
from 1 to 5. Specifically, the maximum value of 0.7597 is recorded at α = 1.04
when C = 5.

Next, Fig. 2 shows the changes in AUC by β under the same conditions.
Here, α was fixed at 1.0 and β was changed in increments of 0.1 in the range
[0.0, 2.0]. When β = 0.0, the results are identical to HCM. Comparing with the
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Fig. 2. Change in AUC by β at each C in RCM-PDS

case of changing α, there was no significant difference in the trend of changes
in recommendation performance when changing β. When C = 5 and β = 0.9, it
recorded the maximum value of 0.7608.

Comparison Between the Proposed Method and Conventional Meth-
ods. Figure 3 shows the changes in maximum AUC when α and β are changed
at each C ∈ {1, 4, . . . , 28, 30} in the proposed method and four types of con-
ventional methods. At each C, α ∈ [1.000, 1.080] was changed in increments of
0.05, and β ∈ [0.0, 2.0] was changed in increments of 0.1. In each method, when
C = 1, the average value of each item’s rating is used as the recommendation
degree. Among the conventional methods, RCM item method showed the highest
AUC at all C. The maximum AUC among the conventional methods was when
C = 16, α = 1.01, β = 0.0, recording a maximum value of 0.739. For the pro-
posed method, the AUC increased as C increased up to around C = 10, and after
that, although there were some ups and downs, the result was almost flat. The
maximum AUC in the proposed method was when C = 30, α = 1.015, β = 1.0,
recording a maximum value of 0.764. It was confirmed that the proposed method
has higher recommendation performance than any conventional method regard-
less of the number of clusters.

Conventional methods introduce distortion to the data and cause bias in the
results due to the use of a single imputation method. On the other hand, the
proposed method improves recommendation performance. It extracts user pref-
erence patterns without distorting data, thanks to the partial distance strategy.
The results suggest that introducing a partial distance strategy is effective in
CF tasks based on rough clustering.
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Fig. 3. Change in maximum AUC by C of each method

Effects of Scale Adjustment in the Proposed Method. We present the
comparative results of the recommendation performance between the method
with scale adjustment and the method without scale adjustment (RCM-PDS-
noscale). Figure 4 shows the change in the maximum AUC of RCM-PDS and
RCM-PDS-noscale when α and β were varied for each C ∈ {1, 4, . . . , 28, 30}.
For each C, α ∈ [1.000, 1.080] was varied in steps of 0.05 and β ∈ [0.0, 2.0]
was varied in steps of 0.1. Until C = 10, both methods showed similar values,
with the AUC increasing as C increased. As C further increased, both methods
remained almost flat, but RCM-PDS-noscale demonstrated a better ability to
prevent a performance decrease, indicating a higher AUC.

In the method with scale adjustment, it was observed that when C increased,
almost all or all clusters merged, resulting in some instances where cluster-
ing could not be performed effectively. This scenario could be the cause of
the decrease in the average value of the maximum AUC. There is a difference
in behavior when calculating the upper area membership in Eq. (8) between
the method with scale adjustment and the one without. The scale adjustment
method used in this study depends only on the data dimensionality and the num-
ber of missing dimensions of the object, so when focusing on a certain object,
the ratio of distances to each cluster center does not change. Therefore, the
multiplication-based α is not affected by scale adjustment, while the addition-
based β is affected by scale adjustment. Without scale adjustment, if the num-
ber of missing dimensions varies between different objects, the scale difference
becomes relatively large. Therefore, it is considered that users with fewer ratings
are more likely to belong to many clusters, and users with many ratings tend
to belong to fewer clusters. As a result, users with fewer ratings are likely to
belong to more clusters and refer to the preference information of many users,
while users with many ratings are likely to belong to relatively fewer clusters
and refer to the information of a small number of users with similar preferences.
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Fig. 4. Changes in AUC by C in RCM-PDS and RCM-PDS-noscale methods

In the present data, this type of recommendation was suitable, which may have
led to these results. Furthermore, in the absence of scale adjustment, the fact
that users with many ratings tend to belong to fewer clusters could prevent the
clusters from merging, leading to stable performance.

5 Conclusion

In this study, we proposed RCM-PDS as a rough clustering approach for data
including missing values, which introduces a partial distance strategy to rough C-
means. Furthermore, we proposed RCM-PDS-CF as an application of RCM-PDS
to collaborative filtering. We verified its recommendation performance through
numerical experiments using the real-world dataset, MovieLens-100k. The results
confirmed that, in the MovieLens-100k dataset, introducing a partial distance
strategy to RCM, regardless of the number of clusters, demonstrated a higher
recommendation performance compared to the conventional single imputation
methods. This implies that introducing a partial distance strategy is effective
for dealing with missing values in rough clustering-based collaborative filtering
tasks. In addition, we compared the presence or absence of scale adjustment in
the calculation of partial distances, confirming that when the number of clusters
is large, not performing scale adjustment provides a higher recommendation
performance.

Future work includes the introduction of handling missing values in the clus-
ter centers and exploring more appropriate scale adjustment methods.
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Abstract. Collaborative filtering (CF) is a technique for realizing rec-
ommender systems found in e-commerce sites and video streaming sites.
Appropriate content recommendations to individual users will improve
usability, purchase rates, viewing rates, and corporate profits. Cluster-
ing is a technique for automatically classifying and summarizing the data
by extracting clusters composed of similar objects. Clustering-based CF
extracts clusters of users with similar interests and preferences, and rec-
ommends highly preferred contents in the cluster to each user. Rough set
C-means (RSCM) is one of the rough clustering methods based on rough
set theory that can deal with the uncertainty of belonging of object
to clusters considering the granularity of the object space. Probabilis-
tic rough set C-means (PRSCM) is an extension of RSCM based on a
probabilistic rough set model. In this study, we propose a collaborative
filtering approach based on probabilistic rough set C-means clustering
(PRSCM-CF). Furthermore, we verify the recommendation performance
of the proposed method through numerical experiments using real-world
datasets.

Keywords: Clustering · Rough set theory · Collaborative filtering

1 Introduction

Collaborative filtering (CF) is utilized in recommender systems seen on e-
commerce sites, such as Amazon, and video streaming services like YouTube
and Netflix [1–3]. Improving the performance of content recommendations leads
to improvements in usability, purchase rates, viewing rates, and corporate prof-
its. In today’s age, where the effective use of accumulated big data is essential,
clustering - a technique for automatically classifying and summarizing data with-
out supervision - is garnering attention. In clustering-based CF, clusters of users
with similar preferences are extracted, and contents with high preference degree
within the cluster are recommended.
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Hard C-means (HCM; k-means) [4] is one of the most popular clustering algo-
rithms, and the effectiveness of HCM-based CF (HCM-CF) has been reported [5].
In CF tasks, the data consist of a massive number of users and items, and user
preference patterns are diverse. In addition, the boundaries of users’ preference
patterns are not clear, and thus ambiguity and uncertainty are inherent in the
data. Therefore, conventional HCM-type clustering, which clearly divides clus-
ters, cannot adequately extract the cluster structure of users’ preference pat-
terns. Therefore, a method for handling the ambiguity and uncertainty of data
is required in clustering-based CF.

There are soft computing approaches aiming for human-like flexible informa-
tion processing, such as fuzzy theory and rough set theory. Rough clustering is a
method in which the viewpoint of rough set theory [6,7] is introduced. Rough set
C-means (RSCM) has been proposed as a rough clustering considering granu-
larity [9], and the effectiveness of CF based on RSCM has been reported [10]. In
RSCM, lower approximation, upper approximation, and boundary regions that
indicate certainty, possibility, and uncertainty in each cluster, respectively, are
detected.

In the probabilistic rough set model (PRSM) [11], the definitions of lower and
upper approximations in rough set theory are relaxed by the α-cut of the rough
membership value, representing the proportion of the cluster to the object’s
neighborhood. This allows for gradual changes in the lower and upper approxi-
mations, thereby achieving intermediate approximations. Probabilistic approxi-
mation based on the α-cut allows for flexible approximation. Probabilistic RSCM
(PRSCM), which introduces the concept of a probabilistic rough set model to
RSCM, has been proposed [12].

In this study, we propose a collaborative filtering approach based on proba-
bilistic rough set C-means clustering (PRSCM-CF). Furthermore, we verify the
recommendation performance of the proposed method through numerical exper-
iments using real-world datasets. We verify the impact of the flexible approxi-
mation based on the smooth transition between lower and upper approximations
by PRSCM on the CF task.

The structure of this paper is as follows. In Sect. 2, we outline RSCM, RSCM-
based CF, and PRSCM as preparation. In Sect. 3, we explain the proposed CF
based on PRSCM (PRSCM-CF). In Sect. 4, we present the setup and results of
the numerical experiments, along with a discussion of the findings. In Sect. 5, we
summarize this study.

2 Preliminaries

2.1 Hard C-Means

HCM is one of the most popular clustering algorithms. We consider the problem
of extracting C clusters, each consisting of objects with similar features, from
the data that records m observed features for n objects. The whole set of objects
is denoted as W = {x1, . . . ,xi, . . . ,xn}. Each object i is represented by an m-
dimensional real-valued feature vector xi = (xi1, . . . , xij , . . . , xim)�, and each
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cluster c has a cluster center bc = (bc1, . . . , bcj , . . . , bcm)� as a representative
point.

A sample algorithm of HCM is shown below.

Step 1 Set the number of clusters C.
Step 2 Select C initial cluster centers bc randomly from W .
Step 3 Calculate the membership uci of object i to cluster c using the nearest

assignment.

dmin
i = min

1≤l≤C
dli, (1)

uci =

{
1 (dci ≤ dmin

i ),
0 (otherwise),

(2)

where dci is the distance between cluster center bc and object xi.
Step 4 Calculate the cluster center bc by using the following equation.

bc =
∑n

i=1 ucixi∑n
i=1 uci

. (3)

Step 5 Repeat Step 3-4 until there is no change in uci.

In HCM, each object is exclusively assigned to a single cluster. Therefore, it
cannot handle the ambiguity and uncertainty inherent in data, such as an object
belonging to multiple clusters simultaneously.

2.2 Rough Set C-Means

RSCM is a type of rough clustering that introduces a perspective of rough set
theory into HCM. RSCM is performed in the approximation space 〈W,R〉 con-
sisting of the set of objects W and the binary relation R ⊆ W × W . The neigh-
borhood of the object defined by R is treated as a granule. By determining the
object’s belonging to the clusters on a granular basis, the algorithm can handle
the certainty, possibility, and uncertainty of the object’s belonging to the cluster
while considering granularity. In this study, we adopt RSCM with membership
normalization (RSCM-MN) [13], which simplifies the calculation of the cluster
center, as RSCM.

A sample algorithm of RSCM is shown below.

Step 1 Set the number of clusters, C. Set the neighborhood radius δ and cal-
culate the δ-neighborhood relation Rit based on the Euclidean distance Dit

between objects i and t.

Dit = ‖xt − xi‖ (4)

=

⎛
⎝ m∑

j=1

(xtj − xij)2

⎞
⎠

1
2

. (5)
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Rit =
{

1 (Dit ≤ δ),
0 (otherwise). (6)

Here, the value of δ can be determined by the τ -percentile of the inter-object
distance distribution, denoted by [Dit], and τ can be set within the range
τ ∈ [0, 100].

Step 2 Determine the initial cluster center bc randomly.
Step 3 Calculate the membership uci of object i to the temporary cluster c using

the nearest assignment, as shown in Eq. (2). Calculate the rough membership
μci to cluster c of object i.

μci =

n∑
t=1

uctRit

n∑
t=1

Rit

. (7)

Calculate the membership uci to the upper approximation of cluster c of
object i.

uci =
{

1 (μci > 0) ,
0 (otherwise). (8)

Normalize uci for each object so that the total sum becomes 1, and obtain
the normalized membership ũci.

ũci =
uci

C∑
l=1

uli

. (9)

Step 4 Calculate the new cluster center bc based on the normalized membership.

bc =

n∑
i=1

ũcixi

n∑
i=1

ũci

. (10)

Step 5 Repeat Step 3-4 until there is no change in uci.

2.3 Collaborative Filtering Based on RSCM

The effectiveness of RSCM-based CF (RSCM-CF) has been reported [10]. A
sample procedure for RSCM-CF is as follows.

Let X = {rij} be an n × m matrix representing the preference (such as
ownership and ratings) of m items by n users.
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First, RSCM is applied to X to extract the cluster structure in X, and the
normalized membership ũci and the cluster center bc are calculated.

Next, the recommendation degree r̂ij of item j for user i is calculated using
the following equation.

r̂ij =
C∑

c=1

ũcibcj . (11)

Finally, using a threshold η ∈ [min{r̂ij},max{r̂ij}], items with recommenda-
tion degree above the threshold are recommended. r̃ij is a variable that indicates
whether or not to recommend item j to user i, and is calculated using the fol-
lowing equation.

r̃ij =
{

1 (r̂ij ≥ η),
0 (otherwise). (12)

Item j is recommended to user i when r̃ij = 1, and not recommended otherwise.

2.4 Probabilistic Rough Set C-Means

PRSCM is a type of rough clustering that introduces the concept of probabilistic
approximation in probabilistic rough set models to RSCM.

In rough set theory, the lower and upper approximations are determined by
the weak 1-cut (μci ≥ 1) and the strong 0-cut (μci > 0) of rough membership,
respectively. Considering a parameter α ∈ (0, 1], the weak α-cut (μci ≥ α)
of rough membership is defined as a probabilistic lower approximation, also
known as an α-lower approximation. The α-lower approximation is the same as
the ordinary lower approximation when α = 1 and is identical to the ordinary
upper approximation as α → 0. By gradually changing α from 1 to 0, the
approximation can gradually transition from the lower approximation to the
upper approximation, enabling flexible approximation.

A sample algorithm for PRSCM is as follows.

Step 1 Set the number of clusters, C. Set the neighborhood radius δ and cal-
culate the δ-neighborhood relation Rit based on the Euclidean distance Dit

between object i and object t (Eqs. (4) and (6)). Set the parameter α ∈ (0, 1]
for the α-lower approximation.

Step 2 Determine the initial cluster center bc randomly.
Step 3 Calculate the membership uci to the temporary cluster c of object i

by nearest assignment (Eq. (2)). Calculate the rough membership μci to
cluster c of object i (Eq. (7)). Calculate the membership uα

ci to the α-lower
approximation of cluster c of object i.

uα
ci =

{
1 (μci ≥ α) ,
0 (otherwise). (13)
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Step 4 Calculate the new cluster center bc based on the α-lower approximation.

bc =

n∑
i=1

uα
cixi

n∑
i=1

uα
ci

. (14)

Step 5 Repeat Steps 3-4 until there is no change in uci.

3 Collaborative Filtering Based on Probabilistic Rough
Set C-Means Clustering

In this study, we propose collaborative filtering based on PRSCM (PRSCM-CF).
This method aims to improve recommendation performance by extracting more
suitable cluster structures through more flexible approximations using proba-
bilistic lower approximations that relax the definition of rough approximations.

3.1 Procedure of PRSCM-CF

A sample procedure of PRSCM-CF is as follows.
We consider X = {rij} as an n × m matrix representing the preference

(ownership status, evaluation value, etc.) of m items by n users.
Initially, we apply PRSCM to X, extract the cluster structure in X, and

calculate the α-lower approximate memberships uα
ci and the cluster centers bc.

Next, we calculate the recommendation degree r̂ij of item j for user i using
the following equation:

r̂ij =
C∑

c=1

uα
cibcj . (15)

Finally, we use a threshold η ∈ [min{r̂ij},max{r̂ij}] and recommend items
with a recommendation degree greater than or equal to the threshold. We define
r̃ij as a variable that indicates whether to recommend item j to user i and
calculate it using Eq. (12). We recommend item j to user i when r̃ij = 1, and
do not recommend it otherwise.

3.2 Handling Noise Users

As the threshold parameter α of the probabilistic lower approximation
approaches 0, the possible region is detected, causing significant overlap of clus-
ters. As α approaches 1, more certain regions are detected, making each cluster
smaller. In PRSCM, a pattern in which “a user belongs to multiple clusters”
and a pattern in which “a user does not belong to any cluster” may appear.
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In this study, we call “a user who does not belong to any cluster” a noise
user because they do not show tendencies similar to the preference patterns
of any clusters. From Eq. (15), for noise user i, uα

ci = 0 for all c, so the rec-
ommendation degree r̃ij is 0 for all items j, and no effective recommendation
can be made. Therefore, when evaluating recommendation performance, we need
to make some adaptations such as “excluding noise users and evaluating only
non-noise users,” “making recommendations for noise users using the overall
average,” and “evenly distributing the membership of noise users (uα

ci = 1
C )

before making recommendations.”

4 Numerical Experiments

We apply the proposed method, probabilistic rough set C-means-based collabo-
rative filtering (PRSCM-CF), to real-world datasets and evaluate its recommen-
dation performance using the ROC-AUC indicator. Through the experiments,
we confirm the impact of probabilistic approximation in the probabilistic rough
set model on the recommendation performance.

4.1 Datasets

NEEDS-SCAN/PANEL. The NEEDS-SCAN/PANEL dataset was collected
by Nikkei Inc. in 2000, and indicates whether 996 households own any of the 18
products, including consumer electronics. Each element rij of the data matrix
X = {rij} represents whether household i owns product j, with rij = 1 indi-
cating ownership and rij = 0 indicating otherwise. From the 996 × 18 matrix
elements, we randomly selected 1, 000 elements as test data. The data matrix,
with all 1, 000 elements corresponding to the test data replaced with rij = 0,
was used as training data for clustering and making recommendations.

The 18 surveyed products (with the number of owning households in paren-
theses) are {Automobile (825), Piano (340), VTR (933), Room Air Conditioner
(911), Personal Computer (588), Word Processor (506), CD (844), VD (325),
Motorcycle (294), Bicycle (893), Large Refrigerator (858), Medium/Small Refrig-
erator (206), Microwave Oven (962), Oven (347), Coffee Maker (617), Washing
Machine (986), Clothes Dryer (226), Electric Dryer (242)}.

MovieLens-100k. The MovieLens-100k dataset, collected by GroupLens
Research (https://grouplens.org/), consists of 100,000 ratings by 943 users for
1,682 movies. 1,000 ratings were randomly selected from the 100,000 ratings to
serve as the test data, with the corresponding ratings in the training data being
replaced with unrated values. The original ratings were graded on a scale of 1
to 5. If the original rating was 4 or higher, it was replaced with rij = 1; if it was
3 or lower, it was replaced with rij = 0. Unrated values were given a value of
rij = 0.5.

https://grouplens.org/
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4.2 Evaluation Metrics

The recommendation degree r̂ij was calculated based on the α-lower approx-
imation of the membership uα

ci and the cluster center bc using PRSCM. The
recommendation performance was measured using the ROC-AUC indicator. The
ROC (receiver operating characteristic) curve is constructed by plotting the true
positive rate against the false positive rate for various threshold settings. The
true positive rate refers to the proportion of correct recommendations given to
users, whereas the false positive rate refers to the proportion of incorrect recom-
mendations. The AUC (area under the curve) is the area under the ROC curve,
and a value around 0.5 would be expected for random recommendations. The
higher the value (closer to 1), the better the recommendation performance.

4.3 NEEDS-SCAN/PANEL

In the following two subsections, the membership values for noise users i were
distributed evenly. That is, for noise users, all values of c were replaced with
uα

ci = 1
C . In the subsequent third subsection, the noise users were removed and

the recommendation performance was evaluated only with non-noise users.

Changes in AUC by C for Each α at Various τ . Figures 1(a), 1(b),
1(c), and 1(d) show changes in AUC by the number of cluster C for each
α = {1.0, 0.75, 0.5, 0.25, 10−5} at τ = {10, 30, 50, 70}, respectively. The conven-
tional method, RSCM, is shown by the dashed line. In Fig. 1(a), while RSCM
exhibits good recommendation performance around AUC = 0.85, PRSCM per-
forms worse under all α. Particularly, performance is poor for α = 1.0 lower
approximation and α = 10−5 upper approximation, with some improvement seen
in intermediate probabilistic approximations such as α = {0.75, 0.5}. In Fig. 1(b),
when the number of clusters is small, PRSCM(α = {0.5, 10−5}) outperforms
RSCM. However, other α show unstable behavior with performance degradation.
Unlike the case for τ = 10, the upper approximation with α = 10−5 displays
stable performance, but overall, it still falls short of RSCM. In Fig. 1(c), while
RSCM’s performance drops with fewer clusters, PRSCM(α = 10−5) exhibits sta-
ble performance. In Fig. 1(d), all methods show decreased performance. When
the number of clusters is small, PRSCM(α = {0.25, 10−5}) experiences a rela-
tively smaller drop. However, the performance is worse than without clustering
(C = 1), so the effect of clustering is not observed.

Changes in AUC by τ for Each α at Various C . Figures 2(a), 2(b),
and 2(c) show the changes in AUC by τ for α = {1.0, 0.75, 0.5, 0.25, 10−5},
respectively, for C = {2, 5, 10}. In the case of C = 2 in Fig. 2(a), the performance
of RSCM deteriorated with increasing τ . On the other hand, for PRSCM, the
performance improved with increasing τ when α was small, but the performance
deteriorated with increasing τ when α was large. Similar trends were observed
in Figs. 2(b) and 2(c), but the results were overall inferior to the performance of
RSCM.
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Fig. 1. Changes in AUC by C for different α values and τ parameters.

Effects of Removing Noise Users. In this section, we present the results
of evaluating the recommendation performance using only non-noise users by
removing noise users. Figures 3(a) and 3(b) show the changes in AUC by C for
α = {1.0, 0.75, 0.5, 0.25, 10−5} at τ = {5, 10}, respectively. Figures 3(a) and 3(b)
show almost the same trend. While RSCM shows stable performance, PRSCM
with α = 1.0 demonstrates better performance than RSCM when the number of
clusters is small (AUC = 0.86). When α is large, each cluster becomes smaller,
leading to the removal of more noise users. Therefore, we consider that the impact
of noise was reduced, and more accurate recommendations could be made for
non-noise users.

In the first and second subsections, it was difficult for PRSCM to outperform
RSCM when the membership of noise users was evenly distributed. However, by
removing noise users, it was suggested that more accurate recommendations than
RSCM could be made.

4.4 MovieLens-100k

In Sect. 4.4, the membership values for noise user i were evenly distributed. In
other words, for noise users, we replaced uα

ci with 1
C for all c. Figures 4(a), 4(b),
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Fig. 2. Changes in AUC by τ for different α values and C parameters.

Fig. 3. Changes in AUC by C for different α values and τ parameters.

4(c), and 4(d) each show the changes in AUC due to the number of clusters
C for each α = {1.0, 0.75, 0.5, 0.25, 10−5} when τ = {10, 30, 50, 70}. The con-
ventional methods, RSCM and HCM, are shown in dotted lines. In Fig. 4(a),
a performance drop was observed in all methods. Although the performance
drop in PRSCM was relatively small compared to RSCM, the performance was
worse than when C = 1 (no clustering), and thus the effect of clustering was



240 S. Ubukata and K. Ehara

not confirmed. In Fig. 4(b), for PRSCM(α = 1.0), the recommendation perfor-
mance decreased up to C = 3, but the performance improved as C increased.
On the other hand, for the other α, a decrease in recommendation performance
was shown with an increase in C. In Fig. 4(c), PRSCM(α = 1.0) consistently
demonstrated a higher recommendation performance than RSCM, regardless of
the number of clusters. In contrast, the other α showed a lower performance
than RSCM. In Fig. 4(d), similar to when τ = 50, PRSCM(α = 1.0) consistently
showed higher recommendation performance than RSCM. Furthermore, while
a decline in recommendation performance was observed with RSCM when the
number of clusters was large, the performance remained stable for probabilistic
approximations in the middle range such as α = {0.75, 0.5, 0.25}.

Fig. 4. Changes in AUC by C for different α values and τ parameters.

In the MovieLens-100k data, it was possible to outperform the recommenda-
tion performance of the conventional RSCM-CF under the lower approximation
of α = 1.0. In the NEEDS-SCAN/PANEL data, the performance was good in
the case of upper approximation of α = 10−5, while in the MovieLens-100k data,
the performance was good with a lower approximation of α = 1.0. From this, it
can be inferred that PRSCM closer to an upper approximation is suitable for
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dense data, and PRSCM closer to a lower approximation is more suitable for
sparse data.

5 Conclusion

In this study, we proposed a collaborative filtering based on probabilistic rough
set C-means clustering (PRSCM-CF), and validated its recommendation perfor-
mance through numerical experiments using real-world datasets. In the case of
NEEDS-SCAN/PANEL dataset, it was challenging for the proposed PRSCM-
CF to outperform the conventional method, RSCM-CF, when the membership
of noise users was distributed equally. However, it was suggested that by remov-
ing noise users, more accurate recommendations than RSCM-CF could be made.
Using the MovieLens-100k dataset, PRSCM-CF was able to surpass the recom-
mendation performance of RSCM-CF, depending on the threshold setting for
the probabilistic lower approximation.

In the future, we plan to conduct experiments with finer parameter settings
across various datasets, further examine the handling of noise users, and verify
the scenarios where the proposed method can function effectively.
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Abstract. The standard of measuring the social impact of an organization is
actually not fully developed in theory and practice. Thenwhat should be contained
in social impact? As the social impact is subjective, and even hard to be defined
and measured, there is no consensus on it to-date. Therefore, we expect to let the
entrepreneur know what’s the trending topic when mentioning the social impact
in the business community. This study uses the CSR/ESG report of S&P 1500,
and uses the Latent Dirichlet Allocation to analyze the topics. We confirmed the
number of topics with the topic coherence score, and also improved the topic
coherence score to 0.482. The five topics analyzed by the experimental results are
“Safety and Health Initiatives in Education”, “Brand Equity”, “Water Economy”,
“Community-based supports and services”, “Social Business”. The process of
naming the subject of this research not only refers to twobookswhich can represent
the social impact, and also invites other researchers to name it independently, both
are different from previous researchers, and would be more objective as well.

Keywords: Social Impact · LDA · Topic Analysis · Corporate Social
Responsibility · S&P 1500 · Topic Coherence · CSR · ESG · SDGs ·
Sustainability

1 Introduction

In 2015, the United Nations announced the “2030 Sustainable Development Goals
(SDGs),” which contain 17 core goals that cover 169 detailed goals to guide citizens of
the planet to work together toward sustainability. However, while there are some clear
improvements from 2015 to now, such as child mortality and mortality from some dis-
eases, there are still many things that we need to work on to achieve all of the SDGs
by 2030, such as the continued rise in greenhouse gas emissions, the increasing global
climate, and even the unabated rate of biodiversity loss…etc. As global citizens, we
should pay attention to these hot issues together.
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With the signing of the Glasgow Climate Pact, a new milestone in global sustainable
development has been reached. Sustainable development is now the normative world-
view and an issue that should be taken seriously as a resident of the planet, and it has
established a goal that the world should strive for. However, when faced with the issue
of sustainability, companies can not only invest in sustainability for long-term profit but
also promote social responsibility.

Corporate social responsibility (CSR) is prominent in today’s global corporate
agenda, from community development and environmental protection to socially respon-
sible business practices. More than ever before, companies are devoting significant
resources to this path (Du, Bhattacharya, & Sen [1]). With the expansion of corpo-
rate social influence, corporate social responsibility (CSR) has been regarded as a key
factor in corporate management (Kim, Yin, & Lee [2]). CSRmeasures outcomes beyond
corporate performance, so do CSR programs provide the social benefits they promise?
After decades of CSR research, we do not have an answer (Barnett, Henriques, &Husted
[3]), and this has led to many companies not knowing how to demonstrate their efforts
for the social good to their investors.

Some studies by García-Chiang [4] have pointed out that the implementation of
CSR can contribute to the development of the region, but usually, most studies only
focus on specific stakeholders rather than the broader social interests. However, as CSR
has received more andmore attention, many studies have measured CSR activities rather
than their impact. Most of the studies related to “social impact” in the past have focused
on the social impact of a single domain or multiple domains, such as the social impact
of social media (Pulido, Ruiz-Eugenio, Redondo-Sama, & Villarejo-Carrballido [5])
and the social impact of political conflict during the COVID-19 epidemic (Blofield,
Hoffmann, & Llanos [6]).

In the social responsibility report, major enterprises have written a lot about what
activities they have done and whether these activities have any real effect, which is called
“impact.” Due to the subjective nature of the social impact, which is difficult to define
and measure, there is no unanimous opinion so far, and because of this, we hope to let
entrepreneurs understand what hot topics are being discussed in the social responsibility
reports of the corporate sector today.

This study aims to provide a reference for companies to write CSR reports in the
future by asking, “What are U.S. companies talking about when they mention social
impact in their social responsibility reports?”.

This study extracts the 2020 CSR reports of S&P 1500 companies, analyzes only the
text related to the keyword “social impact,” and then identifies the corresponding themes
through the implied Dirichlet distribution. Most studies are very subjective in naming
the final themes, so this study also proposes a new method for naming the themes. In
sum, the research objectives that this study seeks to achieve are:1. Find out what U.S.
companies are talking about regarding social impact; 2. Find the theme using the implied
Dirichlet distribution. 3. Verify the results of the theme.
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This paper organized as follow: (1) Introduction: Research background, motivation
and purpose. (2) Related work: Review of scholars’ researches on social impact, corpo-
rate social responsibility, topic coherence and naming topic. (3) Research methodology:
Content of research process in this study. (4) Result analysis: Experimental results and
the discussion of the test results. (5) Conclusion and future research: Contribution of the
study, and possible future research direction is discussed.

2 Related Work

2.1 Social Impact

Most of the papers related to social impact are on social impact assessment (SIA), and
they develop new principles for SIA or indicate what needs to be done. For example,
Esteves et al. [7] argue that strengthening human rights impact assessment, social per-
formance standards, supply chain management, and local economic development will
increase the value of SIA to all stakeholders. Vanclay [8] argues that SIA needs to include
analyzing, monitoring, managing, and planning relevant policies or programs and any
social change processes resulting from these policies or programs.

Some studies have also examined what factors are associated with social impacts.
Mancini & Sala [9] proposed that the social impact of the mining industry focuses
on two indicators, human rights and the working environment. Das, Balakrishnan, &
Vasudevan [10] studied the social impact of alcohol in India and hoped that health and
safety stakeholders could develop effective prevention or treatment of alcohol-related
diseases. This shows that many fields have been studying its social impacts, such as
mining, healthcare, and even higher education (O’carroll, Harmon, & Farrell [11]),
which is evident in the importance of social impacts.

In order to provide scholars with a clear understanding of the current state of social
impact research, Rawhouser et al. [12] used top journals in the business field to determine
whether the abstracts and keywords of papers were representative of social impact and
used them as a sample to give companies some insights and suggestions. The difference
is that this study used the entire CSR report with the keywords of social impact as the
sample, which can better understand the hot topics related to social impact nowadays.

2.2 Corporate Social Responsibility

The first person to propose the concept of Corporate Social Responsibility (CSR) was
a British scholar, Sheldon [13]. Although his concept was not taken seriously at the
beginning, with the industrialization of Western countries, CSR has become one of the
most important issues in the world, and it has been paid more and more attention to and
importance by many countries.
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The extent to which companies benefit or harm social welfare is a growing concern,
and corporate behavior in this area is often referred to as Environmental, Social, and
Governance (ESG) or CSR (Gillan, Koch, & Starks [14]). Since ESG is derived from
CSR, the terms ESG and CSR are used interchangeably (Garcia, Mendes-Da-Silva, &
Orsato [15]). In order to strengthen sustainable development in Taiwan, in August 2020,
the FSC officially launched “Corporate Governance 3.0 - A Blueprint for Sustainable
Development” and officially revised the CSR report to “Sustainability Report” (Online
newspaper, 2021).

So, what else can CSR be measured besides donation figures, exposure, etc.? There
are already many international metrics, such as the Global Reporting Initiative (GRI),
the Dow Jones Sustainability Index (DJSI), and so on. Today, however, CSR is focused
on the idea of creating “shared value,” where a company’s role is to create value for its
shareholders and value for society, embodying a win-win proposition (Ali, Frynas, &
Mahmood [16]). However, many companies have deliberately participated in or orga-
nized CSR activities to build and enhance their corporate reputation to attract customers
Lai, Chiu, Yang, & Pai [17], which shows that companies have understood that CSR has
become increasingly important to them Hsu [18].

Scholars Gutsche, Schulz, & Gratwohl [19] studied the impact of CSR disclosure
and CSR performance on the firm value of S&P 500 companies from 2011 to 2014
and used two regressions to test the model and found that CSR performance related
to environmental governance was positively associated with firm value. Despite all the
CSR-related research mentioned above, no research has been conducted to examine
what is included in the ESG reports written by companies. What exactly does the social
impact issue include?

3 Research Methodology

This study aims to find out what companies in the S&P 15000 were talking about
regarding “social impact” by using LDA with the theme of “CSR/ESG report.“ For this
purpose, we first extracted the relevant text of the keyword “social impact” from the
collected reports manually, built an LDA model through a series of data pre-processing
to find the appropriate number of topics, adjusted the hyperparameters to improve the
topic consistency scores, and finally named the topics based on the results (Fig. 1).

Fig. 1. The Research Process
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3.1 Data Collection

The companies collected for this study were the S&P 1500 Index (S&P 15000), which
combined three indices, which are the S&P 500, S&P MidCap 400, and S&P SmallCap
600, covering approximately 90% of the market capitalization in the United States.
Since no regulation required all companies towrite ESG reports, this study collectedESG
reports froma total of 848 companies and focused on reports published in 2020.However,
reports are usually generated in the year after the reporting year (Goloshchapova et al.
[20]), so if the reports are published between January and June, we use the publication
date minus one year so that reports from the first half of 2021 was adopted.

The source of ESG reports collected by the Institute is mainly from Responsibili-
tyReports.com. This website has the latest and most complete list of ESG reports on
the Internet, such as sustainability reports, CSR reports, ESG reports, etc., and provides
users with free access to view and download them. If you can’t find a company’s report
on this website, you can go to each company’s website to download it.

3.2 Topic Coherence

Theconcept of topic coherencewasfirst introducedbyNewman,Lau,Grieser,&Baldwin
[21]. The topic coherence score is used to measure the semantic similarity between
words in a topic and to solve the problem that the LDA model does not guarantee its
interpretability in the output (Röder, Both, & Hinneburg [22]). Too low a k-value (total
number of topics) for the LDAoutput will result in too few topics or too broad ameaning,
while too high a value will result in topics that are uninterpretable or topics that are so
similarly repeated that they should ideally be merged. Therefore, choosing the right
number of topics is an important task.

There are many different measures of thematic coherence. This study provides a
more formal description based on the Cv Coherence Score formula proposed by Syed &
Spruit [23].

W ={W1, . . . ,WN }, W denotes the set of words, W ′ denotes one of the words and
W ′∈W ,W ∗ denotes all the words in the set andW ∗∈W pair to Si = (W ′ =w1), (W ∗ =w1,
w2,w3). If the probability of occurrence of twowords is higher, the normalized pointwise
mutual information (NPMI) will also be higher (Eq. 2). The consistency between wi, wj

is calculated by NPMI, that is, the first word and all the words in the topic to calculate
the NPMI to retain a vector (Eq. 1). If the meaning of the words is very similar, the
vector and the vector will have a higher score than each other (Eq. 3).
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In summary, Cv is divided into the following parts. Firstly, it splits the data into
many word pairs, calculates the probability of words or word pairs, calculates the vector
strength of words and word sets, and calculates the coherence score.

3.3 Naming Topic

The topic model is an unsupervised model that only classifies data through learning,
so most studies are very subjective about the final “naming” of the topic model. For
example, Guo, Barnes, & Jia [24] named the topic by the weight of keywords, or most
of the studies did not directly state how to “name” the topic but were named directly
by scholars (Alam, Ryu, & Lee [25]). Some studies did not name them but only labeled
them with “Theme 1”, “Theme 2,” etc. Therefore, this study proposes a new naming
method for the naming of theme models.

First of all, the keywords of each topic were distributed in two books about social
impact. These two books were recommended to me by Amazon.com on March 2, 2022,
after searching for “measure social impact”, and they are Social Return on Invest-
ment Analysis: Measuring the Impact of Social Investment (Palgrave Studies in Impact
Finance) published in 2018 and Social Return on Investment Analysis: Measuring the
Impact of Social Investment (Palgrave Studies in Impact Finance) published in 2014.
We then looked at the number of pages where the keywords were located and took the
intersection to find the consecutive page numbers from each book that best represented
each topic. After all, three researchers finished naming the topics, and we held a group
meeting to explain the origin and reasons for naming each topic and had a three-way
discussion.

4 Research Experiment

4.1 Results After Adjusting Parameters

The results are presented in the form of a table (Table 1) and a text cloud (Fig. 2).
The five words with the highest theme weight are “health,” “product,” “organization,”
“community,” and “impact.” When the number of topics is 5, and the hyperparameters
alpha and beta are 0.01 and 0.91, respectively, the score of topic consistency increases
from 0.369 to 0.482. Since this study intercepted paragraphs rather than full articles,
the score of thematic coherence would be lower than the general use of full text. From
the study of Syed & Spruit [23], we can see that the topic consistency scores of the two
datasets using article abstracts fall around 0.45−0.48. Then, we identified the keywords
representing each topic, compiled the number of pages representing each topic from the
two books mentioned in Sect. 3.3, and presented the following tables (Tables 2 and 3).
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Table 1. Keywords of each topic

Topics Keywords

1 health + student + safety + education + training + learn + worker + high +
initiative + stem

2 product + program + equity + industry + diversity + brand + inclusion + list +
consumer + commitment

3 organization + year + water + use + life + grant + total + economy + donation +
end

4 community + provide + work + support + employee + opportunity + effort +
partner + focus + need

5 impact + environmental + social + economic + report + stakeholder + business +
issue + company + topic

Fig. 2. Word Cloud of each topic

Table 2. Keywords of each topic within the page of《Social Return on Investment Analysis:
Measuring the Impact of Social Investment (Palgrave Studies in Impact Finance)》

Keywords Page

health + student + safety + education + training + learn + worker + high
+ initiative + stem

p. 333−345

product + program + equity + industry + diversity + brand + inclusion +
list + consumer + commitment

p. 352−365

organization + year + water + use + life + grant + total + economy +
donation + end

p. 77−83

community + provide + work + support + employee + opportunity +
effort + partner + focus + need

p. 128−131

impact + environmental + social + economic + report + stakeholder +
business + issue + company + topic

p. 19−25,
p. 200−210
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Table 3. Keywords of each topic within the page of《Measuring and Improving Social Impacts:
A Guide for Nonprofits, Companies, and Impact Investors》

Keywords Page

health + student + safety + education + training + learn + worker + high
+ initiative + stem

p. 55−60

product + program + equity + industry + diversity + brand + inclusion +
list + consumer + commitment

p. 35–43

organization + year + water + use + life + grant + total + economy +
donation + end

p. 70–73

community + provide + work + support + employee + opportunity +
effort + partner + focus + need

p. 195 –199

impact + environmental + social + economic + report + stakeholder +
business + issue + company + topic

p. 98 –102

4.2 Results of Topic Naming

After compiling the page numbers according to Tables 2 and 3, respectively, against the
text in the two books, the keywords were collated together with the keywords to the
researchers (Fig. 3). Table 4 shows the results of naming the five themes by the three
researchers, and the overall agreement rate of the naming results was 86.7%. The final
naming of each theme is described below.

Fig. 3. Organized reference with keywords and inner texts
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Table 4. Results of naming the five themes by the three researchers

Topics Researcher 1 Researcher 2 Researcher 3

1 Promote Health
Education

Helps Education Talent Cultivation

2 Brand Equity Brand Equity Brand’s Commitment
to Products

3 Water Economy Water–Energy–Food–Ecosystem
Nexus

Life Cycle Pollution
to Water Resources

4 Community
Advocate

Elderly Community Support Service Human Rights and
Community Functions

5 Social Business Impact Investing Management Major themes in the
report

Topic 1 is named “Safety and Health Initiatives in Education,” which is named
for education for the disadvantaged but not for education in general. More and more
companies are now actively promoting education in rural areas. Education is the key to
fostering a culture of safety and health and the strength of vulnerable children to stay
safe and healthy in their homes, schools, communities, and even in the workplace in the
future. However, raising children in remote areas is a difficult task. In some backward
countries, child labor is still a problem, so some programs focus on protecting the safety
and health of working children (Carothers, Breslin, Denomy, & Foad [26]) so that their
working conditions and quality of life can be improved. The idea that children need to
learn to stay safe and healthy can be overwhelming, so companies can teach children
basic health and safety concepts and good eating and activity habits when implementing
corporate social responsibility activities.

Topic 2 is named “Brand Equity.” One of a company’s most valuable assets is its
brand, which has the ability to influence consumer behavior and provide its owners
with the assurance of future sustainable revenue. Customer perception often plays an
important role in a company because of its ability to attract new customers and retain
existing ones. Relatively speaking, companies have the ability to control and build factors
that are relevant to customers’ perceptions of their brands. In 2014, Nielsen global
corporate social responsibility report conducted a global survey on CSR. It is clear from
the survey that consumers clearly and positively state that branding is one of the factors
that influence purchasing decisions and that it not only helps to increase brand share but
also has the potential to have a positive impact on our society. A study by Iqbal, Qureshi,
Shahid, & Khalid [27] also found a strong correlation between CSR and brand equity
and that companies that invest in CSR activities tend to have good consumer loyalty.

Topic 3 is named “Water Economy.” Kofi A. Annan, Secretary General of the United
Nations, has said, “The fierce competition for freshwater could become a source of
conflict or war in the future.” Water is closely related to many sources of energy, even
agricultural irrigation, industrial and ecological development, etc. Water is also needed,
and the quality of water has a great impact on human health. Water is also essential to
maintain livelihoods, whether for direct consumption or as an input for production; it is
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used in almost all aspects of life. Therefore, the management, supply, and distribution
of water resources is already an important global issue. Some companies may discharge
industrial wastewater into neighboring rivers for their own convenience. Even some
backward countries do not take special care of their rivers, so the whole river is dirty.
However, rivers are the most important source of fresh water and have great significance
for regulating the environment. A study byKabir [28] has indicated that improving water
pollution in rivers has a positive impact on humans, the environment, and the ecosystem.

Topic 4 is named “Community-based Supports and Services (CBSS).” CBSS are
designed to help older adults living in the community stay safely at home and delay or
prevent hospitalization (Siegler, Lama, Knight, Laureano, & Reid [29]). CBSS provides
specific resources for older adults, including health programs, educational programs on
health and aging, and housing, financial, and home security, among others, so that older
adults are not neglected and forgotten by society. Yusriadi [30] also studied that the
implementation of social services in the community can increase the income of families
and thus improve their quality of life. It can be seen that these services have a positive
impact on society, and there are now many companies, both domestic and foreign, that
invest in long-term or short-term community services or create projects. Some even
recruit colleagues and relatives to serve as volunteers, so those in need in the community
can receive appropriate care.

Topic 5 is named “Social Business.” There is no single definition of “Social Busi-
ness,” but Nobel Peace Prize Winner Muhammad Yunus proposes the most prominent
one. He defined social business as a type of enterprise whose goal is to solve social, eco-
nomic, and environmental problems affecting human beings, such as disease, hunger,
pollution, etc. It is a non-profit organization. Social business has now become increas-
ingly international, and the main reason for driving the corporate world into the inter-
national arena is the desire to create social impact (Misbauddin & Nabi [31]). Social
businesses can help the poor provide funds and services they would otherwise not be
able to afford and help them get a job. In recent years, companies have also realized that
in the long run, investing in social enterprises can be effective in enhancing their image
and even attracting more loyal customers.

5 Conclusion and Future Research

First, in order to understand the hot topics of social impact in U.S. companies, this study
identified five themes through LDA. The five key themes are “Safety and Health Ini-
tiatives in Education,” “Brand Equity,” “Water Economy,” “Community-based Supports
and Services,” and “Social Business.” The score of coherence also increased from 0.369
to 0.482.

According to Corporate Knights’ list of the top 100 sustainable companies in the
world by 2021, only one company from Taiwan is included, and the top 10 are mostly
companies from Europe and the US. We can see that Taiwan still has much room for
improvement in this area. We hope to use the results of the five themes analyzed above
as a reference for companies writing their ESG reports..

Nowadays, companies are looking at CSR/ESG as more than just an obligation or
a responsibility; they are increasingly considering and even integrating it with their
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business strategies. Although ESG reporting is not entirely voluntary, and a large part
of it is due to government regulations, it is a good start to familiarize listed companies
with sustainability information.

As social impact issues develop rapidly, the topics discussed by companieswill likely
change in the next five years. In addition, since this study is based on companies in the
United States, companies in different countries may need to pay more attention if they
want to use the data. Therefore, the data collected in this study are subject to regional
and time constraints.

The data used for this study is the S&P 1500 ESG report to find the impact issues. It
may be possible to use some of themore representative social impact-relatedwebsites for
this study, which may yield other findings that can be used as future recommendations.
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Abstract. We have coped with rule generation from tables (or informa-
tion systems) and extend this framework to that from different types of
data, like heterogeneous, uncertain, time series, clustered, etc. For this
new framework, we use the term ‘rule learning’ instead of ‘rule genera-
tion.’ We newly specify descriptors, which take the role of words in data
sets, and we define a DbIS (Descriptor-based Information System) Ω as
the unified format for different data types. We prove one DbIS Ω is con-
vertible to one NIS (Non-deterministic Information System), where we
realized the NIS-Apriori system. Thus, we can obtain rules via DbIS and
the NIS-Apriori system. Furthermore, we merge two DbISs Ω1 and Ω2 to
one Ω1,2 using missing values, and we can inductively merge any num-
ber of DbISs. We also estimate some missing values by the self-obtained
certain rules and consider the application of DbIS to big data analysis.

Keywords: rule learning · different types of data · the Apriori
algorithm · uncertain data

1 Introduction

At the IUKM conference, topics like the manipulation, management, the usage,
etc. of uncertain information, are focused on. We also coped with rule generation
from tables and combined the rough sets based concepts [11,17] with the Apriori
algorithm [1] to realize the rule generator from several data sets with uncertainty.
We simply call it NIS-Apriori-based Rule Generation [9,13,14]. We enumerate
its property below:

1. Generally, a rule τ from a table is a logical implication that satisfies some con-
straints. To handle rules from a table with incomplete information, we newly
defined a certain rule and a possible rule based on possible world semantics
[6,8].
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2. The number of the possible world increases exponentially. Therefore the cal-
culation of two types of rules seemed to be difficult. For this issue related
to the exponential order problem, we proved some propositions and gave a
solution. Thus, we can now handle certain rules and possible rules.

3. The NIS-Apriori algorithm preserves the logical property. This algorithm only
generates every logical implication, which is defined as a rule (soundness).
This algorithm does not miss any logical implication, which is defined as a
rule (completeness). Namely, this algorithm is sound and complete for defined
rules. We implemented this algorithm in Python [5] and SQL [14], respec-
tively.

Let us consider Fig. 1 to clarify the purpose of this research. Our previous
research (surrounded by dotted lines) handled rules from one table data set with
uncertainty [16]. However, rules from different types of data sets (not in the form
of a categorical table) will be helpful for decision support. We extend the previous
rule generation framework and propose the new framework in Fig. 1. We use the
term ‘rule learning’ [3,18,19] instead of ‘rule generation’. The definition of a
Descriptor-based Information System (DbIS) Ω in Fig 1 is a unified framework
of different types of data with uncertainty. We advance the preliminary research
[16] and cope with the merging process of different types of data.

Fig. 1. The overview of rule learning from different types of data sets with uncertainty
via DbIS. We handled a preliminary and similar figure in [16].

This paper is organized as follows. In Sect. 2, we briefly survey the previous
research. In Sect. 3, we show a simple example and the definition of DbIS Ω,
which is a unified format for handling rules from different types of data sets with
uncertainty. We clarify the relation between DbIS, NIS, and NIS-Apriori-based
rule generation. In Sect. 4, we discuss the merging procedure for two DbISs. In
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Sect. 5, we show one method to estimate missing values in rule learning. The self-
obtained certain rules may estimate such missing values. In Sect. 6, we consider
an issue on discretization and descriptors for big data analysis. In Sect. 7, we
summarize the framework of rule learning based on several different types of
data.

2 Preliminary and Background of Research

Table 1 is a simple table. We term such a table as a Deterministic Information
System (DIS) [11]. To handle information incompleteness, missing values ‘?’ in
Table 2 was considered [4]. If we replace each ‘?’ with a set of all possible values,
we have a Non-deterministic Information System (NIS) [8,10] in Table 3.

Table 1. An exemplary DIS ψ for five persons.

OB P Q R S Dec

p1 3 1 2 2 a

p2 2 2 2 1 a

p3 1 2 2 1 b

p4 1 3 3 2 b

p5 3 2 3 1 c

Table 2. An exemplary NIS Φ with miss-
ing value ‘?’. ‘?’ is one of 1, 2, 3.

OB P Q R S Dec

p1 3 ? 2 2 a

p2 2 {2, 3} 2 ? a

p3 ? 2 2 {1, 2} b

p4 1 3 3 2 b

p5 3 2 3 ? c

Table 3. An exemplary NIS Φ. Each ‘?’
is replaced with a set {1, 2, 3}.

OB P Q R S Dec

p1 3 {1, 2, 3} 2 2 a

p2 2 {2, 3} 2 {1, 2, 3} a

p3 {1, 2, 3} 2 2 {1, 2} b

p4 1 3 3 2 b

p5 3 2 3 {1, 2, 3} c

In Table 1, we see logical implications [P, 3] ⇒ [Dec, c] from p5 and [R, 3] ∧
[S, 2] ⇒ [Dec, b] from p4. A pair of the attribute and its value is termed a
‘descriptor’. For example, [P, 3] and [Dec, c] are descriptors. Each logical impli-
cation consists of descriptors. Generally, a rule is defined as follows [1,11,17].

1. For τ : ∧i[Ai, vi] ⇒ [Dec, v], if τ satisfies below for given threshold values α
and β (0 ≤ α, β ≤ 1.0), we see this logical implication τ as a rule.
support(τ)=| ∧i Obj([Ai, vi]) ∩ Obj([Dec, v])| / |OB| ≥ α,
accuracy(τ)=| ∧i Obj([Ai, vi]) ∩ Obj([Dec, v])| / | ∧i Obj([Ai, vi])| ≥ β.
Here, Obj([A, v]) for a descriptor [A, v] and |S| for a set S mean a set of
objects satisfying [A, v] and the cardinality of S, respectively. For example,
support(τ)=2/5 and accuracy(τ)=2/3 for τ : [R, 2] ⇒ [Dec, a] from p1. If
| ∧i Obj([Ai, vi])|=0, we define accuracy(τ)=0.
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2. If we fix threshold values in DIS, all rules are internally fixed. Rule generation
means to obtain all rules. (We often handle a logical implication with the
minimal condition part.)

In NIS Φ, we have one DIS by replacing a set of attribute values with an
element of the set. We term such a DIS a ‘derived DIS’ from NIS. We define
DD(Φ)={ ψ | ψ is a derived DIS from Φ} and rules below:

1. A certain rule τ , which is a rule in each of ψ ∈ DD(Φ).
2. A possible rule τ , which is a rule in at least one ψ ∈ DD(Φ).

In the above Φ, the number of elements in DD(Φ) increases in the exponential
order. In the Mammographic data set [2], the number exceeds more than 10100.
Due to the number of derived DIS, realizing a rule generation system from NIS
seemed to be hard. However, we gave one solution to this problem [13,14] and
implemented some software tools. Some execution videos are in [15].

3 An Example and the Mathematical Framework

Let us consider the following example for defining DbIS Ω.

Example 1. In a table data set, like Table 1, we implicitly employ the pair
[attribute,value] as a descriptor. If we employ such descriptors in Table 4, the
support value will be low. We need to specify descriptors for generating rules.

Table 4. An additional table with weight and height for eight persons.

OB p1 p2 p3 p4 p5 p6 p7 p8

weight 50 60 65 65 70 75 80 85

height 165 170 172 175 170 172 183 187

1. Case 1: We specify descriptors below:
[weight, light] (supported by p1),
[weight, normal] (supported by p2, p3, p4, p5),
[weight, heavy] (supported by p6, p7, p8).

Due to this specification, we can have one DIS from Table 1 and Table 4. In
this case, the implemented software tool generated two additional rules for
the constraint accuracy ≥ 1.

[weight, light] ⇒ [Dec, a] (supp(ort)=0.2, acc(uracy)=1.0),
[P, 3] ∧ [weight, normal] ⇒ [Dec, c] (supp=0.2, acc=1.0).
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2. Case 2: We specify descriptors below:
[weight, light] (supported by p1, p2, p3, p4),
[weight, heavy] (supported by p6, p7, p8).

This binary specification is simple, but the assignment of p5 becomes uncer-
tain. We think that p5 possibly supports [weight, light] and p5 possibly sup-
ports [weight, heavy]. Due to this specification, we can have one NIS Φ with
an attribute weight. In this case, |DD(Φ)|=2, and the implemented software
tool generated two additional possible rules for the constraint accuracy ≥ 1.

[weight, heavy] ⇒ [Dec, c] (max supp=0.2, max acc=1.0),
[P, 3] ∧ [weight, light] ⇒ [Dec, a] (max supp=0.2, max acc=1.0).

Here, max supp and max acc are the maximum values of support and
accuracy for two derived DISs in DD(Φ).

3. Two cases explained the relation between the specification of descriptors, DIS
and NIS. In Case 1, there is no information incompleteness, and we have an
equivalence class over a set OB={p1, p2, p3, p4, p5} for each descriptor. On
the other hand, there is information incompleteness in Case 2. We uniformly
handle such information by two sets inf (certain information) and sup (pos-
sible information). Such two sets are variations of the equivalence classes (or
granulated information in [7,12]).
In Case 1,
inf([weight, light])={p1}, sup([weight, light])={p1}.
inf([weight, normal])={p2, p3, p4, p5},
sup([weight, normal])={p2, p3, p4, p5}.
If there is no information incompleteness, inf=sup holds.
In Case 2,
inf([weight, light])={p1, p2, p3, p4}, sup([weight, light])={p1, p2, p3, p4, p5}.
inf([weight, heavy])={}, sup([weight, heavy])={p5}.

4. In table data sets, we implicitly handled every descriptor [A, valA]. By speci-
fying descriptors and inf , sup, we handle information from different types of
data sets with uncertainty.

Remark 1. We have to pay attention to two sets inf and sup.

1. Generally, inf([A, valA]) ⊂ sup([A, valA]) should hold for every descriptor
[A, valA]. The equation inf([A, valA])=sup([A, valA]) should also hold if there
is no information incompleteness.

2. ∪valAinf([A, valA])=OB may not hold, and there may be (sup([A, valA]) ∩
sup([A, val′A])) 
= ∅. Namely, {inf([A, valA])} for the attribute A may not be
a set of equivalence classes. The same holds for {sup([A, valA])}.

3. We may have contradiction for inappropriate inf([A, valA]) and sup([A,
valA]). For example, we have contradiction, if x ∈ inf([A, valA]) ∩ inf([A,
val′A]) (the value of x is certainly valA and certainly val′A). We also have
contradiction, if x 
∈ ∪valAsup([A, valA]) (there is no value of x). To keep
consistency in Fig. 1 and DbIS, we consider the constraints for inf([A, valA])
and sup([A, valA]). The constraints are specified in Definition 1.
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We move to the mathematical framework of DbIS Ω. To handle rules from
every data set, we at first clarify descriptors. Therefore, we propose a DbIS
(Descriptor based Information System) in addition to DIS [11] and NIS [8,10].

Definition 1. A Descriptor-based Information System DbIS Ω

Ω = (OB,AT ∪ {Dec}, {DESC(A)|A ∈ AT ∪ {Dec}},Mappings(inf, sup))

consists of the following:

1. A finite set OB of objects.
2. A finite set AT of attributes. Here, Dec is a decision attribute.
3. A finite set DESC(A)={[A, valA]|A : attribute} of descriptors for the

attribute A. The cardinality |DESC(A)| is more than 2. A finite set V ALA

of attribute values for A is defined as ∪[A,valA]∈DESC(A){valA}.
4. Two mappings inf : DESC(A) → 2OB and sup : DESC(A) → 2OB below:

(4-a) inf([A, valA]) ⊆ sup([A, valA]), or sup([A, valA])=inf([A, valA]) ∪
diff([A, valA]) for diff([A, valA])=sup([A, valA]) \ inf([A, valA]).

(4-b) inf([A, valA]) ∩ sup([A, val′A])=∅ for any val′A (valA 
= val′A).
(4-c) ∪[A,valA]∈DESC(A)sup([A, valA])=OB for every A ∈ AT ∪ {Dec}.
(4-d) For each x ∈ diff([A, valA]), at least a distinct descriptor [A, val′A]

satisfies x ∈ diff([A, valA]) ∩ diff([A, val′A]).

The preliminary research on Definition 1 is in [16]. From now, we will prove
that we can convert DbIS Ω to NIS Φ. We can easily show the converse also
holds. Namely, DbIS and NIS are convertible. This property is stated in Fig. 1.

Lemma 1. Let us consider DbIS Ω and a set
ATV al(x,A)={valA | [A, valA] ∈ DESC(A), x ∈ sup([A, valA])}.
Then we have the following assertions.
(1) ATV al(x,A)={valA}, if x ∈ inf([A, valA]) for one [A, valA] ∈ DESC(A).
(2) ATV al(x,A) consists of more than two elements, if x 
∈ inf([A, valA]) for
any [A, valA] ∈ DESC(A).
(Proof)
(1) Due to (4-a), inf([A, valA]) ⊆ sup([A, valA]) holds. Therefore,
x ∈ inf([A, valA]) concludes x ∈ sup([A, valA]). This x 
∈ sup([A, val′A]) for any
val′A due to (4-b). Thus, this x is an element of only sup([A, valA]), and we
conclude ATV al(x,A)={valA}.
(2) Each object x is an element of at least one sup([A, valA]) due to (4-c).
Since x 
∈ inf([A, valA]) for any [A, valA], x ∈ diff([A, valA]). Due to (4-d),
x ∈ diff([A, val′A]) holds for one val′A. Namely, x ∈ sup([A, val′A]) is derived.
Thus, we conclude {valA, val′A} ⊆ ATV al(x,A), and ATV al(x,A) consists of
more than two elements.

Proposition 1. The following holds.
(1) Every DbIS Ω can be converted to one NIS.
(2) The converse also holds, namely, NIS Φ can be converted to one DbIS.
(Proof)
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(1) Two sets OB and AT are given in DbIS Ω. V ALA=∪[A,valA]∈DESC(A){valA}
is a set of attribute values of A. For each descriptor [A, valA] ∈ DESC(A), we
have a set ATV al(x,A) of attribute values by Lemma 1. Namely, we can assign
a set of attribute values to each pair x ∈ OB and A ∈ AT . We can see that this
assignment defines a table of NIS.
(2) For NIS, like Tables 2 and 3, two sets OB and AT are given. A descriptor
[A, valA] is naturally defined by each attribute A ∈ AT and valA ∈ V ALA.
Two mappings, inf and sup, are defined by certain information and possible
information, like Example 1. We can easily prove the constraints (4-a) to (4-d)
based on the definition of inf and sup. Thus, we can convert one NIS into one
DbIS.

Remark 2. The following is a summary of Sect. 3.

1. DbIS Ω is a unified format for rule generation from different types of data sets
with uncertainty. The constraints (4-a) to (4-d) on inf and sup are necessary
for keeping consistency of information.

2. Due to Proposition 1, we can convert DbIS to NIS, and the converse also
holds.

3. In NIS, we can apply NIS-Apriori-based rule generation. Therefore, we can
handle rules from different types of data sets with uncertainty via DbIS and
NIS-Apriori-based rule generation.

4 Rule Learning from Two Different Types of Data Sets
with Uncertainty

This section considers the merging procedure for two data sets. We repeatedly
apply this procedure and have one DbIS combining several different types of
data sets.

Example 2. In Example 1, let us consider the next case.
Case 3: In Case 1, we suppose Table 4 consists of p1, p2, p3. Then, we have the
following.
ATV al(p1, weight)={light}, ATV al(p2, weight)={normal},
ATV al(p3, weight)={normal}.
However, there is no information for p4 and p5. In this case, we employ non-
deterministic information (a kind of missing value) and have
ATV al(p4, weight)={light, normal, heavy},
ATV al(p5, weight)={light, normal, heavy}.
Table 5 shows one merged NIS from Table 1 and Case 3. Non-deterministic infor-
mation and missing values play an important role in merging data sets.

Definition 2. For DbIS Ω1=(OB1, AT1 ∪ {Dec}, {DESC(A)}, (inf1, sup1)),
and another DbIS Ω2=(OB2, AT2, {DESC(A)}, (inf2, sup2)), we add informa-
tion in Ω2 to Ω1 and have Ω1,2. We do not change the set OB1 here.
(1) If OB1=OB2, we have the following DbIS Ω1,2.
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Ω1,2=(OB1, AT1 ∪ AT2 ∪ {Dec}, {DESC(A)}, (inf1 ∪ inf2, sup1 ∪ sup2)).
(2) If OB1 
= OB2, we assert additional information to each x ∈ OB1∩OB2 and
add a missing value ? or non-deterministic information to each x ∈ OB1 \OB2,
like Table 5.

Table 5. One merged NIS from Table 1 and Case 3 using non-deterministic information.

OB P Q R S Dec weight

p1 3 1 2 2 a {light}
p2 2 2 2 1 a {normal}
p3 1 2 2 1 b {normal}
p4 1 3 3 2 b {light, normal, heavy}
p5 3 2 3 1 c {light, normal, heavy}

For the merged data set Ω1,2 in Definition 2, we apply Proposition 1 and
have one NIS via DbIS. Table 6 is the corresponding NIS from Table 2 and Case
2 in Table 4. Using the NIS-Apriori rule generator, we can have rules in Fig. 2
from Table 6. This execution is one example of rule learning in Fig. 1.

Table 6. One NIS from Table 2 and Case 2 in Table 4.

OB P Q R S Dec weight

p1 3 ? 2 2 a {light}
p2 2 {2, 3} 2 ? a {light}
p3 ? 2 2 {1, 2} b {light}
p4 1 3 3 2 b {light}
p5 3 2 3 ? c {light, heavy}

In Fig. 2, the attribute value for p3 and P affects τ1 : [P, 1] ⇒ [Dec, b]. There
are two cases. The values are 1 and others. If the value is 1, τ1 occurs twice with
no contradiction. If the value is other, τ1 occurs one time and no contradiction.
Namely, min supp=1/5 and min acc=1.0. The NIS-Apriori-based software does
not handle all possible cases, but it calculates the same value as the exhaustive
calculation [13,14].

The attribute value for p5 and weight affects τ2 : [weight, heavy] ⇒ [Dec, c].
There are two cases. The values are light and heavy. If the value is light, τ2
does not occur. If the value is heavy, τ2 occurs one time and no contradiction.
Namely, max supp=1/5 and max acc=1.0.
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Fig. 2. The obtained certain rules (left side, min supp ≥ 0.1 and min acc ≥ 0.7) and
possible rules (right side, max supp ≥ 0.1 and max acc ≥ 0.7) from Table 6.

Fig. 3. The obtained certain rules (upper side, min supp ≥ 0.1 and min acc ≥ 0.6)
and estimation of the attribute value (lower side) of p4 and p5.

5 Missing Value Estimation in Rule Learning

In Example 2, we used non-deterministic information for merging two data sets
and had Table 5. In this case, we may impute missing values. We show this idea
using an example.
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Example 3. We continue Example 2. In Table 5, we can apply the NIS-Apriori-
based rule generator to this table. We have some rules if we fix the attribute
weight as the decision attribute. Certain rules are the most credible rules. In
Fig. 3, the upper part shows obtained rules, and the lower part does the estimated
values. No certain rule matches the object p5. Since certain rules 14 and 15 match
the object p4, we impute its missing value by the decision part [weight, normal].
The total process took about 0.004(sec). The correctness of the imputed value
depends on the minsupp and minacc values. If we have a weak condition, our
software tool estimates most missing values, but the correctness will decrease.
Our tool estimates fewer missing values if we have a strong condition, but the
correctness will increase. This method needs no additional information, and the
self-obtained certain rules estimate missing values. This missing value estimation
method will be a new functionality for handling several data sets. We are also
coping with this issue because rules from different types of data sets and missing
values are closely related.

6 An Issue on Discretization and Descriptors for Big
Data Analysis

This section focus on the Wine Quality data set [2]. The number of objects is
4898. There are 11 condition attributes and one decision attribute quality. The
attribute value of quality is a score between 0 and 10. Since each of the 11
condition attributes is a continuous value, we divided each attribute value into
three classes, i.e., small, medium, and large. Figure 4 shows a part of them. The
first object in Fig. 4 with the 91 times frequency (the last element in the list)
represents each object in Fig. 5.

The 4898 objects are reduced to the representative 564 objects. We do not
consider 4898 objects with the one-time frequency but 564 objects with each fre-
quency. We consider the following DbIS derived from the Wine Quality data set.

1. The reduced distinct 564 objects from 4898 objects, the same attribute.
2. DESC(A)={[A, small], [A,medium], [A, large]} for each condition attribute,

and DESC(quality)={[quality, 0], [quality, 1], · · · , [quality, 10]} for decision
attribute.

Fig. 4. Four tuples of discretized objects. The first tuple represents the 91 objects (the
last value in the list). The third tuple represents 146 objects.
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Fig. 5. Each of 91 objects are reduced to the first tuple in Fig. 4.

3. A pair of two sets (inf(d), sup(d)) (d ∈ DESC(A)) is defined by the dis-
cretization. Here, sup(d)=inf(d) holds for every descriptor d. We consider
new 564 objects with each frequency, like in Fig. 4.

We compared the execution times for 4898 objects and 564 objects. The
former took 13.366 (sec), and the latter took 10.963 (sec). The latter is about
82% of that of the former. Of course, the two programs generated the same rules.

In the Htru2 data set [2], 17898 objects are reduced to 144 objects. One
discretized object represents 4431 objects. We do not need to handle 4431 objects
sequentially. It is enough for us to slightly change the definition of support and
accuracy with a frequency. For the condition support ≥ 0.001 and accuracy ≥
0.7, the execution time of 1.720 (sec) is reduced to 0.198 (sec). The latter is
about 10% of that of the former. This property will help reduce the objects in
big data sets. Like this, the DbIS framework will also be helpful for big data
analysis.

7 Concluding Remarks

We previously coped with rule generation from tables with uncertainty. Each
rule consists of descriptors. In tables, we implicitly used a pair [A, valA] of an
attribute and its attribute value as a descriptor. To handle different types of data
sets, we should specify descriptors for rules, and then we can consider rules from
different types of data sets. DbIS Ω in Definition 1 proposed this consideration.
Fortunately, we can convert DbIS to NIS, where we implemented several software
tools. Thus, we can obtain rules from different types of data sets via DbIS and
NIS.

As shown at the lower-right part of Fig. 1, we handle rule generation, the
merge process, missing value estimation, and big data analysis. We will extend
our previous research to learning from different types of data sets.
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Abstract. The discovery of frequent generators of high utility itemsets (FGHUIs)
holds great importance as they provide concise representations of frequent high
utility itemsets (FHUIs). FGHUIs are crucial for generating nonredundant high
utility association rules, which are highly valuable for decision-makers. However,
mining FGHUIs poses challenges in terms of scalability, memory usage, and
runtime, especially when dealingwith dense and large datasets. To overcome these
challenges, this paper proposes an efficient approach for mining FGHUIs using a
novel lower bound called lbu on the utility. The approach includes effective pruning
strategies that eliminate non-generator high utility branches early in the prefix
search tree based on lbu, resulting in faster execution and reduced memory usage.
Furthermore, the paper introduces a novel algorithm,MFG-HUI, which efficiently
discovers FGHUIs. Experimental results demonstrate that the proposed algorithm
outperforms state-of-the-art approaches in terms of efficiency and effectiveness.

Keywords: Frequent high utility itemset · Generators · Upper bound · Weak
upper bound · Lower bound · Pruning strategy

1 Introduction

High utility itemset mining (HUIM) from quantitative datasets plays a crucial role in
data mining. It aims to discover itemsets with high utility (HUI) and finds applications
in diverse areas, such as analyzing user behavior in online stores, studying biomedical
data, and cross-marketing [9, 15]. Developing efficient algorithms for HUIM is a non-
trivial task because the utility function u does not adhere to the anti-monotonic (AM)
property, which is a powerful characteristic for reducing the search space in frequent
itemsetmining. To address this issue, researchers have developed upper bounds (UBs) on
u that satisfy theAM and are greater than or equal to the actual utility values. These UBs
are valuable for pruning low utility itemsets (LUIs) efficiently and reducing the search
space in HUIM. The first UB, known as TWU (transaction weight utility), was proposed
for the Two-Phase algorithm [10] and has been adopted by various HUIM algorithms
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such as GPA [7] and UP-Growth + [17]. The second UB, called feub, was introduced in
[9] and is tighter than TWU. Other algorithms [6,12,1] have also utilized feub. . More
recently, a weak upper bound (WUB) named fwub was presented in [2], which is even
tighter than feub and enables early pruning of additional low utility itemsets.

A key limitation of HUIM is the potential for a large result set, HUI, consisting of
all high utility itemsets. This is particularly true for dense datasets, low minimum utility
thresholds [18], or large-scale data, leading to computational complexity and significant
memory requirements. Moreover, the extensive set of HUIs can complicate decision-
making analysis for users. To address this, the paper focuses on discovering the set
FGHUI of frequent generators of HUIs (FGHUI) [14,13], which serves as a concise
representation of HUI. The FGHUI set has several advantages: it has a smaller size
compared to FHUI (frequent HUIs), making them easier to discover, requiring less
storage space, and simplifying analysis.FGHUI aligns with the Minimum Description
Length principle [8], representingminimal patterns in equivalence classes, where FHUIs
share the same support and appear in the same transactions. Additionally, combining
FGHUIs with frequent closed HUIs allows for generating non-redundant high utility
association rules, which aids decision-making [14,11].

Despite the desirability of discovering FGHUIs, only a few algorithms have been
proposed for this task [12, 13] [20]. However, these algorithms exhibit poor perfor-
mance, especially when dealing with large databases or lowminimum utility thresholds.
Additionally, the concept of generator patterns utilized in HUG-Miner [4] is impractical
because it can result in an empty set of generators for HUIs, rendering it impossible to
generate high utility association rules by combining them with closed HUIs. To tackle
these challenges, this study introduces the concept of FGHUIs, which is more practical
and valuable. Furthermore, an efficient algorithm is developed to directly mine FGHUIs
from the dataset, demonstrating superior runtime, memory consumption, and scalability.

Contributions. The key contributions of this paper are as follows. Firstly, an efficient
method is proposed for constructing the FGHUI set accurately and completely, reduc-
ing the computational burden of checking itemset inclusion relations. Secondly, a novel
lower bound (LB) named lbu is introduced, along with a general pruning strategy for
non-generator FHUI branches. Thirdly, two novel pruning strategies,P-NonGenHUI and
LP-NonGenHUI, are developed to early prune itemset branches in the prefix tree that
do not contain FGHUIs. A novel algorithm, MFG-HUI, is also presented to efficiently
discover FGHUI using these strategies. Experimental evaluations on real-life and syn-
thetic datasets demonstrate that the proposed algorithm outperforms state-of-the-art
approaches in terms of execution time, memory usage, and scalability.

The rest of this paper is structured as follows. Section 2 introduces the concepts and
notations necessary for discovering FGHUIs. Section 3 details new theoretical results
and algorithm. The results of the experiments conducted are discussed in Sect. 4. The
paper concludes with Sect. 5.

2 Preliminaries and Problem Definition

This section presents fundamental concepts and notations related to the task of mining
frequent and high utility itemsets.
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Definition 1. (Quantitative database). Let A def= {aj, j ∈ J
def= {1, 2, . . . ,M }} be a finite

set consisting of distinct items and A ⊆ A be a subset of A. If A contains exactly
k items, then it is referred to as a k-itemset. Without loss of generality, assume that
the items within each itemset are sorted in a total order ≺ (e.g., lexicographical). The

profit vector P def= (p(aj), j ∈ Jandp(aj) > 0) represents the external utility of all items
in A, where p(aj) denotes the relative importance of item aj, such as its unit profit,
price, weight, or other factors. A q-item is a pair (a, q), where a is an item from A
and q is a non-negative integer representing the purchase quantity or internal utility

of item a. .. A quantitative database (QDB) D is a collection of transactions, D def=
{Ti, i ∈ I

def= {1, 2, . . . ,N }}, where each transaction Ti, defined as Ti def= {(aj, qij), j ∈ Ji}
including a set of q-items, is uniquely identified by TID (e.g., TID = i) and Ji is an
index subset of J , Ji ⊆ J . The utility of a q-item (a, q), denoted as u((a, q)), is defined
as u((a, q))

def= q× p(a). Intuitively, it is the amount of profit yielded by the sale of item
a in the transaction where the q-item (a, q) appears. Table 1.a presents an example of
a QDB, where P = (p(a) = 15, p(b) = 2, p(c) = 1, p(d) = 3, p(e) = 2, p(f ) = 50),
and Table 1.b shows an integrated QDB D′ resulting from combining D and P , i.e.

D′ def= {T ′
i

def= {(aj, q′
ij), j ∈ Ji}, Ji ⊆ J , i ∈ I}, where q′

ij = qij ∗ p(aj) if (aj, qij) ∈ T i

(otherwise, q
′
ij = 0), ∀i ∈ I , j ∈ J .

Table 1a. A QDB D

TID a b c d e f

T1 0 0 0 0 12 0

T2 0 4 10 30 0 100

T3 45 4 2 6 8 50

T4 0 10 3 12 0 0

T5 0 0 0 0 0 100

Table 1b. The integrated QDB D′

TID a b c d e f

T1 0 0 0 0 6 0

T2 0 2 10 10 0 2

T3 3 2 2 2 4 1

T4 0 5 3 4 0 0

T5 0 0 0 0 0 2

Running Example. Hereafter, the integrated QDBD′ will serve as a running example.
For brevity, the paper uses bd as a shorthand notation for the itemset {b, d}.
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Table 2. Characteristics of datasets.

Dataset #Trans.(D) #Items (N) Avg trans. Len (T) Density (T*100/N %)

Chess 3,196 75 37 49.33

Connect 67,557 129 43 33.33

Mushroom 8,124 119 23 19.33

Pumsb 49,046 2113 74 3.50

BMS 77,512 3,340 4.62 0.14

T10I4N900D100K 100,000 900 9.1 1.01

Definition 2 (Itemset support). The support of an itemset A, denoted as supp(A), is
given by the count of transactions in the QDBD′ that contain A, i.e., supp(A) = |ρ(A)|,
where ρ(A)def={

Ti ∈ D′∣∣q′
ij > 0, ∀aj ∈ A}.

Definition 3 (Itemset utilities). The utility of an item aj (j ∈ J ) in a transaction Ti ∈
D′ is denoted and defined as u(aj,Ti)

def= q
′
ij. Then, the utilities of an itemset A in Ti

containing A and in D′ are denoted and calculated as u(A,Ti)
def= ∑

aj∈Au(aj,Ti) and
u(A)

def= ∑
Ti∈ρ(A)u(A,Ti), respectively.

Definition 4 (Transaction utility and total utility). The transaction utility of a transaction
Ti is denoted anddefined as tu(Ti)

def= ∑
q
′
ij>0 q

′
ij. Then, the total utilityTU ofD′ is defined

as TU
def= ∑

Ti∈D tu(Ti).

Example 1. For the itemset A = bf , then ρ(A) = {T2,T3}, u(A,T2) = 4 + 100 = 104
and u(A,T3) = 4 + 50 = 54. Then, u(A) = u(A,T2) + u(A,T3) = 104 + 54 = 158.
We have, tu(T4) = 10 + 3 + 12 = 25, TU = 12 + 144 + 115 + 25 + 100 = 396.

Definition 5 (Frequent and high utility itemset). An itemset A is called a high util-
ity itemset (HUI) if u(A) ≥ mu and an HUI A is called a frequent HUI (FHUI) if
supp(A) ≥ ms, wheremu andms are two user-defined positiveminimum utility and sup-
port thresholds, respectively. The problem of FHUI mining (FHUIM) is to exploit the

set FHUI def= {A ∈ IS|u(A) ≥ mu∧ supp(A) ≥ ms} of all FHUIs. Note that FHUIM
is more general than HUIM with a special value of ms, ms = 1.

Definition 6 (Forward extension). For any two itemsets A and B such that A ∩ B = ∅

and A ≺ B (i.e. x ≺ y, ∀x ∈ A,∀y ∈ B), let the itemset S = A ⊕ B denote a forward
extension (FE) of A with B. If B �= ∅, then S is said to be a proper FE of A. For the sake
of brevity, let us denote the branch Brh(A) as the set including A and all its FEs in the
prefix tree [3], and the proper branch FBrh(A) as Brh(A) without itemset A.

Definition 7 (Equivalence relation and equivalence class). An equivalence relation on
all itemsets of IS is denoted and defined as: ∀A,B ∈ IS, A ∼ B ⇐⇒ ρ(A) = ρ(B).
Then, the equivalence class ofA is denoted and defined as [A] def= {B ∈ IS|ρ(B) = ρ(A)}.
Definition 8 (Sets FGHUI and FHUGI). Let A be an FHUI, i.e., A ∈ FHUI. Then,
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a) A is said to be a frequent generator of HUIs (FGHUI) if there is no FHUI that is a
proper sub-itemset of A and has the same support. The set containing all FGHUIs is
denoted and defined as.

FGHUI def= {A ∈ FHUI|�B ∈ FHUI : B ⊂ A ∧ supp(B) = supp(A)}.
b) A is said to be a frequent high utility generator itemset (FHUGI) if there is no itemset

that is a proper sub-itemset of A and has the same support. The set of all FHUGIs is
denoted and defined as

FHUGI def= {A ∈ FHUI|�B ∈ IS : B ⊂ A ∧ supp(B) = supp(A)}.
Discussions. Let GI def= {A ∈ IS|�R ∈ IS : R ⊂ A ∧ supp( R) = supp(A)}, which is
the set of all generator itemsets. It is clear that FHUGI = FHUI ⋂GI. Besides, note
that FGHUI is different from FHUGI. Since the u function is not anti-monotonic
on each equivalence class, so for any B ∈ [A] and B ⊂ A, if u(A) ≥ mu, it does
not ensure that u(B) ≥ mu. Obviously, if FHUI �= ∅, FHUGI ⊆ FGHUI �= ∅.
Moreover,FHUGI can become empty, i.e.,∅ = FHUGI ⊂ FGHUI. Thus, although
any itemset A in FHUI is always recovered efficiently from FGHUI and closed HUIs
(CHUI), it may not be recovered from the empty FHUGI set and CHUIs as shown in
Example 2.

Example 2. Consider the integrated QDB D′ = {T1 : (a, 3)(b, 6);T2 : (b, 2); T3 :
(a, 15)(b, 1)(c, 5)} with mu = 19 and ms = 1. Then, FHUI = {ac120, ab225, abc121},
where the notation ac120 means that u(ac) = 20, supp(ac) = 1. It is found that although
FHUI �= ∅, and FGHUI = {ac120, ab225} �= ∅, but GI = {a218, b39, c15}. Therefore,FHUGI = FHUI ∩ GI = ∅ and FHUGI ⊂ FGHUI.
Problem Statement. Given a QDB D′ and two positive minimum utility and support
thresholds mu and ms, respectively, defined by the user, the objective is to discover the
set FGHUI of all FGHUIs.

Example 3. For mu = 21 and ms = 1, consider the itemset A = bcd . Then, u(A) =
81 ≥ mu, ρ(A) = {T2,T3,T4}, and supp(A) = 3. A is not a FGHUI, since there exists
an FHUI B = bc ∈ FHUI with u(B) = 33, A ⊃ B, and supp(B) = supp(A) = 3.
However, B is a FGHUI since �C ∈ FHUI : B ⊃ C and supp(C) = supp(B). We have
FGHUI = {a, f , d , bf , cf , df , ef , bc}, |FGHUI| = 8, while |FHUI| = 53.

3 Mining frequent generators of HUIs

3.1 Pruning Infrequent and Low Utility Itemsets

A function F on an itemset is considered anti-monotonic (AM) if the condition F(D) ≤
F(C) holds for any two itemsets C and D such that D ⊇ C. In the context of the HUIM
problem, the utility function u does not adhere to the AM property. To address this,
upper bounds (UBs) and weak upper bounds (WUBs) on u were developed to enable
early pruning of lowutility itemsets (LUIs), while satisfyingAM orAM-like properties
[16]. A function ub of itemsets is said to be an UB on u if u(C) ≤ ub(C),∀C ∈ IS.
A function wub is said to be a WUB on u if u(S) ≤ wub(C) for any itemset C and its
proper FE S, S = C ⊕D ⊃ C with D �= ∅. For any two UBs ub1 and ub2, ub1 is called
tighter than ub2 if ub1(C) ≤ ub2(C), ∀C ∈ IS.



272 H. Duong et al.

Definiton 9 (UB TWU [10] and WUB fwub [2]). For any itemset A.

a) The transaction-weighted utilization (TWU ) of A in D′ is denoted and defined as

TWU (A)
def= ∑

T∈ρ(A) tu(T )

b) A WUB on u is denoted and defined as fwub(A)
def= ∑

T∈TC(A)(u(A,T ) + ru(A,T )),

where TC(A)
def= {T ∈ ρ(A)|rem(A,T ) �= ∅}, ru(A,T )

def= u(rem(A,T )) is the
remaining utility of A in transaction T , and rem(A,T ) is the rest of T after the
last item of A.

Proposition 1 (Properties of (W)UBs [10, 2]).

a) TWU is an UB on u and fwub is a WUB on u, and fwub tighter than TWU , i.e.,
TWU (A) ≥ fwub(A) ≥ u(A) for any itemset A.

b) The AM property holds for the TWU UB, i.e., TWU (B) ≤ TWU (A), ∀B ⊇ A.
c) For any proper FE S of B ∈ IS, S = B ⊕ D, and D �= ∅, then u(S) ≤ fwub(B).

Strategy 1 (Pruning LUIs based on TWU and fwub [10, 2]). For any itemset A, if
TWU (A) < mu, then A and all its supersets are not HUIs. Thus, they can be eliminated
early. Meanwhile, if fwub(A) < mu, none of the proper FEs of A is high utility. Thus,
FBrh(A) is pruned early to reduce the search space.

Strategy 1 has been commonly used in HUIM algorithms to reduce the search space
and QDB D′. Specifically, if the TWU of a 1- or 2-itemset A, which has 1 or 2 items, is
less than mu, then none of the supersets of A is a HUI.

Example 4. For mu = 240, consider the itemset A = bd . Then, ρ(A) = {T2,T3,T4}
and TWU (A) = tu(T2) + tu(T3) + tu(T4) = 284 ≥ u(A) = 66. For the itemset
D = bdf ⊇ A and E = bcd ⊇ A, we have TWU (D) = 259 ≤ TWU (A) and TWU (E) =
284 = TWU (A).

From now on, it is assumed that items inA are sorted in the ascending order of their
TWU values, denoted as≺twu, that is a, e, b, c, d , f since TWU (a) = 115 < TWU (e) =
127 < TWU (b) = TWU (c) = TWU (d) = 284 < TWU (f ) = 359. In the process of
mining, ≺twu serves as the order for extending itemsets.

We have TC(A) = {T2,T3}. Note that T4 /∈ TC(A) since rem(A,T4) = ∅. Then,
fwub(A) = u(A,T2) + ru(A,T2) + u(A,T3) + ru(A,T3) = 194 ≤ TWU (A) = 284.
Consider the proper FE S = A ⊕ f = bdf of A and mu = 200. Then, u(S) = 194 ≤
fwub(A). Since fwub(A) < mu, all proper FEs of A are low utility itemsets (LUI) and
thus can be pruned, i.e., FBrh(A) is pruned early. Note that if using TWU , then FBrh(B)

cannot be pruned as TWU (A) = 284 > mu.
If FBrh(B), which includes all proper FEs of B, has no FGHUIs, it is called

NonGenFHU branch.

3.2 Constructing the Complete and Correct Set of FGHUIs

When employing a depth-first search algorithm for mining, where candidate itemsets are
arranged in a prefix tree based on a processing order ≺ over items, there is a condition
to be met when considering an itemset B = A ⊕ y. This condition mandates that all
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backward extensions C of B, i.e., C = D⊕ y⊕E with A ⊂ D, must already exist in the
current prefix tree and have been evaluated prior. For B, any its super-itemset C can be
represented in the form of C = D ⊕ y ⊕ E, with A ⊆ D ≺ y and (E = ∅ or E � y). If
C is considered before B, then D = A + X ⊃ A with X �= ∅. Otherwise, i.e., X = ∅

and E � y, then the FE C will be considered after B.

It is found that the representation of the setFGHUI def= {A ∈ FHUI|�B ∈ FHUI :
B ⊂ A ∧ supp(B) = supp(A)} (⊆FHUI) depends on checking two conditions A ∈
FHUI and (�B ∈ FHUI : B ⊂ A ∧ supp(B) = supp(A). To enhance the efficiency
of mining FGHUIs, it is necessary not only to utilize the (W)UBs-based strategies for
pruning LUIs as mentioned above but also to devise an efficient approach for verifying
the second condition.

Remark 1. Let FGHUI be the set of considered candidates of FGHUIs. Assume that
the FHUI B = A ⊕ y is being considered. Consider the two following cases.

1. Check if there exists an FHU sub-itemset R of B (e.g. B = bcd ), R ⊂ B. Then, such
R can only be
a. An itemset (e.g., R ∈ {c, cd , d}) that will be considered in next steps of the mining

process.
b. A candidate already considered inFGHUI. Then, R is a proper successive subset

of B such that their first items are the same, i.e., R = b1b2 . . . bi for i : 1 ≤ i < k
and B = b1b2 . . . bk . For example, for B = bcd , then R ∈ {b, bc}. Additionally,
if supp(R) = supp(B), B cannot be a FGHUI, so it is not added to FGHUI.
Otherwise, it is added to FGHUI.

2. Check if there exists anFHUsuper-itemsetS ofB (e.g.B = bd ),S = C⊕y⊕D ⊃ A⊕y
with D �= ∅ or C ⊃ A. Then, such S can only be
a. A forward extension of B, S = A⊕ y⊕D with C = A and D �= ∅ (e.g. S = bde),

which can only be found in next steps of the mining process.
b. A backward extension ofB, S = C ⊕ y ⊕ D with C ⊃ A (e.g.S ∈

{bcd , bcde, abd , ...}), which can only be found inFGHUI. Then, if there exists
such an S withsupp(B) = supp(S), S is not a FGHUI, so it is removed
fromFGHUI.

Theorem 1 asserts that upon the completion of the mining process using Remark 1,
the entire set of FGHUIs is comprised solely of the remaining itemsets in FGHUI.
Theorem 1 (The correctness and completeness of constructing the FGHUI set). By
employing the mining process described in Remark 1, the complete and correct set
FGHUI of all FGHUIs is discovered.

3.3 The Novel Lower Bound

Note that the u function exhibits monotonicity within each equivalence class but lacks
anti-monotonicity. Consequently, it is not possible to employ strategies solely based on
the monotonic property of u to efficiently eliminate NonGenFHU branches, which do
not contain any FGHUIs. To overcome this challenge, it is necessary to devise lower
bounds on u, as presented below. For any itemset A, a function lb(A) is said to be a lower
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bound (LB) on u(A) if lb(A) ≤ u(A). The lb(A) function is called monotonic w.r.t. FEs,
if lb(A) ≤ lb(B) for any FE B of A.

Definition 10 (Lower bound on u). For any frequent itemset A, i.e. supp(A) ≥ ms, after
sorting the series {u(A,Ti)|Ti ∈ ρ(A), i = 1..n} in ascending order, we obtain the new

series F def= {ui′, i = 1..n}, with n = |ρ(A)| ≥ ms. Then, a novel lower bound (LB) on u
is denoted and defined as lbu(A) = ∑

i=1..msui′, which is the ms smallest first values of
F .

Proposition 2 (Properties of LB lbu on u). For any frequent itemset A.

a. lbuis a LB on u, i.e. lbu(A) ≤ u(A).
b. lbuis monotonic w.r.t. frequent forward extensions, i.e. lbu(A) ≤ lbu(B),∀B = A ⊕

D ⊇ A and supp(B) ≥ ms.

Example 5. For ms = 2, consider itemset A = bd with ρ(A) = {T2,T3,T4}. Then
u(A,T2) = 34, u(A,T3) = 10, and u(A,T4) = 22. After sorting the series {u(A,Ti)|Ti ∈
ρ(A)} in ascending order, we obtain F def= {v1, v2, v3} = {10, 22, 34}. Then, lbu(A) =
v1 + v2 = 10+ 22 = 32. For a FE B of A, A ⊂ B = A⊕ f = bdf , then, lbu(A) = 32 <

lbu(B) = 60 + 134 = 194.

3.4 The Novel Pruning Strategies for NonGenFHU Branches

Based on the LB lbu on u, the paper proposes a novel strategy for pruning NonGenFHU
branches in Theorem 2.

Theorem 2 (P-NonGenHUI). For the current itemset B being examined, if there exists
a sub-itemset R ∈ FGHUI, R ⊂ B, such that supp(R) = supp(B) and lbu(R) ≥ mu.
Then, Brh(B) that cannot contain any FGHUIs can be pruned early.

It is worth noting that without employing the pruning condition lbu(R) ≥ mu in
Theorem 2, numerous FGHUIs within theBrh(B) branchmay be pruned. In other words,
the absence of the lbu(R) ≥ mu condition can lead to the exclusion of many FGHUIs
from the final FGHUI result set, resulting in an incomplete set of discovered FGHUIs.

To implement the pruning strategy P-NonGenHUI in Theorem 2 based on the cur-
rent itemset B, it is necessary to examine its support and subset relationship solely with
patterns previously generated in FGHUI. However, such checks can still be computa-
tionally expensive. To overcome this, and enable earlier and efficient branch pruning, a
novel local pruning strategy called LP-NonGenHUI is introduced in Theorem 3. This
strategy combines depth-first search and breadth-first search to retain crucial informa-
tion about nodes extended from the current node. By doing so, it becomes possible to
identify branches pruned by LP-NonGenHUI, thereby enhancing efficiency.

Theorem 3 (LP-NonGenHUI). For any two nodes A = P ⊕ x and B = P ⊕ y that have
the same prefix (or parent node) in the prefix search tree such that y � x, assume that
there is a FE S of Awith the last item y of the node B, S = A⊕ y. If (supp(S) = supp(B)

and lbu(B) ≥ mu) or (supp(S) = supp(A) and lbu(A) ≥ mu), then the NonGenFHU
Brh(S) branch is pruned early.
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The novel theoretical results in Theorems 1–3 and Proposition 2 have been strictly
proven. However, the proofs are not given in this study because of the space limitation.

3.5 The Proposed MFG-HUI Algorithm

To implement the proposed algorithm in this study,we adopted the data structureMPUN-
list introduced in [2]. However, due to the space limitation, details about the data structure
are omitted.

Fig. 1. The MFG-HUI algorithm.

Fig. 2. The Find-FGenHUI procedure.

TheMFG-HUI algorithm in Fig. 1 is designed to discover the setFGHUI. It requires
input of a QDB D′ and two threshold values of mu and ms. The algorithm starts by
scanning QDB D′ to determine the TWU value and the MPUN-list of each item in the
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A set, and find the E set of relevant items (line 1). Then, irrelevant items in A\E are
removed fromD′ to reduce the number of extended items (line 2). For each item x inE, it
calls the Find-FGenHUI procedure (line 5). Finally, the algorithm returns the discovered
set FGHUI as the output (line 6).

The Find-FGenHUI procedure depicted in Fig. 2 checks whether any of the pruning
conditions at Line 1 are satisfied for the A itemset, where the checkExistingSubItemsets
procedure is shown in Fig. 3. If yes, then the entire Brh(A) branch is pruned and the
procedure terminates. Next, if u(A) is greater than or equal to mu, the UpdateFGHUI
procedure in Fig. 4 is called to update the FGHUI set (line 3). The procedure also
terminates if the condition fwub(A) < mu is satisfied based on Strategy 1 (line 4). For
each item y in the set newE, the procedure constructs theMPUN-list ofC = Ay (line 10).
If the conditions at line 11 hold, the C itemset is marked for locally pruning according
to Theorem 3. Finally, for each C of List_Exts_of _A, the procedure recursively calls
itself to discover larger FGHUIs (lines 14–15) (Fig. 3).

Fig. 3. The checkExistingSubItemsets procedure.

Fig. 4. The UpdateFGHUI procedure.

4 Experimental Evaluation

This section presents a comparison between the proposedMFG-HUI algorithm and state-
of-the-art HUCI-Miner (Gen) algorithm [14, 13] for discovering theFGHUI set on both
real-life and synthetic datasets in Table 2, where HUCI-Miner (Gen) generatesFGHUI
from the set of all HUIs. The experiments were carried out on a Windows 10 computer
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with an Intel(R) Core(TM) i5–2400 CPU and 16 GB of RAM. All the algorithms were
implemented in Java 7 SE, and the source code of HUCI-Miner (Gen) was obtained
from the SPMF library [5]. Synthetic datasets in Table 2 were generated employing the
IBM Quest data generator (obtained from [5]), which allows for the control of various
parameters such as the average transaction length (T), average size of maximal frequent
itemsets (I), number of distinct items (N), and number of transactions (in thousands) in
the dataset (D).

4.1 Performance Evaluation of the Proposed Algorithm

Runtime. Figure 5 illustrates the runtime performance of the algorithms. The results
show that MFG-HUI outperforms HUCI-Miner (Gen) with significant speed-ups of up
to two orders of magnitude, particularly for dense datasets. For example, on Mushroom
and Connect, MFG-HUI is approximately 105.2 and 50.4 times faster than HUCI-Miner
(Gen) on average. The reason is that the proposed pruning strategies effectively reduce
the search space by frequently satisfying pruning conditions. Additionally, MFG-HUI
minimizes inclusion relationship checks, which are computationally costly. It is worth
noting that HUCI-Miner (Gen) failed to complete within 5,000 s for certain mu values:
3% on Mushroom, 28% on Connect, and 1.8% on BMS. Therefore, their runtime and
memory consumption are not shown in Fig. 5 and Fig. 6.
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Fig. 5. Runtime comparison of the algorithms

Memory Usage. Figure 6 presents the memory usage evaluation of the algorithms
in megabytes. The results show that MFG-HUI has lower peak memory consumption
compared to HUCI-Miner (Gen) on all tested datasets. This can be attributed to the
efficient pruning strategies employed byMFG-HUI, which utilize innovative techniques
based on novel WUB and LB on the utility function and local pruning conditions.
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Fig. 6. Memory usage comparison of the algorithms.

These strategies allow for the quick elimination of non-generator high utility branches,
resulting in the pruning ofmore unpromising candidates and smaller intermediate results
compared to the HUCI-Miner (Gen) algorithm.

4.2 Scalability Evaluation of the Proposed Algorithm

To evaluate the scalability of the proposed algorithm, a second experimentwas conducted
involving the adjustment of parameters D and N for synthetic datasets. Figure 7 depicts
the scalability of the algorithms in terms of runtime and memory usage, with the use of
a (*) symbol indicating variations in the D and N parameters of the dataset. Synthetic
datasets corresponding to differentD and N values were generated using the IBMQuest
SyntheticData generator. Figure 7 reveals thatwhen the values of theD andN parameters
are increased, the proposed algorithm demonstrates superior scalability compared to
HUCI-Miner (Gen). MFG-HUI displays efficient runtime and memory consumption,
while HUCI-Miner (Gen) exhibits significant increases in both runtime and memory
usage. Overall, MFG-HUI outperforms HUCI-Miner (Gen) in mining FGHUIs, making
it a promising alternative for effectively discovering such itemsets.
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Fig. 7. Scalability of the algorithms for mining FGHUIs

5 Conclusions and Future Work

This paper presents an efficient method for discovering all FGHUIs and introduces
a novel lower bound, lbu, for effective pruning of non-generator FHUIs. The P-
NonGenHUI and LP-NonGenHUI pruning strategies are proposed to eliminate non-
generator FHUI branches early in the mining process. Based on these contributions, a
novel MFG-HUI algorithm is designed, which demonstrates faster mining, improved
memory efficiency, and scalability compared to previous approaches in experimental
evaluations. In the future, we plan to extend the theoretical results presented in this
paper to address the problemofmining concise representations for patternswith different
interestingness measures in quantitative databases.
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Negative Sentiments Make Review Sentences
Longer: Evidence from Japanese Hotel Review
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Abstract. Existing research on the psychology of the posters of customer reviews
has mainly focused on their motivation for posting. However, there is little discus-
sion about understanding the feelings of contributors based on review character-
istics. This study used big data from a hotel reservation website Rakuten Travel,
provided by Rakuten Group, Inc., a major Japanese IT company, and investi-
gated the relationship between the number of characters in reviews and ratings.
A multiple regression analysis showed that, the more words in the review, the
lower the overall rating. Furthermore, the lower the rating of the individual items
(location, room, meal, bath, service), the greater the negative effect of the number
of characters in the review on the overall rating. Similarly, when only negative
expressions were detected, the negative effect of review word count on overall
rating was greater. Practitioners should recognize that customers are more likely
to communicate negative than positive emotions. Consumers are less likely to
express their emotional attitudes through writing than speaking. This is because,
in the process of writing, there is more time to ponder on things to say and less
emotion. Therefore, a strong negative feeling is associated with posting a long
sentence with considerable effort. Practitioners should include both rating figures
and review characteristics as variables in customer churn prediction models. It
is effective for customer understanding to identify the generation mechanism for
review features that cannot be comprehended at a glance.

Keywords: Customer Review · Sentiment ·Word-of-Mouth · Hotel Industry ·
Big Data

1 Introduction

Reliability is the most important factor for customers when making online purchases,
given that they cannot actually touch the products or services. An information source that
customers trust is review or word-of-mouth (hereafter, review) [1]. Customer reviews
reduce uncertainty about product or service quality and serve as a guide for customer
attitudes and behavior [2, 3]. This is because they do not have commercial intentions,
and cover both positive and negative aspects [4]. In particular, customers find negative
reviews useful, and such posts influence their purchasing behavior [5].
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Based on the background, the success of web service platforms is highly dependent
on customer reviews [6]. Practitioners are well aware of this, and use customer reviews
to create purchasing experiences [7]. For example, product recommendations based on
rating valence on a 5-star scale enhances the quality of the consumer’s purchasing expe-
rience [8]. In other words, the source of competitiveness for a company is to understand
customer reviews that are helpful for customers and utilize that knowledge in service
development [9].Hence, owing to the enormous influence of customer reviews, academic
research on the topic has been given great importance over the past several decades [10].

Most existing research has focused on the impact and features of customer reviews
on their readers, but understanding the posters of customer reviews is also important [11].
Understanding the underlying psychological mechanisms of people who post customer
reviews canhelp companies empathizewith their consumers anduse theirmessages to co-
create value [12, 13]. Existing research on the psychology of posters has mainly focused
on their motivation for posting. However, there are few discussions about understanding
the feelings of contributors from reviews. As it is difficult for customers to describe all of
their experiences in writing, an approach that understands the psychology of the review
characteristics is necessary. Therefore, this study expands knowledge of the psychology
of review posters and clarifies the relationship between ratings and review length for
budget hotel reservation websites in Japan.

2 Related Work and Hypothesis Development

2.1 Motivation for Posting Customer Reviews

The motivations for posting positive or negative reviews are different [11]. There are
two main motivations for posting positive reviews: i) brand support: a high level of
commitment to a brand motivates people to talk and interact with the brand [14, 15], and
efforts to spread positive experiences are motivated by the customer’s desire to help the
brand [16]; and ii) self-enhancement: customers motivated by self-enhancement seek
the opportunity to gain prestige by spreading positive reviews [17]. In other words,
reviews are an effective means of advertising one’s superiority over others [18]. From
the perspective of the information receiver, the review of a trustworthy person is easily
accepted as a sign of their expertise and usefulness of the information [19].

There are two main motivations for posting negative reviews: i) helping others:
experience-based complaints strongly influence the writing of negative reviews [20]
because communicating negative information can protect others [21]; and ii) revenge on
the company: customers who have had a bad experience want revenge on the company
and reduce their frustration and anxiety by sharing their bad consumption experiences
[17].
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2.2 Hypothesis Development

The features of reviews include rating valence [22], rating distribution [23], review length
[24], and positive or negative expression [25]. The present study focuses on review length
and positive or negative expression. Emotions embedded in reviews capture the reader’s
attention [26]. For example, for books on Amazon, the impact of a 1-star review is
greater than that of a 5-star review [5]. In otherwords, negative information is attractive to
customers; accordingly, themotivation of contributors is high. In addition, themotivation
for negative reviews includes a strong feeling of revenge [17]. Accordingly, negative
emotions are believed to lengthen review sentences, and the following hypotheses were
derived:

H1: The more words in the review, the lower the overall rating.
H2: The lower the rating of the individual items (location, room,meal, bath, service),

the greater the negative impact of the number of words in the review on the overall rating.
H3: The more negative expressions that are detected, the greater the negative impact

of the number of words in the review on the overall rating.

3 Methodology

3.1 Data

This study used review data from a hotel reservation website Rakuten Travel [27] pro-
vided by Rakuten Group, Inc., a major Japanese IT company. Data of 82,824 reviews
from approximately three years between January 1, 2017 and December 19, 2019 were
adopted. The following six items were mainly included in the data: (a) overall rating
(5-point Likert scale), (b) item rating (location, room, meal, bath, service; 5-point Likert
scale), (c) purpose of use of the hotel (leisure or business), (d) companion, (e) hotel
brand, and (f) review text. These data do not include the posters’ personal information
or attribute information. The purposes of hotel use were equally divided between leisure
and business (Table 1). The target was 10 major budget hotel brands in Japan. Figure 1
shows the average overall rating (5-point Likert scale) for each brand.
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Table 1. Breakdown of review data.

Item Content Number of Respondents Composition Ratio

Purpose Leisure 40,912 49.4%

Business 41,912 50.6%

Fellow Travelers Single 54,992 66.4%

Coworker 4,793 5.8%

Family 18,602 22.5%

Friend 2,244 2.7%

Partner 2,193 2.6%

Hotel Brand Apa 13,297 16.1%

Comfort 16,775 20.3%

Daiwa_Roynet 5,512 6.7%

Dormy_Inn 13,020 15.7%

Keio_Presso 2,999 3.6%

Mets 2,335 2.8%

Richmond 6,404 7.7%

Route_Inn 17,455 21.1%

Sotetsu_Fresa 2,956 3.6%

Sunroute 2,071 2.5%

3.2 Verification

Themean number ofwords in review textwas 95.589 (Table 2). However, the distribution
was skewed to the left, and very few reviews of 500words ormorewere available (Fig. 2).
Therefore, two types of evaluation were used: raw data (82,824 records) and screened
data (27,185 records); only reviews with 100–500 words were extracted for the latter.
This makes it possible to present the verification results in their original condition and
as well-organized data.
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Fig. 1. Mean satisfaction rating for each hotel brand.

Table 2. Review word statistics.

Sample Size Mean SD Median Min Max

Raw Data 82,824 95.589 96.283 66 1 997

Screened Data 27,185 185.366 81.465 159 100 500

For H1–H3, overall rating (5-point Likert scale) was used as the objective variable.
In the verification of H2, the mean value of item ratings (location, room, meal, bath,
service) were used as conditional variables. Furthermore, H3 validation requires (f)
extracting positive or negative expressions from the review text. Therefore, as shown in
Table 3, eight expressions were detected via text mining using MeCab, an open-source
Japanese morphological analysis engine; 22.2% of raw data and 32.8% of screened
data contained positive expressions, and 10.9% of raw data and 20.7% of screened data
contained negative expressions.
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Fig. 2. Distribution of number of review words (Left: Raw data, Right: Screened data).

Table 3. Detection words for positive and negative expressions.

Word Positive Negative

1 Good Bad

2 Satisfied Dissatisfied

3 Excellent Awful

4 Wonderful Horrible

5 Nice Terrible

6 Glad Sad

7 Moving Disappointing

8 Pleasant Unpleasant

A multiple regression analysis including interactions using the variables shown in
Table 4 was used to test the hypotheses. In the verification of H1, Model 1 was used
with overall rating (No. 1) as the objective variable, word count in reviews (No. 28) as
the explanatory variable, and control variables (No. 8–25). The word count in reviews
had the large value of 1–997, so it was incorporated into the model in a standardized
state. Owing to the large number of variables, variable selection was performed by a
stepwise method based on AIC. In the verification of H2, overall rating (No. 1) was used
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Table 4. Variable list.

No Variable Description Data
Type

Raw Data Screened Data

Mean SD Mean SD

1 Rating Evaluation for
overall rating

5-point
Likert
scale

4.179 0.845 4.125 0.969

2 R1_Location Rating for hotel
locations

5-point
Likert
scale

4.289 0.806 4.332 0.820

3 R2_Room Rating for hotel
rooms

5-point
Likert
scale

4.103 0.915 4.074 1.016

4 R3_Meal Rating for hotel
meals

5-point
Likert
scale

3.968 0.969 3.965 1.048

5 R4_Bath Rating for hotel
baths

5-point
Likert
scale

3.894 0.956 3.881 1.029

6 R5_Service Rating for hotel
services

5-point
Likert
scale

4.039 0.888 4.049 0.997

7 Mean_Rating Mean of each
item rating

Mean of
Nos.2–6

4.059 0.681 4.060 0.725

8 Leisure Dummy of the
leisure purpose

0/1 0.494 0.500 0.626 0.484

9 Single * Dummy of the
single use

0/1 0.664 0.472 0.581 0.493

10 Coworker Dummy
accompanying
colleagues

0/1 0.058 0.233 0.037 0.190

11 Family Dummy
accompanying
family

0/1 0.225 0.417 0.316 0.465

12 Friend Dummy
accompanying
friends

0/1 0.027 0.162 0.034 0.180

13 Partner Dummy
accompanying
a partner

0/1 0.026 0.161 0.032 0.177

(continued)
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Table 4. (continued)

No Variable Description Data
Type

Raw Data Screened Data

Mean SD Mean SD

14 Room_Double Dummy of
double rooms

0/1 0.444 0.497 0.493 0.500

15 SmokingNG Dummy of
non-smoking
rooms

0/1 0.793 0.405 0.819 0.385

16 Apa * Hotel Brand
Dummy

0/1 0.161 0.367 0.159 0.365

17 Comfort 0/1 0.203 0.402 0.215 0.411

18 Daiwa_Roynet 0/1 0.067 0.249 0.056 0.231

19 Dormy_Inn 0/1 0.157 0.364 0.176 0.381

20 Keio_Presso 0/1 0.036 0.187 0.036 0.186

21 Mets 0/1 0.028 0.166 0.028 0.164

22 Richmond 0/1 0.077 0.267 0.079 0.270

23 Route_Inn 0/1 0.211 0.408 0.193 0.395

24 Sotetsu_Fresa 0/1 0.036 0.186 0.033 0.179

25 Sunroute 0/1 0.025 0.156 0.026 0.158

26 Positive Positive word
mention
dummy

0/1 0.222 0.416 0.328 0.469

27 Negative Negative word
mention
dummy

0/1 0.109 0.311 0.207 0.405

28 Word_Count Word count in
reviews

Number 95.589 96.283 185.366 81.465

Note: * Criteria for dummy variables; SD means standard deviation

as the objective variable, the interaction of word count in reviews (No. 28) and mean of
each item rating (No. 7) were used as explanatory variables, and (No. 8–25) was used as
the control variable. The verification of H3 was a similar procedure. First, Model 3 was
constructed with overall rating (No. 1) as the objective variable, word count in reviews
(No. 28) as the explanatory variable, and control variables (No. 2–6, 8–25). After that,
H3 was verified by Model 4, which added the interaction of word count in reviews (No.
28) and positive or negative word mention dummy (No. 26–27) to Model 3. Models 2
and 4 were validated on both raw and screened data. The significance level was 5%.
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4 Results

The results of Model 1 show that the overall rating is higher for leisure trips than for
business and for trips with family and friends rather than trips alone. Mean_Rating—
which is the mean value of individual items (location, room, meal, bath, service)—has
a positive correlation with overall rating, and Word_Count—which is the number of
words in a review—has a negative correlation with overall rating. In other words, the
more words in the review, the lower the overall rating; hence, H1 was supported. The
adjusted R-squared is 0.664, indicating high compatibility (Table 5).

Table 5. Interaction model of mean rating and word count in reviews (***p< 0.001; **p< 0.01;
*p < 0.05).

Variable Model 1 Model 2 Model 2’ Model 3 Model 4 Model 4’

Intercept 0.032 ** 4.111 *** 4.025 *** 0.229 *** 0.227 *** –0.077 ***

R1_Location 0.122 *** 0.122 *** 0.108 ***

R2_Room 0.303 *** 0.303 *** 0.303 ***

R3_Meal 0.152 *** 0.152 *** 0.161 ***

R4_Bath 0.096 *** 0.096 *** 0.110 ***

R5_Service 0.288 *** 0.287 *** 0.338 ***

Leisure 0.016 *** 0.013 ** 0.035 *** 0.016 *** 0.016 *** 0.034 ***

Family 0.021 *** 0.021 *** 0.027 ** 0.025 *** 0.026 *** 0.031 ***

Friend 0.022 * 0.025 * 0.027 0.019 0.021 0.026

Partner 0.040 *** 0.044 *** 0.049 * 0.038 *** 0.038 *** 0.043 *

Comfort 0.126 *** 0.120 *** 0.140 *** 0.057 *** 0.057 *** 0.062 ***

Daiwa_Roynet 0.062 *** 0.060 *** 0.049 ** 0.022 ** 0.021 ** 0.013

Keio_Presso 0.196 *** 0.190 *** 0.225 *** 0.119 *** 0.119 *** 0.134 ***

Mets 0.063 *** 0.058 *** 0.067 ** 0.041 *** 0.041 *** 0.048 *

Richmond 0.107 *** 0.103 *** 0.096 *** 0.048 *** 0.048 *** 0.030 *

Route_Inn 0.029 *** 0.024 *** 0.054 *** 0.014 * 0.014 * 0.028 **

Sotetsu_Fresa 0.136 *** 0.133 *** 0.198 *** 0.102 *** 0.102 *** 0.175 ***

Sunroute 0.078 *** 0.074 *** 0.104 *** 0.055 *** 0.056 *** 0.075 ***

Mean_Rating 1.004 *** 0.995 *** 1.087 ***

Positive 0.061 *** 0.053 *** 0.071 ***

Negative –0.161 *** –0.154 *** –0.126 ***

Word_Count –0.056 *** –0.051 *** –0.053 *** –0.043 *** –0.045 *** –0.041 ***

Mean_Rating *
Word_Count

0.068 *** 0.052 ***

Positive *
Negative

0.071 *** 0.060 ***

Positive *
Word_Count

0.032 *** 0.020 *

Negative *
Word_Count

–0.012 ** –0.025 **

(continued)
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Table 5. (continued)

Variable Model 1 Model 2 Model 2’ Model 3 Model 4 Model 4’

Intercept 0.032 ** 4.111 *** 4.025 *** 0.229 *** 0.227 *** –0.077 ***

Positive *
Negative *
Word_Count

–0.009 0.004

Adjusted
R-squared

0.664 0.668 0.682 0.688 0.688 0.709

Next, based onModel 2, a significant interactionwas detected betweenMean_Rating
and Word_Count. Similar results were confirmed for Model 2’. As shown on the left
side of Fig. 3, as a result of a simple slope analysis in Model 2’, a low Mean_Rating
(mean - 1 standard deviation) has a greater negative impact on the overall rating than a
high Mean_Rating (mean + 1 standard deviation). Therefore, H2 was supported. The
variance inflation factor ranged from 1.0200 to 1.8927, with no multicollinearity, and
the adjusted R-squared of 0.668 was considered good.

Fig. 3. Results of simple slope analysis (Left: Mean rating in Model 2’, Right: Positive/negative
expressions in Model 4’).

Finally, positive or negative expressions were considered. Regarding the baseModel
3, when positive expressions are detected, the overall rating obtains a high score; and
when negative expressions are detected, the overall rating obtains a low score. Model
4, which added interaction to Model 3, detected a positive significant effect on positive
expressions and Word_Count, and a negative significant effect on negative expressions
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and Word_Count. Similar results were obtained for Model 4’. As shown on the right
side of Fig. 3, a simple slope analysis in Model 4’ showed that the negative effect on the
overall rating is the largest when only the negative is high. Therefore, H3 was supported.

5 Implications and Future Work

5.1 Theoretical Implications

Most existing research on customer reviews has focused on their impact on readers [11],
but it is also essential to understand the underlying psychological mechanisms of those
who post reviews [12, 13]. Existing research on the psychology of posters has mainly
focused on their motivation for posting. The main motives for posting positive reviews
are brand support [14–16] and self-enhancement [17–19], whereas the main motives for
posting negative reviews are helping others [20, 21] and revenge on companies [17].
However, there is little discussion about understanding the feelings of posters based on
review features. As it is difficult for customers to describe all of their experiences in
writing, an approach that understands the psychology of the review characteristics is
necessary. This study is among the few to adopt this approach. A negative relationship
was observed between the number of review words and the overall rating on Japanese
hotel reservation websites. In other words, negative emotions are stronger motivation for
detailing experiences in reviews than positive emotions. Furthermore, negative content
has a greater impact from the reader’s perspective [5], and this study extended this finding
to the poster’s perspective.

5.2 Practical Implications

This study mainly provides two practical implications. First, practitioners should recog-
nize that customers have a stronger desire to let others know about negative than positive
emotions. Consumers are less likely to express their emotional attitudes through writing
than speaking. This is because, in the process of writing, there is more time to ponder on
things to say and less emotion [28]. A strong negative feeling is associated with posting a
long sentence with considerable effort. Therefore, when a customer has a negative expe-
rience, it is necessary to take care of them immediately and make efforts to eliminate the
negative feelings. Practitioners should remember that, while positive reviews are per-
ceived as free advertising for businesses, undesirable comments can seriously damage
a company’s image and reputation [29]. Second, companies should include both rating
numbers and review characteristics in the customer defection prediction model. Detect-
ing positive or negative wording in reviews for predictionmodel is common. However, as
shown in this study, understanding that negative emotions are associated with the length
of review texts and efforts to incorporate this feature into the model are still insufficient.
It is effective for customer understanding to identify the generationmechanism of review
features that cannot be comprehended at a glance.
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5.3 Limitations and Future Work

This study has several limitations. First, the results of this study are limited to Japanese
hotel reservation websites. As big data of more than 80,000 cases were used, the findings
have high reliability. However, it is necessary to confirm whether they are applicable
to other countries and industries. Second, the present study did not consider features of
customer reviews other than the length. For example, high-loyalty customers emphasize
elements related to the brand concept rather than secondary elements of products or
services [30]. Hence, negative feelings may be stronger when the negative part in the
review is related to the concept of the target brand. These are topics for future research.

Acknowledgement. This study used “Rakuten Dataset” (https://rit.rakuten.com/data_release/)
provided by Rakuten Group, Inc. Via IDR Dataset Service of National Institute of Informatics.
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Abstract. When extracting any information from a data table with
incomplete information, following Lipski we only know the lower and the
upper bound of the information. Methods of rough sets that are applied
to data tables containing incomplete information are examined from the
viewpoint of Lipski’s approach based on possible world semantics. It is
clarified that the formula that is first used by Kryszkiewicz, which most
of the authors use, only gives the lower bound of the lower approximation
and the upper bound of the upper approximation. When we focus on a
value, this is because it is only considered that a missing value can be
equal to that value. We extend Kryszkiewicz’s formula to consider that
the missing value may not be equal to the value. As a result, the extended
Kryszkiewicz’s formula gives the same approximations as those in terms
of Lipski’s approach.

Keywords: rough sets · incomplete information · missing values ·
lower and upper approximations · possible world semantics

1 Introduction

The framework of rough sets, proposed by Pawlak [1], is used as an effective
tool in the field of data mining and related topics. In the rough sets a pair of
lower and upper approximations to a target set, which correspond to inclusion
and intersection operations, are derived using the indiscernibility of objects. The
indiscernibility is derived from that values characterizing objects are equal.

The classical framework is constructed under data tables containing only
complete information. As a matter of fact, it is well-known that real data tables
usually contain incomplete information [2,3]. Lots of authors, therefore, have
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dealt with data tables with incomplete information [4–14]. The method that
most authors use is based on the formula proposed by Kryszkiewicz [7,15] and
its extended versions are proposed [5,9,13,16–18]. These have the common char-
acteristic of deriving only a unique pair of lower and upper approximations to
a target set of objects by giving the indiscernibility between values containing
missing values. However, this characteristic is incompatible with Lipski’s app-
roach based on possible world semantics. According to Lipski [19], we cannot
obtain the actual answer to a query but can have nothing to obtain the lower
and the upper bound of the actual answer. In other words, what we obtain is
the lower and the upper bound of the lower approximation and the lower and
the upper bound of the upper approximation. Therefore, we cannot say that the
lower and the upper approximation obtained under Kryszkiewicz’s formula are
correct.

Our objective is to extend Kryszkiewicz’s formula so that the results of the
formula matches Lipski’s approach. In this paper, we first check approximations
derived from the viewpoint of methods of possible worlds. And then we extend
Kryszkiewicz’s formula by showing an indiscernibility relation compatible with
Lipski’s approach.

The paper is organized as follows. In Sect. 2, the traditional approach of
Pawlak is briefly addressed under a data table with complete information. In
Sect. 3, we develop Lipski’s approach under a data table with incomplete infor-
mation. In Sect. 4, we check approximations derived from Kryszkiewicz’s for-
mula. In Sect. 5, we clarify the relationship between Kryszkiewicz’s formula and
Lipski’s approach. In Sect. 6, we address conclusions.

2 Pawlak’s Approach

A data set is represented as a two-dimensional table, called an information table,
where each row represents an object and each column represents an attribute.
The information table is expressed by (U,AT,∪a∈ATVa), where U is a non-
empty finite set of objects called the universe and AT is a non-empty finite set
of attributes such that ∀a ∈ AT : U → Va. Set Va is called the domain of
attribute a. Binary relation Ia of indiscernibility for objects in U on attribute a
is:

Ia = {(o, o′) ∈ U × U | a(o) = a(o′)}, (1)

where a(o) is the value of attribute a for o. This relation, called an indiscerni-
bility relation, is reflexive, symmetric, and transitive. From the indiscernibility
relation, equivalence class E(o)a (= {o′ | (o, o′) ∈ Ia}) containing object o is
obtained. This is also the set of objects that is indiscernible with object o, called
the indiscernible class containing o on a. Finally, family FEa (= ∪o∈U{E(o)a})
of equivalence classes is derived from the indiscernibility relation. Lower approx-
imation apr(T )a and upper approximation apr(T )a of target set T of objects by
FEa are:
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apr(T )a = {o ∈ U | E(o)a ⊆ T}, (2)
apr(T )a = {o ∈ U | E(o)a ∩ T �= ∅}. (3)

Example 1. Let complete information table CT be obtained as follows:

CT
O a1 a2
1 z 2
2 y 1
3 x 1
4 x 1
5 y 2

In information table CT , U = {o1, o2, o3, o4, o5}. Domains Va1 and Va2 of
attributes a1 and a2 are {x, y, z} and {1, 2}, respectively. Indiscernibility relation
Ia1 on a1 is:

Ia1 = {(o1, o1), (o2, o2), (o2, o5), (o3, o3), (o3, o4), (o4, o4), (o4, o3), (o5, o5), (o5, o2)}.
Equivalence classes containing each object on a1 are:

E(o1)a1 = {o1},
E(o2)a1 = E(o5)a1 = {o2, o5},
E(o3)a1 = E(o4)a1 = {o3, o4}.

Family FEa1 of equivalence classes on a1 is:

FEa1 = {{o1}, {o2, o5}, {o3, o4}}.
Let target set T be {o2, o3, o4}. Lower approximation apr(T )a1 and upper
approximation apr(T )a1 by FEa1 are:

apr(T )a1 = {o3, o4},
apr(T )a1 = {o2, o3, o4, o5}.

3 Lipski’s Approach Based on Possible World Semantics

Lipski [19] used the set of possible tables derived from an information table
containing missing values, called an incomplete information table, by using pos-
sible world semantics. Following in Lipski’s footsteps, we first obtain the set of
possible tables from an incomplete information table. A possible table on an
attribute is a table in which each missing value is replaced with a value in the
corresponding domain. The approach addressed in the previous section is applied
to each possible table. When missing values exist on attribute a in incomplete
information table IT , set PTa of possible tables on a is:

PTa = {pta,1, . . . , pta,n}, (4)
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where every possible table pta,i has an equal possibility that it is actual, number
n of possible tables is equal to |Va|ma , the number of missing values is ma on
attribute a, and |Va| is the cardinality of domain Va.

Attribute a has a value in Va in all possible tables. Possible indiscernibility
relation PIa,i is derived from possible table pta,i.

PIa,i = {(o, o′) ∈ U × U | a(o)i = a(o′)i}, (5)

where a(o)i is the value of attribute a for o in pta,i. Possible equivalence class
PE(o)a,i containing object o in pta,i is:

PE(o)a,i = {o′ | (o, o′) ∈ PIa,i}. (6)

Minimum possible equivalence class PE(o)a,min and maximum possible equiva-
lence class PE(o)a,max containing object o on a are:

PE(o)a,min = ∩iPE(o)a,i, (7)
PE(o)a,max = ∪iPE(o)a,i. (8)

Family FPE(o)a of possible equivalence classes containing o consists of those
containing o in the possible tables.

FPE(o)a = ∪i{PE(o)a,i}. (9)

The family has a lattice structure with the minimum and the maximum ele-
ment, which are the minimum and the maximum possible equivalence class,
respectively [20]. Family FPEa,i of equivalence classes in possible table pta,i is
obtained from possible indiscernibility relation PIa,i.

FPEa,i = ∪o∈U{PE(o)a,i}. (10)

We have two aggregations of possible indiscernibility relations the whole and
the common indiscernibility relation. Whole indiscernibility relation WPIa is
the union of PIa,i:

WPIa = ∪iPIa,i. (11)

Common indiscernibility relation CPIa is the intersection of PIa,i:

CPIa = ∩iPIa,i. (12)

Family{CPIa, P Ia,1, · · · ,WPIa} has a lattice structure with the minimum ele-
ment CPIa and the maximum element WPIa.

Proposition 1.

PE(o)a,min = {o′ | (o′, o) ∈ CPIa},
PE(o)a,max = {o′ | (o′, o) ∈ WPIa}.



298 M. Nakata et al.

When target set T of objects is specified, lower approximation apr(T )a,i and
upper approximation apr(T )a,i in possible table pta,i are:

apr(T )a,i = {o ∈ U | PE(o)a,i ⊆ T}, (13)
apr(T )a,i = {o ∈ U | PE(o)a,i ∩ T �= ∅}. (14)

Minimum lower approximation apr(T )a,min, maximum lower approximation
apr(T )a,max, minimum upper approximation apr(T )a,min, and maximum upper
approximation apr(T )a,maxare:

apr(T )a,min = ∩iapr(T )a,i, (15)
apr(T )a,max = ∪iapr(T )a,i, (16)
apr(T )a,min = ∩iapr(T )a,i, (17)
apr(T )a,max = ∪iapr(T )a,i. (18)

Proposition 2.

apr(T )a,min = {o ∈ U | PE(o)a,max ⊆ T},
apr(T )a,max = {o ∈ U | PE(o)a,min ⊆ T},
apr(T )a,min = {o ∈ U | PE(o)a,min ∩ T �= ∅},
apr(T )a,max = {o ∈ U | PE(o)a,max ∩ T �= ∅}.

Example 2. Let incomplete information table IT be obtained as follows:

IT
O a1 a2
1 z 2
2 y 1
3 x 1
4 ∗ 1
5 ∗ 2

In information table IT , universe U , domains Va1 and Va2 of attributes a1
and a2 are the same as CT in Example 1. We obtain nine (= 3 × 3) possible
tables pt1, . . ., pt9 from IT on a1 because missing value ∗ on attribute a1 of
objects o4 and o5 is replaced by one of domain elements x, y, z of attribute a1.

pt1
O a1 a2
1 z 2
2 y 1
3 x 1
4 y 1
5 y 2

pt2
O a1 a2
1 z 2
2 y 1
3 x 1
4 y 1
5 x 2

pt3
O a1 a2
1 z 2
2 y 1
3 x 1
4 y 1
5 z 2

pt4
O a1 a2
1 z 2
2 y 1
3 x 1
4 x 1
5 x 2

pt5
O a1 a2
1 z 2
2 y 1
3 x 1
4 x 1
5 y 2
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pt6
O a1 a2
1 z 2
2 y 1
3 x 1
4 x 1
5 z 2

pt7
O a1 a2
1 z 2
2 y 1
3 x 1
4 z 1
5 x 2

pt8
O a1 a2
1 z 2
2 y 1
3 x 1
4 z 1
5 y 2

pt9
O a1 a2
1 z 2
2 y 1
3 x 1
4 z 1
5 z 2

o5 is indiscernible with o2 and o4 on a1 in pt1, whereas o5 is discernible with
these objects on a1 in pt2. In other words, pt1 corresponds to the case where o5
is indiscernible with o2 and o4 on a1, whereas pt2 does to the case where o5 is
discernible with these objects.

Each possible indiscernibility relation PIa1,i on a1 for i = 1, 9 is:

PIa1,1 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o2, o4), (o4, o2), (o2, o5),
(o5, o2), (o4, o5), (o5, o4)},

P Ia1,2 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o2, o4), (o4, o2), (o3, o5),
(o5, o3)},

P Ia1,3 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o2, o4), (o4, o2), (o1, o5),
(o5, o1)},

P Ia1,4 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o3, o4), (o4, o3), (o3, o5),
(o5, o3), (o4, o5), (o5, o4)},

P Ia1,5 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o3, o4), (o4, o3), (o2, o5),
(o5, o2)},

P Ia1,6 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o1, o5), (o5, o1), (o3, o4),
(o4, o3)},

P Ia1,7 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o1, o4), (o4, o1), (o3, o5),
(o5, o3)},

P Ia1,8 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o1, o4), (o4, o1), (o2, o5),
(o5, o2)},

P Ia1,9 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5), (o1, o4), (o4, o1), (o1, o5),
(o5, o1), (o4, o5), (o5, o4)}.

Possible eqivalence class PE(oj)a1,i containing object oj in pta1,i for i = 1, 9 and
j = 1, 5 is:

PE(o1)a1,1 = {o1}, PE(o2)a1,1 = PE(o4)a1,1 = PE(o5)a1,1 = {o2, o4, o5}, PE(o3)a1,1 = {o3},
PE(o1)a1,2 = {o1}, PE(o2)a1,2 = PE(o4)a1,2 = {o2, o4}, PE(o3)a1,2 = PE(o5)a1,2 = {o3, o5},
PE(o1)a1,3 = PE(o5)a1,3 = {o1, o5}, PE(o2)a1,3 = PE(o4)a1,3 = {o2, o4}, PE(o3)a1,3 = {o3},
PE(o1)a1,4 = {o1}, PE(o2)a1,4 = {o2}, PE(o3)a1,4 = PE(o4)a1,4 = PE(o5)a1,4 = {o3, o4, o5},
PE(o1)a1,5 = {o1}, PE(o2)a1,5 = PE(o5)a1,5 = {o2, o5}, PE(o3)a1,5 = PE(o4)a1,5 = {o3, o4},
PE(o1)a1,6 = PE(o5)a1,6 = {o1, o5}, PE(o2)a1,6 = {o2}, PE(o3)a1,6 = PE(o4)a1,6 = {o3, o4},
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PE(o1)a1,7 = PE(o4)a1,7 = {o1, o4}, PE(o2)a1,7 = {o2}, PE(o3)a1,7 = PE(o5)a1,7 = {o3, o5},
PE(o1)a1,8 = PE(o4)a1,8 = {o1, o4}, PE(o2)a1,8 = PE(o5)a1,8 = {o2, o5}, PE(o3)a1,8 = {o3},
PE(o1)a1,9 = PE(o4)a1,9 = PE(o5)a1,9 = {o1, o4, o5}, PE(o2)a1,9 = {o2}, PE(o3)a1,9 = {o3}.

Families PFEa1,i of possible equivalence classes on attribute a1 in possible tables
pt1, . . ., pt9 are:

FPEa1,1 = {{o1}, {o2, o4, o5}, {o3}},
FPEa1,2 = {{o1}, {o2, o4}, {o3, o5}},
FPEa1,3 = {{o1, o5}, {o2, o4}, {o3}},
FPEa1,4 = {{o1}, {o2}, {o3, o4, o5}},
FPEa1,5 = {{o1}, {o2, o5}, {o3, o4}},
FPEa1,6 = {{o1, o5}, {o2}, {o3, o4}},
FPEa1,7 = {{o1, o4}, {o2}, {o3, o5}},
FPEa1,8 = {{o1, o4}, {o2, o5}, {o3}},
FPEa1,9 = {{o1, o4, o5}, {o2}, {o3}}.

Minimum possible equivalence class PE(oj)a1,min and maximum possible equiv-
alence class PE(oj)a1,max containing object oj on a1 for j = 1, 5 are:

PE(o1)a1,min = {o1},
PE(o1)a1,max = {o1, o4, o5},
PE(o2)a1,min = {o2},
PE(o2)a1,max = {o2, o4, o5},
PE(o3)a1,min = {o3},
PE(o3)a1,max = {o3, o4, o5},
PE(o4)a1,min = {o4},
PE(o4)a1,max = {o1, o2, o3, o4, o5},
PE(o5)a1,min = {o5},
PE(o5)a1,max = {o1, o2, o3, o4, o5}.

Common possible indiscernibility relation CPIa1 and whole possible indiscerni-
bility relation WPIa1 are:

CPIa1 = {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5)},
WPIa1 = {(o1, o1), (o1, o4), (o1, o5), (o2, o2), (o2, o4), (o2, o5), (o3, o3), (o3, o4),

(o3, o5), (o4, o1), (o4, o2), (o4, o3), (o4, o4), (o4, o5), (o5, o1), (o5, o2),
(o5, o3), (o5, o4), (o5, o5)}.

Let target set T be {o2, o3, o4}. Lower approximation apr(T )a1,i and upper
approximation apr(T )a1,i in possible table pti for i = 1, 9 are:

apr(T )a1,1 = {o3},
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apr(T )a1,1 = {o2, o3, o4, o5},
apr(T )a1,2 = {o2, o4},
apr(T )a1,2 = {o2, o3, o4, o5},
apr(T )a1,3 = {o2, o3, o4},
apr(T )a1,3 = {o2, o3, o4},
apr(T )a1,4 = {o2},
apr(T )a1,4 = {o2, o3, o4, o5},
apr(T )a1,5 = {o3, o4},
apr(T )a1,5 = {o2, o3, o4, o5},
apr(T )a1,6 = {o2, o3, o4},
apr(T )a1,6 = {o2, o3, o4},
apr(T )a1,7 = {o2},
apr(T )a1,7 = {o1, o2, o3, o4, o5},
apr(T )a1,8 = {o3},
apr(T )a1,8 = {o1, o2, o3, o4, o5},
apr(T )a1,9 = {o2, o3},
apr(T )a1,9 = {o1, o2, o3, o4, o5}.

Minimum lower approximation apr(T )a1,min, maximum lower approximation
apr(T )a1,max, minimum upper approximation apr(T )a1,min, and maximum
upper approximation apr(T )a1,maxare:

apr(T )a1,min = ∅,
apr(T )a1,max = {o2, o3, o4},
apr(T )a1,min = {o2, o3, o4},
apr(T )a1,max = {o1, o2, o3, o4, o5}.

4 Kryszkiewicz’s Formula Dealing with Missing Values

Kryszkiewicz used a binary relation for object indistinguishability in informa-
tion tables containing missing values. The binary relation consists of pairs of
indiscernible objects and is expressed as follows:

IKa = {(o, o′) ∈ U × U | a(o) = a(o′) ∨ a(o) = ∗ ∨ a(o′) = ∗}, (19)

The relation is reflective, and symmetric, but not transitive. Set EK
a (o) of objects

that are considered as equivalent to object o is derived from the relation:

EK
a (o) = {o′ | (o, o′) ∈ IKa }, (20)

The set is not an equivalence class. Let T be a target set of objects. By using
EK

a (o), lower approximation aprK
a

(T ) and upper approximation aprKa (T ) are:

apr(T )Ka = {o ∈ U | E(o)Ka ⊆ T}, (21)
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apr(T )Ka = {o ∈ U | E(o)Ka ∩ T �= ∅}. (22)

This approach contradicts Lipski’s approach because he showed that the actual
answer set to an inquiry cannot be obtained and what we can obtain is the lower
and the upper bound of the actual answer set [19]. In addition, these formulae
have the drawbacks pointed by [21], as is shown in Example 3.

Example 3. We check Kryszkiewicz’s formula by using incomplete information
table IT in Example 2. Let target set T be {o2, o3, o4}, which is the same as in
Example 2. Using formula (19) in IT , we obtain the following binary relation of
indiscernibility for objects:

IKa1
= {(o1, o1), (o1, o4), (o1, o5), (o2, o2), (o2, o4), (o2, o5), (o3, o3), (o3, o4),

(o3, o5), (o4, o1), (o4, o2), (o4, o3), (o4, o4), (o4, o5), (o5, o1), (o5, o2),
(o5, o3), (o5, o4), (o5, o5)}.

Class EK
a1

(oj) derived from the relation for j = 1, 5 is:

EK
a1

(o1) = {o1, o4, o5},
EK

a1
(o2) = {o2, o4, o5},

EK
a1

(o3) = {o3, o4, o5},
EK

a1
(o4) = {o1, o2, o3, o4, o5},

EK
a1

(o5) = {o1, o2, o3, o4, o5}.

Lower approximation aprK
a1

(T ) and upper approximation aprKa1
(T ) from formu-

lae (21) and (21) are:

apr(T )Ka1
= ∅,

apr(T )Ka1
= {o1, o2, o3, o4, o5} = U.

Note that nothing is obtained for approximations.

Example 3 shows that we have poor results for approximation in the case of
using Kryszkiewicz’s formula. This is because possible classes of objects equiva-
lent to object o3 on a1 are {o3}, {o3, o4}, and {o3, o4, o5}, but only {o3, o4, o5}
is considered. In other words, only the possibility that missing value ∗ may be
equal to a value is considered, but the opposite possibility is neglected.

5 Relationship Between Kryszkiewicz’s Formula
and Lipski’s Approach

Indeed, Kryszkiewicz’s formula is not compatible with Lipski’s approach, but we
have the following propositions.
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Proposition 3.

IKa = WPIa.

This proposition shows that the binary relation of indiscernibility used by
Kryszkiewicz is equal to the whole indiscernibility relation, the union of pos-
sible indiscernibility relations in possible tables.

Proposition 4.

apr(T )Ka = apr(T )a,min,

apr(T )Ka = apr(T )a,max.

The proposition shows that the lower and the upper approximation by
Kryszkiewicz’s formula are equal to ones derived from using the whole indis-
cernibility relation in possible world semantics. This suggests that by adding
the formula corresponding to the common indiscernibility relation, results from
Kryszkiewicz’s approach coincide with those from Lipski’s approach. The expres-
sion corresponding to the common indiscernibility relation under the notation
of Kryszkiewicz is:

IKa = {(o, o′) ∈ U × U | (o = o′) ∨ (a(o) = a(o′) ∧ a(o) �= ∗ ∧ a(o′) �= ∗)}. (23)

Proposition 5.

IKa = CPIa.

E
K
a (o) of each object is derived from I

K
a similarly to EK

a (o). By using E
K
a (o),

lower approximation aprK
a

(T ) and upper approximation apr
K
a (T ) are:

apr(T )Ka = {o ∈ U | E(o)Ka ⊆ T}, (24)

apr(T )Ka = {o ∈ U | E(o)Ka ∩ T �= ∅}. (25)

Proposition 6.

apr(T )Ka = apr(T )a,max,

apr(T )Ka = apr(T )a,min.

Extending Kryszkiewicz’s formula by adding formula (23) to formula (19), we
can resolve the incompatibility between Kryszkiewicz’s formula and Lipski’s app-
roach.

Example 4. Using formula (23) in IT of Example 2, we obtain the following
binary relation of indiscernibility:

IKa1
= {(o1, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5)}.
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Class E
K
a1(oj) derived from the relation for j = 1, 5 is:

EK
a1

(o1) = {o1},
EK

a1
(o2) = {o2},

EK
a1

(o3) = {o3},
EK

a1
(o4) = {o4},

EK
a1

(o5) = {o5}.
Let target set T be {o2, o3, o4}, which is the same as in Example 2. Lower
approximation aprK

a1
(T ) and upper approximation apr

K
a1(T ) from formulae (24)

and (25) are:

apr(T )Ka1
= {o2, o3, o4},

apr(T )Ka1
= {o2, o3, o4}.

6 Conclusions

We have described rough sets in incomplete information tables containing miss-
ing values whose values are unknown. Many authors use Kryszkiewicz’s formula.
The formula, however, is not compatible with Lipski’s approach based on possible
world semantics and creates poor results for approximations. In order to resolve
this point, we have checked Kryszkiewicz’s formula from the viewpoint of possi-
ble world semantics. Kryszkiewicz’s formula for indiscernibility is equal to that
of the whole indiscernibility relation that is the union of possible indiscernibility
relations obtained from possible tables. By adding the formula corresponding to
the common indiscernibility relation that is the intersection of possible indis-
cernibility relations, we have extended Kryszkiewicz’s formula. As a result, the
extended Kryszkiewicz’s approach is compatible with Lipski’s approach based
on possible world semantics.
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Abstract. Food waste poses significant environmental and social chal-
lenges, impacting communities and contributing to solid waste accumula-
tion. This research addresses the critical issue of food supply chain man-
agement, emphasizing the social sustainability impact of waste justice
and fresh food consumption. Our proposed supply chain network design
model and multi-objective optimization procedure can generate solutions
whose sustainability performance aspects, including profit, greenhouse
gas emissions, and fresh consumption of products, can be controlled to
align with managerial preferences. Through a food supply chain network
case, this research demonstrates the potential of the proposed methods
to improve residents’ quality of life and promote sustainable development
in the region.

Keywords: Sustainability · Sustainable inventory · Food supply
chain · Solid waste management · Inequality · Social justice ·
Greenhouse gas emission

1 Introduction

Food is a perishable good that can spoil and lose quality over time, leading to
waste. The significance of food waste issues varies across regions and is influenced
by many factors, including the availability of fresh produce, consumer culture,
and the adequacy of logistical infrastructure. Statistically, about one-third of
food produced for human consumption is lost or wasted during distribution oper-
ations and at the end-customer level [1]. This additional waste stream not only
complicates the management of solid waste but also contributes to the accumu-
lation of solid waste, which can pose wide-ranging negative environmental and
social impacts on communities. The well-known direct impacts of solid waste
accumulation include health hazards, an unpleasant living environment, ecosys-
tem degradation, and economic costs. Social inequalities and waste injustice are
also significant social impacts caused by solid waste accumulation. Specifically,
the buildup of solid waste often has a greater impact on low-income and minority
neighborhoods than on others located near landfills and disposal sites [2].
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Mitigating waste issues in a food supply chain is a complex task requiring a
multifaceted approach, which involves improving the demand forecast accuracy,
storage and transportation practices, and the closed-loop nature of the supply
chain. As part of a waste-minimizing strategy, implementing effective inventory
planning and ordering strategies can minimize the chances of spoilage and waste
before or after the products reach customers. The location of distribution and
retail facilities can also be essential in reducing food waste. An emerging research
challenge is to develop an approach that facilitates integrated decision-making
in supply chain management, encompassing inventory planning, ordering, and
facility location to optimize supply chain operations. The coordination of mul-
tiple supply chain functions while considering sustainability impacts on multi-
ple stakeholders simultaneously is an area where understanding is still evolving
within a food supply chain context.

This study contributes to the existing literature by presenting a sustainable
supply chain network design (SCND) model that highlights the social sustain-
ability impact related to the freshness of perishable food inventory and waste
justice. The model integrates location, inventory planning, and ordering decisions
while concurrently evaluating the three key sustainability performance aspects:
profit, greenhouse gas emissions, and product freshness. The quantity of waste
generated is controlled by waste justice constraints to prevent excessive waste
accumulation burdens in any of the regional districts. The effort to maximize
the sales of fresh products and the equitable distribution of waste accumulation
burdens will bring positive benefits to the well-being of residents and support
sustainable development in the region.

2 Literature Review

Our literature review starts with the previous SCND approaches for perishable
products. The studies by Banasik et al. [3], and Olapiriyakul and Nguyen [4],
were among the first to integrate decision-making on facility location, delivery
route, and product flow. The scope of integrated decision-making expands to
include inventory planning as a critical component for products with limited shelf
life, as shown by Biuki et al. [5]. The literature shows that inventory planning
and ordering decisions are crucial for ensuring the freshness of perishable food
products Tsao et al. [6], Torabzadeh et al. [7]. Effective coordination of supply
chain decisions is critical in procuring, storing, and distributing perishable food
items while achieving optimal and sustainable supply chain performance.

Despite the growing interest in sustainability-related issues in SCND prob-
lems, only a few studies address social impact by comprehensively incorporating
the perspectives of relevant stakeholders. Daghigh et al. [8] propose a sustain-
able logistics network design approach for perishable items with a social objective
that aims to provide fair accessibility of products for customers and equitable job
opportunities for the surrounding communities. Kalantari and Hosseininezhad [9]
propose a sustainable SCND for perishable food considering global supply chain
risks concerning late shipment and quality problems. The cost, carbon emissions,
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and job creation impacts are evaluated using multi-objective optimization tech-
niques. The study by Tirkolaee et al. [10] and Wang et al. [11] also contributes
to social sustainability by offering job creation. The social impact of the per-
ishable goods supply chain is also related to the freshness of products due to
its relevance to the improved living standard of residents. To ensure the social
responsibility of a supply chain, it is essential to consider consumer satisfaction
and standards with product freshness at the point of demand fulfillment [12] as
well as the deterioration of product quality over time [13].

While food waste is a closely related issue to a product’s freshness loss,
there are very few studies evaluating the waste impact of the perishable goods
supply chain. Jaigirdar et al. [14] select locations for establishing refrigerated
facilities to minimize spoilage and waste to achieve a sustainable supply chain.
The sustainable food supply chain model proposed by Jouzdani and Govindan
[15] considers the uncertainty in product life and the impacts of refrigerated
vehicle usage. It is the first time that the SDGs addressed by the model are
specified, one of which is the goal of reducing food loss and waste (SDG2). After
reviewing the latest literature on SCND for perishable products, the following
can be concluded.

– The SCND research for perishable products should continue to consider the
interdependence between inventory planning, facility location decisions, and
transportation routing decisions.

– There is a significant gap in considering social impact factors and understand-
ing their relationship with other sustainability objectives.

– The impact of municipal solid waste (MSW) generation and accumulation,
critical urban issues that merit greater attention in this domain, continues to
be inadequately addressed.

3 Methodology

3.1 Waste Disparity Index

The waste disparity index (WDI) is introduced to formulate waste justice con-
straints to prevent substantial waste generation in districts already burdened
with high waste accumulated. The WDI of district i is calculated by dividing
the accumulated waste in district i by the average accumulated waste amount
across all districts. The allowable waste generation in terms of % of the total
demand in a district is assumed in Table 1.

3.2 Optimization Model for a Sustainable Perishable Goods
Distribution Network

A multi-objective mixed integer programming model is proposed in this study to
facilitate inventory-location-routing decisions of a sustainable perishable goods
distribution network. The model encompasses three objectives: 1) maximizing
profit, 2) minimizing CO2 emissions, and 3) maximizing freshness. These three
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Table 1. Allowable waste generation for a retail center

WDI value Allowable waste generation (% of demand)

WDI i > 2 10%
2.0 > WDI i > 1.5 20%
1.5 > WDI i > 1.0 30%
WDI i < 1 40%

objectives provide a comprehensive approach to address the three aspects of
sustainability. It is noteworthy that the objective of maximizing freshness, along
with the implementation of waste justice constraints, can positively contribute
to sustainable development practices and benefits the local communities. The
freshness objective value is the percentage of demand satisfied by products whose
remaining shelf lives do not exceed the designated fresh period, specifically set
at 3 weeks for the purpose of this illustration. By ensuring the consumption of
fresh products while limiting waste generation, particularly in districts with high
waste accumulation, the model promotes residents’ living quality in the region.
The CO2 emissions are based on transportation activities and waste only.

3.3 Model’s Notation

Sets and Indices. S is the set of suppliers, indexed by s; C is the set of retail
centers (RC), indexed by c; P is the set of products, indexed by p; B is the set
of ordering batch sizes, indexed by b; l is the integer representing shelf lives of
the products, ranging from 1 to L; H is the set of all possible shelf lives (l) of
the products; T is the set of time periods, indexed by t.

Parameters. demandcpt is the demand of product p at the retailer center c
and period t;pricep is the unit selling price of product p at the retailer centers;
prodcostp is the unit cost of product p that retailer centers purchase from the
suppliers; invcostp is the unit cost of product per period at the retailer centers;
weightp is the unit weight (kg) of product p;weighttruck is the weight (kg)
of truck; maxwastecp is the maximum allowable waste (ton) of product p at
retailer c; supcapas is the production capacity per period of supplier s;distsc
is the distance between supplier s and retail center c;initialinvcpl is the initial
inventory of product p with shelf life l at retail center c; ordersizepb is the
ordering size of product p at batch size b; ordercostpb is the ordering cost of
product p at batch size b; rcopencostc is the opening cost of retail center c;
productlifep is the life of product p; fr is the fresh shelf life; w is the waste shelf
life; wastecost is the cost of handling waste as a percentage of the product cost;
CO2tkm is the CO2 emission equivalent per ton kilometer (kg CO2 e per tkm)
for transportation CO2kg is the CO2 emission equivalent per kilogram of waste
(kg CO2 e per kg of waste) allowprofit is the allowable total profit decrease
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(%) allowfresh is the allowable freshness percentage decrease (%) M is a large
number.

Decision Variables. rcopenc is the binary variable, equal to 1 when retail
center c is open; orderscptb is the binary variable, equal to 1 when retail center
c orders product p with batch size b from supplier s at period t; salescptl is the
unit sales of product p with shelf life l at retail center c and period t; prcptl is the
proportion of demand of product p at retailer c and period t, which is satisfied
by the product with shelf life l; invcptl is the inventory level of product c with
shelf life l at retail center c and period t.

Functions

– totalwastecost is the function that computes the total waste cost as:

totalwaste =
∑

c∈C

∑

p∈P

∑

t∈T

invcpt1 × prodcostp × wastecost (1)

– totalprodcost is the function that computes the total product cost as:

totalprodcost =
∑

s∈S

∑

c∈C

∑

p∈P

∑

t∈T

∑

b∈B

(orderscptb×ordersizepb×prodcostp) (2)

– totalrcopencost is the function that computes the total retail center opening
cost as:

totalrcopencost =
∑

c∈C

(rcopenc × rcopencostc) (3)

– totalinvcost is the function that computes the total inventory cost as:

totalinvcost =
∑

c∈C

∑

p∈P

∑

t∈T

L∑

l=1

(invcptl × invcostp) (4)

– totalordercost is the function that computes the total ordering cost as:

totalordercost =
∑

c∈C

∑

p∈P

∑

b∈B

L∑

l=1

(orderscptb × ordercostpb × distsc) (5)

– totalsales is the function that computes total sales as:

totalsales =
∑

c∈C

∑

p∈P

∑

t∈T

L∑

l=1

salescptl (6)

– totalfreshsales is the function that computes total sales of fresh products
as:

totalfreshsales =
∑

c∈C

∑

p∈P

∑

t∈T

L∑

l=fr

salescptl (7)
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– totaldist is the function that computes total transportation distance between
the suppliers and retail centers as:

totaldist =
∑

s∈S

∑

c∈C

∑

p∈P

∑

t∈T

∑

b∈B

(orderscptb × distsc) (8)

– CO2emissiontran is the function that computes total greenhouse gas emis-
sion in the unit of CO2 emission equivalent (kg CO2 e) from transportation
between the suppliers and retail centers over T periods as:

CO2emissiontran =
∑

s∈S

∑

c∈C

∑

p∈P

∑

t∈T

∑

b∈B

((orderscptb × ordersizepb × distsc

× weightp) + weighttruck)/(1000 × CO2tkm)
(9)

– CO2emissionwaste is the function that computes total greenhouse gas emis-
sion in the unit of CO2 emission equivalent (kg CO2 e) from total waste
as:

CO2emissionwaste =
∑

c∈C

∑

p∈P

∑

t∈T

(invcpt1 × CO2kg) (10)

– totalCO2emission is the function that computes total CO2 emission equiva-
lent (kg CO2 e) as:

totalCO2emission = CO2emissiontran + CO2emissionwaste (11)

– totalrev is the function that computes total revenue as:

totalrev =
∑

c∈C

∑

p∈P

∑

t∈T

L∑

l=1

(salescptl × pricep) (12)

– totalcost is the function that computes total cost as:

totalcost = totalprodcost + totalrcopencost + totalinvcost + totalordercost
(13)

– totalprofit is the function that computes total profit as:

totalprofit = totalrev − totalcost (14)

3.4 Solution Algorithms

Our solution approach addresses potentially conflicting goals in a sustainable
optimization problem with a hierarchy of priority levels for the optimization
goals. The first key step is to align the goals with stakeholder groups and assign
priorities to goals based on their importance. According to the nature of our
location-inventory case, the proposed approach classifies stakeholder groups into
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1) the organization, 2) customers, and 3) the communities. These groups are
arranged in order of importance, starting with internal stakeholders and pro-
gressing toward external stakeholders.

The rest of the optimization process follows the constraint method for tri-
objective optimization, where maximizing the profit for the organization has the
highest priority. The other two objectives, with the second and third priority,
include maximizing the freshness of products for customers and minimizing CO2

emissions for the communities. The model is solved under each objective to
determine the upper and lower bounds for the tri-objective. The detail of their
mathematical models is presented in the remaining parts of this section.

Maximizing Profit. This model aims to maximize the totalprofit function
while subjects to the following constraints: demand constraints (16) - (19), sup-
plier capacity constraint (20), retail center sale constraint (21), inventory balance
constraints (22) - (24), sales and inventory at the first period constraints (25) -
(26), and waste allowance constraint (27). The optimal value of totalprofit from
this model is defined as F ∗

p .

Objective function: max totalprofit (15)
Subject to: salescptl ≤ demandcpt ∀c ∈ C, p ∈ P, t ∈ T, l ∈ H (16)

L∑

l=w+1

prcptl = 1 ∀c ∈ C, p ∈ P, t ∈ T (17)

prcptl = 0 ∀c ∈ C, p ∈ P, t ∈ T, l ∈ H | l ≤ w (18)
L∑

l=1

salescptl ≤ demandcpl ∀c ∈ C, p ∈ P, t ∈ T (19)

∑

c∈C

∑

p∈P

∑

b∈B

(orderscptb × ordersizepb ≤ supcapas) ∀s ∈ S, t ∈ T (20)

∑

s∈S

∑

p∈P

∑

t∈T

L∑

l=1

(orderscptb × salescptl) ≤ rcopenc × M ∀c ∈ C (21)

invcp(t−1)l = initialinvcpl +
∑

s∈S

∑

b∈B

(orderscptb × ordersizepb) − salescptl

∀c ∈ C, p ∈ P, t = 1, l = L

(22)

invcpt(l−1) =
∑

s∈S

∑

b∈B

(orderscptb × ordersizepb) − salescptl

∀c ∈ C, p ∈ P, t ∈ T | t ≥ 1, l = L

(23)

invcpt(l−1) = invcp(t−1)l − salescptl

∀c ∈ C, p ∈ P, t ∈ T | t ≥ 1, l ∈ H | 2 < l ≤ L − 1
(24)
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salescptl = 0 ∀c ∈ C, p ∈ P, t = 1, l ∈ H | l ≤ L − 1 (25)
invcptl = 0 ∀c ∈ C, p ∈ P, t = 1, l ∈ H | l ≤ L − 2 (26)

wastecp ≤
∑

t∈T

demandcpl × maxwastecp ∀c ∈ C, p ∈ P (27)

salescptl, prcptl, invcptl ≥ 0 ∀c ∈ C, p ∈ P, t ∈ T, l ∈ H (28)
rcopenc, orderscptb ∈ {0, 1} ∀s ∈ S, c ∈ C, p ∈ P, t ∈ T, b ∈ B (29)

Maximizing Freshness. This model aims to maximize freshness represented
by freshpercentage while taking the profit into consideration. The constraint
(31) is added to account for the maximum possible value of freshpercentage,
which is 1 or 100% when all sales are fresh products. The model maximizes
totalprofit while being subject to the same constraints (16)–(29) as in the profit-
maximizing model. The optimal value of totalfreshsales from this model is
defined as F ∗

f .

Objective Function: max totalprofit (30)
Subject to: totalfreshsales − totalsales = 0 (31)

(16) − (29)

Minimizing CO2 Emission. This model aims to minimize the totalCO2

emission function. Two additional constraints, (33) and (34), are added to set
minimum targets for totalprofit and freshpercentage with allowance factors
allowprofit and allowfresh, respectively. The remaining constraints follows the
constraints (16) - (29) as in the profit maximizing model. The optimal value of
totalCO2emission from this model is defined as F ∗

c .

Objective Function: min totalCO2emission (32)
Subject to: totalprofit ≥ F ∗

p × (1 − allowprofit) (33)
totalfreshsales − totalsales × (1 − allowfresh) ≥ 0 (34)

(16) − (29)

Tri-Objective Optimization. This model uses a min-max technique, mod-
ified from the techniqie used by Olapiriyakul et al., [16], to obtain a set of
non-dominated solutions that minimize deviation from the ideal outcomes. The
normalized deviations of totalprofit, totalfreshsales, and totalCO2emission
are defined as σp, σf , and σc, respectively.

σp =
F ∗
p − Fp

F ∗
p − Fmin

p

(35)
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σf =
F ∗
f − Ff

F ∗
f − Fmin

f

(36)

σc =
Fc − F ∗

c

Fmax
c − F ∗

c

(37)

where F ∗
p , F ∗

f , and F ∗
c represent the best results obtained by solving the single

objective models, while Fmin
p , Fmin

f , and Fmax
c represent the worst results.

The model minimizes a new continuous decision variable z while subject to
the deviation constraints (39) - (41) and the constraints (16) - (29) as in the
maximizing profit model.

Objective function: min z (38)
Subject to: σp ≤ z (39)

σf ≤ z (40)
σc ≤ z (41)

(16) − (29)

4 A Case Study Problem

This study applies the proposed model to a two-tier food supply chain prob-
lem where a company can order food items A and B from five suppliers and
deliver them to their retail centers in five districts. This case represents a gen-
eral supplier-to-retailer food distribution network. Due to the paper length lim-
itation, only the overview of parameters of the case study is given in Table 2,
followed by a brief description of the analysis results.

Our results in Table 3 include both single- and tri-objective optimization
outcomes obtained by using IBM ILOG CPLEX Optimization Studio in solving
the proposed optimization models. The machine specifications included an Intel
Core i5-7360U processor running at 3.6GHz, and 8 GB of LPDDR3 RAM. The
model is initially optimized under single-objective scenarios to gain insights into
the possible range of sustainability performance, which includes profit, freshness,
and CO2 emissions. The sales amount, number of small and large batch orders,
waste amount, and revenue are reported. The total cost encompasses retail center
opening, ordering, products, inventory, and waste disposal. Subsequently, the
total profit and satisfaction level are calculated. When maximizing profit, the
number of large batch orders is the highest among all the solutions, leading
to a large lot discount and a profit of $233,920,559. However, the freshness of
products offered to customers appears to be only 86%. When the freshness is
maximized, the network mainly relies on small batch orders to ensure a 100%
freshness level for customers. Nonetheless, this results in large CO2 emissions
due to frequent deliveries. In this scenario, the waste generated from item B in
District Three is restricted by the allowable waste amount. When minimizing
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Table 2. Parameters of the case study

Parameter Value

Total period (T ) 30 periods
demandcpt AVG: 986, SD: 806, Min: 27, Max: 3976 (unit)
pricep A: 28.82; B: 57.64 (USD)
prodcostp A: 8.65; B: 14.41 (USD)
invcostp A: 0.58, B: 0.86 (USD)
weightp 1 kg for all items
weighttruck 8000 kg
maxwastecp RC1-5, A: 18, 12, 2, 4, 8; RC1-5, B: 13, 10, 1, 3, 10 (ton)
supcapas 200,000 units per period for all suppliers
distsc AVG: 167; SD: 114; Min: 50; Max: 500 (km)
initialinvcpl 1000 units with shelf life 5 period for all items and retail centers
ordersizepb A, Small: 5000; A, Large: 10000; B, Small: 2500; B, Large: 5000 (unit)
ordercostpb A, Small: 2.08; A, Large: 2.88; B, Small: 1.68; B, Large: 2.08 (USD per km)
rcopencostc RC1-5: 144079, 28816, 57632, 28816, 57632 (USD)
productlifep 5 periods for all items
fr 3 periods
w 1 period
wastecost 10%
CO2tkm 0.0674 kg CO2 e per tkm
CO2kg 2 kg CO2 e per kg of waste
allowprofit 20%
allowfresh 20%
(1 USD = 34.7 THB)

CO2, the sales are minimized, just enough to achieve the sales target, resulting
in CO2 emissions of only 14,146 kg of CO2 equivalent. Under the multi-objective
scenario, our model identifies the tri-objective solution that performs relatively
well in all three sustainability aspects, with the highest average satisfaction level
of 66%.

The following result discussion can also be made based on the results in
Table 6. Lot size decision shows to create a significant impact on all the sustain-
ability performance. CO2 emissions, both from transportation and waste, can
be greatly affected by the sales quantity. Facility location only affects transport-
related CO2 emissions. Adding a retail center in District 3 to the solutions helps
reduce the transport-related CO2 due to its close proximity to suppliers. Less
waste is created when the freshness percentage is allowed to be less, as shown
when comparing the tri-objective solution to that of the freshness maximiza-
tion. The tradeoffs between the objectives under single-objective optimization
are evident. Maximizing profit clearly yields low freshness levels and high CO2

emission levels. Maximizing freshness leads to significant CO2 emissions. How-
ever, through the tri-objective technique, a well-balanced solution is achieved,
with priority given to profit.
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Table 3. Summary result of the case study

Single-Objective Tri-Objective
Max Profit Max Freshness Min CO2 Emission

Profit Total Product Sales (Unit) 277,054 259,339 186,283 254,905
Opened Retail Center 1, 2, 4, and 5 1, 2, 4, and 5 All All
Small Batch Order Number 52 64 31 55
Large Batch Order Number 16 10 14 11
Waste (ton) 25.45 34.10 1.22 8.10
Total Revenue ($) 406,849,000 388,563,000 308,180,500 384,143,500
Retail Center Opening Cost ($) 9,000,000 9,000,000 11,000,000 11,000,000
Ordering Cost ($) 39,873,921 42,102,033 26,981,044 37,912,719
Product Cost ($) 113,250,000 112,750,000 76,750,000 102,750,000
Inventory Cost ($) 9,987,040 8,777,710 6,117,816 8,106,038
Disposal Cost ($) 817,480 1,157,730 48,563 1,880,331
Total Cost ($) 172,928,441 173,787,473 120,897,423 161,649,087
Total Profit ($) 233,920,559 214,775,527 187,283,077 222,494,413
Satisfaction Level 100% 59% 0% 76%

Freshness Fresh Product Sales (Unit) 238,508 259,339 162,094 235,844
Total Product Sales (Unit) 277,054 259,339 186,283 254,905
Freshness Percentage 86% 100% 87% 93%
Satisfaction Level 0% 100% 7% 47%

CO2 Emission CO2 Emission from Transportation (kg CO2 e) 36,903 37,509 11,712 20,390
CO2 Emission from Waste (kg CO2 e) 50,892 68,206 2,435 16,191
Total CO2 Emission (kg CO2 e) 87,795 105,715 14,146 36,581
Satisfaction Level 20% 0% 100% 75%

Average Satisfaction Level 40% 53% 36% 66%
Computational Time (Second) 19 16 60 71

5 Conclusion

This research is the first sustainable perishable product SCND that addresses
social impact related to the consumption of fresh products and waste justice.
The modeling and problem analysis sections of this research also illustrate the
connections between perishable characteristics, SCM parameters, and the bur-
den of waste accumulation on communities. This significantly strengthens our
understanding of sustainable SCND for perishable goods, expanding the scope
of the social sustainability aspect in the literature. Our analysis shows that
the proposed model can be solved in single- and multi-objective scenarios to
pursue specific outcome preferences. The proposed multi-objective technique
employs a hierarchical approach with varying priority levels to address these
conflicting goals. By setting deviations from the upper bound for each objective,
the model can generate trade-off solutions and gain insights into the interrela-
tionships between different objectives. Our results suggest that hierarchical and
goal-oriented approaches effectively solve sustainable SCND problems involving
multiple optimization objectives with different priorities.

Regarding practical implications, the proposed approach allows decision-
makers to adjust the allowable reduction in profit and freshness as well as waste
generation criteria, to obtain solutions that align with their managerial prefer-
ences. Regarding the limitations of our study, CO2 emissions in our model are
solely based on transportation and waste generation, neglecting carbon emissions
resulting from inventory and facility. This omission could significantly impact the
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optimal solution for products requiring refrigeration or special infrastructure.
Additionally, our model assumes fixed selling prices, which limits its applicabil-
ity in cases where prices vary depending on the remaining shelf lives of products.
The future study can explore a broader scope of supply chain decisions, particu-
larly focusing on the disposal and closed-loop components, whose waste-induced
sustainability impacts can significantly affect the SCND decisions Olapiriyakul
[17]. This expansion will ensure waste reduction and promote both sustainable
consumption and production practices.

References

1. World Bank: Cutting Food Loss and Waste Can Deliver Big Wins for Coun-
tries’ Food Security and Environment. World Bank Press Release (9 2020),
https://www.worldbank.org/en/news/press-release/2020/09/28/cutting-food-
loss-and-waste-can-deliver-big-wins-for-countries-food-security-and-environment,
accessed: June 1, 2023

2. Buzzelli, M., Jerrett, M., Burnett, R., Finklestein, N.: Spatiotemporal perspectives
on air pollution and environmental justice in hamilton, canada, 1985–1996. Ann.
Assoc. Am. Geogr. 93(3), 557–573 (2003)

3. Banasik, A., Kanellopoulos, A., Claassen, G., Bloemhof-Ruwaard, J.M., van der
Vorst, J.G.: Closing loops in agricultural supply chains using multi-objective opti-
mization: A case study of an industrial mushroom supply chain. Int. J. Prod. Econ.
183, 409–420 (2017)

4. Olapiriyakul, S., Nguyen, T.T.: Land use and public health impact assessment in
a supply chain network design problem: A case study. J. Transp. Geogr. 75, 70–81
(2019)

5. Biuki, M., Kazemi, A., Alinezhad, A.: An integrated location-routing-inventory
model for sustainable design of a perishable products supply chain network. J.
Clean. Prod. 260, 120842 (2020)

6. Tsao, Y.C., Zhang, Q., Zhang, X., Vu, T.L.: Supply chain network design for per-
ishable products under trade credit. J. Ind. Prod. Eng. 38(6), 466–474 (2021)

7. Torabzadeh, S.A., Nejati, E., Aghsami, A., Rabbani, M.: A dynamic multi-
objective green supply chain network design for perishable products in uncertain
environments, the coffee industry case study. International Journal of Management
Science and Engineering Management 17(3), 220–237 (2022)

8. Daghigh, R., Jabalameli, M., Amiri, A., Pishvaee, M.: A multi-objective location-
inventory model for 3pl providers with sustainable considerations under uncer-
tainty. Int. J. Ind. Eng. Comput. 7(4), 615–634 (2016)

9. Kalantari, F., Hosseininezhad, S.J.: A multi-objective cross entropy-based algo-
rithm for sustainable global food supply chain with risk considerations: A case
study. Computers & Industrial Engineering 164, 107766 (2022)

10. Tirkolaee, E.B., Aydin, N.S.: Integrated design of sustainable supply chain and
transportation network using a fuzzy bi-level decision support system for perishable
products. Expert Syst. Appl. 195, 116628 (2022)

11. Wang, C.N., Nhieu, N.L., Chung, Y.C., Pham, H.T.: Multi-objective optimization
models for sustainable perishable intermodal multi-product networks with delivery
time window. Mathematics 9(4), 379 (2021)

https://www.worldbank.org/en/news/press-release/2020/09/28/cutting-food-loss-and-waste-can-deliver-big-wins-for-countries-food-security-and-environment
https://www.worldbank.org/en/news/press-release/2020/09/28/cutting-food-loss-and-waste-can-deliver-big-wins-for-countries-food-security-and-environment


318 S. Olapiriyakul and W. Pannakkong

12. Yakavenka, V., Mallidis, I., Vlachos, D., Iakovou, E., Eleni, Z.: Development of
a multi-objective model for the design of sustainable supply chains: the case of
perishable food products. Annals of Operations Research 294(1–2), 593–621 (2020),
https://www.scopus.com, cited By :33

13. Chan, F.T., Wang, Z., Goswami, A., Singhania, A., Tiwari, M.K.: Multi-objective
particle swarm optimisation based integrated production inventory routing plan-
ning for efficient perishable food logistics operations. Int. J. Prod. Res. 58(17),
5155–5174 (2020)

14. Jaigirdar, S.M., Das, S., Chowdhury, A.R., Ahmed, S., Chakrabortty, R.K.: Multi-
objective multi-echelon distribution planning for perishable goods supply chain:
A case study. International Journal of Systems Science: Operations & Logistics
10(1), 2020367 (2023)

15. Jouzdani, J., Govindan, K.: On the sustainable perishable food supply chain net-
work design: A dairy products case to achieve sustainable development goals. J.
Clean. Prod. 278, 123060 (2021)

16. Olapiriyakul, S., Pannakkong, W., Kachapanya, W., Starita, S.: Multiobjective
optimization model for sustainable waste management network design. Journal of
Advanced Transportation 2019 (2019)

17. Olapiriyakul, S.: Designing a sustainable municipal solid waste management system
in pathum thani, thailand. Int. J. Environ. Technol. Manage. 20(1–2), 37–59 (2017)

https://www.scopus.com


Security and Privacy in Machine
Learning



A Novel Privacy-Preserving Federated
Learning Model Based on Secure

Multi-party Computation

Anh Tu Tran1(B), The Dung Luong1, and Xuan Sang Pham2

1 Academy of Cryptography Techniques, Hanoi, Vietnam
tutran@actvn.edu.vn

2 Hanoi University of Science and Technology, Hanoi, Vietnam

Abstract. Although supporting training deep learning models dis-
tributed without disclosing the raw privacy data, federated learn-
ing (FL) is still vulnerable to inference attacks. This paper proposes
ComEnc-FL, a privacy-enhancing federated learning system that com-
bats these vulnerabilities. ComEnc-FL uses secure multi-party compu-
tation and parameter encoding to reduce communication and computa-
tional expenses. ComEnc-FL surpasses typical secure multi-party com-
putation systems in training time and data transfer bandwidth. ComEnc-
FL matches the base FL framework and outperforms differential privacy-
safe frameworks. We also show that parameter compression reduces
encryption time, improving model performance over the FL.

Keywords: Privacy-preserving Deep Learning (PPDL) · Federated
Learning (FL) · Privacy · Secure Multi-party Computation (SMC)

1 Introduction

Deep neural networks (DNNs) are a valuable tool for various tasks, such as
Computer Vision (CV), Natural Language Processing (NLP), Recommendation
Systems (RS), and Cyber Security, in the era of large data [9]. The efficacy of
DNNs depends on access to vast volumes of data, which may be problematic for
individual entities due to storage limits and data gathering challenges [4].

A conventional strategy is to pool data from many sources into a central
server for training; however, privacy considerations require revision. Protect sen-
sitive data like medical photos and user-specific information. The General Data
Protection Regulation (GDPR) emphasizes the need to protect privacy while
transferring data across businesses [3].

Federated Learning (FL) [7] is a promising answer to this issue. FL enables
multiple parties to train a DNN without exchanging data. Local models are
trained on each participant’s data and sent to a central server for aggregation.
The aggregated model, incorporating all parties’ knowledge, is then returned to
participants. This iterative procedure continues until the model performs well.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Honda et al. (Eds.): IUKM 2023, LNAI 14376, pp. 321–333, 2024.
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FL allows data privacy by letting data owners control their data, unlike standard
privacy-preserving machine learning systems that send all training data to a
central location. FL is a big step forward in protecting personal data. FL has
several practical uses, such as loan status prediction, health evaluation, and
next-word prediction [5].

Data owners in FL have exclusive rights over training data. FL’s simplicity
makes it susceptible to inference attacks, revealing essential training data for
both sides [10,11]. Differential privacy (DP) and secure multi-party computation
(SMC) are risk mitigation strategies for sensitive data breaches that would be
intolerable.

DP minimizes inference attacks using the final model or model updates by
injecting optimized noise into model updates using differentially private pro-
cesses [2]. DP guarantees privacy, although strategies using it are commonly
criticized for producing inaccurate and noisy models [14]. Privacy and model
performance trade off when DP and FL are used.

In contrast, SMC approaches prevent curious or untrustworthy aggregators
from examining private models without affecting accuracy. Examples of this app-
roach include threshold Paillier, [13], functional encryption [15], pairwise mask-
ing protocols [1], and (partial) homomorphic encryption [8,12,16]. Alternative
data leak prevention approaches combine DP and SMC procedures for robust
differential private assurances and high-quality model performance [12,13].

Existing SMC and DP methods cannot prevent colluding party inference
hazards. Most cryptography-based FL models need all parties to share keys and
not collude with the server. Real-world applications cannot require all parties to
use the same keys without cooperating with the server.

We present ComEnc-FL, an efficient, scalable, and secure aggregation-based
privacy-preserving federated learning, to overcome the abovementioned restric-
tions and find a satisfactory solution to the problem of secure multi-party
aggregation efficiency while counteracting potential collusion within the model.
ComEnc-FL relies on an ElGamal-based encryption scheme coupled with model
parameters compressing method to streamline and enhance communication and
computation. It effectively manages the issue of colluding parties with the server
and the communication and computational costs of SMC-based FL. Conse-
quently, ComEnc-FL addresses the deficiencies of previous cryptography-based
secure aggregation systems.

The main contributions of this paper are as follows:

– We introduce the ComEnc-FL framework that enhances privacy while
addressing the limitations of previous state-of-the-art cryptographic secure
aggregation systems. By leveraging the ElGamal-based encryption scheme,
the proposed framework addresses the issue of colluding parties, a common
problem in most cryptography-based federated learning models. By adopting
a unique parameter encoding strategy, ComEnc-FL mitigates computational
and communication costs commonly associated with secure aggregation in
federated learning.
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– We have conducted a series of experiments to critically appraise the efficacy of
ComEnc-FL compared to the base-FL framework. Furthermore, we perform
an exhaustive analysis concerning the efficiency of ComEnc-FL, reducing com-
putation and communication costs and elucidate the influence of the number
of decimal places on performance metrics.

The following sections of this paper provide a systematic discussion of our
work. Section 2 introduces the ComEnc-FL we propose. We outline our experi-
mental setup and analysis in Sect. 3. Ultimately, Sect. 4 contains our conclusion
and our plans for future work.

2 Methodology

This section describes the proposed secure sum protocol and parameter encoding
strategy. Then, we apply these techniques to the federated learning framework
to obtain the ComEnc-FL framework.

2.1 Framework Description

Our proposed framework is based on federated learning algorithms, which involve
a central server and a set of clients P = {P1, P2, . . . Pn}. Each client owns a pri-
vate local dataset Di and collaboratively trains a global model without revealing
their local data. The central server initializes a global model (W0) and shares
the necessary hyperparameters, such as local epoch (E) and batch size (B), with
all participating clients.

In the communication round t, clients train the received model Wt on their
local datasets with the local epoch E and batch size B. After the local training,
clients obtain local model W i

t and share them with the server to update the
current global model. The server aggregates the new global model Wt+1. After
that, the server broadcasts the up-to-date global model to every client. The
successive communication round happens in the same manner.

The federated learning framework ensures that clients control their data,
preventing direct data leakage. However, inference attacks may happen in the
training phase and harm the privacy of the framework. Exchanging messages
with each other, the server and clients may exploit the model updates to leak
sensitive information. Hence, to ensure the privacy of the model sharing during
the training phase, we propose a secure multiparty computation protocol that
employs a modified ElGamal cryptosystem. Moreover, we also apply a parameter
encoding strategy to the FL framework to reduce the computation cost when
encrypting and the communication cost when exchanging messages.
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2.2 Threat Model

In our ComEnc-FL setting, we consider following threat model:

– The central server and all clients are honest-but-curious or semi-honest. In the
semi-honest context, even the server and clients correctly follow the protocol
specification, they may try to inspect the model updates to learn private
information.

– The central server and participants may collude, potentially exchanging mes-
sages to gain access to information that should remain confidential.

2.3 Secure Multiparty Computation Protocol

2.3.1 Protocol We propose a secure multiparty computation protocol that
adopts the additively homomorphic property of a variant of ElGamal encryp-
tion. The computational difficulty of the discrete logarithm problem and the
related ElGamal cryptosystem determine the privacy of our protocol. The pro-
tocol allows the server to aggregate the encrypted messages submitted by clients
into the desired sum.

The proposed protocol consists of two phases illustrated as follows.
Initialization phase: To start the protocol, our protocol requires the following
parameters:

– We choose a prime p and a prime q such that p − 1 is a multiple of q. Let g
be a generator of a cyclic group Zp that satisfies g �= 1 and gq mod p = 1. In
our proposed protocol, all computations are done in Zp and (p, q, g) are the
public parameters shared among the server and all clients.

– Each client Pi has already owned two private keys xi,yi ∈ {1, 2, . . . , p − 1}
and the corresponding public keys Xi = gxi , Yi = gyi . Note that the private
key yi is one-time use. Each client Pi submits the public keys Mi = {Xi, Yi}
to the central server.

– The server then pre-computes

X =
n∏

i=1

Xi; Y =
n∏

i=1

Yi

and broadcasts the public values M = {X,Y } to all clients through public
networks.

Secure n-clients Sum Computation Phase: Once the necessary parameters
have been established, we could conduct the main phase of the protocol. This
phase consists of two steps described in detail in the following.

At the first step, each client encrypts his model’s secret parameters using
the public value M = {X,Y } and the private keys xi,yi. Denote the client Pi’s
models be Wi. Each client computes the encrypted messages Vi by the function
f : Zp × R → R : Vi = Xyi

Y xi
gWi where Xyi , Y xi , Xyi

Y xi
∈ Zp and gVi ∈ Z. When

the process of computing Vi is done, each client submits Vi to the central server.
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At the second step, after receiving the messages Vi from all clients, the server
computes V =

∏n
i=1 Vi. Subsequently, the server performs Shank’s algorithm to

obtain the sum value S that satisfies gS = V .

2.3.2 Proof of Correctness

Theorem 1. The proposed protocol for secure n−parties sum exactly computes
the sum of all clients’ secret values.

Proof. We prove that if the central server finds out a value S such that the
equation gS = V happens, then S is the sum of all clients’ secret values.

Assume that gS = V . Then we have:

gS = V =
n∏

i=1

Vi =
n∏

i=1

gWiXyi

Y xi
= g

n∑

i=1
Wi

n∏

i=1

(
n∏

j=1

Xj

)yi

(
n∏

j=1

Yj

)xi

= g

n∑

i=1
Wi

n∏

i=1

(
g

n∑

j=1
xj

)yi

(
g

n∑

j=1
yj

)xi
= g

n∑

i=1
Wi g

n∑

j=1
xj

n∑

i=1
yi

g

n∑

j=1
yj

n∑

i=1
xi

= g

n∑

i=1
Wi

. �

2.3.3 Privacy Analysis We have the following security definition:

Definition 1. Assume that each user Pi has the private keys xi, yi and the pub-
lic keys Xi, Yi. A protocol protects private Wi against the server and t corrupted
clients in the semi-honest model if, for all I ⊆ {1, 2, . . . , n}, there exists a prob-
abilistic polynomial-time algorithm M such that

{M(W, [Wi,xi,yi]i∈I , [Xi, Yi]j /∈I)} c≡ {view{Pi}i∈I([Vi,xi,yi]ni=1)}

where
c≡ is computational indistinguishability.

Intuitively, this definition means that ‖I‖ corrupted parties can learn nothing
about the private data of other parties even though they have the sum of the
private message W , the corrupted clients’ knowledge, and the public keys. There-
fore, this definition is equivalent to the fact that the server and the corrupted
clients jointly infer nothing beyond W .

Theorem 2. The protocol for secure n-clients sum presented in Fig protects
each honest client’s privacy against the server and up to (n−2) corrupted clients.
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Proof. Without the loss of generality, we assume that two clients P1 and P2 do
not collude while the central server and the others Pi‖i ∈ I = {3, 4, . . . , n} col-
lude with each other. In our secure protocol, each client only sends the encrypted
value Vi and two public keys Xi, Yi to the server. Xi, Yi are random values
because the private keys xi, yi are uniformly random. To prove the below the-
orem, we must construct a probabilistic polynomial-time algorithm that can
simulate the computation for the messages W1 and W2 using only the final sum
S, corrupted clients’ knowledge {xi, yi, Vi} and public keys X1, Y1,X2, Y2.

We denote the algorithm that satisfies the above assumption as M . Algorithm
M uses (u12, v12) = (gw1gx2y1 , gx2), (u21, v21) = (gw2gx1y2 , gx1) as its input to
simulate W1,W2 as follows:

P
′
1 =

u12.Y
∑

i∈I xi

1 .gS−∑
i∈I Wi

u21.X
∑

i∈I yi

1

, P
′
2 =

u21.Y
∑

i∈I xi

2 .gS−∑
i∈I Wi

u12.X
∑

i∈I yi

2

.

According to the Definition 1, our protocol is semantically secure. �

2.4 Parameter Encoding Strategy

Deep learning neural networks can easily contain millions of trainable parame-
ters. This enormous number of trainable parameters leads to a dramatic increase
in computation and communication costs. The computation time taken for
encrypting and decrypting clients’ parameters may dominate the running time of
our federated learning framework. In addition, setting a channel to transfer these
clients’ parameters is a challenge that requires a large amount of bandwidth [8].
To tackle the abovementioned problems, we propose an integer encoding strategy
to reduce the time-consuming encryption and the cost during communication.

Inspired by the natural resilience of deep neural networks to low-precision
fixed-point representations [6], our proposed strategy converts floating-point
parameters to integers that present fewer decimal places. Our encoding tech-
nique contains three phases described in detail as follows.

At the server’s site, the server already owns an exponential factor (γ) that
decides the number of decimal places remaining after encoding clients’ parame-
ters. Before starting the secure protocol, the server assigns value to this factor
and broadcasts it to every client. Note that the exponential factor remains con-
stant during the protocol.

In the next phase, each client Pi encodes its float parameters into integers.
After the local training, client Pi encodes its model’s parameters by multiplying
ten by the exponential factor to limit the precision of model weights as Wi ←
10γWi. The client rounds the encoded values to integers and sends the message
Wi to the central server.

In the final phase, the central server uses the value γ to decode the received
parameters from client Pi.
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2.5 ComEnc-FL Framework

Integerating the proposed secure multiparty sum protocol and the parameter
encoding technique into the federated learning, we obtain the ComEnc-FL frame-
work described as Framework 1.

Framework 1: The ComEnc-FL framework

Input: n clients P = {P1, P2, . . . , Pn}; Each client has private keys xi, yi cor-
respond public keys Xi, Yi and the number of data samples mi.
1. Initialization phase

– The server initializes a global model W0 and an exponential factor γ. The
server then sends W0 and γ to every clients.

– Each client informs public keys {Xi, Yi} and mi to the server. The server

then precomputers X =
n∏

i=1

Xi, Y =
n∏

i=1

Yi, and sends back to clients.

2. Training phase

– Client site (n clients in parallel):
• Client Pi trains model Wt on local data Di to obtain W i

t+1.
• Client Pi encodes W i

t+1 by using γ as W i
t+1 ← round(10γW i

t+1).
• Client Pi computes Vi =

Xyi

Y xi gW i
t+1 and sends Vi to the server.

– Server site:
• Obtain Vi from client Pi.
• Calculate V =

n∏

i=1

Vi and execute the baby-step giant-step algorithm

to obtain S =
i∑

i=1

W i
t+1.

• Aggregate the new global model as Wt+1 ←
n∑

i=1

mi
M

W i
t+1

10γ .

• Send Wt+1 to every client.

2.6 Computation Cost and Communication Cost

2.6.1 Computation Cost Analysis Considering the computational
demand, especially in encryption, we emphasize the computation time for

Vi = gwi
t Xyi

Y xi
. Client Pi must carry out modular exponentiation, multiplicative

inverse, and multiplication with large integers. We denote the following:

– Te: Time for a modular exponentiation operation.
– Tm: Time for a modular multiplication operation.
– Tin: Time for computing a modular multiplicative inverse.

Among those operations, computing the modular exponentiation is the most
expensive operation. For our proposed protocol, the total time to prepare the
message Vi at the client Pi’s site is 3Te + 2Tm + Tin.
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We adopt an integer encoding strategy to decrease Te for gWi . We signif-
icantly reduce computation time by representing float parameters Wi as inte-
gers. Our protocol, functioning strictly with integers, necessitates the conver-
sion of floating-point parameters Wi into integers. Conventionally, floating-point
computations maintain precision through adherence to the IEEE 754 standard,
allowing for representation with 15–17 decimal places. Therefore, without lim-
iting the number of decimal places, gWi is computed with Wi in the range of
[1015, 1017]. On the other hand, by applying our encoding strategy, we could
reduce the exponent Wi by choosing a smaller exponential factor γ.

For instance, by selecting a smaller exponential factor γ (such as 5), we com-
pute g10

5
rather than g10

15
. This strategy significantly expedites the encryption

phase, especially for complex neural networks with millions of parameters.

2.6.2 Communication Cost Analysis We inspect the cost during the com-
munication of the proposed framework.

In the initialization phase, our framework needs to go through these steps:

– The server sends two hyperparameters (B and E) to n clients. In our case, a
32-bit packet is enough to transfer these hyperparameters. Hence, the total
communication bandwidth is 2 × 32 × n bits.

– The server sends the initial global model to every client. This step requires
n × ModelSize bits.

– Clients submit values Xi, Yi and mi to the server. This step costs (2 ×
ElGamalKeysize + 32) × n bits of bandwidth.

– The server computes X,Y and resends to every client. The bandwidth needed
to communicate is 2 × ElGamalKeysize × n bits.

We analyze the communication cost of the training phase by considering one
communication round. After the local training, clients send their models to the
server. Receiving local models, the server updates the global model and resends
the model to all clients with a message of ModelSize bits. Hence, we need 2n
communication sessions and the total bandwidth of 2 × ModelSize × n in each
communication round.

By implementing our integer encoding strategy, we can reduce communica-
tion costs. We analyze this benefit of our method by comparing it to the basic
federated learning framework with the floating number transmission. In the nor-
mal condition of federated learning, to ensure the precision of floating-point
number computation, we use IEEE 754 double-precision binary floating-point
format to represent float numbers. This standard allows us to present a number
between 10−308 and 10308 with 15–17 decimal digits precision. Performing one
float number requires 64 bits. On the other hand, adopting our encoding strategy,
we only need 32 bits to present an integer between 10−10 and 1010. Therefore, we
can limit the encoding precision under 10 decimal places to reduce the model’s
size by half. This reduction becomes significant when the federated learning
framework consists of many clients or uses a complex deep learning model.



Privacy-Preserving Federated Learning Based on SMC 329

3 Experimental Results and Analysis

3.1 Experimental Setup

3.1.1 Datasets and Model Architecture To validate the performance
of the ComEnc-FL framework, we conducted the experiments based on two
datasets: the MNIST and the CSIC 2010 dataset.

– The MNIST dataset, a public repository of handwritten digits as 32 × 32
images, consists of 60,000 training and 10,000 test samples.

– CSIC 2010 is a dataset that has been widely used for testing web intrusion
detection systems. This dataset is a set of HTTP requests that contain more
than 36000 benign and 25000 anomalous samples.

We only consider that the data divided among the clients follows the IID method.
For each dataset, we combine all the samples and divide this dataset randomly
into 80% for training and 20% for testing. We then shuffle the training set and
partition it into clients so that every client has the same percentage of each label.

For the model architecture, we train two different neural network models
per dataset: CNN Model for MNIST dataset and CLCNN Model for CSIC 2010
dataset.

3.2 Experimental Results

We implement four experimental setups to qualify the performance of the pro-
posed framework and analyze the effect of several hyperparameters on the result-
ing models. We assume all the clients will attend the training at every commu-
nication round and use the same local batch size, 64. In the first experiment, we
evaluate our framework in contrast to different baselines. In the second experi-
ment, we vary the number of clients joining the framework to see how this factor
affects the model. We examine the encoding techniques in the third experiment
by limiting clients’ parameters under different precision levels. Finally, in the
fourth experiment, we analyze the proposed approach from the perspective of
total encryption time.

3.2.1 Overall Model Performance In this part, we conduct experiments
to evaluate the quality of our proposed framework. We run 50 communication
rounds on two above datasets and compare the obtained results with two base-
lines:

– The general Average Federated Learning training without any security setting
(General Fed-Avg).

– The general Average Federated Learning training with additional differential
privacy in small and large noise cases.
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Table 1 presents the results of our ComEnc-FL framework, where clients’ model
weights are rounded to 10 decimal places. We evaluate both accuracy and F1-
score, the latter encompassing precision and recall. Compared to Fed-Avg train-
ing with high noise injection, our framework performs and maintains parity with
Fed-Avg training at low noise levels. However, in the absence of security measures
(general Fed-Avg), a marginal decrease in ComEnc-FL’s accuracy and F1-score
is noted, attributed to the effect of rounding clients’ parameters.

Table 1. The accuracy and F1-score comparison after 50 communication rounds.

Metric Dataset Model
ComEnc-FL General Fed-Avg Fed-Avg (Small noise) Fed-Avg (Large noise)

Accuracy MNIST 0.9834 0.9860 0.9854 0.8223
CSIC 2010 0.9779 0.9873 0.9785 0.8412

F1-score MNIST 0.9827 0.9860 0.9854 0.8189
CSIC 2010 0.9757 0.9794 0.9763 0.8213

3.2.2 Impact of the Number of Clients Running through 50 communica-
tion rounds with 5, 10, 20, 40, and 50 clients on MNIST and CSIC 2010 datasets
and limiting parameters’ precision level under 2 decimal places, we obtain the
results summarized in Table 2. We see a trend that the more clients join the train-
ing phase, the lessen metric values our framework achieves. This trend happens
since the smaller amount of data distributed to each client causes a reduction
in the generality of each client model and leads to an expansion in the required
training time to get the equivalent results to the cases of the small number of
joint clients.

Table 2. The accuracy, F1-score, precision, and recall comparison for different number
of clients after 50 communication rounds.

The number of clients Accuracy F1-Score Precision Recall
MNIST CSIC 2010 MNIST CSIC 2010 MNIST CSIC 2010 MNIST CSIC 2010

5 0.9381 0.9357 0.9390 0.9279 0.9459 0.9628 0.9381 0.8955
10 0.9236 0.9266 0.9251 0.9161 0.9368 0.9651 0.9236 0.8719
20 0.9041 0.8008 0.9022 0.7889 0.9168 0.9318 0.9041 0.5806
40 0.8481 0.7844 0.8418 0.7154 0.8649 0.9001 0.8481 0.5331
50 0.8308 0.7488 0.8341 0.6633 0.8673 0.8653 0.8308 0.5378

3.2.3 Impact of the Number of Decimal Places As we explained in
Sect. 2, the floating point parameters of a neural network must be represented
and encoded into integers that our SMC protocol takes as inputs. We consider
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the effect of encoding precision on the final model’s accuracy value. We run
the framework with 50 communication rounds and limit the clients’ parameters
under 2, 3, 4, 5, 10 decimal places. As shown in Fig. 1, rounding models’ param-
eters to 2 digits leads to significant decrease in accuracy value, while the higher
encoding precision settings (3, 4, 5, 10 decimal places) have minor changes on the
performance.

Fig. 1. The results on accuracy for different precision levels.

3.2.4 Encryption Time Evaluation In this part, we conduct an analytical
investigation into the duration required for encryption of the model’s parameters,
explicitly focusing on the effects of decimal precision on reducing encrypting
time. We examine three different scenarios. In the first two, we limit the precision
level of parameters to 3 and 10 decimal places. In the third scenario, we set an
upper limit of 15 decimal places for the parameters, essentially converting a float
number to an integer without restrictions. The computational time required for
encrypting a single parameter is assessed and correlated with varying numbers
of clients.

Our results show a discernible trend: as the decimal precision of the model
parameters decreases, the time required for encryption likewise diminishes, hold-
ing the number of clients constant. This empirical finding provides substantive
evidence for the usefulness of our proposed compression method in easing encryp-
tion efficiency.

This reduction in encryption time bears considerable implications for scalable
deployment, particularly for more extensive federated learning networks where
computational efficiency is paramount (Table 3).
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Table 3. The computational time required for the encryption of 1000 parameters at
decimal precision levels of 3, 10, and 15.

Number of clients Time
3 decimal places 10 decimal places 15 decimal places

5 1.0614 1.8689 1.8873
10 2.0987 3.6781 3.8260
20 4.2775 7.4272 6.9981
40 8.3563 13.9953 14.3905
50 11.2388 18.2978 18.5236

4 Conclusion

In this paper, we have presented ComEnc-FL, an efficient and secure frame-
work for privacy-preserving federated learning. ComEnc-FL addresses the lim-
itations of existing cryptographic secure aggregation systems by leveraging an
ElGamal-based encryption scheme and a novel parameter encoding strategy.
Our framework tackles the challenge of colluding parties, a significant concern
in most cryptography-based federated learning models nowadays. The results
demonstrate that ComEnc-FL enhances privacy and achieves superior training
time and data transfer bandwidth compared to other secure multi-party aggrega-
tion solutions. Furthermore, our parameter compression technique significantly
reduces encryption time, enabling ComEnc-FL to achieve model performance
compared to the original federated learning approach.

Our work opens new possibilities for secure and efficient collaboration in fed-
erated learning scenarios. Future research can explore further enhancements to
ComEnc-FL and its application in various domains to address privacy concerns
while leveraging the power of distributed data in machine learning.
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Abstract. In this research, we present a way to improve a secure multi-
party computation-based recommender system solution. This solution is
both efficient and protective of users’ personal information. Both theo-
retical and empirical research demonstrate that the proposed technique
protects the participants’ personal information while maintaining the
recommender system’s accuracy. The proposed solution is also more cost-
effective in terms of both communication and computing than the origi-
nal ones.

Keywords: Cryptographic protocol · Elliptic Curve Cryptosystem ·
Homomorphic Encryption · Privacy-Preserving Recommender System ·
Privacy Preservation · Secure Multi-party Computation

1 Introduction

Recommender Systems (RS) are utilized in e-commerce, entertainment, educa-
tion, and training. The RS are motivated by two main entities: users and items.
Users give thoughts and receive recommendations and items appraised by the
recommender system. The RS’s output can be either a prediction or a recom-
mendation. It is essential for reliable user data analysis. Users may not want to
reveal or lie about this data because it may contain private information. This
issue has raised interest in privacy-preserving recommender systems. There have
been several privacy-preserving recommender system (PPRS for short) propos-
als.

There are two primary approaches to preserving privacy in RS. The first
approach is randomization-based, in which random noise is added to the user’s
rating to protect user privacy for the recommendation server [13] or obfuscate
the user-item connection to an untrusted server [9]. However, these methods
introduce additional noise, so they have to trade-off between privacy and accu-
racy. The second method is cryptographic-based. In [1,3,10] offered PPRS, but
these solutions require the presence of an honest seller and non-collusive par-
ties. The ElGamal cryptosystem was used to ensure privacy when computing
the cosine similarity between items and generate recommendations using col-
laborative filtering and content-based filtering (CBF) techniques [2]. However,
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the authors in [7] found a potential drawback of this solution, and proposed a
modified protocol for collaborative filtering to protect privacy to address the
vulnerability identified in the solution. They used a public ledger that main-
tains all users’ hashes and is viewable to all users. As a result, this method is
extremely computationally expensive. The authors of [12] present an improved
PPRS that protects rating privacy against a malicious server, as presented in [7].
They added a temporary key to cover the rating value. Although this modifica-
tion improved privacy without affecting the accuracy of the proposed scheme in
[2], the communication costs is comparable to the previous solution and comes
with a complex calculation. In order to improve the solution of [12], the authors
of [11] put forth a new PPRS. While less expensive in terms of communication
and computing, this one offers the same level of security as the previous one.
However, these solutions are based on the ElGamal cryptosystem, leading to low
performance.

In this paper, our main goal is to develop the efficient solution for PPRS. We
propose a PPRS solution to protect users’ privacy during the recommendation
process without affecting accuracy and improving efficiency. We optimize the
original solution mentioned in [11] by using Elliptic Curve Analog of the ElGa-
mal system. The item rate average and item-item similarity are calculated using
the efficient secure multi-party computing protocols. These protocols can achieve
the same accuracy as centralized item similarity computation. Our experimen-
tal results and theoretical analysis show that the performance of the proposed
solution is better than that of [11,12].

The rest of this paper is structured as follows: Sect. 2 provides the theoretical
foundations, and Sect. 3 introduces our PPRS based on elliptic curves, then prove
its accuracy, and privacy. Section 4 analyzes the performance of the proposed
protocol and compares it with the solution in [11,12]. The conclusion is in Sect. 4.

2 Background

2.1 Elliptic Curve Cryptography

In this section, we review the elliptic curve analog of the ElGamal system that is
the main fundamental to construct our solution. Let E(Fq) be an Elliptic curve
over a finite field Fq with a point O at infinity and q be a large prime, in which
Elliptic curve discrete logarithm problem is hard. In addition, G is a base point
of the elliptic curve E with order q (i.e., q.G = O). The private key is the random
number d ∈ [1, q−1], and the corresponding public key curve point is Q = d.G. To
encrypt the plaintext m, the sender uses the receiver’s public key Q to compute
the ciphertext C from the plaintext m as follows: he randomly chooses k from
[1, q − 1] and computes the ciphertext C = (C1 = Pm + k.Q,C2 = k.G) where
Pm is a point of E with xPm

= m. To decrypt the ciphertext C using the private
key d, the receiver may compute m = xM , in which M = C1 + (−d.C2).
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2.2 Recommender System

Let U = {u1, u2, ..., un} be the set of all n users in the recommender system,
and I = {i1, i2, ..., im} be the set of items where m is the total number of items.
Let R be the rating matrix where ri,j is the rating provided by user ui on item
ij . The rating matrix is typically sparse due to a lack of values because it is
impossible to rank all the objects submitted by all system users.

Similarity Calculation. We also used cosine similarity, as in [11,12]. The
similarity between items ij and ik is given as:

s(ij , ik) =
∑n

i=1 ri,j .ri,k
√∑n

i=1 r2i,j .
√∑n

i=1 r2i,k

(1)

Prediction Techniques. Prediction techniques are divided into two main cat-
egories [12]: Content-Based Filtering (CBF) and Collaborative Filtering (CF).

CBF-Based Recommendations The equation for predicting the recommen-
dation using CBF is:

Pi,k =

∑m
j=1 ri,j .s(ij , ik)
∑m

j=1 s(ij , ik)
(2)

where Pi,k is predicted rating for user ui on item ik.

CF-Based Recommendations The item-based CF computes the prediction
of user ui for item ik by

Pi,k =
Rk.

∑m
j=1 s(ik, ij) +

∑m
j=1 (ri,j − Rj).s(ik, ij)

∑m
j=1 s(ik, ij)

(3)

where Rj is the average rating of all users on item j. Note that the average
rating of a particular item is computed by dividing the total rating by the total
number of users who have rated that item.

2.3 Secure Multi-party Computation

This section reviews the secure multiparty computation framework developed by
[4].

Privacy in the Semi-honest Model. In the distributed setting, let π be an
n-party protocol for computing f . Let x denote (x1, x2, ..., xn). The view of the
ith (i ∈ [1, n]) party during the execution of π on x is denoted by viewπ(x) which
includes xi, all received messages, and all internal coin flips. For every subset
I of [1, n], namely I = i1, .., it, let fI(x) denote {y1, .., yt} and viewπ

I (x) =
(I, viewπ

i1
(x), ..., viewπ

it
(x)). Let OUTPUT (x) denote the output of all parties

during the execution of π.
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Definition 1. An n-party computation protocol π for computing f(x) is secure
with respect to semi-honest parties if there exists a probabilistic polynomial-time
algorithm denoted by S, such that for every I ⊂ [1, n] we have

{S(x, fI(x), f(x))} c≡ {viewπ
I (x), output(x)}

where
c≡ denotes computational indistinguishability.

Theorem 1 (Composition theorem for the semi-honest model, multi-
party case). Suppose that the m-ary functionality g is privately reducible to
the k-ary functionality f and that there exists a k-party protocol for privately
computing f . Then there exists an m-party protocol for privately computing g.

Detailed proof of Theorem 1 could be found in [4], and thus is omitted here.

3 An Elliptic Curve-Based Privacy-Preserving
Recommender System

3.1 Set up

Let E(Zd) be an elliptic curve with a point O at infinity and d be a large prime,
in which elliptic curve discrete logarithm problem is hard. In addition, G is a
base point of the elliptic curve E with order d. Each user ui keeps private values
ri,j , j ∈ [1,m]. Nobody knows these values, beyond him. Each user chooses a
private key xi ∈ [1, d − 1], after that he computes the corresponding public keys
Xi = xi.G. A server called a recommender server that will cooperate with users
to calculate the averages as well as item-item similarities and store them in its
database and assists the target user in generating the recommendation process.

Our protocol also works on the original protocol’s assumption that the server
is malicious and will try to obtain user’s ratings anyhow but will follow the
protocol such that prediction scores are not altered. Users are assumed semi-
honest, and will try to obtain details of other users or the server but will not
disobey the protocol. It is assumed that message (data or cipher) is shared only
between involved entities.

To securely compute averages and similarities among items, all users send
their public key X1, · · · ,Xn to the server. The server generates a common
public key X for n users and broadcasts it to all users to encrypt their ratings.
X =

∑n
i=1 Xi = x.G

3.2 Secure Multi-party Average Computation Protocol

The protocol consists of four main phases as described in Fig. 1. The value of∑n
i=1 rij and

∑n
i=1 fi,j , is not large, therefore computing discrete logarithm is

not hard.

Theorem 2. The above-presented protocol correctly computes the average value
Rj =

∑n
i=1 ri,j∑n
i=1 fi,j

.
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Proof. We have d
(1)
j = logGRj

(1), so: d
(1)
j .G = R

(1)
j

=
∑n

i=1 ri,j .G +
∑n

i=1 c
(1)
i,j .

∑n
i=1 xi.G − ∑n

i=1 xi.
∑n

i=1 c
(1)
i,j .G =

∑n
i=1 ri,j .G

Thus d
(1)
j .G =

∑n
i=1 ri,j .G, and therefore d

(1)
j =

∑n
i=1 ri,j . In the same way,

we can get d
(2)
j =

∑n
i=1 fi,j , so Rj =

d
(1)
j

d
(2)
j

=
∑n

i=1 r(i,j))∑n
i=1 f(i,j)

.

Fig. 1. Secure Average Computation Protocol

3.3 Secure Multi-party Cosine Similarity Computation

The privacy-preserving cosine similarity computation protocol consists of four
main phases described in Fig. 2.

Theorem 3. The above-presented protocol correctly computes the similarity
value between the two items ij, ik: s(ij , ik) =

∑n
i=1 ri,j .ri,k√∑n

i=1 r2
i,j .

√∑n
i=1 r2

i,k

.

Proof. Because d
(1)
j,k = logGR

(2)
j,k , then: d

(1)
j,k .G =

∑n
i=1 R

(2)
i,j,k =

∑n
i=1 ri,j .ri,k.G+

∑n
i=1 c

(2)
i,j,k.

∑n
i=1 xi.G − ∑n

i=1 xi.
∑n

i=1 c
(2)
i,j,k.G =

∑n
i=1 ri,j .ri,k.G

Thus, d
(1)
j,k .G =

∑n
i=1 ri,j .ri,k. In the same way, we can get d

(3)
j =

∑n
i=1 r2i,j ,

d
(3)
k =

∑n
i=1 r2i,k, so s(ij , ik) =

d
(1)
j,k√

d
(3)
j .

√

d
(3)
k

=
∑n

i=1 ri,j .ri,k√∑n
i=1 r2

i,j .
√∑n

i=1 r2
i,k

.

3.4 Proposed Privacy-Preserving Recommendation Generation

We assume there is just one user ui. The user ui holds the public key Xi to
encrypt the ratings and the private key xi to decrypt the ciphertexts. The server
holds item-item similarity s(ij , ik) and averages of items’ ratings Rj .



An Elliptic Curve-Based Privacy-Preserving Recommender System 339

Fig. 2. Privacy-preserving Similarity Computation Protocol

Privacy-Preserving CBF-Based Recommendation. This process are out-
lined in Fig. 3. Where Pi,k denotes the predicted recommendation on item ik,
and the item with the highest prediction is finally recommended on the user.

Theorem 4. If all users and the server follow the protocol, then d
(4)
k =∑m

j=1 ri,j .s(ik, ij) and d(5) =
∑m

j=1 s(ik, ij).

Proof. Indeed, we have d
(4)
k = logGC

(3)
k , so: d

(4)
k .G = C

(3)
k =

∑m
j=1 s(ik, ij).(ri,j .G + c

(1)
j .Xi)−xi.

∑m
j=1 s(ik, ij).c

(1)
j .G =

∑m
j=1 s(ik, ij).ri,j .G

Thus, d
(4)
k =

∑m
j=1 ri,j .s(ik, ij). Similarly, we can prove d

(5)
k =

∑m
j=1 s(ik, ij).

Privacy-Preserving CF-Based Recommendation. The proposed private
CF-based recommendation process also operates in three main steps as the CBF-
based method. The detailed steps are as Fig. 4. Where Pi,k denotes the predicted
recommendation on item ik (k ∈ [1,m]), and the item with the highest prediction
is finally recommended to the user target.

Theorem 5. If all users and the server follow the protocol, then d
(6)
k =

Rk.
∑m

j=1 s(ik, ij) +
∑m

j=1 (ri,j − Rj).s(ik, ij) and d(7) =
∑m

j=1 s(ik, ij).

Proof. Because d
(6)
k = logGC

(5)
k then: d

(6)
k .G = C

(5)
k = F9,k − xi.F10,k =

(Rk.
∑m

j=1 s(ik, ij) +
∑m

j=1 (ri,j − Rj).s(ik, ij)).G.
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Thus: d
(6)
k = Rk.

∑m
j=1 s(ik, ij)+

∑m
j=1 (ri,j − Rj).s(ik, ij). Similarly, we can

prove d(7) =
∑m

j=1 s(ik, ij).

Fig. 3. Privacy preservation of CBF-Based recommendation

Note that: The target user can submit the index of unrated items. In this
case, the server does not consider those entries while calculating the ciphertexts
of the recommendations. The server will do the de-decimal (say b places) by
multiplying the similarities and averages by 10b.

3.5 Proof of Privacy

Privacy Preservation of Average Computation Protocol. We prove the
privacy of the protocol by the following theorem.

Theorem 6. The protocol presented in Fig. 1 preserves each user’s privacy in
the semi-honest model, protects each honest user’s privacy against the malicious
server [7], and protects each honest user’s privacy against the collusion of the
server and up to n − 2 corrupted participants.

Proof. Let recall that each user ui sends (C(1)
i,j , R

(1)
i,j ), (T (1)

i,j , F
(1)
i,j ) that corre-

sponding to two ElGamal ciphertexts using the common public key X and no
one has the corresponding secret key x. Thus, the proposed protocol securely
preserves honest user’s privacy in the semi-honest model.

Continuously, we prove that the secure multi-party average computation pro-
tocol protects each user’s privacy against malicious server acts as mentioned in
[7].
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Fig. 4. Privacy preservation of CF-Based recommendation

In the proposed protocol, if a malicious server acts as mentioned in [7], the
server is acting malicious and wants to get a rating of r1,1. After, all users
send their ratings and flags in encrypted form, sever broadcasts C

(1)
j = C

(1)
1,1 =

c
(1)
1,1.G to all users, and they respond with ri,1.G + c

(1)
i,1 .X − xi.C

(1)
1,1 . Now server

homomorphically adds these values and tries to retrieve r1,1, for this server
requires

∑n
i=2 ri,1.G which the server does not have. Thus, the server cannot

obtain the rating r1,1 in plaintext:
∑n

i=1

(
ri,1 · G + ci,1(1) · X − xi · C1,1

(1)
)
=

r1,1 ·G+
∑n

i=2 ri,1 ·G+
∑n

i=2 ci,1
(1) ·xi ·G−∑n

i=2 xi · c1,1
(1) ·G. So, the protocol

protects each honest user’s privacy against the malicious server [7].
Finally, to prove that the proposed protocol protects the privacy of honest

users in case the server colludes up to n − 2 users, the authors need to show
a simulator M that simulates what the corrupted participants have observed
during the protocol execution by a probabilistic poly-nominal time algorithm.
Particularly, we need to give an algorithm that computes the joint view of the
corrupted parties in polynomial time using only the corrupted parties’ knowl-
edge, the public keys, and some Elliptic curve encryptions (EC).

Without loss of generality, it is assumed that u1 and u2 do not collude and
I = 3, 4, ..., n. Below is the algorithm that computes the view of the server and
the corrupted users.

– M simulates C1,j
(1), T1,j

(1), C2,j
(1), T2,j

(1) using random EC and it com-
putes the following values: C ′(1)

j =
∏n

i=1 C
(1)
i,j , T ′(1)

j =
∏n

i=1 Ti,j
(1)
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– M using some EC (u11, v11) = (r1,j .G + x2.c
(1)
1,j .G, x2.G), (u12, v12) =

(f1,j .G + x2.t
(1)
1,j .G, x2.G), (u21, v21) = (r2,j .G + x1.c

(1)
2,j .G, x1.G), (u22, v22) =

(f2,j .G + x1.t
(1)
2,j .G, x1.G) as its input. The algorithm of simulator M computes

(R′(1)
1,j , F

′(1)
1,j), and (R′(1)

2,j , F
′(1)
2,j) as follows:

R′(1)
1,j = u11 +

∑
i∈I xi · c(1)1,j +
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Thus, we have shown the simulator M that satisfies the above requirement.
According to Definition 1, The protocol is semantically secure.

Privacy Preservation of Similarity Computation Protocol. We prove
the privacy of the protocol by the following theorem.

Theorem 7. The protocol in Fig. 2 preserves each user’s privacy in the semi-
honest model, protects each honest user’s privacy against the malicious server
[7], and protects each honest user’s privacy against the collusion of the server
and up to n − 2 corrupted participants.

Proof. In this protocol, All information sent by users is encrypted using the
common public key X, and no one has the corresponding secret key x. Thus, the
protocol securely preserves each honest user’s privacy in the semihonest model.

Continuously, we prove that the secure multi-party average computation
protocol protects each user’s privacy against malicious server acts as men-
tioned in [7]. If a malicious server acts as mentioned in [7], the server cannot
obtain the rating r1,1

2 in plaintext:
∑n

i=1 ri,1 · ri,1 · G + t
(2)
i,1 · X − xi · T

(2)
1,1 =

r1,1 · r1,1 · G +
∑n

i=2 ri,1 · ri,1 · G +
∑n

i=2 xi · ti,1
(2) · G − ∑n

i=2 xi · t1,1
(2) · G.

Finally, similarly to Theorem 6, we can easily point out a simulator that
matches Definition 1. Thus the theorem is proved.

Privacy Preservation of CBF-Based Recommendation. In the proposed
privacy-preserving CBF-Based method, the item similarity computations are
proved to be privacy-preserving and to generate recommendations in CBF, the
target user encrypts item preferences using his own public key Xi and sends
them to the server. The server homomorphically generates ciphertexts of recom-
mendations leveraging the item-item similarity, which is already available to it,
thereby sending the ciphertexts to the target user. While generating recommen-
dations, the similarities among the items are encrypted using the target user’s
public key Xi. The ciphertexts are decrypted by the user’s own secret key xi.
Therefore, during this process target user’s ratings and recommendations results
are not revealed and the item recommendation generations are conducted on the
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client side. Based on Theorem 1, we can conclude that the proposed method pre-
serves each user’s privacy in the semi-honest model, and protects each honest
user’s privacy against any adversary or malicious server and the collusion of the
server and up to n − 2 corrupted participants.

Privacy Preservation of CF-Based Recommendation. The proof is simi-
lar to the privacy-preserving CBF-based recommendation, we can conclude that
the proposed method preserves each user’s privacy in the semi-honest model and
protects each honest user’s privacy against any adversary or malicious server and
the collusion of the server and up to n − 2 corrupted participants.

3.6 Performance Evaluation

In this section, we compare the communication and computation cost in the
proposed solution with the ones in two typical privacy-preserving recommenda-
tion systems: the solution of [12] and the solution of [11], (denoted as Verma’s
solution and Van’s solution, respectively). These solutions are chosen for the
comparisons since they also have a high level of privacy and the capability to
ensure the generated recommendation’s accuracy. We assume that: All users
contribute to computing the average and similarity. Only one user (target user)
participates in creating the recommendation. The user encrypts their rating and
sends the ciphertext in parallel to the server, so the cost of calculation on the
user side can be decreased by just computing for one user (shown in Table 1).
The computation and communication costs for all users participating in the sys-
tem are represented on the server side because they are dependent on all users
collaborating with the server.

Note that our solution uses an Elliptic curve cryptosystem with a 192-bit
private key and 384-bit public key [5], the first two solutions use an Elgamal
cryptosystem with a 160-bit private key and 1024-bit public key [6] (these cryp-
tosystems are the same level of security).

Table 1. The communication costs (in bits) comparison between solutions

Verma’s solution Van’s solution Our solution

Operation User Server User Server User Server
Average 6144m 2048mn 4096m 2048mn 1536m 768mn

Similarity 1536m(m+ 1) 512nm(m+ 1) 1024m(m+ 1) 512nm(m+ 1) 384m(m+ 1) 192nm(m+ 1)

CBF-based
recommen-
dation

2048m 2048(m+ 1) 2048m 2048(m+ 1) 768m 768(m+ 1)

CF-based
recommen-
dation

2048m 2048(m+ 1) 2048m 2048(m+ 1) 768m 768(m+ 1)
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Communication Overhead. We analyze the communication costs at each
phase of the compared solutions for n users and m items. The comparison is
given in Table 1. Observing this table, we can see that our solution transfers a
much lower number of bits than the others.

Running Time. To compare the performance, we implement the proposed
solution, Verma’s solution, and Van’s solution in the C# language of the Visual
Studio 2019 environment, using the System. Numerics namespace to compare the
performance of them (i.e., communication overhead and time complexity). Our
experiments carry on a laptop with a 2.60GHz Intel Core i5 processor and 8GB
memory. The study used the same dataset used in [12], the MovieLens dataset
[8] which is freely available to the public. It includes 100,000 ratings (from 1 to
5) collected from 943 users on 1982 items. In the implementation, we randomly
selected 200 items from the dataset for the experiment while keeping all users.
As a result, the performance analysis of the solutions includes 943 users and 200
items. After calculating the average and similarity, a user (“target user”) will be
assigned randomly to generate recommendations.

Fig. 5. The computational cost comparison for all phases

We have computed the actual computation time required to generate a rec-
ommendation. The results obtained are shown in Fig. 5.a, 5.b, 5.c, and 5.d. Our
results show that the modified solution runs faster than the previous solutions,
especially when the number of items is large.
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4 Conclusion

This paper proposed an Elliptic curve-based privacy-preserving recommendation
system based on item-item similarity. It can protect user profiles and their rating
history from any third parties or others. This solution even protect the privacy
of honest users against up to n − 2 corrupted users colluding with the server.
Furthermore, the server can compute desired recommendations without affecting
the actual rating information. The experimental results show that the proposed
solution not only ensures accuracy and privacy but also has lower computation
and communication costs than the previous protocols. Our future research will
develop an efficient and secure recommender system for other data models.
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Abstract. Deep learning is facing a dangerous challenge because attack-
ers are always lurking to find and exploit the model’s vulnerabilities to
deceive, making the model misidentify the classifier for the target model.
It is dangerous if a smart device using artificial intelligence misrecognizes
the object class. Attackers today often use adversarial examples, which
at first glance do not differ from an image that is defined as natural
when collected from sensors, or digital devices. Many studies on attacks
and methods of combating these attacks have been tested by research
groups and announced to be highly effective against attack or pattern
recognition. Training the model with the aim of making the model able
to recognize the adversarial example, a seemingly simple but effective
method to make the model more robust, and capable of classification and
identification. In this paper, to enhance the robustness of the model, the
authors use adversarial training and experiment on the YOLOv7 model.
Experiments show that this method is effective, making the model more
powerful, capable of detecting and classifying adversarial examples after
the model has been adversarial trained.

Keywords: Deep learning · Adversarial examples · Adversarial
defense · Trained model · Object detection

1 Introduction

Since its inception, the use of artificial intelligence (AI) has brought about
advancements of high importance, which have improved our daily lives and
daily activities in many ways. There are more and more areas that can ben-
efit from AI assistance from image recognition, autonomous driving [20], and
natural language processing [28], to medical diagnostics, economics [25], credit
risk assessment [24], intrusion detection [26], etc. Along with the explosion of
internet usage, big data is increasingly valuable for related information to our
lives, our shopping habits, our hobbies, or everything that concerns us. This
further facilitates machine learning (ML) models to train more accurate mod-
els. By leveraging statistical methods and algorithms, machine learning models
are trained using extensive datasets to perform classifications, predictions, and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Honda et al. (Eds.): IUKM 2023, LNAI 14376, pp. 346–357, 2024.
https://doi.org/10.1007/978-3-031-46781-3_29
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uncover novel insights in data mining initiatives. These models enable the extrac-
tion of valuable information and samples from data, facilitating the discovery of
new knowledge and improving predictions. This knowledge will influence deci-
sions in applications and businesses.

However, the privacy and security issues of ML have also recently become
more relevant than ever. Gartner, a renowned technology research and consulting
firm recognized for its data visualization and analysis tools such as Gartner
Magic Quadrants and Hype Cycle, has conducted an analysis and forecasted
that AI-driven risk and security management for reliability will emerge as one of
the top Ten Technology Trends in 2023 [19]. Furthermore, several surveys have
highlighted the vulnerabilities associated with ML models, including the risks of
model theft or decompilation, potential exposure of sensitive training data, and
even recognizable facial images can be recovered from victims [17]. Moreover,
recent studies have uncovered the susceptibility of ML models to adversarial
examples (AEs), with the possibility of confounding being difficult to notice,
which can cause the ML models to mispredict with high rate. The probability of
success of adversarial examples is very disturbing, which raises security concerns
for ML models. Studying and understanding adversarial attacks enhances the
security of ML models.

The research community reacted strongly to this finding, proposing multiple
safeguards to accurately classify adversarial examples. Osbert et al. [1] proposed
new indexes and an algorithm to measure and approximate the strength of neural
networks. Shixiang Gu et al. studies the structure of adversarial examples and
explores the network topology, preprocessing, and training strategies to improve
deep neural network (DNN) robustness and data preprocessing using a denois-
ing auto-encoder (DAE) [11]. Ruitong Huang et al. [13] proposes reinforcement
learning with a strong adversarial example (AE). Jonghoon Jin et al. intro-
duces a new feedforward CNN model that improves durability in the presence
of counter-noise (in [14]). Nicolas et al. [21] proposes a method called defensive
distillation to reduce the effect of AEs on DNN. Andras Rozsa et al. focused on
processing the original data to combat the adversarial example (in [22]). Since
then, Shaham et al. [23] proposed improving the model to combat adversar-
ial examples. Existing defense mechanisms have shown limited effectiveness in
accurately classifying adversarial examples.

From the above challenge, recent studies have turned to trying to detect them
instead. The paper examines ten detection programs proposed in many recent
publications [2,6,7,10,12,15,18], these defense measures have been systemat-
ically evaluated and compared to other mitigation strategies, demonstrating a
relative level of consistency in assessing their effectiveness. The emergence of new
attack techniques has revealed a concerning AEs: in all instances, the defense
mechanisms can be circumvented by adversarial examples specifically crafted to
exploit the vulnerabilities of each respective defense. When dealing with simple
datasets, the attacks exhibit a marginal increase in the bias or noise necessary to
create adversarial examples. However, on more intricate datasets, these adver-
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sarial examples remain entirely indistinguishable from the original examples,
posing a significant challenge for detection AEs.

The above defenses are evaluated according to three threat models. The first
is a black box attack, which does not target any particular model or sensor. Sec-
ond, the newly developed white-box attacks have proven to dismantle each layer
of defense individually when specifically tailored to exploit a particular defense
mechanism. Finally, a gray-box attack model has been introduced, leveraging
the transformability property [8] to operate effectively even when the adversary
lacks awareness of the specific parameters of the defensive model. With those
motives, the goal of the paper is to understand the mechanism and operation
of adversarial attacks and investigate some ways to prevent adversarial attacks
based on previous studies. The authors propose to use the adversarial training
method on a specific deep learning model, and experimentally create the adver-
sarial example using the fast gradient sign method. Then label and train the
model so that the model can recognize the adversarial example. The specific
method will be presented in Sect. 3.

The remaining sections of the paper are structured as follows: First, we survey
detection methods from other studies [4] in Sect. 2. Proposed method presented
in Sect. 3. Section 4 presents experiment that have been implemented, and exper-
iment results. Section 5 of the paper will present the conclusions.

2 Related Work

The survey conducted by research groups (see in [4]), evaluated detection meth-
ods. The results revealed that three of these defense measures [7,10,18], utilized
SCBD (Secondary Classification Based Detection) to classify images as either
natural or adversarial. Three method employed to detect statistical properties of
images or network parameters is the use of Principal Component Analysis-PCA
[2,12,15]. Two of the detection methods (in [5,10]), employ additional statisti-
cal tests to detect adversarial examples. Furthermore, the last two methods (in
[5,15]), employ techniques such as normalization, randomization, and blurring
to enhance the resilience of the models against adversarial attacks. In this study,
the author presents some key points of the surveyed defense models listed as
follows:

2.1 Adversarial Retraining

Grosse et al. [10] propose a novel variation on adversarial retraining that deviates
from the traditional approach of attempting to correctly classify AEs. Instead,
they introduce a new class, denoted as N + 1, specifically dedicated to adver-
sarial examples, and train the network to identify AEs. The authors suggest the
following procedure for implementing their proposed approach:

1. Using training data χ0 = χ to train model Fori.
2. On the Fori model, with (xi, yi) ∈ χ, create adversarial examples χ′

i.
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3. Set the label N + 1 as the new label for adversarial examples, with χ1 =
χ0 ∪ {x′

i, N + 1 : i ∈ |χ|}.
4. Using training data χ1 to train an Fori secured model.

Model proposed by Gong et al. [7] follows a similar approach to model pro-
posed by Grosse et al. but with a slight difference. Instead of employing two
separate models for classifying original and adversarial examples, Gong’s model
combines both types of examples into a single dataset and learns to classify them
collectively. This unified approach allows the model to develop a comprehensive
understanding of both benign and adversarial examples, enhancing its ability to
accurately classify and differentiate between the two (1):

χ1 = {(xi, 1) : i ∈ |χ|} ∪ {(x′
i, 0) : i ∈ |χ|} (1)

2.2 Testing Convolutional Layers

Testing convolutional layers: Model proposed by Metzen et al. [18] focuses on
the detection of a given model (ResNet), taking the output of each convolution
layer for classification.

2.3 Input Image Principal Component Analysis (PCA) Detection

The model proposed by Hendrycks & Gimpel [12] employs PCA to detect the
dissimilarities between adversarial examples and natural images. The essence of
this approach lies in assigning higher weights to the larger principal components,
which represent relevant data, and lower weights to the other components that
contain unrelated data. By emphasizing the important components, the data
becomes more intuitive and easier to analyze. The effectiveness of this approach
can be observed in the image below, illustrating the significant impact of selecting
important components and assigning them higher weights.

2.4 Hidden Layer PCA

Li et al. [15] incorporates PCA analysis on the output of each convolutional layer
within the neural network (show in Fig. 1). This approach involves subjecting a
benign sample to pass through all the PCA components in order to be accepted
by the classifier.

Fig. 1. Model proposed by Li et al.
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2.5 Reduce Data Dimension

In [2], as described in the work of the authors, a similar approach is employed
to reduce the dimensionality of the input data. The high-dimensional input,
such as the 784-dimensional input for the MNIST dataset, is transformed into
a smaller dimensional representation, such as 20 dimensions. Since PCA causes
the model to lose its spatial location, Bhagoji et al. cannot use convolutional
neural network. The model uses a fully-connected neural network and aims to
make the attack models only manipulate the first K components in the hope of
increasing the distortion required to generate the adversarial examples.

2.6 Maximum Mean Discrepancy

Grosse et al. [10] use the Maximum Mean Discrepancy (MMD) test as a tech-
nique for detecting differences between distributions [3,9]. Although MMD is a
theoretically powerful method that can detect differences with formal proof, it is
computationally expensive. Hence, Grosse et al. employed a simplified polyno-
mial approximation that significantly reduces the computational complexity. By
employing permutation test with the MMD test statistic, Grosse et al. obtained
a measure of statistical significance to differentiate between distributions and
detect differences between them.

2.7 Calculate the Distance to the Center of the Cluster

Feinman et al. use a Gaussian Mixture Model (GMM) [6] to model the output
generated by the last hidden layer of a neural network. The underlying premise
of Feinman’s argument is that adversarial examples can be characterized as
belonging to a distribution that differs from the distribution of natural images.
For example, if an input x is classified as a particular label t, Feinman’s method
employs a kernel density estimate to estimate the probability of x belonging to
that label. The estimation is computed using formula (2):

KDE(x) =
1

|Xt|
∑

s∈Xt

exp

(∣∣Fn−1(x) − Fn−1(s)
∣∣2

σ2

)
(2)

With Xt representing the set of training instances specifically labeled as
t. Fn−1(x) denotes the output of the final hidden layer when the input x is
processed. A threshold τ will be chosen, if KDE(x) < τ , x is adversarial, and
it’s natural if it returns the other value.

2.8 Dropout Randomization

In model proposed by Feinman et al., dropout is used. The objective is to ensure
that a natural image consistently retains the same label regardless of the specific
random values chosen during dropout. On the other hand, the adversarial exam-
ples, which possess resistance to the introduced perturbations, are expected to
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exhibit label variations and not consistently retain the same predicted label. By
leveraging dropout in this manner, Feinman et al. aim to enhance the model’s
robustness against adversarial examples while maintaining label consistency for
natural images. After applying a random network, with dropout enabled, the
calculated uncertainty is (3):

U(x) =

⎛

⎝ 1
L

L∑

j=1

‖Fr(x)‖
⎞

⎠ −
∥∥∥∥∥∥

1
L

L∑

j=1

Fr(x)

∥∥∥∥∥∥
(3)

The uncertainty in model proposed by Feinman et al. is determined by com-
puting the sum of variances across each component of the output. This calcula-
tion is performed on the output L derived from the random network. They then
choose some threshold t and run several times for each selected threshold t. The
sample is adversarial if the uncertainty is greater than t and vice versa.

2.9 Mean Blur

In [15], model blurs the image with a 3× 3 median filter. Only then used to
apply the classifier. After testing these defenses, I will now deploy a method to
test resistance to adversarial attacks.

Each defense model has its strengths. However, no model is completely resis-
tant to adversarial attacks. To contribute a part to the field of research on defense
models, we propose a defensive model based on one of the methods just surveyed,
which will be presented in detail in the next section.

3 Enhance the Robustness of Deep Learning Models
Using Adversarial Training Method

To increase the authenticity and reliability of the presented information, the
authors propose to carry out a series of experiments. Through the application
of one of the surveyed machine learning methods and algorithms, the authors
plan to evaluate the performance and accuracy of the models by conducting
experiments on a suitable datasets. The main components of the model include:

3.1 Adversarial Attack with FGSM

Fast Gradient Signed Method (FGSM) is one of the most simple and effective
adversarial attack techniques for machine learning models using DNNs. This
method was introduced by Ian Goodfellow et al. in 2015 [8].

The aim of FGSM is to cause minor changes in the input data, small enough
to make the machine learning model predict wrongly, but not large enough to
change the meaning of the data. Since this method only uses the gradients of
machine learning models, it is very fast and simple to implement. However,
FGSM Attack also has certain limitations. Firstly, this method only works well
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for gradient-based machine learning models, and is not as suitable for non-
gradient models as the decision tree-base model. Secondly, this method can be
easily detected and countered if the machine learning model is trained with
adversarial techniques. Expression of FGSM is presented generally and cited in
many studies according to Formula (4):

X
′
= X − εsign(�XJ(X

′
N , yt)) (4)

With X
′

as adversarial examples image, X input as natural image, y input
as the original node, ε to ensure low noise and J as the loss function. Ensur-
ing that adversarial samples created using this method are identical to the real
objects in their original images is not feasible. Adversarial samples are intention-
ally crafted to exploit vulnerabilities in machine learning models, making them
appear visually similar to the original objects while causing misclassification or
model manipulation. However, the goal of adversarial attacks is to deceive the
model rather than accurately represent the real objects. As a result, there will
always be a distinction between the original objects and their corresponding
adversarial samples, as the latter are specifically designed to bypass the model’s
defenses and trigger unexpected behavior.

3.2 YOLOv7 Deep Learning Model and COCO Dataset

The selected deep learning model is the YOLO model version 7 (YOLOv7),
the YOLOv7 model [27] was selected in this study to experiment to measure
the robustness of the representative deep learning model. Through research and
understanding of the authors, YOLOv7 model is a new updated version with
many improvements such as increased learning speed, improved accuracy and
better multitasking ability.

The COCO dataset [16], which stands for “Common Objects in Context”, is
a standard dataset commonly used in the field of computer vision. It is designed
to study and evaluate algorithms for object detection, segmentation, and anno-
tation. The datasets contains a large set of images representing diverse objects
in various everyday situations.

One of the most powerful object detection and classification models at the
moment. This is also a novelty when the author proposes an experimental model.

3.3 Proposed Model

The proposed model is shown as Fig. 2 and described in steps. Specifically, it is
described through 6 steps as follows:

1. Randomly select the set S consisting of n samples from the COCO dataset,
and the Test set consisting of m samples.

2. Attack the newly created image set S by FGSM attack model, obtain the set
S’ including noise.

3. Create the set X = S + S′.
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4. Create a label for set X.
5. Use set X to train Yolov7 model.
6. Use the trained Yolov7 model to predict the test set Stest. Analyze the results

obtained.

Fig. 2. Proposed model by the authors to detection adversarial example

After performing the configuration and installation steps designed according
to the model observed in Fig. 2. The authors will conduct experiments according
to the experimental flow in Fig. 3. Experimental process and specific results are
presented in Sect. 4.

4 Experiments and Results

4.1 Experiments

Based on the proposed method and the experimental procedure show in Fig. 3.
The author has experimented on a dataset of 2500 images including 1500 training
images, 500 validating images, and 500 images to test after training has been
completed. Adversarial examples are images taken randomly from the COCO
dataset generated by the method presented in Sect. 3.1. The authors use the
Makesense.ai platform to mark objects and assign new labels to these images.
Next, these images are used to train the Yolov7 model. The end of the process
will be the identification and evaluation of the image recognition results.

Figure 3 shows the steps in the experimental procedure concretized by the
authors, showing the experimental flow diagram form.
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Fig. 3. Experimental flow in research

4.2 Results

After conducting experiments with 2500 images, the test set consisting of 250
AEs yielded a detection accuracy of 87.6% in identifying objects with perturba-
tions. The misclassification rate on the adversarial samples was 30%. The authors
wish to show more visually the results, Table 1 display the model Recognition
rate results on 10 randomly selected images in the data set. We first evaluate the
recognition rate when the model has not been adversarial trained with original
(ORG) Image. We then evaluate the results of the adversarial trained model by
recognizing both ORG Image and adversarial example (AE). The results in the
table include the label name and the recognition rate (%).

The results are considered to be quite good by the authors. The results of
Table 1 show that the model after adversarial training has recognized AE with
a high rate. Figure 4 illustrates the effectiveness of the training model using two
fundamental parameters: bias, and epoch (parameters are used to evaluate the
effectiveness of the training process in the machine learning models). The model
shows that there is good recognition ability after 500 training times and the
prediction result deviation is not significant. The test run was performed on a
diverse and large enough data set to ensure the effectiveness, reliability of the
proposed model. After training by the built data set, the model becomes more
robust and can distinguish noisy images on a random dataset.

Fig. 4. The graph shows the improvement of bias (Vertical) over the number of training
times (epoch - Horizontal) of the proposed model.

Experimental results have shown significant performance in object recogni-
tion and detection. The YOLOv7 model has achieved high accuracy and accurate
object position detection in the image. The model has shown high performance in
object recognition and detection while achieving fast processing speed and good
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Table 1. Label and Recognition rate (%) on 10 random samples.

No Image ORG Model Adversarial trained model
ORG Image AE with ORG Image ORG Image AE

1 Elephant: 93 Elephant: 85 Elep noise: 72

2 Train: 96 Train: 92 Tr noise: 37

3 Stop sign: 98 Stop sign:98 Ssign noise: 88

4 Air plain: 92 Air plain: 95 Ap noise: 75

5 Zebra: 89 Zebra: 90 Zebra noise:70

6 Bed: 87 Bed: 75 B noise: 93

7 Pizza: 60 Pizza: 52 Piz noise: 75

8 Cow: 93, 94 Cow: 84, 63 Cow noise: 61, 37

9 Toilet: 90, 90, 87 Toilet: 71, 88, 54 Toilet noise: 80, 87, 68

10 Person: 94 Person: 87 P noise: 95

generalization ability. The observed outcomes exemplify the potential and ben-
efits of the proposed model within the realm of object recognition and position
detection in images.
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5 Conclusion

In this study, the authors investigated the popular defense models that have been
studied by many groups of authors. From there, we propose a defensive model to
detect adversarial examples from input data. Approaching the idea of one of the
surveyed studies in model training [10]. The main contribution of the study is to
use the YOLO model to perform the identification and prevention of adversarial
examples. It is a seemingly simple method compared to the studies examined in
the Sect. 2, but can effectively enhance the robustness of deep learning models.
The experimental results indicate that the proposed model exhibits effectiveness
in detecting adversarial examples under certain conditions.

The identification and detection of wrong objects are extremely danger-
ous for machine learning models that are applied in some areas of life such
as autonomous driving, the medical field, etc. In the future, the team of authors
The author hopes to perform model training with a larger amount of data in
many data sets in many different fields, improving the accuracy and robustness
of machine learning models and deep learning in particular.
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Abstract. This paper introduces Orand, a fast, publicly verifiable, scal-
able decentralized random number generator designed for applications
where public Proof-of-Randomness is essential. A reliable source of ran-
domness is vital for various cryptographic applications and other appli-
cations such as decentralized gaming and blockchain proposals. Con-
sequently, generating public randomness has attracted attention from
the cryptography research community. However, attempts to generate
public randomness still have limitations, such as inadequate security or
high communication and computation costs. Orand is designed to gener-
ate public randomness in a distributed manner based on a suitable dis-
tributed verifiable random function. This approach allows Orand to enjoy
low communication and computational costs. Moreover, Orand achieves
the following security properties: pseudo-randomness, unbiasability, live-
ness, and public verifiability.

Keywords: Distributed verifiable random function · public
randomness · decentralized random number generator ·
pseudo-randomness · blockchain

1 Introduction

Randomness has always played an important role in computational processes
and decision-making in various applications in computer science, cryptography,
and distributed systems. For instance, selecting the next leader to mint the next
block in blockchain systems is very important and affects the entire blockchain
security. If the leader’s slot can be predetermined, or the randomness output
can be biased, the leaders could collude to perform a double spending attack,
compromising the system’s security. Not only limited to distributed consensus
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Honda et al. (Eds.): IUKM 2023, LNAI 14376, pp. 358–372, 2024.
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but various problems such as “maximal extractable value” (MEV) can only be
addressed with the demand for reliable sources of randomness. By utilizing ran-
domness to determine which transactions are included in a new block, trans-
parency, and fairness are ensured. For application in artificial intelligence and
machine learning, randomness is necessary for stochastic algorithms to improve
model accuracy and avoid overfitting with small training sets. The role of ran-
domness goes without saying for gaming since all the decisions and computations
made in games rely on randomness.

However, many applications rely on local trusted parties to generate random-
ness and use it for conducting the application. With such a trusted randomness-
generating mechanism, backdoors or biased randomness pieces may exist for
some malicious actors’ benefit. One of the most notorious examples is the Dual
Elliptic Curve PRNG scandal1, where a backdoor was inserted to predict the
future outputs of the PRNG. Hence, creating a trustless source of randomness
is crucial where no one can predict or bias the result.

Despite its significance, there has not been a successful project in creating a
trustless source of randomness. To achieve feasibility, current attempts to gener-
ate such randomness require a trade-off between security and efficiency. Below,
we briefly review some of the most notable attempts. Section 2 will give a more
detailed survey on the constructions of Decentralized Random Number Genera-
tors in the literature.

Some blockchain oracle networks, e.g., Chainlink2, combine an on-chain
smart contract and off-chain server to generate random numbers [19] The smart
contract listens to client requests and sends them to the server. Chainlink ’s server
employs a Verifiable Random Function in [7] to generate randomness. This guar-
antees that the outputs are computed correctly. The downside of this system is
that it is centralized, and thus, the clients have to trust the server provider,
which is unacceptable since centralized services can be easily corrupted.

Other protocols, e.g., RANDAO [18], Algorand [11] and Ouroboros Praos
[4], generate randomness in a distributed manner. These protocols generate ran-
domness by combining verifiable sources of partial randomness from participants.
Although these protocols achieve low costs, the resulting outputs from these pro-
tocols can be biased. The last participant may refuse to reveal his partial secret,
leading the protocol to abort and start over. They may do so until the protocol
produces an output that benefits them.

SCRAPE [10] is one of a few protocols that achieve complete security prop-
erties. However, its communication and computation complexity is too high,
making the system only be used for a few participants.

From the discussions above, we propose Orand, a decentralized system
for random number generation that satisfies pseudo-randomness, unbiasability,
availability and publicly verifiable and detail its construction for a use case that
we have a special interest in, blockchain-based applications. Orand takes a step

1 https://archive.nytimes.com/bits.blogs.nytimes.com/2013/09/10/government-
announces-steps-to-restore-confidence-on-encryption-standards/.

2 https://docs.chain.link/vrf/v2/introduction/.

https://archive.nytimes.com/bits.blogs.nytimes.com/2013/09/10/government-announces-steps-to-restore-confidence-on-encryption-standards/
https://archive.nytimes.com/bits.blogs.nytimes.com/2013/09/10/government-announces-steps-to-restore-confidence-on-encryption-standards/
https://docs.chain.link/vrf/v2/introduction/
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further than other projects by ensuring these four mentioned properties while
enhancing the system’s scalability, making it more distributed and secure.

Our Contributions. We propose Orand, a Decentralized Random Number Gen-
erator (DRNG) for blockchain-based applications using a distributed VRF. To
the best of our knowledge, our system is the first system that employs a dis-
tributed VRF for that purpose. We also apply the technique of [1] to optimize
the randomness-generating process of the distributed VRF and Orand. Orand
achieves the full security requirements of a DRNG while enjoying linear commu-
nication and quasi-linear computation costs in terms of participants and requires
no advanced techniques such as pairings. With these properties, Orand is a scal-
able system suitable for a large number of participants.

The rest of the paper is organized as follows. In Sect. 2, we describe related
works and compare Orand to these works. In Sect. 3, we recall basic notations
and cryptographic primitives to be employed in the system, and in addition to
that, we give formal definitions of a DRNG protocol and its security proper-
ties. In Sect. 4, we describe the construction and architecture of Orand with the
experimental results of Orand’s randomness generation time in Subsect. 4.4. We
conclude the paper with Sect. 5.

2 Related Works

Using “commit-then-reveal” is a straightforward approach to producing public
randomness. RANDAO [18] employs a random number generator based on the
Ethereum blockchain. Each participant Pi chooses a secret value si and publishes
a hash SHA256(si) viewed as Pi’s commitment to si. When all parties committed
their SHA256 values, each participant Pi reveals his secret si. The final random
number is calculated by computing the exclusive-or (XOR, ⊕) of the collected
secret values. There is one issue with this approach. A dishonest participant
can choose not to reveal his secret upon seeing the secrets of other participants,
forcing the protocol to abort and restart until he obtains an output of his interest.

Using publicly verifiable secret sharing (PVSS) is another approach to con-
structing a DRNG. Many protocols, i.e., [9,10,13], follow this direction. Most
of these protocols achieve full security properties as long as there are, at most,
t dishonest participants. These protocols’ limitations are that many of them
have communication and computation costs exceeding n2. Randhound [9] has
a communication cost equal to c2n. However, Randhound no longer achieves
unbiasability due to letting the client freely separate the set of participants into
different smaller groups for generating randomness.

Several protocols, namely, Algorand [11] and Ouroboros Praos [4], use Verifi-
able Random Function (VRF) to select the block producer. Participants commit
to their VRF value in these protocols, determining the round’s leader. The com-
munication cost of both protocols is O(n). However, both protocols do not pro-
vide unbisability because the participant’s contribution determines the result.
An adversary who sees the VRF values of honest participants can choose which
of his minions will contribute so that the resulting output would benefit him.
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In [8], Dung et al. proposed an unpredictable number generator based on
the concept of “Flexible Proof-of-Work” (Flexible PoW). Based on the current
seed seedi, each participant must find a solution to a puzzle involving the seed
and a hash function for every epoch. Each solution will be hashed, and the
resulting output will be the exclusive OR of these hashes. The protocol achieves
O(n) communication cost, and its security is based on the unpredictability of the
hash function. However, the protocol still faces the same problem as RANDAO
since the last participant may refuse to publish his solution if the overall result
does not benefit him.

In [20], Nguyen et al. propose to use Homomorphic Encryption (HE) in their
DRNG system as another way to achieve linear communication and computation
cost. In their protocol described in [19], each participant generates a secret,
encrypts it, and publishes the ciphertext. Then, all the ciphertexts are joined.
The requester with a secret key can decrypt the joined ciphertext to receive
the randomness. The communication cost of [19] is O(n), but it requires the
requester to be honest. Suppose the requester gives his secret key to a colluding
participant. In that case, he can decrypt the secret of other participants before
choosing his own so that the resulting secret would benefit him.

In 2019, Boneh et al. introduced Verifiable Delay Function (VDF) [5]. The
main idea of a VDF is that the adversary cannot bias the output of the random
beacon because it cannot calculate the result in the given time. Protocols that
follow this direction are RandRunner [14] and Harmony [17]. However, VDF-
based schemes do not provide pseudo-randomness; they only produce output
that cannot be predicted, but these outputs may contain some bias.

Several DRNGs use a Threshold Signature Scheme (TSS) to provide random-
ness, e.g., [12,21]. Like Orand, these protocols require running a Distributed Key
Generation (DKG) with a high initial setup cost, but the DKG is run only once.
The main advantage of TSS-based DRNGs is that they achieve complete security
properties while enjoying low communication and computation costs. However,
these protocol involves complicated techniques, such as bilinear pairings.

Table 1 summarizes several aspects of the approaches mentioned above.

3 Preliminaries

In this section, we recall definitions and notions used throughout the paper,
including Distributed Key Generation and Verifiable Random Function, the two
main building blocks required for distributed VRF construction. We also give
our formal definition and required properties of a DRNG.

Notations. Let λ be the security parameter. We say that p(λ) ≤ negl(λ) to
indicate that there exists a negligible function ε(λ) such that there exists λ0 > 0
satisfying p(λ) ≤ ε(λ) for all λ ≥ λ0. We denote by G a cyclic group of prime
order p and let g and h be the generators of G.

We say that an algorithm Alg is probabilistic polynomial time (PPT) if Alg
runs within polynomial time in the size of its inputs. We denote the process
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Table 1. A summary of existing DRNGs. These include: RANDAO [18], Scrape [10],
HydRand [13], Algorand [11], Ouroboros Praos [4], Flexible PoW [8], Nguyen et al. [20],
RandRunner [14], Harmony [17], drand [12] and this work
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Scrape � � � � � O(n3) O(n2) O(n2) n/2 PVSS
HydRand ✗ � � � � O(n2) O(n) O(n) 2n/3 PVSS
Algorand ✗ � ✗ � � O(cn) O(c) O(1) 2n/3 VRF
Ouroboros Praos ✗ � ✗ � � O(cn) O(c) O(1) n/2 VRF
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Randrunner ✗ � � � � O(n) VDF time O(1) n/2 VDF
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drand ✗ � � � � O(n) O(t log2 t) O(t log2 t) n/2 TSS.
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of uniformly sampling x from a set M by x
$← M. For a set V, we define

the Lagrange coefficient λi,V to be
∏

j∈V
j �=i

(
j

j−i

)
. If V = {v1, v2, . . . , vt}, denote

V[a : b] to be the set {va, . . . , vb}.

3.1 Network and Adversarial Model

In this paper, we consider the synchronous network model, i.e., the time delay
between messages is bounded within a time δ. It is assumed that there is a
broadcast channel, where everyone can see a message broadcast by a participant.
In addition, each pair of participants has a private channel that allows them to
communicate with each other securely. We restrict an adversary A to be static,
i.e., initially, A must choose and corrupt a fixed set of participants. By “corrupt”,
we mean that the adversary can see all the private inputs and act on behalf of
the corrupted participant. In a synchronous setting, the adversary A is allowed
to corrupt up to n/2 participants.

3.2 Distributed Key Generation

Distributed Key Generation A (t, n)−Distributed Key Generation (DKG) pro-
tocol allows n participants to jointly create a pair of keys (pk, sk) without having
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to rely on a trusted party (dealer). Each participant also receives a partial secret
key and a partial public key. While the public key pk is publicly seen by every-
one, the secret key sk remains secret as a (virtual) (t, n)−secret shared via a
secret sharing scheme, where each share is the partial secret key of a participant
[15]. No adversary can learn anything about the secret key if it does not control
the required number of participants. The secret key sk will be later used in a
threshold cryptosystem, e.g., to produce digital signatures or decryption.

Among existing DKG protocols, we now describe the DKG protocol of Gen-
naro et al. [15]. The detail of the protocol can be seen in Protocol 1.

Protocol 1. Distributed Key Generation
Generating sk :

1. Each participant Pi chooses two random polynomials fi(z) = ai0 +ai1z + ...+aitz
t and f ′

i(z) =

bi0 + bi1z + ... + bitz
t and broadcasts Cik = gaik hbik for k = 0, 1, ..., t. Then Pi computes

sij = fi(j), and s′
ij = f ′

i(j) and securely sends (sij , s′
ij) to Pj , ∀j �= i.

2. Each participant Pj verifies the shares he received from Pi by checking

g
sij h

s′
ij ?

=

t∏

k=0

C
jk

ik . (1)

If the check fails for some i, then Pj complains against Pi.
3. Each Pi who receives a complaint from Pj broadcasts (sij , s′

ij) that satisfy (1).
4. A participant Pi is disqualified if he receives t + 1 complaints or answers with value that does

not satisfy (1). A set QUAL of qualified participants is then determined. For each i, the secret
key ski of Pi is equal to

∑
j∈QUAL sji. For any set V of at least t + 1 participants, the secret key

sk is equal to
∑

i∈V ski · λi,V .

Extracting pk = gsk :

1. Each participant Pi in the set QUAL publishes Aik = gaik for k = 0, 1, 2, . . . , t.

2. Each participant Pj verifies Aij for each i by checking whether gsij ?
=

∏t
k=0 Ajk

ik .
If the verification fails at i, then Pj complains against Pi. If the check fails for some i, then Pj

complains against Pi.
3. For each i that Pi receives at least one valid complaint, all other parties run the reconstruction

phase of Pedersen VSS to reconstruct fi(z) and restore si0 and Aij for j = 0, 1, ..., t. The

public key is equal to pk =
∏

i∈QUAL Ai0. The public key pki of Pi is calculated as pki = gski =
∏

j∈QUAL gsji =
∏

j∈QUAL

∏t
k=0 Aik

jk.

3.3 VRF Based on Elliptic Curves (ECVRF)

Micali, Rabin, and Vadhan introduced Verifiable Random Functions in [16].
VRFs can be seen as a public key version of a pseudorandom function Fsk(x).
VRF allows a party with the secret key sk to produce pseudorandom output
Fsk(x) and a proof π certifying that the output is computed correctly. The result
can be verified publicly using the corresponding public key pk.

We now describe a VRF construction based on elliptic curves in [9]. The
VRF consists of three algorithms KeyGen,VRFEval and VRFVerify. The secret
key holder uses VRFEval to compute the VRF output Y , while anyone can use
VRFVerify to verify the correctness of Y .
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Public Parameters. Let p be a prime number and G be a cyclic group of
order p and generator g. Let H1 be a hash function that maps a bit string to
an element in G. Let H2 be a hash function mapping arbitrary input length to
an integer. The hash functions H1,H2 are modeled as random oracle models.
The public parameters are p,G, g,H1,H2. The algorithms VRFSetup,VRFEval
and VRFVerify are described in Fig. 1.

Fig. 1. Verifiable Random Function based on Elliptic Curve

3.4 DRNG Definition and Properties

This section is devoted to giving our formal description of a DRNG and the
required properties of a DRNG. In the next section, we propose our protocol
and system satisfying these properties based on these formal definitions.

Definition 1 (DRNG Protocol). A (t, n)−decentralized random number
generator protocol on a set of participants P = {P1, P2, . . . , Pn} is an
epoch-based protocol, where each epoch r consists of two interactive protocols
DRNGSetup, DRNGGen, and an algorithm DRNGVerify and a global state st,
working as follows

1. (st,QUAL, pp, {ski}i∈QUAL) ← DRNGSetup(λ) 〈{P}P∈P〉: This is an interac-
tive protocol run by all participants in P to determine the member list of
qualified committees. At the end of the interaction, a set QUAL of qualified
participants is determined, the st is initialized, and a list pp of public infor-
mation is known to all participants. Each participant Pi ∈ QUAL also obtains
his secret key ski that is only known to him.

2. (st := st′, Ω, π) ← DRNGGen(st, pp) 〈{Pi(ski)}i∈QUAL〉 : This is an interactive
protocol between participants in a set QUAL each holding the secret key ski

and common inputs st, pp. At the end of the interaction, all honest partici-
pants output a value Ω and a proof π certifying the correctness of Ω made
by the interaction. In addition, the state st is updated into a new state st′,
denoted by st := st′.

3. b ← DRNGVerify(st, Ω, π, pp): This algorithm is run by an external verifier.
On input a state st, a value Ω, a proof π, a public parameter pp, this algorithm
output a bit b ∈ {0, 1} certifying the correctness of Ω.
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Next, we define the security properties of a DRNG abstractly, and in our forth-
coming work, we will give a more formal general definition for these properties.

Definition 2 (Security of DRNG). A secure DRNG protocol is a DRNG
protocol satisfying the following properties.

– Pseudo-randomness. Let Ω1, Ω2, . . . , Ωr be outputs generated so far. We
say that a (t, n)−DRNG satisfies pseudo-randomness if for any future outputs
Ωj where j > r, for any PPT adversaries A who corrupts up to t participants
in P, there exists a negligible function negl such that

|Pr [A(Ωj) = 1] − Pr [A(Y ) = 1]| ≤ negl(λ),

where Y
$← {0, 1}λ is a uniformly random element from {0, 1}λ.

– Unbiasability. We say that the DRNG satisfies unbaisability if any adver-
sary A who corrupts up to t participants in P should not be able to affect
future random beacon values for his own goal.

– Liveness. We say that the DRNG satisfies the liveness property if, for any
epoch, and for any adversary A who corrupts up to t participants in P, the
DRNGGen protocol is guaranteed to produce an output.

– Public Verifiability. We say that the DRNG satisfies publicly verifiabil-
ity if given the current global state st′, the public parameter pp and values
Ω∗, π∗ ∈ {0, 1}∗, then an external verifier can run DRNGVerify(st′, pp, Ω∗, π∗)
to determine if Ω∗ is properly calculated from the DRNGGen protocol.

4 Our Approach

We begin this section by describing the Distributed VRF (DVRF) protocol of
Galindo et al. in [6], which will be the heart of Orand. Then, we propose Orand,
our protocol, together with a system of DRNG especially designed for random-
ness sources used in blockchain-based applications.

4.1 Distributed VRF

Protocol Construction. This subsection describes the DVRF protocol of
Galindo et al. in [6]. Orand employs the DVRF protocol for generating ran-
domness. The protocol is divided into epochs. In the first epoch, all participants
execute the DRNGSetup protocol. From the second epoch on-wards, the value
Rr+1 of epoch r is deterministically obtained from R via the DRNGGen proto-
col. The protocol details can be seen at Protocol 2. The DVRF protocol achieves
pseudo-randomness, unbiasability, liveness and publicly-verifiability, assuming a
synchronous network and a static adversary who corrupts up to (n/2 − 1) par-
ticipants. The detailed security proof of the protocol can be found in [6].
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Protocol 2. Distributed VRF
In the protocol, the global state st has the form st = (str.X, st.r).

DRNGSetup(1λ) 〈{P}P ∈P〉 : All participants P ∈ P follow the DKG protocol of Gennaro et al.(see
Protocol 1) to select the list QUAL of qualified participants Pi and obtain their secret and public
keys (pki, ski). The public parameter pp is set to be pp := ({pki}i∈QUAL).

DRNGGen(st, pp) 〈{Pi(ski)}i∈QUAL〉 : This interactive protocol is run in each epoch to gener-
ate a pseudorandom output. It proceeds as follows:

1. The i-th participant in the set QUAL runs the algorithm VRFEval(st.X, ski) (see Figure 1) of the

ECVRF to compute the value Yi = H1(st.X)ski and broadcasts his value Yi and his proof πi;
2. For each Pi who broadcasted Yi, other participants compute the value VRFVerify(st.X, Yi, πi, pki)

(see Figure 1) to verify the validity of Yi;
3. From a set Vr of participants with size ≥ t + 1 who broadcasted correct outputs, participants

calculate the output Ω and its proof π;

(a) Let γ=
∏

i∈Vr
Y

λi,Vr
i . The output Ω is calculated to be Ω = H3(γ).

(b) The proof π of Ω consists of {(i, Yi, πi) | i ∈ V}.
4. Update st.r = st.r + 1 and st.X = Ω.

DRNGVerify(st, Ω, π, pp) : An external verifier, on input a state st, a value Ω, a proof π = {(i, Yi, πi)
| i ∈ V} and a public parameter pp can verify the correctness of Ω as follow:

1. Check if VRFVerify(st.X, Yi, πi, pki) = 1 for all i ∈ V;

2. Check if Ω = H3(γ) where γ =
∏

i∈Vr
Y

λi,Vr
i ;

3. If all checks pass, output 1, otherwise output 0.

Optimization. In the DVRF protocol, for each epoch r, we can combine these
outputs for a set Vr of participants who have published valid outputs to get
the final result. However, the Vr can be different for each r. For example, some
participants contributed outputs in the (r − 1)-th epoch but suddenly became
offline in the r-th epoch, and vice versa. We see that, calculate γr, first, we need
to calculate all Lagrange coefficients λi,Vr

for all i ∈ Vr. Because the set Vr

differs for each epoch r, these Lagrangian coefficients must also be recalculated
for each epoch r. By doing naive Lagrange interpolation, this cost O(t2) com-
putations. Fortunately, in [1], the authors showed that it is possible to calculate
all Lagrange coefficients within O(t log2 t) steps. Hence, we apply the method of
[1] to optimize the randomness-generating process for DVRF and Orand.

We assume the number of participants is a power of two. We will replace
their ID from {1, 2, ..., n} to {1, ω, ω2, ..., ωn−1}, where ω is a n-th root of unity
in Fp. For a set V, let LV

i (x) =
∏

j∈V,j �=i(x−ωj)/(ωi −ωj). Our main interest is
to calculate LV

i (0) for all i ∈ V. To do this, let N(x) =
∏

i∈V(x − ωi), Ni(x) =
N(x)/(x−ωi), and Di =

∏
i∈V(ωi −ωj). Then LV

i (x) = Ni(x)/Di. The method
to calculate LV

i (0) for all i ∈ V within O(t log2 t) steps, as described in [1] is as
follow.

1. Get all coefficients of N(x) recursively. This can be done within O(t log2 t)
steps using Procedure 3. It can be shown in [1] that the procedure for getting
all the coefficients of N(x) runs in O(t log2 t) steps.
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Procedure 3. GetCoefficients(N(x))

Input: N(x) =
∏

i∈V(x − ωi)

Output: List of coefficients (n0, n1, ..., nt) satisfying N(x) =
∑t

i=0 nix
i.

1. Factor N(x) = N1(x)N2(x) where N1(x) =
∏

i∈V[1:t/2](x − ωi) and N2(x) =
∏

i∈V[t/2+1:t](x −
ωi) both have degree t/2.

2. Recursively execute GetCoefficient(N1(x)) and GetCoefficient(N2(x)) get the coefficients of N1(x)

and N2(x). Next, calculate N1(ω
i) and N2(ω

i) for all i = 0, 1, ..., n − 1 using FFT.

3. Compute N1(ω
i)N2(ω

i) for all i = 0, 1, ..., n − 1 and use inverse FFT to get all coefficients of
N(x).

2. Calculate Ni(0) for all i ∈ V. We see that Ni(0) = N(0)/(−ωi), thus calcu-
lating all Ni(0) takes O(t) steps.

3. Calculate the derivative N ′(x). If the coefficients of N(x) are a0, a1, ..., at then
the coefficients of N ′(x) are a1, 2a2, ..., tat, thus this takes O(t) steps.

4. Calculate N ′(ωi) for all i ∈ V through a single Fast Fourier Transform (FFT)
in O(t log t) steps. Finally, we see that LV

i (0) = Ni(0)/N ′(ωi) for all i ∈ V.

4.2 Orand System Architecture

This section presents Orand, a DRNG system for blockchain-based applications.
Orand employs the DVRF protocol above for randomness generation. While the
DVRF protocol is used solely for generating randomness, Orand introduces addi-
tional components to realize the randomness-generating process in the blockchain
environment. As a DRNG system, Orand meets all required prerequisites in [3];
therefore, it is reasonable to build Orand on a blockchain environment and deploy
Orand for blockchain-based applications.

Orand has seven fundamental blocks, as seen in Fig. 2a.

Fig. 2. Overview of Orand.



368 P. N. Minh et al.

– Blockchain-based Application: A client blockchain-based application that
wishes to use random numbers from Orand.

– RPC: Remote Produce Call (RPC) enables communication between the
client application and Orand.

– Full-Node Client: This module handles all the logical requests from the
client application to Orand.

– Distributed Key Generation: This component is the Distributed Key
Generation. The joining participants can generate public and secret keys for
the Distributed VRF protocol.

– Distributed VRF: At the core of Orand lies the Distributed VRF protocol
that allows participants to generate a pseudo-random output and its proof.

– Distributed Network Module: This network discovers and allows partici-
pants to connect and securely communicate with each other. It also supports
node discovery, a mechanism enabling a new participant to find all other
existing participants in a network.

– libp2p: This module contains various libraries that support peer-to-peer com-
munication between participants, e.g., secure channels and messaging.

When an arbitrary decentralized application (dApp) needs to generate a random
number from Orand, it follows the process in Fig. 2b. The detail is as follow.

1. Initially, the participants of Orand execute the Distributed Key Genera-
tion protocol to create a pair of key (pk, sk). In addition, each participant Pi

also receives a partial public-secret key pair (pki, ski).

2. When a dApp needs to receive a random number from Orand, it sends a signal
to Orand to begin the generation process.

3. All qualified participants in Orand execute the DRNGGen protocol of the
Distributed VRF to generate the random numbers and their proof of cor-
rectness. The dApp then verifies the output using the proof.

4. After the verification process, the dApp can use the generated output for its
application.

4.3 Complexity Analysis

In this section, we analyze the communication cost, the computation cost for
each node, and the verification cost of Orand.

Communication Cost. In the first epoch, each participant Pi has to broad-
cast t group elements, then send n shares sij to other participants. Hence, total
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O(n2) messages are sent. From the second epoch forward, each participant Pi

has to send his partial output to the broadcast channel. Thus, O(n) messages
are sent.

Computation Cost. In the first epoch, each participant Pi has to compute
(sij , s

′
ij) = fi(j). Using FFT, this requires O(n log n) computation cost. From

the second epoch, each participant Pi has to compute (Yi, πi) = VRFEval(X, ski).
Finally, when (t + 1) valid outputs have been published, participants must com-
pute γr. This results in O(t log2 t) computation steps.

Verification Cost. To validate the output, an external verifier first needs to
check the validity of (Yri, πri) for each Pi that broadcasted his outputs, then
compute γr and check if R = H3(γ). This cost O(t log2 t) computations.

4.4 Experiment

We have implemented a prototype of our DRNG protocol Orand using the Rust
programming language. Our implementation is based on the ECDSA threshold
signature protocol of ING Bank. We modify the DKG protocol of ING Bank to
match ours. We use the curve secp256k1 for our implementation. We use the
performance of the libsecp256k1 3 library for primary curve operations.

We evaluate our result by considering two aspects: performance and security.
The details of these aspects can be seen below.

1. For performance, we benchmark the time required to generate a single ran-
dom value in one round for different nodes. To show the efficiency of our
protocol for a large number of participants, even in the worst case, especially
after optimization, we experiment with a large number of participants (up to
512) and compare both the original and optimized versions. We experimented
with 32, 64, 128, 256, and 512 nodes, respectively, where each node represents
a participant in the protocol. The experiments were run on a Macbook with
a 2 GHz Quad-Core Intel Core i5 processor and 16 GB of memory.

2. For security, we use the NIST Test suite [2] to show that Orand produces out-
puts that satisfy the required statistical properties of a truly random output
bit. This indicates that Orand has truly unbiased random output. We test our
implementation with 20 numbers; each number is 100, 000 bits long.

Performance Test Result. The results of the experiments can be seen in
Table 2. Regarding the table, the optimized version outperforms the original
at n = 128. This is because the optimization cost is approximately close to
cn log2(n) for a constant c. Hence, when n is smaller than c, this cost is higher
than the original cost of n2. Nevertheless, the experiment shows that the opti-
mized version outperforms the original when the number of nodes is quite large,
i.e., n ≥ 128. In addition, the experiments show that it only takes 11 and 31
3 https://github.com/paritytech/libsecp256k1.

https://github.com/paritytech/libsecp256k1
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seconds for 256 and 512 nodes to generate a single random value, respectively.
This indicates that Orand can be used for many nodes.

NIST Statistical Test Result. Following the instructions of [2, Subs. 4.2.1],
for m = 20, the acceptable range is equal to 0.99 ± 3

√
(0.99(1 − 0.99)/20 =

[0.923, 1]. From Table 3, all the pass rates of the tests exceed 0.95, indicating
that the Orand protocol passes the NIST Test Suite.

Table 2. Performance Test Result.

Value of n 32 64 128 256 512

Produce an ECVRF value (ms) 4 4 4 4 5
Verify ECVRF values (ms) 182 374 715 1409 2856
Combine (Original) (ms) 209 824 3350 14840 59301
Combine (Optimized) (ms) 401 1195 3042 10311 27650
Total (Original) (ms) 305 1202 4069 16253 62102
Total (Optimized) (ms) 587 1573 3761 11724 30511

Table 3. NIST Statistical Test Result.

Test name p−value Pass rate

Frequency 0.122325 20/20
Frequency in a Block 0.437274 20/20
Run 0.035174 20/20
Longest Run in a Block 0.275709 19/20
Binary Matrix Rank 0.637119 20/20
Discrete Fourier 0.350485 20/20
Non-Overlapping Template 0.964295 20/20
Overlapping Template 0.213309 20/20
Universal Statistical 0.967352 20/20
Linear Complexity 0.004301 19/20
Serial 0.739918 20/20
Approximate Entropy 0.048716 19/20
Cumulative Sums 0.275709 20/20
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5 Conclusion

In this paper, we introduced Orand, a fast, publicly verifiable, scalable, decen-
tralized random number generator for blockchain-based applications. We also
found a way to optimize the protocol for faster randomness generation for each
epoch. Orand has O(n) communication cost and O(n log2 n) computation cost
after optimization while achieving full security properties. In addition, the pro-
tocol can be implemented with the curve secp256k1, the curve used by Ethereum
and supported by many existing libraries. Thus, Orand offers great application
in the context of blockchain.

In our forthcoming works, we will give complete, detailed security proofs
of our DRNG and implement the full version of the system for the use of the
community. Furthermore, the proof size of the protocol is O(t) since it consists
of all (t + 1) ECVRF proofs of partial outputs. We can use bilinear maps to
aggregate the proofs to reduce their size. However, bilinear maps can only be
used on certain curves, for instance, BN254. Most libraries only support the
curve secp256k1, and this curve does not allow us to use bilinear maps. We hope
to reduce the proof size of the DVRF protocol in the future.
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4. David, B., Gaži, P., Kiayias, A., Russell, A.: Ouroboros praos: an adaptively-secure,
semi-synchronous proof-of-stake blockchain. In: Nielsen, J.B., Rijmen, V. (eds.)
EUROCRYPT 2018. LNCS, vol. 10821, pp. 66–98. Springer, Cham (2018). https://
doi.org/10.1007/978-3-319-78375-8 3

5. Boneh, D., Bonneau, J., Bünz, B., Fisch, B.: Verifiable delay functions. In:
Shacham, H., Boldyreva, A. (eds.) CRYPTO 2018. LNCS, vol. 10991, pp. 757–
788. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-96884-1 25

6. Galindo, D., et al.: Fully distributed verifiable random functions and their applica-
tion to decentralised random beacons. In: IEEE EuroS&P 2021, pp. 88–102. IEEE
(2021)

7. Papadopoulos, D., et al.: Making nsec5 practical for dnssec. Cryptology ePrint
Archive (2017). https://eprint.iacr.org/2017/099.pdf

8. Dung and Khuong et al.: Flexible proof-of-work: a decentralized unpredictable
random number generator. In Proceedings of 10th National Conference on Funda-
mental and Applied IT Research (FAIR), vol. 2017, pp. 185–191. Publ. House for
Sci & Tech (2017)

https://doi.org/10.1007/978-3-319-78375-8_3
https://doi.org/10.1007/978-3-319-78375-8_3
https://doi.org/10.1007/978-3-319-96884-1_25
https://eprint.iacr.org/2017/099.pdf


372 P. N. Minh et al.

9. Syta, E., et al.: Scalable bias-resistant distributed randomness. In: IEEE S&P 2017,
pp. 444–460. IEEE Computer Society (2017)

10. Cascudo, I., David, B.: SCRAPE: scalable randomness attested by public entities.
In: Gollmann, D., Miyaji, A., Kikuchi, H. (eds.) ACNS 2017. LNCS, vol. 10355, pp.
537–556. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-61204-1 27

11. Chen, J., Micali, S.: Algorand: a secure and efficient distributed ledger. Theoret.
Comput. Sci. 777, 155–183 (2019)

12. Nicolas, G., et al.: Drand - distributed randomness beacon (2020)
13. Schindler, P., et al.: Hydrand: efficient continuous distributed randomness. In:

IEEE S&P 2020, pp. 73–89. IEEE (2020)
14. Schindler, P., et al.: RandRunner: distributed randomness from trapdoor VDFs

with strong uniqueness. In: NDSS 2020. The Internet Society (2021)
15. Gennaro, R., Jarecki, S., Krawczyk, H., Rabin, T.: Secure distributed key genera-

tion for discrete-log based cryptosystems. In: Stern, J. (ed.) EUROCRYPT 1999.
LNCS, vol. 1592, pp. 295–310. Springer, Heidelberg (1999). https://doi.org/10.
1007/3-540-48910-X 21

16. Micali, S., et al.: Verifiable random functions. In: FOCS 1999, pp. 120–130. IEEE
Computer Society (1999)

17. Team Harmony. Technical whitepaper - harmony (one). White Paper. https://
harmony.one/whitepaper.pdf (2019)

18. Team Randao. Randao: Verifiable random number generation. White Paper.
https://www.randao.org/whitepaper/Randao v0.85 en.pdf (2017)

19. Thanh and Khuong et al.: Scalable distributed random number generation based
on homomorphic encryption. In: IEEE Blockchain 2019, pp. 572–579. IEEE (2019)

20. Thanh and Khuong et al.: A system for scalable decentralized random number
generation. In: 2019 IEEE 23rd International Enterprise Distributed Object Com-
puting Workshop (EDOCW), pp. 100–103. IEEE (2019)

21. Team DFINITY. The internet computer for geeks. IACR Cryptol. ePrint Arch., p.
87 (2022)

https://doi.org/10.1007/978-3-319-61204-1_27
https://doi.org/10.1007/3-540-48910-X_21
https://doi.org/10.1007/3-540-48910-X_21
https://harmony.one/whitepaper.pdf
https://harmony.one/whitepaper.pdf
https://www.randao.org/whitepaper/Randao_v0.85_en.pdf


Author Index

A
Afifi, Sohaib I-139
Amejima, Ryosuke II-15
Anh, Nguyen T. I-177
Augsondit, Thanakon II-167

B
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Dvořák, Antonín I-15

E
Eakkapun, Paponsun I-295
Ehara, Kazuma II-230
Entani, Tomoe I-85

F
Felix, Rudolf II-79
Fermüller, Christian G. I-3
Fujiwara, Takeshi II-294
Futakuchi, Kazushi II-218

G
Galajit, Kasorn II-167

H
Hamasuna, Yukihiro II-179
Hamza, Farukh II-243
Hao, Tianyang II-91
Hasegawa, Shoichi II-117
Hayashi, Naoki I-73
Hiro, Chiro II-358
Hoang, Lam II-153
Hoang, Xuan-Truong II-3
Honda, Katsuhiro II-15, II-47
Hsieh, Yi-Chih I-199
Hsu, Ping-Yu I-187, II-243
Hu, Liqun I-111
Huynh, Van-Nam II-3

I
Iguchi, Makishi II-47
Intapan, Chanamart I-248
Intawong, Nattakit I-258
Inuiguchi, Masahiro I-73, II-91

J
Jaroenwanit, Pensri I-236
Jiang, Lixin I-37

K
Kaewcharuay, Patthranit II-167
Kanjanarut, Panisara II-117
Kanzawa, Yuchi II-192, II-205
Karnjana, Jessada II-141, II-167
Kato, Takumi II-281
Kato, Yuichi II-55
Khemniwat, Thanaphat II-167
Khiewngamdee, Chatchai I-285
Klinlampu, Chaiwat I-213
Kongprawechnon, Waree II-129
Kosheleva, Olga I-123, I-129

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2024
K. Honda et al. (Eds.): IUKM 2023, LNAI 14376, pp. 373–375, 2024.
https://doi.org/10.1007/978-3-031-46781-3

https://doi.org/10.1007/978-3-031-46781-3


374 Author Index

Kotsuwan, Oranus II-141
Kreinovich, Vladik I-123, I-129
Kurihara, Hiromitsu I-73
Kusunoki, Yoshifumi II-37

L
Lam, Mai D. I-177
Le, Bac II-153, II-267
Le, Chon Van I-306
Le, Thanh II-67
Leepagorn, Puntika II-141
Lefèvre, Éric I-139
Leurcharusmee, Supanika I-271, I-320
Li, Zuoqing II-91
Liau, Churn-Jung I-49
Longpré, Luc I-123
Luong, The Dung II-321
Luong-The, Dung II-334

M
Maneejuk, Paravee I-165
Maruyama, Daisuke I-73
Matsuki, Tomoya II-47
Minh, Pham Nhat II-358
Mori, Yoshitomo II-179

N
Nakaniwa, Kenta II-47
Nakata, Michinori II-255, II-294
Nam, SangGyu I-97
Natani, Sakshi II-104
Nayyar, Anand II-104
Ngo, Huy II-67
Nguyen, Hung Son I-61
Nguyen, Ngoc-Trung II-67
Nguyen, Nhu Gia II-104
Nguyen, Viet Quoc I-306
Nguyen, Vu-Linh II-3
Nguyen-An, Khuong II-358
Nomura, Tomoki II-192
Notsu, Akira II-47

O
Olapiriyakul, Sun II-117, II-306

P
Pannakkong, Warut II-117, II-306
Phadkantha, Rungrapee I-152
Pham, Duy Trung II-346

Pham, Xuan Sang II-321
Phochanachan, Panisara I-271
Pichon, Frédéric I-139
Pirabun, Nootchanat I-271
Ponnoprat, Donlapark I-224
Puntoon, Wiranya I-152

R
Rakpho, Pichayakone I-213
Ratna, Singh I-187
Rerkjirattikal, Pavinee I-97
Rodriguez Velasquez, Edgar Daniel I-129
Ruangsariyanont, Kharidtha II-129

S
Sadjadi, Fatemeh II-25
Saeki, Tetsuro II-55
Saito, Norio II-294
Sakai, Hiroshi II-255, II-294
Sanglerdsinlapachai, Nuttapong II-117
Sathirasattayanon, Pannathorn II-167
Seki, Hirosato I-73
Sharma, Ashish II-104
Shih, You-Sheng I-187
Sun, Keke I-37
Suzuki, Yuto II-205

T
Ta, Bao Q. I-177
Taninpong, Phimphaka I-224
Tansuchat, Roengchai I-152, I-213
Tarkhamtham, Payap I-152
Thongkairat, Sukrit I-165, I-224
Thongkaw, Banjaponn I-248, I-295
Tizpaz-Niari, Saeid I-123
Tong, Tingting I-111
Torra, Vicenç II-25
Trafimow, David I-111
Tran, Anh Tu II-321
Tran, Thong II-267
Truong, Phi Ho II-346
Truong, Tin II-267

U
Ubukata, Seiki II-218, II-230
Ueura, Tomoya I-73
Uhl, Sebastian I-3
Usanavasin, Sasiporn II-167



Author Index 375

V
Velasco, Aaron I-129
Vo, Bich Khue I-61
Vu, Thanh II-67
Vu, Tuan-Anh I-139
Vu-Thi, Van II-334
Vyas, Sandeep II-104

W
Wang, Cong I-111
Wang, Tonghui I-111

Y
Yamaka, Woraphon I-165, I-224, I-258
Yang, Wan-Yu II-243
You, Peng-Sheng I-199

Z
Zhang, Xuefeng I-236
Zhang, Yao II-91
Zhang, Yuhang II-91
Zhang, Zhipeng II-91
Zhou, Chunlai I-37
Zhou, Haibo I-37
Zhu, Kongliang I-236


	 Preface
	 Organization
	 Contents – Part II
	 Contents – Part I
	Machine Learning
	Inference Problem in Probabilistic Multi-label Classification
	1 Introduction
	2 Preliminary
	2.1 Probabilistic MLC
	2.2 Inference Problem

	3 A Partition-then-Sort (PtS) Approach
	3.1 The Cases of Single Criteria
	3.2 The Cases of Combined Criteria
	3.3 A Naive (and Generic) Inference Algorithm

	4 Application and Discussion
	4.1 Detailing the Inference Algorithms
	4.2 Potential (Dis)advantages of Some Criteria

	5 Conclusion
	References

	A Federated Learning Model for Linear Fuzzy Clustering with Least Square Criterion
	1 Introduction
	2 Review on Fuzzy Clustering and Federated Learning
	2.1 FCM and Extension to FCL
	2.2 Federated Learning for FCM

	3 Federated Learning Model for FCL
	3.1 Least Square Criterion for Collaborative FCL
	3.2 Proposed Algorithm

	4 Experimental Results
	4.1 Whole Data Analysis
	4.2 Client-Wise Independent Analysis
	4.3 Proposed Federated Learning

	5 Conclusions
	References

	Joint Multiple Efficient Neighbors and Graph Learning for Multi-view Clustering
	1 Introductions
	2 Preliminaries and Related Works
	2.1 Construction of Similarity Matrices
	2.2 Sparsity and Connectivity

	3 Proposed Algorithm
	3.1 Finding k-Nearest Neighborhood and -Efficient Neighborhood
	3.2 Consensus Graph Construction

	4 Experimental Setting
	4.1 Experimental Results and Analysis

	5 Conclusion and Future Work
	References

	Maximum-Margin Nearest Prototype Classifiers with the Sum-over-Others Loss Function and a Performance Evaluation
	1 Introduction
	2 Margin-Maximization Models for Nearest Prototype Classifiers
	3 Training Algorithm
	3.1 Reduction to a DC Optimization Problem
	3.2 Convex-Concave Procedure
	3.3 Initialization
	3.4 Example

	4 Numerical Experiment
	5 Conclusion
	References

	Predicting Stock Price Fluctuations Considering the Sunny Effect
	1 Introduction
	2 Stock Prices and Psychology, Forecasting
	3 Proposed Method
	4 Experimental Setup
	5 Experimental Results and Discussion
	6 Conclusion
	References

	Proposal of a New Classification Method Using Rule Table and Its Consideration
	1 Introduction
	2 Conventional RS and Its Rule Induction Method
	3 Outlines of Data Generation Model
	4 Introduction of RT and Its Application for Classification Problem
	5 Classification Experiments on R-Dataset Using RT and Comparison With RF
	6 Proposal of Trunk Rules and Its Consideration
	7 Conclusion
	References

	TouriER: Temporal Knowledge Graph Completion by Leveraging Fourier Transforms
	1 Introduction
	2 Related Work
	2.1 Static Knowledge Graphs
	2.2 Temporal Knowledge Graphs

	3 Proposed Method
	3.1 Problem Formulation and Notations
	3.2 Data Augmentations
	3.3 Model Architecture

	4 Experiments
	4.1 Datasets
	4.2 Evaluation Method
	4.3 Results

	5 Conclusions and Future Work
	References

	Machine Learned KPI Goal Preferences for Explainable AI based Production Sequencing
	1 Introduction
	2 Relation to Other Optimization and Explainable AI Approaches
	2.1 Relation to Other Optimization Approaches
	2.2 Relation to Other Explainable AI Approaches

	3 Sequencing of Orders as a Complex Resource Planning Problem with Interactive Optimization of KPI Goals
	3.1 Sequencing and its Complexity Aspects in Car Factories
	3.2 What, from a KPI-Based Point of View, is a Good Production Sequence?
	3.3 Sequence Optimization based on Interactions Between KPIs as Optimization Goals

	4 Machine Learned Explainable Parameterization of AI-Based Sequence Optimization Algorithm
	4.1 Real-World Sequencing Goal Conflicts and Their (Re)parameterizations
	4.2 Machine Learned Explanations Based on Interactions Between KPI Goals
	4.3 Example of Explainable (Re-)parameterization of KPI Goal Preferences
	4.4 Which Kind of Machine Learned Explanations are Used Here?

	5 Conclusions
	References

	Unearthing Undiscovered Interests: Knowledge Enhanced Representation Aggregation for Long-Tail Recommendation
	1 Introduction
	2 Proposed Approach
	2.1 Problem Formulation
	2.2 User Long-Tail Interests Representation Aggregation over KG
	2.3 Long-Tail Items Representation Aggregation over KG
	2.4 Model Prediction and Optimization

	3 Experiments
	4 Conclusions and Future Work
	References

	A Novel Methodology for Real-Time Face Mask Detection Using PSO Optimized CNN Technique
	1 Introduction
	2 Related Terminologies
	2.1 Convolutional Neural Network
	2.2 Particle Swarm Optimization

	3 Proposed PSO Optimized CNN (PCNN)
	3.1 System Model
	3.2 Architecture and Working Principal

	4 Experimentation, Result and Analysis
	4.1 Dataset Characteristics
	4.2 Experimental Setup
	4.3 Performance Evaluation
	4.4 Results

	5 Comparision with State of Art Machine Learning Models
	6 Conclusion and Future Scope
	References

	A Computer Vision-Based Framework for Behavior Monitoring and Estrus Detection Through Dynamic Behavioral Analysis
	1 Introduction
	2 Material and Method
	2.1 Data
	2.2 Proposed Framework

	3 Preliminary Result
	4 Conclusion and Future Work
	References

	Information Fusion for Enhancing Presentation Attack Detection in Iris Recognition
	1 Introduction
	2 Backgrounds
	2.1 Iris Recognition: OSRIS
	2.2 3D-PAD Method

	3 Proposed Method
	3.1 For 2D
	3.2 For 3D
	3.3 Fusion

	4 Experiment and Result
	4.1 Dataset
	4.2 Evaluation Matrices

	5 Discussion and Conclusion
	References

	.26em plus .1em minus .1emScore-Level Fusion Based on Classification Tree for Improving Iris Verification Systems
	1 Introduction
	2 Iris Verification
	3 Distance Measurement
	4 Proposed Method
	4.1 Preliminary Investigation on Matching Algorithms
	4.2 Score Fusion Based on Classification Tree

	5 Experiment and Result
	6 Discussion
	7 Conclusion
	References

	Controlling LIME Kernel Width to Achieve Comprehensible Explanations on Tabular Data
	1 Introduction
	2 Related Works
	2.1 LIME Framework
	2.2 LIME Extensions
	2.3 Our Insights

	3 Proposed Method
	3.1 The Impact of Choosing Different Kernel Width on LIME's Explanation
	3.2 What Is an Optimal Kernel Width
	3.3 Methodology to Find Optimal Kernel Width

	4 Experimental Results
	5 Conclusion
	References

	Pattern Classification and Data Analysis
	Rockfall Isolation Technique Based on DC-DBSCAN with k-Means Clustering and k-Nearest Neighbors Algorithm
	1 Introduction
	2 Background
	2.1 Point Cloud Preprocessing
	2.2 DBSCAN
	2.3 DC-DBSCAN
	2.4 k-Means Clustering and k-Nearest Neighbors Algorithm

	3 Proposed Method
	3.1 Training k-NN Binary Classifier
	3.2 Iterative k-Means Clustering

	4 Experiment and Results
	4.1 Dataset
	4.2 Evaluation Metrics
	4.3 Experimental Results

	5 Discussion
	6 Conclusion
	References

	A Novel Noise Clustering Based on Local Outlier Factor
	1 Introduction
	2 Preliminaries
	2.1 Noise Clustering
	2.2 Local Outlier Factor

	3 Proposed Method
	4 Numerical Experiments
	4.1 Experimental Setup
	4.2 Experimental Results
	4.3 Parameters Dependency

	5 Conclusions
	References

	On Some Fuzzy Clustering Algorithms Based on Series Models
	1 Introduction
	2 Preliminaries
	2.1 Clustering for Vectorial Data
	2.2 Clustering for Series Data

	3 Proposed Methods
	3.1 Concept
	3.2 Algorithm

	4 Numerical Experiments
	5 Conclusion
	References

	On Some Fuzzy Clustering for Series Data
	1 Introduction
	2 Preliminaries
	2.1 Clustering for Vectorial Data
	2.2 Clustering for Series Data

	3 Proposed Algorithm
	3.1 Concept
	3.2 Algorithm

	4 Numerical Experiment
	5 Conclusion
	References

	Collaborative Filtering Based on Rough C-Means Clustering with Missing Value Processing
	1 Introduction
	2 Preliminaries
	2.1 Hard C-Means
	2.2 Rough C-Means
	2.3 RCM-CF
	2.4 Approaches to Missing Values in Clustering

	3 Collaborative Filtering Based on Rough C-Means Clustering with Missing Value Processing
	3.1 RCM-PDS
	3.2 RCM-PDS-CF

	4 Numerical Experiments
	4.1 Experimental Overview
	4.2 Dataset
	4.3 Evaluation Indicator
	4.4 Experimental Results

	5 Conclusion
	References

	Collaborative Filtering Based on Probabilistic Rough Set C-Means Clustering
	1 Introduction
	2 Preliminaries
	2.1 Hard C-Means
	2.2 Rough Set C-Means
	2.3 Collaborative Filtering Based on RSCM
	2.4 Probabilistic Rough Set C-Means

	3 Collaborative Filtering Based on Probabilistic Rough Set C-Means Clustering
	3.1 Procedure of PRSCM-CF
	3.2 Handling Noise Users

	4 Numerical Experiments
	4.1 Datasets
	4.2 Evaluation Metrics
	4.3 NEEDS-SCAN/PANEL
	4.4 MovieLens-100k

	5 Conclusion
	References

	Identifying Topics on Social Impact from S&P1500 CSR/ESG Reports
	1 Introduction
	2 Related Work
	2.1 Social Impact
	2.2 Corporate Social Responsibility

	3 Research Methodology
	3.1 Data Collection
	3.2 Topic Coherence
	3.3 Naming Topic

	4 Research Experiment
	4.1 Results After Adjusting Parameters
	4.2 Results of Topic Naming

	5 Conclusion and Future Research
	References

	Descriptor-Based Information Systems and Rule Learning from Different Types of Data Sets with Uncertainty
	1 Introduction
	2 Preliminary and Background of Research
	3 An Example and the Mathematical Framework
	4 Rule Learning from Two Different Types of Data Sets with Uncertainty
	5 Missing Value Estimation in Rule Learning
	6 An Issue on Discretization and Descriptors for Big Data Analysis
	7 Concluding Remarks
	References

	MFG-HUI: An Efficient Algorithm for Mining Frequent Generators of High Utility Itemsets
	1 Introduction
	2 Preliminaries and Problem Definition
	3 Mining frequent generators of HUIs
	3.1 Pruning Infrequent and Low Utility Itemsets
	3.2 Constructing the Complete and Correct Set of FGHUIs
	3.3 The Novel Lower Bound
	3.4 The Novel Pruning Strategies for NonGenFHU Branches
	3.5 The Proposed MFG-HUI Algorithm

	4 Experimental Evaluation
	4.1 Performance Evaluation of the Proposed Algorithm
	4.2 Scalability Evaluation of the Proposed Algorithm

	5 Conclusions and Future Work
	References

	Negative Sentiments Make Review Sentences Longer: Evidence from Japanese Hotel Review Sites
	1 Introduction
	2 Related Work and Hypothesis Development
	2.1 Motivation for Posting Customer Reviews
	2.2 Hypothesis Development

	3 Methodology
	3.1 Data
	3.2 Verification

	4 Results
	5 Implications and Future Work
	5.1 Theoretical Implications
	5.2 Practical Implications
	5.3 Limitations and Future Work

	References

	Extending Kryszkiewicz's Formula of Missing Values in Terms of Lipski's Approach
	1 Introduction
	2 Pawlak's Approach
	3 Lipski's Approach Based on Possible World Semantics
	4 Kryszkiewicz's Formula Dealing with Missing Values
	5 Relationship Between Kryszkiewicz's Formula and Lipski's Approach
	6 Conclusions
	References

	Sustainable Perishable Food Distribution: Fresh Consumption and Waste Justice
	1 Introduction
	2 Literature Review
	3 Methodology
	3.1 Waste Disparity Index
	3.2 Optimization Model for a Sustainable Perishable Goods Distribution Network
	3.3 Model's Notation
	3.4 Solution Algorithms

	4 A Case Study Problem
	5 Conclusion
	References

	Security and Privacy in Machine Learning
	A Novel Privacy-Preserving Federated Learning Model Based on Secure Multi-party Computation
	1 Introduction
	2 Methodology
	2.1 Framework Description
	2.2 Threat Model
	2.3 Secure Multiparty Computation Protocol
	2.4 Parameter Encoding Strategy
	2.5 ComEnc-FL Framework
	2.6 Computation Cost and Communication Cost

	3 Experimental Results and Analysis
	3.1 Experimental Setup
	3.2 Experimental Results

	4 Conclusion
	References

	An Elliptic Curve-Based Privacy-Preserving Recommender System
	1 Introduction
	2 Background
	2.1 Elliptic Curve Cryptography
	2.2 Recommender System
	2.3 Secure Multi-party Computation

	3 An Elliptic Curve-Based Privacy-Preserving Recommender System
	3.1 Set up
	3.2 Secure Multi-party Average Computation Protocol
	3.3 Secure Multi-party Cosine Similarity Computation
	3.4 Proposed Privacy-Preserving Recommendation Generation
	3.5 Proof of Privacy
	3.6 Performance Evaluation

	4 Conclusion
	References

	A Method Against Adversarial Attacks to Enhance the Robustness of Deep Learning Models
	1 Introduction
	2 Related Work
	2.1 Adversarial Retraining
	2.2 Testing Convolutional Layers
	2.3 Input Image Principal Component Analysis (PCA) Detection
	2.4 Hidden Layer PCA
	2.5 Reduce Data Dimension
	2.6 Maximum Mean Discrepancy
	2.7 Calculate the Distance to the Center of the Cluster
	2.8 Dropout Randomization
	2.9 Mean Blur

	3 Enhance the Robustness of Deep Learning Models Using Adversarial Training Method
	3.1 Adversarial Attack with FGSM
	3.2 YOLOv7 Deep Learning Model and COCO Dataset
	3.3 Proposed Model

	4 Experiments and Results
	4.1 Experiments
	4.2 Results

	5 Conclusion
	References

	Orand - A Fast, Publicly Verifiable, Scalable Decentralized Random Number Generator Based on Distributed Verifiable Random Functions
	1 Introduction
	2 Related Works
	3 Preliminaries
	3.1 Network and Adversarial Model
	3.2 Distributed Key Generation
	3.3 VRF Based on Elliptic Curves (ECVRF)
	3.4 DRNG Definition and Properties

	4 Our Approach
	4.1 Distributed VRF
	4.2 Orand System Architecture
	4.3 Complexity Analysis
	4.4 Experiment

	5 Conclusion
	References

	Author Index

