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Preface

This volume contains the papers that were accepted for presentation at the 10th Inter-
national Symposium on Integrated Uncertainty in Knowledge Modelling and Decision
Making (IUKM 2023), held in Ishikawa, Japan, November 2–4, 2023.

The IUKM conference aims to provide a forum for exchanges of research results and
ideas and practical experiences among researchers and practitioners involved with all
aspects of uncertainty modelling and management. Previous editions of the conference
were held in Ishikawa, Japan (2010), Hangzhou, China (2011), Beijing, China (2013),
Nha Trang, Vietnam (2015), Da Nang, Vietnam (2016), Hanoi, Vietnam (2018), Nara,
Japan (2019), Phuket, Thailand (2020), Ishikawa (online), Japan (2022) and their pro-
ceedings were published by Springer in AISC 68, LNAI 7027, LNAI 8032, LNAI 9376,
LNAI 9978, LNAI 10758, LNAI 11471, LNAI 12482, and LNAI 13199, respectively.

The IUKM 2023 was jointly organized by Japan Advanced Institute of Science and
Technology (JAIST), University of Science – VietnamNational University Ho ChiMinh
City, Vietnam, andOsakaUniversity, Japan.During IUKM2023, a special eventwas also
organized for honoring Hung T. Nguyen and Sadaaki Miyamoto for their contributions
to the field of uncertainty theories.

This year, the conference received 107 submissions from 16 different countries.
Each submission was peer single-blind review by at least two members of the Program
Committee. After a thorough review process, 58 papers (54.2%) were accepted for
presentation and inclusion in the LNAI proceedings. In addition to the accepted papers,
the conference program also included 10 short presentations and featured the following
four keynote talks:

– Hung T. Nguyen (New Mexico State University, USA; Chiang Mai University,
Thailand), On Uncertainty in Partially Identified Models

– SadaakiMiyamoto (University of Tsukuba, Japan), Two Classes of Fuzzy Clustering:
Their Theoretical Contributions

– Hyun Oh Song (Seoul National University, Korea), Contrastive Discovery of
Hierarchical Achievements in Reinforcement Learning

– Thierry Denoeux (Université de Technologie de Compiègne, France), Random Fuzzy
Sets and Belief Functions: Application to Machine Learning

The conference proceedings are split into two volumes (LNAI 14375 and LNAI
14376). This volume contains four keynote abstracts, and 28 papers related to Uncer-
tainty Management and Decision Making, Optimization and Statistical Methods, and
Economic Applications.

As a follow-up of IUKM 2023, a special issue of the journal Annals of Operations
Research is anticipated to include a small number of extended papers selected from
the conference as well as other relevant contributions received in response to subse-
quent open calls. These journal submissions will go through a fresh round of reviews in
accordance with the journal’s guidelines.



vi Preface

IUKM 2023 was partially supported by JAIST Research Fund and the U.S. Office
of Naval Research Global (Award No. N62909-23-1-2105). We are very thankful to the
local organizing team from Japan Advanced Institute of Science and Technology for
their hard working, efficient services, and wonderful local arrangements.

Wewould like to express our appreciation to themembers of the ProgramCommittee
for their support and cooperation in this publication. We are also thankful to the staff
of Springer for providing a meticulous service for the timely production of this volume.
Last, but certainly not the least, our special thanks go to all the authors who submitted
papers and all the attendees for their contributions and fruitful discussions that made
this conference a great success.
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Keynote Lectures



On Uncertainty in Partially Identified Models

Hung T. Nguyen

New Mexico State University, USA; Chiang Mai University, Thailand

Abstract. This talk is a panorama of uncertainty topics that I have been
involved in fromGeneralized Information Theory toAmbiguity, focusing
on current interests in using Random Sets as statistical tools for inves-
tigating prediction and decision in the face of ambiguity, especially in
partially identified econometrics models.

Overall the talk spells out how random setswill become themain tools
to investigate uncertainty in the sense of ambiguity in general decision
theory, and in particular in partially identified statistical models in econo-
metrics and finance. The talk evokes the current interests in connections
with Optimal Transport Theory in general mathematics.



Two Classes of Fuzzy Clustering: Their Theoretical
Contributions

Sadaaki Miyamoto

University of Tsukuba, Japan

Abstract. Two classes of fuzzy clustering are overviewed with sugges-
tions for future studies. They are known as fuzzy equivalence relations
and fuzzy c-means. By people in non-fuzzy fields, they are sometimes
regarded as the classical single linkage and a variation of EM algorithm:
the former is correct while the latter is wrong.

A fundamental question is what real and useful contributions of them.
The contribution of fuzzy c-means seems obvious to us in view of their
good performance and robustness, while people in other fields may not
appreciate such properties and still oppose the use of this method.Wewill
consider here the contribution of fuzzy c-means regarding their ability
of generalizations and flexibility as well as their theoretical soundness,
showing different variations of fuzzy c-means with current problems to
be solved. The other class of fuzzy equivalence corresponds to the well-
known method of the single linkage in agglomerative hierarchical clus-
tering. There appears to be no real contribution to the traditional theory.
We will show, however, a class of generalizations here related to cur-
rent non-fuzzy algorithms with future research possibilities. These two
classes appear to have no relation, but can effectively be used together in
real clustering problems. An example of their relation will be shown.



Contrastive Discovery of Hierarchical Achievements
in Reinforcement Learning

Hyun Oh Song

Seoul National University, Korea

Abstract. Discovering hierarchical achievement structures on procedu-
rally generated environments is a challenging task. This requires that
agents possess a wide range of skills, including generalization and long-
term reasoning.Many previous approaches have relied onmodel-based or
hierarchical methods, assuming that incorporating an explicit module for
long-term planning would enhance the learning of hierarchical achieve-
ments. However, these approaches suffer from the drawbacks of requiring
a high number of interactions with the environment or large model sizes,
making them less practical. In this study, we first show that proximal pol-
icy optimization (PPO), a simple and general model-free algorithm, out-
performs previous methods when incorporating recent implementation
techniques. Furthermore, we find that the PPO agent is capable of predict-
ing the next achievement to a certain extent, albeit with low confidence.
Building on this observation, we propose a new contrastive learning tech-
nique, named achievement distillation,which strengthens the agent’s abil-
ity to forecast subsequent achievements. Our method exhibits a remark-
able performance for discovering hierarchical achievements and achieves
state-of-the-art performance on the challenging Crafter environment,
with fewer model parameters in a sample-efficient manner.



Random Fuzzy Sets and Belief Functions: Application
to Machine Learning

Thierry Denoeux

Université de Technologie de Compiègne

Abstract. The theory of belief functions is a powerful formalism for
uncertain reasoning,withmany successful applications to knowledge rep-
resentation, information fusion, and machine learning. Until now, how-
ever, most applications have been limited to problems (such as classifi-
cation) in which the variables of interest take values in finite domains.
Although belief functions can, in theory, be defined in infinite spaces, we
lacked practical representations allowing us to manipulate and combine
such belief functions. In this talk, I show that the theory of epistemic ran-
dom fuzzy sets, an extension of Possibility andDempster-Shafer theories,
provides an appropriate framework for evidential reasoning in general
spaces. In particular, I introduce Gaussian random fuzzy numbers and
vectors, which generalize both Gaussian random variables and Gaus-
sian possibility distributions. I then describe an application of this new
formalism to nonlinear regression.
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Many-Valued Judgment Aggregation –
Some New Possibility Results

Sebastian Uhl and Christian G. Fermüller(B)
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Abstract. Judgment aggregation (JA) poses the problem of finding a
consistent collective judgment for a set of logically related propositions,
based on judgments of individuals. We present two corresponding possi-
bility results for Kleene-Zadeh logic and Gödel logic, respectively. More-
over, we introduce median aggregation, which can be applied to arbitrary
many-valued logics.

Keywords: Judgment aggregation · Kleene-Zadeh logic · Gödel logic

1 Introduction

Judgment aggregation (JA) is a topic in the intersection of economy, logic, and
mathematics, closely related to social choice and voting theory (see, e.g., [6,11]).
JA is concerned with the aggregation of individual judgments on a set of logi-
cally connected propositions into a collective judgment (valuation). Reasonable
aggregation rules should yield consistent collective judgments and satisfy certain
constraints. In particular, the aggregation rule should not be dictatorial; i.e., it
should not ignore the opinions of all but one of the agents. Classical impossibility
results state that there are no reasonable non-dictatorial aggregation rules that
yield a consistent aggregation of arbitrary consistent individual judgments for
certain types of agendas (see, e.g., [2,3,6]). This triggers the question of whether
we can improve that situation if we allow for some type of uncertainty—here
modeled by various fuzzy logics—in the individual and collective judgments.1
At first sight, the answer is negative since classical impossibility results can be
generalized to large families of many-valued logics as demonstrated, e.g., in [4,7].
This motivates the search for criteria that guarantee that natural aggregation
rules yield consistent collective judgments, at least for certain types of agendas
and judgment profiles. Classical possibility results of this kind are summarized
in [6]. Recently Fermüller [5] presented some positive results concerning average
aggregation for Kleene-Zadeh logic and Łukasiewicz logic. Our main goal here is
to extend the range of aggregation functions as well as of underlying fuzzy logics
for further possibility results.
1 One sometimes speaks of ‘attitude aggregation’ rather than judgment aggregation
if the underlying logic is fuzzy. Here, we prefer the term ‘many-valued judgment
aggregation’ to emphasize the relation to classical results.
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After reviewing basic notions for classical and many-valued JA in Sect. 2, we
provide possibility results for order restricted profiles for Kleene-Zadeh logic KZ
and for Gödel logic G, in Sect. 3 and Sect. 4, respectively. In Sect. 5, we introduce
median aggregation and generalize a classical possibility result for unidimension-
ally aligned profiles to arbitrary many-valued logics, before concluding in Sect. 6.

2 Classical and Many-Valued Judgment Aggregation

To understand the challenges for judgment aggregation it is useful to revisit the
so-called doctrinal paradox, due to the legal scholars Kornhauser and Sager [8].
(Our presentation follows [14].) A plaintiff has brought a civil suit against a
defendant, alleging a breach of contract between them. Three judges (J1, J2, J3)
have to determine whether the defendant must pay damages to the plaintiff (d
or ¬d). The case brings up two issues, namely, whether the contract was valid
(v or ¬v), and whether the defendant was in breach of it (b or ¬b). Contract law
stipulates that the defendant must pay damages if and only if the contract was
valid and he was in breach of it (d ↔ v ∧ b). Suppose that the judges have the
following views on the relevant issues. (Acceptance of a proposition is denoted
by an assignment of 1 to it and rejection by an assignment of 0.)

v b d
J1: 1 0 0
J2: 0 1 0
J3: 1 1 1

The paradox arises from two contradictory legal doctrines that might apply:

(1) Since the majority of the judges reject d, no damage is to be paid.
(2) Since each of the two conditions, v and b, are judged to hold by a majority,

the defendant must pay damages.

Pettit [15] introduced a general version of the above scenario, dubbed discur-
sive dilemma. His presentation shifts the focus away from the conflict between the
two methods of finding an adequate overall judgment and instead makes the logi-
cal inconsistency of the set of propositions that are accepted by a majority of the
judges explicit. In the above example, this inconsistent set is {v, b, d ↔ v∧b,¬d}.

To ease the transition from the classical to the many-valued scenario, we will
identify individual as well as collective judgments with assignments of values
to the propositions of the agenda. In the classical case, the possible values are
0 and 1; in the many-valued case, this is generalized to values from the unit
interval [0, 1].

Definition 1. A propositional language L is the set of formulas built up from
atoms (propositional variables) in At using connectives in OpL as follows: (1)
At ⊆ L, (2) if φ1, . . . , φn ∈ L, then ◦(φ1, . . . , φn) ∈ L for every n-ary ◦ ∈ OpL.

A many-valued logic Λ over the set of truth values [0, 1] is specified by associ-
ating with each n-ary ◦ ∈ OpL a corresponding truth function ◦̃ : [0, 1]n → [0, 1].
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A Λ-valuation V of a set of formulas X ⊆ L is an assignment of truth values to
the formulas in X that respects the truth functions associated with Λ. An arbi-
trary assignment of values in [0, 1] to formulas in X is called Λ-consistent if it
is a Λ-valuation; otherwise, it is called Λ-inconsistent.

Definition 2. A judgment aggregation problem (JA problem) over a proposi-
tional language L is a pair 〈N,A〉, where N = {1, . . . , n} is the set of individuals
(judges) and A is a finite subset of L, called agenda.

Throughout the paper, we speak only of closed agendas, by which we mean
that φ ∈ A implies that also the subformulas of φ are in A. This does not
amount to a substantial restriction since one may simply ignore values assigned
to subformulas if they are not deemed relevant.

Definition 3. Given a many-valued logic Λ, a Λ-judgment J : A → [0, 1] is a
Λ-valuation of A. The set of all Λ-judgments is denoted by JΛ. A corresponding
judgment profile P = 〈Ji〉i∈N ∈ Jn

Λ over Λ is an n-tuple of Λ-judgments, where
Ji denotes the judgment of agent i ∈ N . PΛ denotes the set of all corresponding
judgment profiles over Λ.

Note that classical JA arises as a special case, where judgments assign only the
values 0 or 1, according to the classical truth functions.

Definition 4. A (many-valued) aggregation function (rule) for a given JA prob-
lem 〈N,A〉 is of type F : PΛ → [0, 1]A for some logic Λ. F maps any given Λ-
judgment profile P ∈ PΛ into the collective (aggregated) judgment F (P ). If F (P )
is a Λ-valuation, then the collective judgment is called Λ-consistent or rational
(with respect to the given logic).

Remark 1. Note that an aggregated judgment may well be Λ-inconsistent; i.e.,
in general, F (P ) is not a Λ-valuation and hence not a Λ-judgment.

We refer to [6] and [9] for an overview of various types of classical aggregation
rules. An important example is the majortiy rule Fmaj , defined by

Fmaj(P )(φ) =

{

1
∑

i∈N Ji(φ) > |N |/2
0 otherwise

In a many-valued setting, average aggregation, defined by

Favg(P )(φ) =
∑

i∈N

Ji(φ)/|N |

is an example of a natural aggregation rule.
We specify a few important possible properties of aggregation rules.
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Definition 5. Given a JA problem 〈N,A〉 and the corresponding set P of judg-
ment profiles, an aggregation rule F : P → 2A is
– unanimous iff ∀φ ∈ A ∀P ∈ P: [∀i ∈ N Ji(φ) = 1] implies F (P )(φ) = 1;
– anonymous iff for any permutation σ : N → N s.t. ∀〈Ji〉i∈N ∈ P ∀φ ∈ A:

F (〈Ji〉i∈N )(φ) = F (〈Jσ(i)〉i∈N )(φ);
– monotonic iff ∀φ ∈ A ∀〈Ji〉i∈N , 〈J ′

i〉i∈N ∈ P: [∀i ∈ N : Ji(φ) ≤ J ′
i(φ)] implies

[F (〈Ji〉i∈N )(φ) ≤ F (〈J ′
i〉i∈N )(φ)];

– strongly monotonic iff ∀φ ∈ A ∀〈Ji〉i∈N , 〈J ′
i〉i∈N ∈ P: [∀i ∈ N : Ji(φ) <

J ′
i(φ)] implies [F (〈Ji〉i∈N )(φ) < F (〈J ′

i〉i∈N )(φ)];
– systematic iff ∃f : [0, 1]n → [0, 1] s.t. ∀〈Ji〉i∈N ∈ P ∀φ ∈ A : F (〈Ji〉i∈N )(φ) =

f(J1(φ), . . . , Jn(φ));
– dictatorial iff ∃i ∈ N s.t. ∀P ∈ P : F (P ) = Ji.

Note that Fmaj as well as Favg are unanimous, anonymous, monotonic and
systematic, but not dictatorial. Arguably, these are desiderata for any reason-
able form of judgment aggregation. Unfortunately, various classical impossibility
results (see, e.g., [6,12,13]) show that there is no non-dictatorial aggregation
function that satisfies these desiderata and yields (classically) consistent col-
lective judgments for all profiles over certain types of non-trivial agenda, like
the one for the discursive dilemma. Some of these results have been general-
ized to many-valued JA. In particular, Herzberg [7] proved that all systematic
aggregation functions for non-trivial JA problems based on Łukasiewicz logic are
dictatorial. Recently Esteban et al. [4] generalized that result to a wide range of
logics, covering, in particular, all many-valued logics.

3 Possibility for Logic KZ

Fermüller [5] provides a possibility theorem for Kleene-Zadeh logic KZ using
average aggregation. We generalize this result to a wider range of aggregation
functions.

Definition 6 (Kleene-Zadeh logic KZ). Like Boolean formulas, KZ-formulas
are built up from atoms At using the connectives ∧, ∨, and ¬. The semantics of
KZ is given by extending any assignment (valuation) v : At → [0, 1] from atoms
to arbitrary formulas as follows: v(¬φ) = 1 − v(φ), v(φ ∧ ψ) = min(v(φ), v(ψ)),
v(φ ∨ ψ) = max(v(φ), v(ψ)).

Definition 7 (Order compatible profiles [5]). Let J = 〈N,A〉 be a JA
problem over a closed agenda A. A profile P = 〈Ji〉i∈N ∈ P for J is order
compatible iff there exists an enumeration 〈p1, . . . , pn〉 of all atoms occurring in
the agenda A such that ∀i ∈ N : Ji(p1) ≤ · · · ≤ Ji(pn).

Note that the profile of the discursive dilemma presented in Sect. 2 is not
order compatible. However, the following variation of it is order compatible:

v b v ∧ b
J1 : 1 1 1
J2 : 0 1 0
J3 : 0 0 0



Many-Valued Judgment Aggregation – Some New Possibility Results 7

Theorem 1. Let 〈N,A〉 be a JA problem, where A is closed and contains only
negation-free formulas. Then every systematic and monotonic aggregation func-
tion F yields a KZ-consistent collective judgment F (P ) for every order compat-
ible KZ-judgment profile P ∈ P.

Proof. If all formulas in A are atomic, then the claim holds trivially since every
assignment of values in [0, 1] to propositional variables constitutes a valuation
over any logic. We proceed inductively. Since the formulas in A are negation-free,
there are only two cases to consider. φ ∧ ψ: Let P be an order compatible KZ-
judgment profile over the agenda A. By simply ignoring the values for φ ∧ ψ, P
induces an order compatible judgment profile P ′ = 〈J ′

i〉i∈N over A′ = A−{φ∧ψ}.
The induction hypothesis states that F (P ′) amounts to a KZ-consistent valuation
of the propositions in A′. In particular, by systematicity, we have F (P ′)(φ) =
f(J ′

1(φ), . . . , J
′
n(φ)) and F (P ′)(ψ) = f(J ′

1(ψ), . . . , J
′
n(ψ)).

By order compatibility we know that either (1) Ji(φ) ≤ Ji(ψ) for every i ∈ N
or (2) Ji(ψ) ≤ Ji(φ) for every i ∈ N . Hence, we have the following two cases:
(1) Ji(φ ∧ ψ) = Ji(φ) for all i ∈ N , or (2) Ji(φ ∧ ψ) = Ji(ψ) for all i ∈ N .

P and P ′ are identical for all formulas in A′, hence in particular Ji(φ) = J ′
i(φ)

and Ji(ψ) = J ′
i(ψ). Thus it follows that if (1), then

F (P )(φ ∧ ψ) = f(J1(φ ∧ ψ), . . . , Jn(φ ∧ ψ)) = f(J1(φ), . . . , Jn(φ)) = F (P )(φ).
Analogously if (2), then F (P )(φ ∧ ψ) = F (P )(ψ).

Combining the cases using monotonicity we get that

F (P )(φ ∧ ψ) = f(J1(φ ∧ ψ), . . . , Jn(φ ∧ ψ))
= min(f(J1(φ), . . . , Jn(φ)), f(J1(ψ), . . . , Jn(ψ)))
= min(F (P )(φ), F (P )(ψ))

φ ∨ ψ: The argument is analogous to that for φ ∧ ψ.

Theorem 1 only applies to negation-free formulas. In order to fully generalize
the result of [5], let us call an agenda internally positive if the negation sign
can only occur at the top-most level in its formulas. Moreover, we introduce the
following negation-oriented property of aggregation functions.

Definition 8 (Linear systematicity). An aggregation function F for a JA-
problem 〈N,A〉 with N = {1, . . . , n} is linear systematic iff there is some function
f with f(1 − x1, . . . , 1 − xn) = 1 − f(x1, . . . , xn) for any 〈x1, . . . , xn〉 such that
∀P = 〈J1, . . . , Jn〉 ∈ P ∀φ ∈ A : F (P )(φ) = f(J1(φ), . . . , Jn(φ)).

Remark 2. Regarding Definition 8 of linear systematicity, we observe that every
linear systematic aggregation function is also systematic, as the decision function
is only restricted to a subset of systematic functions.

Corollary 1. Let 〈N,A〉 be a JA problem, where A is closed and internally pos-
itive. Then every linear systematic aggregation function F yields a KZ-consistent
collective judgment F (P ) for every order compatible KZ-judgment profile P ∈ P.
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Proof. The inductive part for closed and positive agendas A has already been
shown in Theorem 1.

Hence, we only have to show that negation works for internally positive for-
mulas in the agenda. In particular, for negated formulas in φ ∈ A by Definition 8
of linear systematicity, we have that there is a decision function f such that
F (P )(¬φ) = f(1−J1(φ), . . . , 1−Jn(φ)) = 1−f(J1(φ), . . . , Jn(φ)) = 1−F (P )(φ).

This means that the KZ-valuation provided by F remains KZ-consistent if
extended from negation-free formulas to negations of such formulas if F is linear
systematic.

Note that at first appearance, it is not obvious that Corollary 1 allows more
aggregation functions than the average rule Fav which satisfies the condition
of linear systematicity. However, observe that the constant aggregation func-
tion F0.5(P )(φ) = 0.5 for each P ∈ P and every formula φ ∈ A satisfies both
anonymity and linear systematicity. Another example satisfying both anonymity
and linear systematicity is the majority rule Fmaj .

Example 1 (Linear systematicity of the majority rule). Let 〈N,A〉 be a judgment
aggregation problem with a closed agenda A and odd |N |. Let P ∈ P be any
KZ-judgment profile and φ ∈ A any formula. Assume that Fmaj(P )(φ) = 1. By
Definition of the majority rule, it holds that Fav(P )(φ) =

∑

i∈N Ji(φ)/|N | > 0.5.
Moreover, the average rule is linearly systematic. Hence we get Fav(P )(¬φ) =
1 − Fav(P )(φ) < 0.5. Since Fav(P )(¬φ) < 0.5 it follows that Fmaj(P )(¬φ) = 0.
Hence, it holds that Fmaj(P )(¬φ) = 0 = 1−Fmaj(P )(φ). Thus (at least for odd
|N |), the majority rule is linearly systematic.

4 Possibility for Logic G

One of the most important t-norm based fuzzy logics is Gödel(-Dummett) logic
G (see, e.g., [1]), which features the same semantics for conjunction ∧ and dis-
junction ∨ as Kleene-Zadeh logic KZ. Additionally, we also have an implication
with the following semantics:

v(φ → ψ) =

{

1 if v(φ) ≤ v(ψ)
v(ψ) otherwise.

Moreover, negation is defined by ¬φ = φ → ⊥.
To adapt the proof of Theorem 1 to Gödel logic, we have to strengthen order

compatibility of profiles and require that the individuals agree for each pair of
atoms, whether they should be judged identically or whether one should receive
a strictly smaller value than the other.

Definition 9 (Strictly order compatible profiles). Let 〈N,A〉 be a JA
problem where A is closed. The profile P = 〈Ji〉i∈N ∈ P is strictly order com-
patible iff there exists an enumeration 〈p1, . . . , pn〉 of all atoms occurring in the
agenda A such that ∀i ∈ N : Ji(p1) � · · · � Ji(pn), where � ∈ {=, <}.
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Theorem 2. Let 〈N,A〉 be a JA problem for a closed agenda A. Then every
systematic, strongly monotonic, and unanimous aggregation function F yields
a G-consistent collective judgment F (P ) for every strictly order compatible G-
judgment profile P ∈ P.

Proof. Like for Theorem 1, the claim trivially holds if all propositions in A are
atomic. For non-atomic propositions we distinguish the following cases.

φ ∧ ψ, φ ∨ ψ: These cases are analogous to the proof of Theorem 1.
φ → ψ: Let P be a strictly order compatible G-judgment profile over the

agenda A. By simply ignoring the values for φ → ψ, P induces a strictly order
compatible judgment profile P ′ = 〈J ′

i〉i∈N over A′ = A − {φ → ψ}. The induc-
tion hypothesis states that F (P ′) amounts to a G-consistent valuation of the
propositions in A′. In particular, by systematicity, we have

F (P ′)(φ) = f(J ′
1(φ), . . . , J

′
n(φ)),

F (P ′)(ψ) = f(J ′
1(ψ), . . . , J

′
n(ψ)) and

F (P ′)(φ → ψ) = f(J ′
1(φ → ψ), . . . , J ′

n(φ → ψ)).

By strict order compatibility we know that either (1) Ji(φ) < Ji(ψ) for every
i ∈ N or Ji(φ) = Ji(ψ) for every i ∈ N , or (2) Ji(ψ) < Ji(φ) for every i ∈ N .

Thus, we have the following cases:

(1) Ji(φ → ψ) = 1 for all i ∈ N , or
(2) Ji(φ → ψ) = Ji(ψ) for all i ∈ N .

P and P ′ are identical for all formulas in A′, hence in particular Ji(φ) = J ′
i(φ)

and Ji(ψ) = J ′
i(ψ). In case (1) and by unanimity of F we have

F (P )(φ → ψ) = f(J1(φ → ψ), . . . , Jn(φ → ψ)) = f(1, . . . , 1) = 1.

Moreover, by monotonicity of F it follows that

F (P )(φ) = f(J1(φ), . . . , Jn(φ)) ≤ f(J1(ψ), . . . , Jn(ψ)) = F (P )(ψ).

Hence, for case (1) the semantics of implication in G is also satisfied on the
collective level.

Moreover, if (2) it follows that

F (P )(φ → ψ) = f(J1(φ → ψ), . . . , Jn(φ → ψ))
= f(J1(ψ), . . . , Jn(ψ)) = F (P )(ψ).

Moreover, by strong monotonicity of F , we get that

F (P )(ψ) = f(J1(ψ), . . . , Jn(ψ)) < f(J1(φ), . . . , Jn(φ)) = F (P )(φ).

Hence, in both cases (1) and (2) the semantics of implication in the logic G
is satisfied.

¬φ: Since ¬φ = φ → ⊥ this case is covered by the one for implication.
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5 Possibility for Arbitrary Logics via Median Aggregation

In Sects. 3 and 4, we have established possibility results for Kleene-Zadeh logic
KZ and Gödel logic G, respectively. These results are specific to the mentioned
logics and do not hold, e.g., for Łukasiewicz logic Ł.2 In this section, we will
formulate a profile condition that guarantees the consistency of (propositionwise)
median aggregation for arbitrary many-valued logics. Our result generalizes a
well-known possibility result for classical JA by List that shows that the majority
judgment is consistent for unidimensionally aligned profiles [10].

We assume that there are at least two individuals in every JA problem.

Definition 10 (Median Judgments). Let P = 〈Ji〉i∈N ∈ P be a profile for
a many-valued logic L over [0, 1]. Jmd : A → [0, 1] is a median judgment for
φ ∈ A in P if there exists a partition of N into N = N↓ ∪N↑, N↓ ∩N↑ = ∅, such
that |N↓| = |N↑| or |N↓| = |N↑| + 1 or |N↓| = |N↑| − 1 and the following holds:
∀i ∈ N↓:Ji(φ) ≤ Jmd(φ) and ∀i ∈ N↑:Ji(φ) ≥ Jmd(φ). If Jmd(φ) coincides with
Ji for some i ∈ N , we call i a median judge for φ in P .

Jmd is a (propositionwise) median judgment for P and A if Jmd is a median
judgment for every φ ∈ A. If Jmd coincides with Ji for every φ ∈ A then i is a
median judge in P for A.

Definition 11 (Median Aggregation Functions). Let 〈N,A〉 be an L-JA
problem for a many-valued logic L over [0, 1]. Then a function Fm : P → [0, 1]A

is a median aggregation function if, for every P ∈ P, Fm(P ) is a median judg-
ment in P for A.

Note that median judges exist for each proposition φ ∈ A in every profile
〈Ji〉i∈N . However, in general, there is no median judge for the whole agenda A.
If one orders the individuals such that the judgment values Ji(φ) appear in
either ascending or descending order, then both Jm(φ) and Jm+1(φ), are median
judgments (and hence m and m + 1 are median judges) for φ if |N | = 2m.
If |N | = 2m + 1 one even obtains three median judgments: Jm(φ), Jm+1(φ)
and Jm+2(φ). This implies that a median judgment is only useful if there are
more than three individuals.3 On the other hand, if there are a lot of voters
and the individual values attached to propositions are widespread, then median
judgments may well amount to representative aggregations. One may argue that
determining the average values, rather than picking a median value, is even
more informative. However, note that for every proposition φ there exists only a
single average value, whereas, in general, there are intervals of possible median
judgments for φ. In the above scenario, where m and m + 1 and, for the case
|N | = 2m + 1, also m + 2 are median judges for φ, we may set Jmd(φ) =

2 For other recent possibility results specific to KZ and Ł see [5].
3 In particular, for the special case of the discursive dilemma (see Sect. 2), every indi-
vidual judgment constitutes a median judgment for the given profile. While this
hardly amounts to a resolution of the dilemma, it reflects the fact that any of the
three individual judgments seems equally representative in this case.



Many-Valued Judgment Aggregation – Some New Possibility Results 11

x for any x ∈ [Jm(φ), Jm+1(φ)] or x ∈ [Jm(φ), Jm+2(φ)], respectively. Thus
uncountably many different median judgments may arise. As a consequence,
median aggregation is more flexible than average aggregation in general.

Example 2. Consider the following profile P for a JA-problem 〈N,A〉, where
N = {1, . . . , 6} and A = {φ1, φ2, φ3, φ4}.

φ1 φ2 φ3 φ4

1 : 0 1 1 0
2 : 0.2 0.7 0.7 0.2
3 : 0.3 0.5 0.5 0.3
4 : 0.4 0.4 0.4 0.4
5 : 0.8 0.3 0.8 0.3
6 : 1 0 1 0

Note that for every i ∈ N we have Ji(φ3) = max(Ji(φ1), Ji(φ2)) and Ji(φ4) =
min(Ji(φ1), Ji(φ2)). Hence, we have L-consistent individual judgments if φ3 =
φ1∨φ2 and φ4 = φ1∧φ2 if L is a logic where disjunction is modeled by minimum
and conjunction by maximum, like, for example, in Kleene-Zadeh logic KZ or
Gödel logic G.

Any median judgment Jmd for P and A has to satisfy the following con-
straints: Jmd(φ1) ∈ [0.3, 0.4], Jmd(φ2) ∈ [0.4, 0.5], Jmd(φ3) ∈ [0.7, 0.8], and
Jmd(φ4) ∈ [0.2, 0.3]. If we assume that φ3 = φ1 ∨ φ2 and φ4 = φ1 ∧ φ2 , then
there is no KZ- or G-consistent median judgment for A, since the possible median
values for φ3 = φ1 ∨ φ2 are strictly higher than those for φ1 and φ2. However, if
we delete φ3 from the agenda, we can satisfy the constraints. Indeed, individual
3 is a median judge for A − {φ3}.

If we change J2(φ2) and J2(φ3) to 0.5 then we obtain the constraint
Jmd(φ3) ∈ [0.5, 0.8] for φ3 = φ1 ∨ φ2. In that case, individual 3 is a median
judge for the whole agenda A.

Median judgments are related to majority judgments. For classical JA, where
Ji(φ) = 0 or Ji(φ) = 1 for every i ∈ N and every φ ∈ A, median judgments
are non-discriminating, i.e. Jmd(φ) can be 0 as well as 1, for a proposition φ,
if and only if (almost) as many judges evaluate φ to 1 and to 0, respectively.
More precisely, let n+(φ) = |{i ∈ N | Ji(φ) = 1}| and n−(φ) = |{i ∈ N |
Ji(φ) = 0}|. Then Jmd(φ) can take both values if n+(φ) = n−(φ) (for even |N |)
or |n+(φ)−n−(φ)| = 1 (for uneven |N |). In all other cases, the median judgment
coincides with the majority judgment.

Also in the general, many-valued scenario, median aggregation has attractive
features. Clearly, median aggregation functions are non-dictatorial. By definition,
median judgments keep a balance between sets of individuals that value a given
proposition at least as high or at least as low, respectively, as some intermediary
value. Median aggregation returns such an intermediary median value as the
collective value for each proposition of the agenda. In contrast to the average
of the individuals’ values, median values are not unique, as we have seen above.
The possibility to choose between different median values implies that one can,



12 S. Uhl and C. G. Fermüller

in principle, define median aggregation functions that are neither anonymous nor
systematic. However, if one keeps the choice of the median value independent
from the identity of individuals and uniform for all propositions, then one obtains
an anonymous and systematic median aggregation function. For example, we
may stipulate that the aggregation function always assigns the lowest (or highest)
possible median judgment value to a given proposition.

As we have seen in Example 2, median aggregation, just like average aggre-
gation, does not yield consistent collective judgments in general. However, the
following restriction on profiles, which generalizes a notion defined in [10] for
classical JA, provides a sufficient condition for the existence of a median judge
for the whole agenda.

Definition 12 (Unidimensional Alignment). Let P = 〈Ji〉i∈N ∈ P be a
profile for an L-JA problem 〈N,A〉. P is unidimensionally aligned with respect
to a (strict) linear ordering ≺ of the individuals N if, for every φ ∈ A one of
the following holds.

(1) ∀i, j ∈ N i ≺ j ⇒ Ji(φ) ≤ Jj(φ), or
(2) ∀i, j ∈ N i ≺ j ⇒ Ji(φ) ≥ Jj(φ).

In case (1) φ is upwards aligned in P with respect to ≺. In case (2) φ is down-
wards aligned in P with respect to ≺.

A profile P is unidimensionally alignable if there exists a linear ordering ≺
of N such that P is unidimensionally aligned with respect to ≺.

Note that in contrast to (strictly) order compatible profiles (see Sects. 3 and
4), unidimensionally aligned profiles are ordered along individuals, not along
propositions.

Example 3. We revisit the profile P of Example 2. Proposition φ1 is upwards
aligned and proposition φ2 is downwards aligned in P with respect to the natural
order relation (<) on N = {1, . . . , 6}. But φ3 and φ4 are not unidimensionally
aligned with respect to <. We can of course, downwards or upwards align those
propositions individually with respect to some other ordering of N . However,
there is no ordering ≺ of N such that all four propositions in A are unidimen-
sionally aligned with respect to ≺. Hence P is not unidimensionally alignable.
In fact, even if we delete either φ3 or φ4 from A and correspondingly from P ,
the two resulting profiles are not unidimensionally alignable. On the other hand,
the profile restricted to the agenda A′ = {φ1, φ2} is already unidimensionally
aligned.

Theorem 3. There exists a median judge for every unidimensionally alignable
profile for any JA problem 〈N,A〉 with respect to any many-valued logic L.

Proof. Let P = 〈Ji〉i∈N ∈ P be a unidimensionally alignable profile for the JA
problem 〈N,A〉. By Definition 12, there is a linear ordering ≺ of N such that
P is unidimensionally aligned with respect to ≺. In particular, every φ ∈ A is
either upwards aligned or downwards aligned in P with respect to ≺.
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We distinguish two cases, according to whether |N | is odd or even.

|N | is Odd: Since N is linearly ordered by ≺, there is a midpoint m ∈ N with
respect to ≺. This means that we can partition N into N1 = {i | i ≺ m} and
N2 = {i | m ≺ i} ∪ {m} such that |N1| = |N2| − 1. Note that, since ≺ is a strict
ordering we have N = N1∪N2 and N1∩N2 = ∅. If φ ∈ A is upwards aligned in P
with respect to ≺ then ∀i ∈ N1 Ji(φ) ≤ Jm(φ) and ∀i ∈ N2 Ji(φ) ≥ Jm(φ). Hence
Jm is a median judgment for φ according to Definition 10, where N1 instantiates
N↓ and N2 instantiates N↑. If, on the other hand, φ is downwards aligned in
P with respect to ≺ then ∀i ∈ N1 Ji(φ) ≥ Jm(φ) and ∀i ∈ N2 Ji(φ) ≤ Jm(φ).
Again Jm is a median judgment for φ, where now N2 instantiates N↓ and N1

instantiates N↑ in the defining condition. To sum up, Jm is a median judgment
for every φ ∈ A, and hence m is a median judge for the profile P .

|N | is even: The argument is analogous to the previous case. We now obtain two
adjacent midpoints m and m′ with respect to ≺. We partition N into N1 = {i |
i ≺ m} ∪ {m} and N2 = {i | m′ ≺ i} ∪ {m′} and obtain that both, m and m′

are median judges for P .

Corollary 2. For every JA problem 〈N,A〉 there is a median aggregation func-
tion Fmd that yields an L-consistent collective judgment for every unidimension-
ally alignable profile for 〈N,A〉.
Proof. By definition, every individual judgment in a profile is L-consistent.
Hence the statement follows immediately from Definition 11 and Theorem 3.

To sum up: if the agenda is unidimensionally aligned, then a median judgment
coincides with the judgment of one of the individuals (the median judge) for the
whole agenda and hence is L-consistent by definition.

We have already indicated above how average aggregation, which is in the
focus of [5], compares with median aggregation, introduced here. We emphasize
that median aggregation leaves more room for consistent collective judgments
than average aggregation. For example, for any classical (0/1-valued) profile
where |N | = 3, every individual is a median judge and hence provides a consis-
tent collective median judgment. In contrast, the doctrinal paradox (see Sect. 2)
presents a classical profile that cannot be aggregated consistently using the aver-
age rule, even if we allow for intermediary values in the collective judgment. The
greater ‘liberality’ of median aggregation is related to the fact that it only rests
on comparisons of individual judgments, whereas computing the average requires
that arithmetic operations are applied to individual judgments.

6 Conclusion

We have shown three possibility results for many-valued judgment aggregation.
The first two results, referring to Kleene-Zadeh logic KZ and Gödel logic G,
respectively, apply to judgment profiles where the individuals agree on the rela-
tive order of values that the atomic propositions contained in the agenda should
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receive. The third result introduces median aggregation for arbitrary many-
valued logics and generalizes a classical possibility result of List [10] for uni-
dimensionally alignable profiles.

Our results, jointly with those of [5], should be considered only as starting
points for a wider exploration of possibilities for fuzzy logic based judgment
aggregation. In particular, the newly introduced median aggregation deserves
further attention, since the consistency criterion of Theorem 3 (unidimensional
alignability) is not at all tight, thus leaving room for other types of profiles that
can be consistently aggregated in this manner.
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Abstract. We introduce a variant of free logic (i.e., a logic admitting
terms with nonexistent referents) that accommodates truth-value gluts
as well as gaps. Employing a suitable expansion of the Belnap–Dunn four-
valued logic, we specify a dual-domain semantics for free logic, in which
propositions containing non-denoting terms can be true, false, neither
true nor false, or both true and false. In each model, the dual domain
semantics separates existing and non-existing objects into two subdo-
mains, making it possible to quantify either over all objects or existing
objects only. We also outline a fuzzy variant of the dual-domain seman-
tics, accommodating non-denoting terms in fuzzy contexts that can be
partially indeterminate or inconsistent.

Keywords: Free logic · Belnap–Dunn logic · Bi-lattice logic · Fuzzy
logic · Dual-domain semantics

1 Introduction

The four-valued bilattice logic BD (Belnap–Dunn logic, also known as FDE) has
been designed to deal with underdetermined (i.e., neither true nor false) as well as
overdetermined (i.e., both true and false) modes of truth and falsity besides the
usual truth values true and false [4,9,14]. Its generalizations to [0, 1]2-valued log-
ics have been used for reasoning under indeterminacy and uncertainty [6,7,12].
Here we employ a suitable expansion of the first-order logic BD (in particu-
lar, the logic BDΔ of [15]) and its [0, 1]2-valued generalization over �Lukasiewicz
fuzzy logic �L� as the background machinery to develop logics of the so-called
free quantification in the presence of (either crisp or graded) indeterminacy and
overdeterminacy of truth and falsity.

Free logic, or ‘logic free of existential assumptions’ [5], is a field of logic that
studies quantification over terms that may be non-denoting. Such terms naturally
occur in various situations, e.g., in logical analysis of natural language (definite
descriptions), fictional discourse, and predicate modal logics (incl. epistemic and
temporal). When terms over which quantification is carried include non-denoting
ones, some standard quantification laws, such as universal instantiation (also
known as specification) and its existential dual, are no longer valid. Naturally,
the invalidity of these laws should be reflected in the semantics of free logics.
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Free logics are developed in several variants (see, e.g., [13]). One of intu-
itively appealing variants, which we choose for our endeavor, is the so-called
positive free logic with dual-domain semantics. Positive free logics allow atomic
formulas with non-denoting terms to be true, false, or indeterminate (truth-
valueless). In the dual-domain semantics, a model is equipped with two domains:
the inner domain D1 (which is the extension of the existence predicate, tradition-
ally denoted by E!) that collects existing objects, and the outer domain D0 ⊇ D1

containing all objects, both existing and non-existing. Then, the universal and
existential quantifiers over existing objects can be defined in such a way that the
range of variables is limited to the inner domain [8]; then, however, the objects
from D0 \ D1 that are not associated with a logical constant are unreachable
by formulas of the given logic. A more flexible possibility is to use the so-called
inner and outer quantifiers. The outer quantifiers range over D0 and are simply
the standard quantifiers of the given logic. The inner quantifiers ranging over
D1 can be defined by relativization of the outer ones.

Since positive free logic allows formulas containing non-denoting terms to be
truth-valueless, it is expedient to evaluate formulas in a logic which accommo-
dates truth-value gaps, such as three-valued strong Kleene logic K3 [11] that has
the truth values true, false, and neither. An option less often considered is using
a logic that also accommodates truth-value gluts, or the truth values for propo-
sitions that are both true and false. The need for truth-value gluts in positive
free logic follows from the fact that nonexistent objects can have contradictory
properties: e.g., a square circle is both round (being a circle) and not round
(being square). A recent system of free logic by Carnielli and Antunes [8] does
consider truth-value gluts (though not truth-value gaps), using the three-valued
logic LFI1 with the truth values true, false, and both. In this paper we propose
a four-valued free logic that accommodates truth-value gaps as well as gluts,
using the four values true, false, neither, and both. To this end, we employ the
first-order logic BDΔ, which was introduced in [15]. We recall the logic BDΔ in
Sect. 2 and introduce the (positive dual-domain) free logic over BDΔ in Sect. 3.

A fuzzy variant of a positive free logic with dual-domain semantics has been
outlined in [2]. The need for fuzzified free logic is rather natural, as non-denoting
terms and terms denoting nonexistent objects can be encountered in fuzzy con-
texts just like in crisp contexts (e.g., when a fuzzy property is predicated of a
nonexistent individual, as in “Sherlock Holmes is clever”). In [2], free fuzzy logic
is built over partial fuzzy logic [3], where the additional truth value ∗ repre-
sents a truth-value gap. This contribution extends the approach outlined above
in such a way that it incorporates also truth-value gluts, and moreover admits
the underdeterminacy or contradictoriness of truth values to be graded, i.e., just
partially indeterminate (like in interval-valued fuzzy logic) or partially inconsis-
tent (when the degrees of truth and falsity sum up to more than the value 1).
We sketch the fuzzification of the four-valued logic BDΔ via �Lukasiewicz fuzzy
logic �L� and present the dual-domain semantics over the resulting logic �LBDΔ
in Sect. 4. Some topics for future work are mentioned in Sect. 5.
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2 Four-Valued Bilattice Logic

The paradigmatic four-valued logic for reasoning about propositions that can
be true, false, both, or neither, is the Belnap–Dunn logic BD [4,9,14]. However,
since the logic BD is expressively rather poor, it is expedient to use a suitable
extension thereof. For our purposes, the logic BDΔ of [15] is a suitable choice, as
it contains (as definable connectives) the normality indicator as well as an impli-
cation needed for relativized quantifiers in Sect. 3. Furthermore, the logic BDΔ
is defined as a first-order four-valued logic with equality and has a sound and
complete natural-deduction axiomatic system [15].

The set of truth values of the logic BDΔ is {0, 1}2, i.e., the set of pairs
of the classical truth values 0 and 1. The first component α of a truth value
〈α, β〉 ∈ {0, 1}2 indicates whether the proposition is true or not and the second
component β indicates whether it is false or not; the truth and falsity of a
proposition are evaluated independently, so a proposition can be both true and
false as well as neither true nor false. We can thus define the following four truth
values of BDΔ:

t = 〈1, 0〉 true (only)
f = 〈0, 1〉 false (only)
n = 〈0, 0〉 neither true nor false
b = 〈1, 1〉 both true and false

It is customary to define two lattice orders on the four truth values (see Fig. 1):

– The truth order ≤t, where f is the least, t the largest, and n and b are
intermediate and mutually incomparable; and

– The information order ≤i, where n is the least, b the largest, and f and t
are intermediate and mutually incomparable.

The designated truth values (i.e., those considered “true” in the definition of
entailment) are those which are “at least true” in the information order, i.e., t
and b. Furthermore, we call the truth values t and f normal.

t

n

f

b

b

t

n

f

Fig. 1. The Hasse diagrams of the truth order (left) and the information order (right)
on the four truth values.

Accordingly, the valuation of propositional atoms in BDΔ is a function
v : At → {0, 1}2. It can be decomposed into a pair of functions, v+, v− : At →
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{0, 1}, called the positive and negative valuation, where v(p) = 〈v+(p), v−(p)〉
for any p ∈ At .

The propositional language of BDΔ consists of the symbols for propositional
connectives {∼,∧,∨, δ} with the following meanings:

∧ (truth-order lattice) conjunction
∨ (truth-order lattice) disjunction
∼ negation
δ indicator of designated values

Note that we use the symbol δ for the indicator of designated values (whereas [15]
used Δ), to avoid confusion with the connective � of fuzzy logic.

The semantics of these connectives in BDΔ is given by the following Tarski
conditions (in the form suitable for easy fuzzification):

v+(ϕ ∧ ψ) = min(v+(ϕ), v+(ψ)) (1)

v−(ϕ ∧ ψ) = max(v−(ϕ), v−(ψ)) (2)

v+(ϕ ∨ ψ) = max(v+(ϕ), v+(ψ)) (3)

v−(ϕ ∨ ψ) = min(v−(ϕ), v−(ψ)) (4)

v+(∼ϕ) = v−(ϕ) (5)

v−(∼ϕ) = v+(ϕ) (6)

v+(δϕ) = v+(ϕ) (7)

v−(δϕ) = 1 − v+(ϕ) (8)

Thus, e.g., conjunction is (at least) true if both conjuncts are (at least) true and
is (at least) false if either conjunct is (at least) false, and similarly for the other
connectives (where “at least” means the information order ≤i). Furthermore we
define the following derived connectives of BDΔ (cf. [1,14,15]):

¬ϕ ≡ ∼δϕ bivalent negation (9)
ϕ → ψ ≡ ∼ϕ ∨ ψ (material) implication (10)

◦ϕ ≡ (δϕ ∨ δ∼ϕ) ∧ (∼δϕ ∨ ∼δ∼ϕ) normality indicator (11)

The definitions can be summarized by the following truth tables:

ϕ ∧ ψ t b n f
t t b n f
b b b f f
n n f n f
f f f f f

ϕ ∨ ψ t b n f
t t t t t
b t b t b
n t t n n
f t b n f

ϕ ∼ϕ
t f
b b
n n
f t

ϕ δϕ
t t
b t
n f
f f
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ϕ → ψ t b n f
t t b n f
b t b t b
n t t n n
f t t t t

ϕ ¬ϕ
t f
b f
n t
f t

ϕ ◦ϕ
t t
b f
n f
f t

The first-order language of BDΔ consists of the propositional connectives,
the universal and existential quantifiers ∀ and ∃, a countable set of individual
variables Var = {x1, x2, . . .}, a countable set of individual constants Const =
{c1, c2, . . .}, and countable set of predicate symbols (each of a given finite arity)
Pred = {P1, P2, . . .}; in this paper, we omit function symbols for the sake of
simplicity. The set of formulas is defined as follows (in the Backus–Naur form):

ϕ ::= P (t1, . . . , tn) | ∼ϕ | (ϕ ∧ ϕ) | (ϕ ∨ ϕ) | δϕ | (∀x)ϕ | (∃x)ϕ,

where t1, . . . , tn are terms, i.e., individual constants or variables. We employ the
usual conventions for omitting parentheses and using the derived connectives.
The notions of free and bound variable and sentence are defined as usual.

A model for the (first-order) logic BDΔ is a tuple

M =
〈
DM , (PM )P∈Pred , (cM )c∈Const

〉
,

where DM is a non-empty set (the domain of the model) and cM ∈ DM for
all c ∈ Const . Each predicate PM ∈ Pred of arity n is interpreted in M by a
function

PM : (DM )n → {0, 1}2.

It can be decomposed into a pair of functions,

P+
M , P−

M : (DM )n → {0, 1},

called the positive and negative extension (or the extension and anti-extension)
of P in M , so that for all a1, . . . , an ∈ DM ,

PM (a1, . . . , an) = 〈P+
M (a1, . . . , an), P−

M (a1, . . . , an)〉.

For instance, if SM (a) = b = 〈1, 1〉, then S+
M (a) = S−

M (a) = 1, for a unary
predicate S ∈ Pred and a ∈ DM (see Fig. 2).

An evaluation of individual variables in M is a function e : Var → DM . By
e[x �→ a], where x ∈ Var and a ∈ DM , we denote the evaluation e′ such that
e′(x) = a and e′(y) = e(y) for each y ∈ Var different from x.

The semantic value ‖t‖M ,e ∈ DM of a term t in a model M under an
evaluation e is defined as follows:

‖x‖M ,e = e(x) for each x ∈ Var

‖c‖M ,e = cM for each c ∈ Const
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DM

S+
M S−

M

t b

n

f

Fig. 2. The positive and negative extensions of a unary predicate S in a model M .

The truth value ‖ϕ‖M ,e =
〈‖ϕ‖+

M ,e, ‖ϕ‖−
M ,e

〉 ∈ {0, 1}2 of a formula ϕ in a
model M under an evaluation e is given by the following Tarski conditions:

‖P (t1, . . . , tn)‖M ,e = PM (‖t1‖M ,e , . . . , ‖tn‖M ,e

)
(12)

‖♥(ϕ1, . . . , ϕm)‖M ,e = F♥(‖ϕ1‖M ,e , . . . , ‖ϕm‖M ,e

)
(13)

‖(∀x)ϕ‖+
M ,e = inf

a∈DM

‖ϕ‖+
M ,e[x�→a] (14)

‖(∀x)ϕ‖−
M ,e = sup

a∈DM

‖ϕ‖−
M ,e[x�→a] (15)

‖(∃x)ϕ‖+
M ,e = sup

a∈DM

‖ϕ‖+
M ,e[x�→a] (16)

‖(∃x)ϕ‖−
M ,e = inf

a∈DM

‖ϕ‖−
M ,e[x�→a], (17)

for each n-ary predicate P ∈ Pred and each m-ary connective ♥ of BDΔ (where
the function F♥ is given by the truth tables above).

The notion of logical consequence is defined as usual, i.e., as preservation of
designated truth values from the premises to the conclusion. In more detail, for
a given class K of models, we say that a set of BDΔ-formulas Γ (positively)
entails a BDΔ-formula ϕ in K, written Γ |=K ϕ, if for all models M ∈ K,
the following condition holds: if ‖ψ‖+

M ,e = 1 for all ψ ∈ Γ and all evaluations e

in M , then also ‖ϕ‖+
M ,e = 1 for all evaluations e in M . We say that K is the

class of models of a theory Γ (i.e., a set of formulas called the axioms of Γ) if
‖ϕ‖+

M ,e = 1 for all M ∈ K, all evaluations e in M , and all ϕ ∈ Γ.
By convention, we can drop the subscript in |=K if K is the class of all

BDΔ-models. We may also omit the subscripts in ‖ϕ‖M ,e if they are clear from
the context.

3 Four-Valued Free Quantification over the Logic BDΔ

As discussed in Sect. 1, we define free quantification over BDΔ in a similar
manner as has been done over the three-valued strong Kleene logic K3 (with
truth-value gaps, cf. [2]) and the logic LFI1 (with truth-value gluts, [8]), i.e., by
introducing a primitive predicate of existence and restricting quantifiers to it.



Free Quantification in Four-Valued and Fuzzy Bilattice-Valued Logics 21

The language of the (positive dual-domain) free logic over BDΔ thus extends
the language of BDΔ just by the unary predicate of existence, traditionally
denoted by E!. Intuitively, E! is intended to delimit the objects that exist. For
simplicity, in this paper we assume that E! is bivalent, i.e., that all objects either
do or do not exist, excluding the possibility of objects that both have and do
not have existence, as well as objects that neither exist nor don’t exist. This is
ensured by assuming the following axiom for E!:

◦E!x (18)

This setting leads to a dual-domain semantics that considers two bivalent
domains in a given model M :

– The outer domain D0 is the non-empty domain of the model, (D0)M = DM .
– The inner domain D1 is the positive extension of E!, i.e., (D1)M = E!+M .

In the following, we fix a model M and can omit the subscripts specifying it.
In the inner domain D1 ⊆ D0 of the model, existent objects are collected. The
elements of E!− = D0 \ D1, i.e., the anti-extension of E! in M , serve as the
absent referents of non-denoting terms, and thus represent nonexistent objects.
The existence predicate makes it possible to restrict quantification to existing
objects only, which leads to two kinds of quantifiers:

– The so-called outer quantifiers, which range over the outer domain D0. These
are the standard quantifiers of BDΔ, as they range over the whole domain
D0 = D of the model. In the dual-domain free logic, they are denoted by Π,Σ
instead of ∀,∃, as the latter symbols are reserved for the (more commonly
used) inner quantifiers over the existing objects.

– The inner quantifiers ∀,∃, which range over the inner domain D1, i.e., over
the existing objects only.

The inner quantifiers can be defined from the standard (i.e., outer) BDΔ-
quantifiers Π,Σ by restricting them to the inner domain D1 of existing objects,
via relativization by the (bivalent) existence predicate E!:

(∀x)ϕ ≡df (Πx)(E!x → ϕ) (19)
(∃x)ϕ ≡df (Σx)(E!x ∧ ϕ) (20)

It can be observed that the semantics of the BDΔ-connectives (given by the
truth tables in Sect. 2) ensures the intended semantics of the inner quantifiers,
i.e., that they range over the inner domain D1 = E!+ only. Indeed, the resulting
Tarski conditions for the inner quantifiers read as follows:

‖(∀x)ϕ‖+
M ,e = inf

a∈(D1)M

‖ϕ‖+
M ,e[x�→a]

‖(∀x)ϕ‖−
M ,e = sup

a∈(D1)M

‖ϕ‖−
M ,e[x�→a]

‖(∃x)ϕ‖+
M ,e = sup

a∈(D1)M

‖ϕ‖+
M ,e[x�→a]

‖(∃x)ϕ‖−
M ,e = inf

a∈(D1)M

‖ϕ‖−
M ,e[x�→a]
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Remark 1. In practice, the most commonly used quantifiers are the inner ones,
as the intended range of quantification is usually just over existing individu-
als: for instance, the proposition “some horses fly” is normally considered false,
disregarding Pegasus and other fictitious flying horses; thus its adequate formal-
ization is (∃x)(Hx ∧ Fx). The outer quantifiers are needed for formalization of
such propositions as “some things do not exist” (formalized as (Σx)∼E!x), which
take into account nonexistent objects as well.

Remark 2. Besides axiom (18) that ensures the bivalence of the existence pred-
icate, further optional axioms can be adopted in free BDΔ. For example, it is
reasonable to assume that although non-existing objects such as the round square
can be inconsistent, the existing objects in the inner domain D1 can only have
non-contradictory (or even normal, i.e., {t, f}-valued) properties. The normality
on the inner domain can be ensured by the axioms

(∀x1) . . . (∀xn) ◦P (x1, . . . , xn) (21)

for all predicates P in the language and the non-contradictoriness by the analo-
gous schema

(∀x1) . . . (∀xn)¬(
P (x1, . . . , xn) ∧ ∼P (x1, . . . , xn)

)
(22)

for all P ∈ Pred (where n is the arity of P ).

Remark 3. The described dual-domain free logic over BDΔ can be understood
as a formal theory over BDΔ with the special predicate E! and special axiom (18)
(stronger variants of the theory can also use axiom (21) or (22)), with the nota-
tional convention by which the quantifiers are written as Π and Σ, whereas
the inner quantfiers and the derived connectives are regarded as abbreviations
that can be expanded according to their definitions (19)–(20) and (9)–(11).
The known strong completeness theorem for BDΔ [15, Th. 4.9] then provides a
strongly complete (natural deduction style) axiomatic system for the described
variants of free logic over BDΔ.

Example 1. As expected in free logic, the classical law of specification and its
existential dual do not hold in free BDΔ for the inner quantifiers:

(∀x)ϕ(x) �|= ϕ(t), ϕ(t) �|= (∃x)ϕ(x).

However, they do hold if the existence of t is explicitly assumed:

E!t, (∀x)ϕ(x) |= ϕ(t), E!t, ϕ(t) |= (∃x)ϕ(x).

Moreover, while |= (
Σx)(ϕ(x)∨¬ϕ(x)

)
, the same does not hold for the inner

quantifier, �|= (∃x)
(
ϕ(x)∨¬ϕ(x)

)
; rather, the non-emptiness of the inner domain

need be explicitly assumed: (∃x)E!x |= (∃x)
(
ϕ(x) ∨ ¬ϕ(x)

)
.
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4 Free Fuzzy Logic with Graded Gaps and Gluts

We have intentionally formulated the definitions of the logic BDΔ and its dual-
domain free variant in a format that can be easily fuzzified. In the fuzzification,
the main change is replacing the bilattice {0, 1}2 of truth values with a bilat-
tice L2, for a suitable residuated lattice L; most definitions then stand as stated
in the previous sections or require just minor adjustments. For simplicity, in this
paper we will only consider the standard MV�-algebra [0, 1]�L� of �Lukasiewicz
fuzzy logic (with the operator �) as the underlying residuated lattice. As the
resulting logic uses the set [0, 1]2 of truth values, it is a bilattice-valued square
fuzzy logic (cf. [10,16]); we will denote the logic by �LBDΔ.

The set of truth values of the logic �LBDΔ is [0, 1]2. The first component α
of a truth value 〈α, β〉 ∈ [0, 1]2 indicates the degree to which the proposition
is true and the second component β indicates the degree to which it is false.
Similarly to BDΔ, the degrees of truth and falsity of a proposition are evaluated
independently, so unlike in standard fuzzy logics, they need not sum up to 1. We
keep the definitions of the truth constants t = 〈1, 0〉, f = 〈0, 1〉, n = 〈0, 0〉, and
b = 〈1, 1〉, which now refer to the corners of the square [0, 1]2. The original truth
values of fuzzy logic are embedded in [0, 1]2 as the pairs 〈α, 1 − α〉 for α ∈ [0, 1];
we will call these values (fully) normal. The truth values 〈α, β〉 where α+β < 1
are gappy and those where α+β > 1 glutty; the former can be viewed as partial
(or underdetermined) and the latter as contradictory (or overdetermined). The
designated truth values of the logic �LBDΔ are those true to the full degree, i.e.,
the pairs of the form 〈1, β〉 for all β ∈ [0, 1]. The information order ≤i and the
truth order ≤t are defined on [0, 1]2 as follows:

– 〈α1, β1〉 ≤i 〈α2, β2〉 iff α1 ≤ α2 and β1 ≤ β2;
– 〈α1, β1〉 ≤t 〈α2, β2〉 iff α1 ≤ α2 and β1 ≥ β2.

The notion of valuation is defined as in propositional BDΔ (see Sect. 2).
The propositional language of �LBDΔ contains the connectives of BDΔ with
the addition of the connectives specific to the fuzzy logic �L�, namely, strong
conjunction &, strong disjunction ⊕, and the Delta operator �. The Tarski
conditions for the primitive connectives of BDΔ are defined exactly as in (1)–
(8), only evaluated in [0, 1]. The Tarski conditions for the additional connectives
are as follows:

v+(ϕ & ψ) = max(v+(ϕ) + v+(ψ) − 1, 0)

v−(ϕ & ψ) = min(v−(ϕ) + v−(ψ), 1)

v+(ϕ ⊕ ψ) = min(v+(ϕ) + v+(ψ), 1)

v−(ϕ ⊕ ψ) = max(v−(ϕ) + v−(ψ) − 1, 0)

v+(�ϕ) = 1 − sgn(1 − v+(ϕ))

v−(�ϕ) = sgn(1 − v+(ϕ))

In the �LBDΔ-definitions of the derived connectives → and ◦, we must choose
between the weak (∧,∨) and strong (&,⊕) connectives of �LBDΔ in place of the
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single conjunction and disjunction (∧,∨) of BDΔ. In order for the definitions to
conform with the intended semantics based on �Lukasiewicz logic, the strong con-
nectives (&,⊕) are the appropriate choice. The �LBDΔ-definitions of the derived
connectives thus read as follows:

¬ϕ ≡ ∼δϕ

ϕ → ψ ≡ ∼ϕ ⊕ ψ

◦ϕ ≡ (δϕ ⊕ δ∼ϕ) & (∼δϕ ⊕ ∼δ∼ϕ)

For the derived conncectives of �LBDΔ, we obtain the following Tarski conditions:

v+(¬ϕ) = 1 − v+(ϕ)

v−(¬ϕ) = v+(ϕ)

v+(ϕ → ψ) = min(v−(ϕ) + v+(ψ), 1)

v−(ϕ → ψ) = max(v+(ϕ) + v−(ψ) − 1, 0)

v+(◦ϕ) = 1 − ∣∣v+(ϕ) + v−(ϕ) − 1
∣∣

v−(◦ϕ) = 1 − v+(◦ϕ)

The first-order language of �LBDΔ is the same as that of BDΔ, modulo
the added connectives (&,⊕,�) of �L�. The definition of a model for �LBDΔ is
also the same as for BDΔ, with the only difference that predicate symbols are
evaluated in [0, 1]2 instead of {0, 1}2, i.e.,

PM : (DM )n → [0, 1]2.

Just like in BDΔ, PM can be decomposed into its positive and negative exten-
sions P+

M , P−
M : (DM )n → [0, 1], which are ordinary [0, 1]-valued fuzzy sets or

n-ary fuzzy relations on DM (see Fig. 3), so that

PM (a1, . . . , an) = 〈P+
M (a1, . . . , an), P−

M (a1, . . . , an)〉 ∈ [0, 1]2.

DM

1

0

P+
M P−

M

Fig. 3. The positive and negative extensions of a unary predicate P in a model M
of �LBDΔ.

The notion of evaluation and the semantic value of a term in a model are
defined in exactly the same way as in BDΔ. Also the truth value of a formula,
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‖ϕ‖M ,e =
〈‖ϕ‖+

M ,e, ‖ϕ‖−
M ,e

〉
, is defined by the same Tarski conditions (12)–(17),

only now valued in [0, 1]2 instead of {0, 1}2. Finally, the (positive) consequence
relation and the class of models of a theory in �LBDΔ are also defined by the
same conditions as given in Sect. 2 for BDΔ.

The notions of the dual-domain free logic over �LBDΔ, i.e., the existence
predicate E!, the outer domain (D0) = DM , the inner domain (D1)M = E!+M ,
and the outer quantifiers Π,Σ are also defined as in Sect. 3 over BDΔ. In �LBDΔ
the role of axiom (18) is different, as it only ensures the full normality of the
existence predicate but allows the inner domain (D1)M = E!+M to be fuzzy; in
order to ensure the bivalence of the inner domain, the axiom needs to be adjusted
as follows:

◦E!x ∧ (E!x ∨ ∼E!x) (23)

Assuming (23), the definitions of the inner quantifiers can use the same formu-
las (19)–(20) as in BDΔ. Like in the dual-domain semantics over BDΔ, it is
reasonable to assume the full normality of all predicates on the inner domain,
which is ensured by the axiom (21).

Remark 4. It can be observed that adding the following axiom schema to �LBDΔ
reduces it (including the dual-domain semantics) to the four values of BDΔ:

(◦ϕ ∧ (ϕ ∨ ∼ϕ)
) ∨ ∼◦ϕ

Similarly, the axiom schema ◦ϕ ∨ (∼δϕ ∧ ∼δ∼ϕ) reduces the setting to that
of partial fuzzy logic from [2], which considers only the value n (denoted there
by ∗) besides the degrees from [0, 1]. Using the axiom schema ◦ϕ∨∼◦ϕ in �LBDΔ
adds the value b to the setting of [2], giving rise to a logic with the truth values
[0, 1] ∪ {n,b}.

5 Conclusion

In this paper, we have presented a four-valued system of dual-domain positive
free logic with truth-value gaps and gluts over the logic BDΔ, sketched a fuzzi-
fication of BDΔ via �Lukasiewicz fuzzy logic �L�, and defined the dual-domain
semantics over the resulting logic �LBDΔ. While the free logic over BDΔ is axiom-
atized by the strong completeness theorem for BDΔ due to Sano and Omori [15],
we have only presented the (first-order and dual-domain) semantics of �LBDΔ;
a sound and complete axiomatization of �LBDΔ is left for future work.

It can be observed that free logics based on truth-functional underlying
logics are susceptible to lottery-style paradoxes, where disjuncts are evaluated
by n, while their exhaustive disjunction should have the value t, contrary to the
semantics of K3 or (�L)BDΔ. A remedy can take the form of using a non-truth-
functional modality to handle such cases, similar to the two-layered modalities
introduced in [6,7] over related logics. This option is also left for future work.
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01137S of the Czech Science Foundation.
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Abstract. In this paper, we explore the use of General Unary Hypothe-
ses Automaton (GUHA) quantifiers, explicitly implicational quantifiers,
for analyzing specific relational dependencies. We discuss their suitabil-
ity in fuzzy modeling and demonstrate their integration with appropriate
fuzzy rules to create a new class of weighted fuzzy rules. This study con-
tributes to the advancement of fuzzy modeling and offers a framework
for further research and practical applications.

Keywords: Implicational Quantifiers · IF–THEN Rules · Fuzzy
Logic · Weighted Fuzzy Rules

1 Introduction

There exist various approaches to modeling dependencies between input and
output domains of interest that are applicable, e.g., in the process of gaining
knowledge in databases or for confirmation of assertions about patterns in an
analyzed database. These assertions can often be expressed using a logical calcu-
lus, and items in a database serve as basic observations that allow us to support
or reject them. Certain patterns of interest with fuzzy attributes can be analyzed
involving a four-fold table, which gathers information from the database about
the number of objects that satisfy both the antecedent “A” and the consequent
“B”, only “A”, only “B” or neither, where “A” and “B” can be of a vague nature.
This is a key component of both the fuzzy association rules [1,12,13] and the
fuzzy GUHA method [5,7,15,17]. Note that fuzzy association rule mining is part
of the GUHA method, so we will only report on this broader method below.

Both of the above methods test automatically generated hypotheses, and
these hypotheses can take the form of a single fuzzy rule [8,16]. Testing is carried
out based on a suitably chosen quantifier [10,11]. In practical applications that
generate fuzzy rules using the GUHA quantifier [18], mainly bivalent quantifiers
have been used. However, GUHA quantifiers are defined using statistics and can
be identified with functions having values in [0, 1].

In this paper, we use GUHA quantifiers that are suitable to analyze the
dependence of the form

“If antecedent then consequent”.
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These quantifiers are referred to as implicational [6,19]. Next, we show their suit-
ability in fuzzy modeling. We combine the values of this implicational quantifier
with the appropriate fuzzy rules to obtain a new class of weighted fuzzy rules.
This expansion provides a promising avenue for diverse applications in various
fields; for example, the integration of weighted fuzzy rules can contribute to
more precise and robust data mining processes, enabling the discovery of intri-
cate relationships within complex datasets; due to assigning different weights
to individual fuzzy rules, the classification system can establish finer decision
boundaries, which enables more precise classification of data points that fall
within ambiguous or overlapping regions of the feature space.

2 A Four-Fold Table and Implicational Quantifiers

In the sequel, we will use the following symbols:

& left continuous t-norm
→ residuum of &
¬ involutive negation
∧ minimum
∨ maximum

(1)

For simplicity of exposition, consider the following data matrix

D = {(xi, f(xi)}i∈I ,

where xi ∈ X, f(xi) ∈ Y , I = {1, 2, . . . n}, X,Y �= ∅ and f : X → Y . This D can
be visualized as follows:

D =

⎡
⎢⎢⎢⎣

x1 y1 = f(x1)
x2 y2 = f(x2)
...

...
xn yn = f(xn)

⎤
⎥⎥⎥⎦ . (2)

Definition 1 (4ft-table). Let A,B be fuzzy sets on X,Y �= ∅, respectively, and
D be a data matrix. We define a four-fold table for A,B w.r.t. D as a matrix
2 × 2

4ft(A,B) =
[
a b
c d

]
, (3)

where

a =
∑
i∈I

(A(xi) & B(yi)), (4)

b =
∑
i∈I

(A(xi) & ¬B(yi)), (5)

c =
∑
i∈I

(¬A(xi) & B(yi)), (6)

d =
∑
i∈I

(¬A(xi) & ¬B(yi)). (7)
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The values of the matrix 4ft(A,B) are connected to the fuzzy cardinalities of
the data matrix within the corresponding fuzzy Cartesian product. For example,
the value a is computed as the fuzzy cardinality of D over the fuzzy Cartesian
product of A and B.

The following definition (taken from [11]) of implicational quantifiers was
designed to provide a versatile tool for expressing and quantifying various degrees
of dependency and causality between (fuzzy) sets based on observations from the
data matrix.

Definition 2 (Implicational quantifier). Let q be a function valued in the
interval [0, 1] defined for all pairs (a, b) of real numbers such that a + b > 0.

We say that q is an implicational quantifier if it satisfies the following prop-
erty:

if a ≤ a′ and b′ ≤ b then q(a, b) ≤ q(a′, b′), (8)

is valid for all a, b, a′, b′ ∈ R.
For a particular 4ft(A,B) of the form (3), we often write q(A,B) instead of

q(a, b).

It has been established [11] that there is a direct relationship between impli-
cational quantifiers and fuzzy implications, so that for every fuzzy implication,
there is a corresponding way to construct an implicational quantifier.

Example 1. The following are examples of implicational quantifiers:

q1(a, b) = a/(a + b), (9)

q2(a, b) = (0.9a+1) →L (0.6b+1), (10)

q3(a, b) = (0.8a+1) →P (0.8b+1), (11)
q4(a, b) = (b/(a + b)) →L (a/(a + b)), (12)
q5(a, b) = (b/(a + b)) →P (a/(a + b)), (13)

for all a, b being positive reals, where →L is �Lukasiewicz residuum and →P is
the product residuum defined as

x →L y = min(1, 1 − x + y), (14)
x →P y = min(1, y/x), (15)

for all x, y ∈ [0, 1].

Example 2. – Consider fuzzy sets A from Fig. 2(a), B,C from Fig. 2(c), and
input data D from Fig. 1. Suppose the data from Fig. 1 illustrates commodity
sales over time. In this context, the fuzzy set A represents a time segment,
while the fuzzy sets B and C represent commodity sales, all characterized by
imprecise boundaries. The values {a, b} of the four-fold table for A,B w.r.t. D
are {a, b} = {2.76, 10.64}, and for A,C w.r.t. D, we obtain {a, b} = {0, 13.4}.
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Fig. 1. Input data.

(a) (b) (c)

Fig. 2. Fuzzy sets A (Figs. 2(a) and 2(b)) related to Example 2, Fuzzy sets C (blue
line) and B (green line). (Color figure online)

The values of quantifiers q1, q2. . . . , q5 defined by (9)–(13), respectively, are
the following:

i 1 2 3 4 5
qi(A,B) 0.21 0.33 0.17 0.41 0.26
qi(A,C) 0.0 0.1 0.05 0.0 0.0

– Consider fuzzy sets A from Fig. 2(b), B,C from Fig. 2(c), and input data D
from Fig. 1. The values {a, b} of the four-fold table for A,B w.r.t. D, we obtain
{a, b} = {6.61, 6.79}, and for A,C w.r.t. D, we obtain {a, b} = {2.95, 10.45}.
The values of quantifiers q1, q2. . . . , q5 defined by (9)–(13), respectively, are
the following:

i 1 2 3 4 5
qi(A,B) 0.49 0.57 0.96 0.99 0.97
qi(A,C) 0.22 0.34 0.19 0.44 0.28

Let us recall from [11] that we have two ways of generating implicational
quantifier using fuzzy implication, that is,

– Let p, r ∈ (0, 1) be weights. Then

qp,r(a, b) = (pa+1) → (rb+1), (16)
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is the implicational quantifier.
For quantifiers obtained by this construction, we have the following property:
If a+1

b+1 ≥ log r
log p then qp,r(a, b) = 1. For equal weights p = r the threshold

log r
log p = 1, so, in this case, we obtain qp,r(a, b) = 1 whenever a = b.

– The following is an implicational quantifier:

q(a, b) =
( b

a + b

)
→

( a

a + b

)
. (17)

These quantifiers are not as interesting for the residual implication → because
q(a, b) = 1 whenever a ≥ b. It is more suitable for non-residual implications,
such as the Kleene-Dienes implication for which q(a, b) = 1 iff b = 0 (for more
details, see [11]).

By observing the above special constructions of the implicational quantifier, we
found that there is a large class of implicational quantifiers that are based on
some order-reversing mapping.

Proposition 1. Let D be a data matrix and g : R 
→ [0, 1] be a decreasing func-
tion. Then

qg(a, b) = g(a) → g(b), (18)

is the implicational quantifier.

Proof. It follows from the monotony of → in the second argument and the
antitony in the second. If a ≤ a′ and b′ ≤ b then g(a′) ≤ g(a) and g(b) ≤ g(b′),
and consequently

g(a) → g(b) ≤ g(a′) → g(b),
g(a′) → g(b) ≤ g(a′) → g(b′).

Hence,
g(a) → g(b) ≤ g(a′) → g(b′),

which shows that qg(a, b) ≤ qg(a′, b′), which means that qg is an implicational
quantifier.

Example 3. Let n = |D|, where D is a data matrix. For example, we can use to
construct (18) the following strictly monotone order-reversing functions:

g1(x) = 1 − (x/n)2, (19)
g2(x) = (n − x)/n, (20)
g3(x) = exp(−x), (21)

g4(x) =
√

(1 − (n − x)2/n2), (22)
g5(x) = − ln(n − x + 1)/ ln(n + 1). (23)
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3 Fuzzy Rules with Weights Given by an Implicational
Quantifier

Weighted fuzzy rules are often used in fuzzy logic systems to improve the accu-
racy and reliability of the system output [2,9,14]. By adjusting the weighting
factors of the fuzzy rules, it is possible to fine-tune the behavior of the system
and to adjust its sensitivity to different input conditions. This can be done at
several levels, the antecedent level, the subsequent level or the whole rule [4].
The last level will be considered later.

Provided we know the dependency to be modeled, the fuzzy rules can be
set without any additional computational effort, as, for example, in the case of
monotonic dependency depicted in Fig. 3(a).

In reality, this situation appears rare. Therefore, a number of methods have
been developed during the last decades to create a fuzzy rule base (including a

(a) Implicational rules.

(b) Fuzzy intervals on X. (c) Fuzzy intervals on Y .

Fig. 3. An implicational model in Fig. 3(a) utilizing fuzzy sets depicted in Figs. 3(b)
and 3(c) for monotonic dependency of the form y = x2 together with the noisy data
{xj , x

2
j + RandBetween(−xj , xj)}65j=1 (scatter plot).
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weighted one) based on the input data. One of such models is shown in Fig. 4,
where we construct neighborhoods S(x, p) and S′(y, q) using some preset sim-
ilarity relations S, S′ for each data entry (p, q) for all x ∈ X, y ∈ Y , we join
them with the implicative rule S(x, p) → S′(y, q), and finally the minimum is
taken over all (p, q) ∈ D. For D as in Fig. 1, we obtain the implicative model
as in Fig. 4. We can observe that the more data in the data matrix, the smaller
the degrees of the final implicative model. Moreover, we lose simplicity of the
resulting rule base and interpretability.

In some cases it is advantageous to use a fixed number of fuzzy rules in a rule
base or to use fuzzy sets with preset linguistic interpretation. Therefore, in the
following, we propose a new model that allows one to combine arbitrarily fuzzy
sets from the input and output domains, and additionally, there are weights
attached that tell us how much the rules suit the input data.

Fig. 4. Example of implicational model based on similarity and input data in Fig. 1.

This new model opens up a new approach to weighted fuzzy rules. Note that
basically we have two main interpretations of fuzzy IF–THEN rules. One uses
& to join the inner parts of a particular rule and then

∨
to glow the outer

parts. Here, we focus only on the model that uses → within the rules and
∧

to join the rules together, and therefore we call it the implicational model. A
generalization of this model to the weighted implicational model was provided,
e.g., in [3]. In the following, we introduce a weighted implicational data model
based on implicational quantifier values.

Definition 3. Let D be a data matrix of the form (2), Ai and Bi be fuzzy sets in
X and Y , respectively, for all i ∈ I, where I is a finite set of indexes. Moreover,
let q be an implicational quantifier. Then

GRulesD
q (x, y) =

∧
i∈I

(
q(Ai, Bi) → [Ai(x) → Bi(y)]

)
, (24)
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for all x ∈ X, y ∈ Y .
We call GRulesq the weighted implicative model w.r.t. q and D.

Since the implicational quantifier is a measure of dependence between two pred-
icates based on observations, it works as a “switch” of the rule in the graded
implicative data model. Observe the following (Fig. 5): if q(A,B) = 1 then the
weighted fuzzy rule q(A,B) → (A(x) → B(y)) becomes the standard fuzzy rule
A(x) → B(y), while if q(A,B) = 0 then the weighted fuzzy rule is evaluated at
1 everywhere, which corresponds to the fact that no implicational dependency
was observed between A and B in the given data. In general, we can state that
more data supporting the dependency we have higher the weight of the fuzzy
rule, and consequently, closer we are to the nonweighted fuzzy rule as stated in
the following proposition.

(a) A (blue) and B (orange). (b) 1 → (A(x) → B(y)).

(c) 0.5 → (A(x) → B(y)). (d) 0.1 → (A(x) → B(y)).

Fig. 5. Example of weighted fuzzy rules. (Color figure online)
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Proposition 2. Let D,D′ be data matrices of the form (2), Ai and Bi be fuzzy
sets on X and Y , respectively, for all i ∈ I, where I is a finite set of indexes.
Furthermore, let q be an implicational quantifier and ai (a′

i), bi (b′
i) be values of

a four-fold table for Ai, Bi w.r.t. D (D′) given by (3) for all i ∈ I.
If ai ≤ a′

i and b′
i ≤ bi for all i ∈ I then

GRulesD′
q (x, y) ≤ GRulesD

q (x, y), (25)

is valid for all x ∈ X, y ∈ Y , where GRulesD(D′) is the weighted implicative
model w.r.t. q and D (D′) given by (24).

Proof. Due to the antitony of → in the first argument.

4 Conclusions

We showed a new construction of a subclass of implicational quantifiers using
residual operators (see Proposition 1). This method is within the framework of
standard fuzzy logic (the truth values are from [0, 1]) and is based on a construc-
tion introduced in [11]. Additionally, we proposed a well-suited fuzzy relational
model (see Definition 3) that utilizes implicational quantifiers as weights. We
have provided a justification for this model (see Proposition 2) to establish a
new well-founded class of weighted fuzzy rules that precisely align with intuitive
expectations for their behavior.
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8. Holeňa, M.: Fuzzy hypotheses for GUHA implications. Fuzzy Sets Syst. 98(1),
101–125 (1998). https://doi.org/10.1016/S0165-0114(96)00369-7

9. Ishibuchi, H., Nakashima, T.: Effect of rule weights in fuzzy rule-based classification
systems. In: Ninth IEEE International Conference on Fuzzy Systems. FUZZ-IEEE
2000 (Cat. No. 00CH37063), vol. 1, pp. 59–64 (2000). https://doi.org/10.1109/
FUZZY.2000.838634
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Abstract. Given a profile of ranking lists over a finite set of alternatives, proba-
bilistic social choice seeks to select a probability function over the alternatives
on the basis of the pairwise comparison voting data. In this paper, we estab-
lish a differentially private formalism for probabilistic social choice in the shuf-
fle model. In the shuffle model, individual voters submit their locally random-
ized data anonymously through a trusted shuffler which randomly permutes these
individual data. Anonymity here plays a double role as a fairness condition and
privacy amplification. The crucial step in our construction is to employ spec-
tral clustering to find data-independent cluster centers and then to approximately
round each input ranking order to these centers. We proceed to define a local
differentially private randomizer plus the shuffler and then implement standard
probabilistic social choice protocols such as maximal lottery and random dicta-
torship. Moreover, we analyze both privacy and utility of the proposed shuffle
model and run some experiments to show the effectiveness of our formalism. In
the last section, we discuss some related works and future directions.

Keywords: Probabilistic social choice · differential privacy · shuffle model

1 Introduction

Computational social choice theory is an important AI field that studies computational
paradigms and techniques for the aggregation of individual preferences into a deter-
ministic collective choice which is usually either an alternative or a ranking order over
alternatives [8]. But, in certain situations with cyclic majorities or/and tied votes, there
is no deterministic way to choose a clear majority winner from a finite set of alter-
natives or candidates on the basis of paired-comparison voting data without violat-
ing one of the two basic fairness conditions known as anonymity and neutrality [7].
Anonymity requires that the collective choice ought to be invariant with respect to per-
mutations of individual preferences whereas neutrality requires impartiality towards
the alternatives. Allowing probabilistic social outcomes hence seems like a necessity
for fair collective decision. Probabilistic social choice functions (PSCFs) map a profile
of individual preference relations over alternatives to a probability function (or lot-
tery) over alternatives. In this paper, we focus on two main probabilistic social choice
rules: one is random dictatorship (RD) and the other is maximal lottery (ML). Ran-
dom dictatorship randomly picks an individual preference order and chooses the most-
preferred alternative as the winner. It is the only strategy-proof and ex post efficient
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probabilistic social choice functions [16]. The maximal lottery method uses the pair-
wise alternative-comparison voting data to find a lottery over the alternatives that are
weakly preferred to any other lottery. It is characterized by two important consistency
properties: population-consistency and composition-consistency [5]. Population con-
sistency requires that, whenever two disjoint electorates agree on a lottery, this lottery
should also be chosen by the union of both electorates. Composition consistency pre-
scribes that the probability of an alternative within a component where the alternatives
bear the same relationship to all other alternatives should be directly proportional to the
probability that the alternative receives when the component is considered in isolation.

In this paper we study differentially private(DP) probabilistic social choice. In
social choice theory, the anonymity property is usually treated as a fairness condition
that the social outcome is independent of individual identities. So one might consider
a social choice algorithm that has access only to the histogram of individual ranking
orders [23]. However, in many cases for example, in a secret ballot, we don’t have
access to the voter identities and treat anonymity as privacy protection. But a linkage
attack can match anonymized records with other non-anonymized records in a different
dataset to recover these anonymized data [26]. Data cannot be fully anonymized and
remain useful [12]. Differential privacy neutralizes such a linkage attack and addresses
the trade-off between data privacy and utility. An algorithm is differentially private if,
after seeing its output summary about the input database, an adversary cannot tell if a
particular individual’s data were used in the computation. In particular, the framework
in this paper is just a differentially private mechanism with the adversary represented
by a probabilistic social choice function.

Our main contribution is to establish a differentially private formalism for proba-
bilistic social choice in the shuffle model. Unlike in the local model where the adversary
collecting locally randomized data directly from individuals can track back an input to
a specific individual, individuals in the shuffle model submit their randomized inputs to
an adversary anonymously instead through a shuffler which randomly permutes individ-
ual randomized data. This setup yields a trust model which sits in between the classical
central (or curator) and local models for differential privacy. Anonymity plays a double
role in our framework: in probabilistic social choice, it is a fairness condition and in
the shuffle model, it acts as privacy amplifier. It is this role as privacy amplification
that reduces the high level of noise required in local randomizer and hence improves
the accuracy of the model [2,13]. Our model here is similar to the one-message shuffle
model for the problem of summation of real numbers. The crucial step to construct the
shuffle model is to partition the set of all k! permutations over k candidates to l clusters
of equal size and locate the l cluster centers for a fixed l. Since the Kemeny consen-
sus problem associated in the clustering is intractable, we choose to encode all linear

orders � over k candidates as elements Φ(�) in R
(k
2), which faithfully represents the

paired-comparison information in these rankings, and then employ spectral clustering
technique to partition the encodings Φ(�) of all k! rankings instead into l same-size
clusters. The cluster centers C1, C2, · · · , Cl are chosen to be the barycenters of these
clusters. It is important to note that these centers are independent of the input voting pro-
file P = {(1,�1), (2,�2), · · · , (n,�n)}. Next we round the encoding Φ(�i) of each
individual voting data (i,�i) to its nearest cluster center Cr(�i) and then implement an
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l-ary randomized response mechanism from {C1, · · · , Cl} to itself. After shuffling, we
obtain a histogram of {C1, · · · , Cl}. For maximal lottery, we debias the histogram and
then apply the standard procedure. For random dictatorship, we debias the shuffled mes-
sage, use KwikSort algorithm to turn those barycenters C1, · · · , Cl into ranking orders
and then apply the standard procedure. We illustrate our protocol for maximal lottery
in Fig. 1. The privacy and accuracy analysis proves the effectiveness of our framework
(Theorems 1). The rest of the paper is organized as follows. In Sect. 2, we fix some con-
ventions and briefly introduce probabilistic social choice theory, differential privacy and
shuffle model. Section 3 is our main contribution and it formulates our DP framework
for probabilistic social choice in the shuffle model. In Sect. 4, we run some compari-
son experiments to show the effectiveness of our method and conclude in Sect. 5. To
save space, we relegate the proofs and some relevant algorithms to the Supplementary
Materials.

2 Preliminary Background

In this section, we provide a background about probabilistic social choice, differential
privacy and the shuffle model. In this paper, we use calligraphic letters such as R,S,Q
to denote algorithms or operators, capital letters such as X,Y,C to denote different
domains, lower-case letters such as x, y, c, c′ for elements in those domains. As usual,
N and R denote the set of natural and real numbers, respectively. The set NY

n denotes
the collection of all multisets or histograms over Y with cardinality n.

2.1 Probabilistic Social Choice

Let C be a finite set of alternatives or candidates c1, c2, · · · , c|C| and N :=
{1, 2, · · · , n} be a set of n voters. For simplicity, k denotes |C|, the size of C, and
the i-th voter is denoted as i. Each voter i contributes a ranking or a linear prefer-
ence relation �i over all candidates, which is a complete, transitive and anti-symmetric
binary relation over C. A permutation on [k] := {1, 2, · · · , k} is a one-to-one mapping
from the finite set [k] of natural numbers to itself. Let L(C) denote the set of all ranking
orders on C and Sk denote the set of all permutations on [k]. There is a one-to-one cor-
respondence between ranking orders � on C and permutations τ on [k]. For example,
if k = 5, the ranking c1 � c4 � c2 � c5 � c3 is associated with the permutation

τ =
(
1 2 3 4 5
1 4 2 5 3

)

which means that τ(1) = 1, τ(2) = 4, τ(3) = 2, τ(4) = 5 and τ(5) = 3. So, for each
ranking � on C, its corresponding permutation on [k] is denoted as τ� and, for each
permutation τ on [k], its corresponding ranking on C is denoted as �τ . In the paper, we
need the following important notions. Given two permutations τ, τ ′ ∈ Sk, the numbers
of pairwise agreements and disagreements between these two permutations are defined
respectively as
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na(τ, τ ′) = |{(i, j) : i < j, τ(i) < τ(j) and τ ′(i) < τ ′(j)}|
+ |{(i, j) : i < j, τ(i) > τ(j) and τ ′(i) > τ ′(j)}|

nd(τ, τ ′) = |{(i, j) : i < j, τ(i) < τ(j) and τ ′(i) > τ ′(j)}|
+ |{(i, j) : i < j, τ(i) > τ(j) and τ ′(i) < τ ′(j)}|

The number nd(τ, τ ′) is usually called the Kendall-tau distance between τ and τ ′.
A (ranking) profile P is a tuple (�1,�2, · · · ,�n) which consists of a ranking order

for each voter. Let L(C)N be the set of all such profiles and Δ(C) denotes the set of all
probability functions on C. A mapping f : L(C)N → Δ(C) is called a probabilistic
social choice function. Perhaps the most-studied probabilistic social choice rules are
random dictatorship and maximal lottery. According to random dictatorship, a voter
is uniformly picked at random and this voter’s most preferred candidate is selected.
Let fRD denotes the probabilistic social choice function according to random dictator-
ship. Formally, for any profile P = (�1, · · · ,�n) and any candidate cj(1 ≤ j ≤ k),
fRD(P )(cj) =

|{i:τ�i (1)=cj}|
n . In order to introduce maximal lottery method, we need

to prepare some technical notions. For a profile P = (�1,�2, · · · ,�n) and c, c′ ∈ C,
we denote by ncc′ = {i ∈ N : c �i c′} the number of voters who prefers c to c′.
The majority margin mcc′ of c over c′ is defined as ncc′ − nc′c. A candidate c is called
a Condorcet winner if mcc′ > 0 for all other candidate c′ ∈ C. It is well-known that
Condorcet winners do not exist in general. When the context is clear, we sometimes
write mcicj

as mij for simplicity. So, we obtain a majority margin matrix M whose
(i, j) entry is mij . It is easy to see that M is integer-valued and skew-symmetric, i.e.,
mij = −mji for all 1 ≤ i, j ≤ k. According to von Neumann’s Minimax Theorem,
there always exists a probability (row) vector p = (p1, · · · , pk) such that pM ≥ 0. It
follows that, for any probability vector q = (q1, · · · , qk), pMqT ≥ 0. In other words,
according to the profile P , the lottery p is socially preferred to or indifferent to any lot-
tery q. Such a probability vector p is called a maximal lottery on C. It can be obtained
efficiently via linear programming. And it defines a probabilistic social choice function
fML as fML(P ) = p. Note that maximal lotteries are not necessarily unique. How-
ever, most profiles admits a unique maximal lottery, for example, when the number of
voters is odd. The maximal lottery method will always picks a Condorcet winner when-
ever one exists. For more details to probabilistic social choice, one may refer further to
[6,7,14,24].

2.2 Differential Privacy and the Shuffle Model

There are two well-known models for differential privacy: one is the local model and the
other the central model. Let X denote the domain of individual data and Y the outcome
set. The local (DP) model assumes that each individual uses randomized algorithm
R locally to protect her data and then submits to a (possibly untrusted) analyzer. The
randomized algorithm R : X → Δ(Y ) here is called (ε, δ)-locally differentially private
(LDP for short) if, for all data value x, x′ ∈ X and any E ⊆ Y , Pr[R(x) ∈ E] ≤
eεPr[R(x′) ∈ E] + δ. Note that both R(x) and R(x′) are probability functions on Y .
In particular, (ε, 0)-LDP is simply called ε-LDP or pure LDP. Randomized response
techniques are the prototypical examples of local differential privacy. In this paper, we



Differentially Private Probabilistic Social Choice in the Shuffle Model 41

will employ a special optimal k-ary randomized response mechanism (k-ary RR for
short) in which we assume that X = Y and their sizes are k: for any x in X ,

Pr[R(x) = y)] =

{
ex

ex+k−1 if x = y,
1

ex+k−1 if x �= y.

It is easy to check that it is ε-LDP. The well-known Warner’s randomized response
technique is just the 2-ary optimal RR [30]. To the contrary, the central model assumes
the availability of a trusted curator who has access to raw individual data in a central-
ized location. Two datasets x = (x1, x2, · · · , xn), x′ = (x′

1, x
′
2, · · · , x′

n) ∈ Xn are
called neighboring datasets if they differ in one element, denoted by x 	 x′. Both
xi and x′

i are contributed by individual (or voter in the social-choice scenario) i. Let
ε ∈ [0, 1] and δ ∈ [0, 1]. A randomized algorithm Q : Xn → Δ(Y ) is called (ε, δ)-
differentially private if, for all E ⊆ Y and for all x, x′ ∈ Xn such that x 	 x′:
Pr[Q(x) ∈ E] ≤ eεPr[Q(x′) ∈ E] + δ. The above (ε, δ)-differential privacy is also
called (ε, δ)-central differential privacy and the associated model is called the central
(DP) model. Whenever the context is clear, we sometimes omit the quantifier “central”.
An important property for DP algorithms is postprocessing. It says, if an algorithm pro-
tects an individual’s privacy, then a data analyst cannot increase privacy loss simply
by “sitting in a corner and thinking about the output of the algorithm” [12]. Formally,
an (ε, δ)-DP algorithm post-processed with a data-independent mapping is also (ε, δ)
differentially private. In order to perform the privacy analysis, we also need a “prepro-
cessing” lemma, which states that any (not necessarily data-independent) preprocessing
procedure composed with an (ε, δ)-DP as a new randomized algorithm is still (ε, δ)-DP.

The shuffle model sits between the local and central models. Actually the above
two kinds of models are related and the product of local models can also be regarded as
a central model. The mechanism Rn : Xn → Y n given by Rn(x1, x2, · · · , xn) :=
(R(x1),R(x2), · · · ,R(xn)) is (ε′, δ′)-differentially private in the central sense for
some ε′ and δ′. The shuffle model is the randomized algorithm Rn plus an addi-
tional trusted random shuffler S in place to provide anonymity to the locally ran-
domized R(xi)’s so that the data analyzer is unable to associate those messages to
individuals or voters. Formally, a (single-message) protocol in the shuffle model is
S ◦ Rn : Xn → Δ(NY

n ) where R : X → Δ(Y ) is a locally differential pri-
vate algorithm, and S is a permutation on the set of locally randomized messages
{R(x1),R(x2), · · · ,R(xn)}. The protocol operates as follows: each voter employs
R to locally randomize her data xi and then send the randomized message R(xi) to
the shuffler, which is unknown to the analyzer. The shuffled messages are then col-
lected by the analyzer A. Note that the shuffled messages are multisets or histograms
of elements in Y . The structure of the shuffle model is illustrated in Fig. 1 (a). For
a further introduction to differential privacy and the shuffle model, one may refer to
[2,9,10,12,13,20,29].

3 Probabilistic Social Choice in the Shuffle Model

This section is our main contribution, which is illustrated in Fig. 1 (b). Without further
notice, n and k denote the number of voters (or voting data) and candidates, respec-
tively. Let Sk denote the set of all permutations over [k] = {1, 2, · · · , k} and is called
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the symmetric group. The crux in this section is to find l cluster centers in Sk where
l is much smaller than k! and approximately round each permutation to these l fixed
centers.

Fig. 1. Structure of Our Framework

3.1 Spectral Clustering and Approximate Rounding

A natural choice to find the l cluster centers would be k-means algorithm which par-
titions Sk into l clusters {Si}l

i=1 so as to minimize the within-cluster sum of squares.
Formally, the objective is to find

arg min
Sj ,πj∈Sj

l∑
j=1

∑
τ∈Sj

nd(τ, πj) (1)

The standard k-means algorithm includes two steps: the assignment step assigns each
permutation to the cluster with the nearest center; and the update step recalculate each
center for permutations assigned to each cluster; the algorithm repeats until centers
remain unchanged in an iteration. Note that, when l = 1, the above k-means problem
in Eq. (1) is reduced to the commonly known Kemeny consensus problem, which is
proved to beNP -hard [4]. The above update step is also equivalent to solve the Kemeny
consensus problem for each cluster. So with the above standard k-means algorithm it is
computationally difficult to solve the clustering for Sk of permutations.

Instead we choose to implement spectral clustering algorithm [21,22,28] to find the
l cluster centers for approximately rounding. In order to bypass the Kemeny consensus
problem in the k-means-clustering step of the algorithm and to preserve the pairwise-
comparison voting data, we need the following embedding mapping Φ for permutations

[18]. Let R(
k
2) be the Euclidean space of dimension

(
k
2

)
and each point is regarded as

a column vector. Now we embed Sk into R
(k
2) and the embedding function Φ : Sk →

R
(k
2) is defined as: for any τ ∈ Sk,

Φ(τ) =(
1√(

k
2

) (χ{τ(i)>τ(j)} − χ{τ(i)<τ(j)}))1≤i<j≤k
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In other words, for any i < j, if τ(i) > τ(j), then the (i, j)-th coordinate of Φ(τ) is

1/
√(

k
2

)
; otherwise, the (i, j)-th coordinate of Φ(τ) is −1/

√(
k
2

)
. The factor 1/

√(
k
2

)
is for normalization. It follows immediately that ‖Φ(τ) − Φ(τ ′)‖2 = 4

(k
2)

nd(τ, τ ′). In

some sense, the embedding into the Euclidean space preserves the Kendall-tau distance.
In order to make the cluster centers “evenly distributed”, we need a special k-means
algorithm for clusters of equal size (see in Supplementary Materials).

For any 1 ≤ j ≤ l, Cj as the barycenters of Φ(Sj) := {Φ(τ) : τ ∈ Sj} is formally

computed as Cj =
∑

τ∈Sj
Φ(τ)

|Sj | . The set Cl := {C1, · · · , Cl} of l cluster centers for
Φ(Sk) is the rounding basis that we are looking for. It is also the input database that
we define local differentially private mechanism Rl on. More importantly, these cluster
centers C1, C2, · · · , Cl are independent of the input voting data P = (�1, · · · ,�n).
This data-independence property is required for a local randomizer in the shuffle model.

For the dataset Sk of permutations over k alternatives, spectral clustering algorithm
needs to form an k!× k! similarity matrix and compute the eigenvectors of this matrix,
which usually has a computational complexity of O((k!)3) in general. And the k-means

step can be solved in timeO((k!)l(
k
2)+1). Recall that l is the number of clusters. All other

operations are at most linear. For applications with k! on the order of thousands (or the
number of candidates k ≥ 7), spectral clustering methods begin to become infeasible
and then we need to use the so-called Fast Approximate Spectral Clustering [31].

There are two obvious approximately rounding approaches. The first one is deter-
ministic rounding which rounds the encoded permutation to its closest center. Mathe-
matically, for any 1 ≤ j ≤ k!, the encoded permutation Φ(τj) will be approximately
rounded to the nearest cluster center Cr(Φ(τj)) := arg min

Cj′∈{C1,··· ,Cl}
‖Φ(τj)−Cj′‖. The

second method is called stochastic rounding which rounds Φ(τj) to all cluster centers
according to the probabilities proportional to their similarities. In other words, Φ(τj) is
rounded to Cj′(1 ≤ j′ ≤ l) with probability pj′ = A(j,j′)

∑l
r=1 A(j,r)

. It is important to note

that both rounding methods are biased. For example, in stochastic rounding, Φ(τj) is
not necessarily equal to p1C1 + p2C2 + · · · + plCl.

3.2 Locally DP Randomization and Shuffling

After rounding, we apply local randomized response mechanism Rl to the l cluster
centers C1, C2 · · · , and Cl, which are independent of the voting data. The main idea
is similar to the “privacy blanket” approach in [2]. Each center Ci ∈ Cl is locally
randomized truthfully to itself with probability 1 − γ, and is uniformly randomized to
Cl with probability γ. This implies that, for all 1 ≤ i, j ≤ l,

Rl(Ci) =

{
Ci with probability(1 − γ) + γ

l ,

Cj(j �= i) with probabilityγ
l .

We may regard both deterministic and stochastic rounding as preprocessing. Note
that the (ε, δ)-local randomizer preprocessed with rounding is still an (ε, δ)-LDP. After
local randomization, voting messages are shuffled by a random permutation unknown to
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the adversary. In other words, the adversary is unable to associate messages with voters.
So we may assume that the output of the shuffler S is a histogram of C1, C2, · · · , Cl:
C

#(C1)
1 C

#(C2)
2 · · · C#(Cl)

l where
∑

i #(Ci) = n.

Theorem 1. The above shuffle model S ◦ Rl ◦ Rounding is (ε, δ)-DP for any l, n ∈
N, ε ≤ 1 and δ ∈ (0, 1] such that γ = max{ 27l

(n−1)ε ,
14×l×log(2/δ)

(n−1)ε2 } < 1.

One may refer to Corollary 5.3.1 in [2] for a more general result about privacy anal-
ysis of the shuffle model with other more general LDP mechanisms than randomized
response techniques here.

3.3 Debiasing

In the shuffle model, there are two steps where bias is introduced. The first step is the
approximate rounding. Here we consider only the deterministic nearest center rounding.
For each rounding of a voting data (j,�j) to its closest centerCr(�j), a bias ofCr(�j)−
Φ(�j) is added. In the extreme case when all voting data is the same as �j , the largest
possible total bias is n(Cr(�j) − Φ(�j)). When all rounded voting data are evenly
distributed among C1, C2, · · · , Cl, the total bias should be very small and even equals
0. Any possible debiasing approach to the rounding step would depend on the original
voting data and destroy the privacy-preserving mechanism from the local randomizer
and hence in the whole shuffle model. We still don’t know how to debias the rounded
data without increasing the privacy loss. The second step for bias is the local randomizer
Rl. It is straightforward to see that the bias in this step is equal to γ

l

∑l
i=1 Ci − γCj

when the true input is Cj . We can debias the local randomization by

D(Cj) =
Cj − γ

l

∑l
i=1 Ci

1 − γ
(2)

for any Cj as an output message from the shuffle model. The debiasing in this step is
data-independent, can be regarded as postprocessing and hence the privacy-preserving
property in the shuffle model is maintained.

3.4 Probabilistic Social Choice

After debiasing, we obtain a histogram D(C1)#(C1)D(C2)#(C2) · · · D(Cl)#(Cl).
The social voting information is actually contained in a single vector C =∑l

i=1(#(Ci))D(Ci) ∈ R
(k
2). Here we describe how to apply the maximal lottery

method to C. Each debiased message D(Cj) can be regarded as a noisy ranking order
coming from some original voting data (i,�i). But it is important to note that the vector
D(Cj) does not necessarily represent a true ranking order over the k candidates. This
is because we employed the kernel k-means algorithm to bypass the computationally
expensive Kemeny consensus problem and the cluster centers are obtained by com-
puting the barycenter of each cluster. However, these vectors D(Cj) approximate the
true ranking order (i,�i) through the paired-comparison voting data. And the maximal
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lottery method needs only the data about all these pairwise comparisons of candidates
from all voters. So we can still use maximal lottery method to approximate the true
maximal lottery. One difference from the standard maximal lottery is that the majority

margin matrix is real-valued rather than integer-valued. For any vector D(Cj) ∈ R
(k
2)

and 1 ≤ i1 < i2 ≤ k, let the (i1, i2)-th coordinate denoted as D(Cj)(i1, i2) and it
represents the relative preference of the candidate ci1 to ci2 . Now we turn the debiased
vector D(C) into a majority margin matrix M whose (i, j)-entry M(i, j) is just the
(i, j)-coordinate of D(C) for 1 ≤ i < j ≤ k. Note that k is the number of candidates
and M(j, i) = −M(i, j). Now we describe an algorithm to find a maximal lottery p
such that pM ≥ 0. The existence of this maximal lottery is guaranteed by von Neu-
mann’s Minimax Theorem. Moreover maximal lotteries are almost always unique, and
can be efficiently computed using linear programming [5]. Here we adapt the algorithm
from [24] which has a motivating two-person zero-sum symmetric game-theoretic inter-
pretation.

For real-world voting data, the number k of candidates is usually within 10 and
hence the dimension is usually not large. For reasonable privacy requirement, if we
want the number l of cluster centers to be reasonable (say within 50), then we have
to restrict the size of the original dataset P to be within tens of thousands (see our
following experiments).

4 Experiments

In this section, we perform relevant experiments to evaluate the effectiveness of the
proposed DP probabilistic social choice algorithms. We use data generated randomly
as used in [24], and work with 5,000 voters and 5 candidates. In the experiments, we
use A, B, C, D, E to represent candidates. Each voter submits his preference order over
the candidates. We use mean square error for the measure of accuracy. We repeat the
algorithm 1,000 times and take the average as final results to reduce random error.

Firstly, we demonstrate the accuracy of our algorithm by comparing it with the stan-
dard Maximal Lottery method. We implement the algorithm shown in Fig. 1 to clarify
the impact of adding rounding and local randomizer to Maximal Lottery algorithm on
the voting results. We set different privacy parameters ε and cluster parameter l when
δ = 10−3. We also compare the effect of shuffle models with fixed ε but with dif-
ferent numbers of clusters. The results are shown in Table 1, where column represents
the probability vector p∗. The values in the first column are those from the traditional
maximal lottery method. We view it as true value and reference point to evaluate the
performance of our algorithm with different ε and l. We can see that when only perform
Rounding, the results are closest to the real value. The greater the value of ε, the closer
the results are to the real values. Secondly, we illustrate the effect of different l on vot-
ing results when ε and δ are fixed. When ε = 1.3, δ = 10−3, k = 5, n = 5000, our
result supports that l = 8 is the approximately optimal cluster number. Tables 2 show
the results of experiments carried out with Maximal Lottery method. The results show
that when l = 8, the difference between the results and the Ground Truth is indeed the
smallest. The results for RD are in Supplementary Materials.



46 Q. Ding et al.

Table 1. Compared the algorithm described in Fig. 1 with traditional Maximal Lottery method
under different l and ε. Each column in the table represents the output, which is probability vector
p∗. The last row shows the MSE between the corresponding p∗ and the Truth.

Truth Only Rounding ε = 0.1 ε = 0.5 ε = 1

l = 1 l = 5 l = 10 l = 1 l = 5 l = 10 l = 1 l = 5 l = 10 l = 1 l = 5 l = 10

A 0.0 0.0 0.0 0.01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.04

B 0.46 0.51 0.51 0.68 0.53 0.21 0.33 0.53 0.28 0.22 0.52 0.38 0.83

C 0.05 0.0 0.0 0.0 0.0 0.1 0.02 0.0 0.07 0.66 0.0 0.09 0.0

D 0.49 0.49 0.49 0.31 0.47 0.69 0.65 0.47 0.64 0.12 0.48 0.53 0.13

E 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

MSE 0 0.0009 0.0009 0.0167 0.0015 0.0210 0.0090 0.0016 0.0115 0.0394 0.0012 0.0021 0.0538

5 Related Works and Conclusion

In this paper we investigate differentially private probabilistic social choice in the shuf-
fle model. It looks quite natural to apply differential privacy to social choice theory
because both fields deals with the issue of individual data and population summary. But
it is surprising that there is not much literature about this combination [1,17,25,32]. All
of them consider deterministic social choice functions and all of those voting rules are
anonymous. But none of them regards anonymity as privacy amplifier. Since a shuffler
can be implicitly assumed to locate between local randomizer and aggregation function
in those voting rules, the privacy guarantee there could be much improved according
to a similar privacy analysis in this paper (Theorem 1). To the best of our knowledge,
there is only one paper about this connection of probabilistic social choice with DP [27].
The paper considers only random dictatorship and the motivation there is just inverse
to ours: the author studied the use of probabilistic social choice to achieve differential
privacy. Our streamline is similar to the one-message shuffle model for the summation
of real numbers [2,10]. But, since they worked with real numbers, they adopted a much
simpler stochastic rounding, which can be easily seen to be unbiased. To deal with the
rounding problem for permutations i.e., the crux of our paper, we have to develop a
much more advanced machinery which first encodes all permutations as elements in
a high-dimensional space and then use spectral clustering to partition these encodings
into a fixed number of clusters of equal size. Our work in this aspect can be regarded as
an advance to a recent research on kernel-k-means algorithm for permutations [18].

Table 2. The results of different l of Maximal Lottery method when ε = 1.3, δ = 10−3, k = 5,
n = 5000.

Truth ML Method

l = 2 l = 4 l = 8 l = 10 l = 15

A 0.0 0.02 0.0 0.0 0.03 0.0

B 0.46 0.97 0.64 0.36 0.94 0.0

C 0.05 0.0 0.12 0.26 0.0 0.02

D 0.49 0.01 0.24 0.38 0.03 0.98

E 0.0 0.0 0.0 0.0 0.0 0.0

Diff 0.49 0.1 0.07 0.45 0.47
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Our framework is basic in the sense that, for more complex scenarios, we may adapt
our algorithm to accommodate those complex elements. If the number of candidates is
more than 7, our spectral clustering algorithm becomes infeasible. We will develop
an approximate spectral clustering algorithm for more candidates based on [31]. For
permutations, we need to understand better about the discrete geometry of Sk especially
in high-dimensional space and machine learning techniques about permutations [19].
Also we are looking for a better rounding technique than those in this paper. Here
we consider only the basic one-message shuffle model. We will develop other many-
message shuffle models for probabilistic social choice based on recent advances in this
area [3,11,15].
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Abstract. Game theory is the mathematical study of strategic inter-
action among rational agents and has found many applications in eco-
nomics, politics, logic, AI, and computer science. Because of pervasive
uncertainty in game-playing environments, how to deal with uncertainty
is also a key issue in game theory. While probability calculus has been
the standard theory for uncertainty management in games, information
of exact probability assessment may be not available in many realis-
tic situations. In such cases, possibility theory is an alternative tool for
modeling uncertainty in games. In past decades, the cross-fertilization
between logic and game theory has proved to be very successful. There-
fore, the paper is aimed at the integration of possibilistic uncertainty into
modal logics for reasoning about games including game logic and coali-
tion logic. We will study syntax and semantics of the integrated logics
as well as their reasoning problems.

Keywords: Game logic · Coalition logic · Fuzzy logic · Possibilistic
logic

1 Introduction

In past decades, the research of intelligent agents has received much attention
in the field of AI and continues to play an important role in the development of
modern autonomous AI systems [21,24]. As the goal of intelligent agent research
is to design rational agents that can choose optimal actions given their per-
ception of the surrounding environment, it shares many common interests and
notions with the study of rational decision-making and reasoning. Consequently,
economics and logic, which are concerned with studies of agent’s rational behav-
iors and valid reasoning patterns respectively, have become the most prominent
paradigms in agent theory [5,16]. In particular, game theory and the logic of
agency have been extensively applied to modeling and verification of agent sys-
tems. Since mid twentieth century, several logicians have noticed that game
theory can provide a conceptual tool for the analysis of key notions in logic.
The most remarkable examples are Lorenzen’s dialogical logic and Hintikka’s
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game-theoretical semantics [13]. On the other hand, a lot of logics to model
game-playing situations have grown at a fast pace in the past twenty years,
mostly in terms of logics for rational or strategic interactions [1,2,4,14].

As classical logic focuses on bivalent reasoning, most game-theoretical logics
do not involve modeling of uncertain information (or at most qualitative uncer-
tainty). However, uncertainty is pervasive in almost all game-playing environ-
ments. For example, a player may be not certain of the current states, the out-
comes of some action, and other players’ strategies. Hence, dealing with uncer-
tain information is inevitable in game-theoretic models. As probability calculus
is the standard formalism for uncertainty management in game theory, in recent
years, there have been several attempts to extend different logical formulations
of games with the capability of probabilistic reasoning [7,8,15,22]. Nevertheless,
there exist various types of uncertainties other than probability regarding infor-
mation in a more realistic environment. Indeed, in many real-world applications,
exact probabilistic information is rarely available so that uncertainty cannot be
represented by probability. For example, in some cases, a player may consider a
state more possible than another one but cannot assess exact probability values of
these states. This kind of ordinal uncertainty can be better modeled by possibility
theory than the probability one [26]. Therefore, to fulfill such needs, we explore
logical formalisms for possibilistic reasoning in game-theoretical situations.

The remainder of the paper is organized as follows. In Sect. 2, we review
some basic notions about logic, fuzzy sets, and games. Next, we propose the
extensions of game logic and coalition logic to deal with possibilistic uncertainty
in Sects. 3 and 4 respectively. Finally, in Sect. 5, we present the conclusion and
indicate main directions of future work on the proposed logics.

2 Preliminaries

2.1 Strategic Games

One of the most basic models in game theory is that of a strategic game. In
such a game, each player chooses one of alternative actions/strategies available
to it, and together, these joint actions determine the outcome of the game.
Mathematically, a strategic game form is defined as a tuple (S, P, (Σi)i∈P , f),
where S is a nonempty set of states (i.e. the outcome space), P is a set of players,
Σi is a nonempty set of actions/strategies for each i ∈ P , and f : Πi∈P Σi → S
is the outcome function. Then, a strategic game is a strategic game form with an
additional component expressing different players’ preferences over the outcome
space. There are at least two ways to express a player’s preference. One is to use
a binary relation �i⊆ S × S. Thus, s �i t means that player i prefers state s at
least as much as state t. The other way is to define the payoff function ui : S → �
so that player i prefers state s at least as much as state t iff ui(s) ≥ ui(t).

2.2 Fuzzy Set and Possibility Theory

Fuzzy set theory is invented by Zadeh [25] to model vagueness in set membership.
A fuzzy set is a set without a precise boundary between its elements and non-
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elements. Given a universe W , a fuzzy set A over W is defined as a membership
function A : W → [0, 1]. For any x ∈ W , A(x) is called the membership degree
of x in A. Hence, a classical set (aka. crisp set) A is regarded as a special case of
fuzzy set such that A(x) = 0 or 1 for any x ∈ W . Let W and U be two universes.
Then, a fuzzy subset of W × U is also called a (binary) fuzzy relation. As in
classical set theory, where P(W ) or 2W is used to denote the power set of W ,
we also denote the class of all fuzzy subsets over W by F(W ) or [0, 1]W .

Classical set-theoretic operations can be generalized to fuzzy sets by using
operations on the value domain [0, 1] such as t-norm, t-conorm, and residu-
ated implication [9]. A t-norm is a binary operation ⊗ on [0, 1] that satisfies
commutativity, associativity, and 1 ⊗ c = c and 0 ⊗ c = 0 for all c ∈ [0, 1];
and is non-decreasing in both arguments. Dually, a t-conorm (or s-norm) is a
binary operation ⊕ : [0, 1]2 → [0, 1] that satisfies commutativity, associativity,
and 0 ⊕ c = c and 1 ⊕ c = 1 for all c ∈ [0, 1]; and is non-decreasing in both
arguments. For each t-norm ⊗, there is a corresponding t-conorm ⊕ defined by
⊕(a, b) = 1 − ⊗(1 − a, 1 − b) and vice versa. The residuum of a t-norm ⊗ is a
binary operation ⇒: [0, 1]2 → [0, 1] defined as a ⇒ b = sup{c | a ⊗ c ≤ b} for
all a, b ∈ [0, 1]. We also define the unary negation function ¬ : [0, 1] → [0, 1] by
¬a = a ⇒ 0 for any a ∈ [0, 1]. Several well-known examples of t-norms include
Gödel t-norm a ⊗ b = min(a, b), product t-norm a ⊗ b = a · b and �Lukasiewicz
t-norm a ⊗ b = max(0, a + b − 1).

In [9], two additional binary operations ∧ and ∨ : [0, 1]2 → [0, 1] are defined by

a ∧ b := a ⊗ (a ⇒ b)

a ∨ b := ((a ⇒ b) ⇒ b) ∧ ((b ⇒ a) ⇒ a)

and it is shown that, for any continuous t-norm ⊗, ∧ and ∨ are exactly the Gödel
t-norm and t-conorm respectively.

Let A and B be two fuzzy sets over W . Then, their general intersection and
union are defined as follows:

(A ⊗ B)(x) = A(x) ⊗ B(x),

(A ⊕ B)(x) = A(x) ⊕ B(x)

for any x ∈ W . In particular, when ⊗ is the Gödel t-norm, we write the general
intersection and union as A ∩ B and A ∪ B respectively. In addition, we can
also define the implication between A and B as A ⇒ B with the membership
function

(A ⇒ B)(x) = A(x) ⇒ B(x),

and the negated set ¬A has the membership function ¬A(x) = A(x) ⇒ 0. When
the negation is involutive (corresponding to the �Lukasiewicz t-norm), then ¬A
is called its complemented set and denoted by A. In this case, its membership
function is A(x) = 1 − A(x).

Generally, most applications of fuzzy set theory to game-playing and decision-
making scenarios employ its twofold interpretation. On one hand, a fuzzy subset
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of the outcome space can usually represent a fuzzy event that has only vague
description, like “The payoff is high”. On the other hand, a fuzzy subset of states
can specify the possibility degree of each state. In this regard, a fuzzy set is called
a possibility distribution and the membership degree of a state is actually its
degree of possibility [26].

2.3 Modal Logic: Kripke and Neighborhood Semantics

Next, we briefly review the syntax and two semantics of modal logic. More
detailed account can be found in well-known textbooks [3,6].

For the syntax of propositional modal logic, its alphabet consists of the logical
constant ⊥ (falsum or falsehood ), a set of propositional symbols Φ0 = {p, q, r, . . .},
the Boolean connective → (material implication), and the modal operator �

(necessity). The formation rules of well-formed formulas (wffs) are

ϕ ::= p | ⊥ | ϕ → ϕ | �ϕ,

p ∈ Φ0. As usual, we take other logical connectives and modality as abbrevi-
ations: ¬ϕ = ϕ → ⊥, � = ¬⊥, ϕ ∧ ψ = ¬(ϕ → ¬ψ), ϕ ∨ ψ = ¬ϕ → ψ,
ϕ ≡ ψ = (ϕ → ψ) ∧ (ψ → ϕ), �ϕ = ¬�¬ϕ.

The standard semantics for modal logic is based on the Kripke model (possi-
ble world model), which is defined as a triple M = 〈W,R, V 〉, where W is a set
of possible worlds, R ⊆ W × W is a binary relation on W , called accessibility
relation , and V : Φ0 → 2W assigns to each propositional symbol in Φ0 a subset
of W . Given a model M, we can define a satisfaction relation |=M between W
and modal logic formulas by the following rules (we omit the subscript M for
simplicity):

– w |= p iff w ∈ V (p) for any p ∈ Φ0;
– w �|= ⊥ for all w ∈ W ;
– w |= ϕ → ψ iff w |= ϕ implies w |= ψ;
– w |= �ϕ iff for any u such that (w, u) ∈ R, u |= ϕ.

For a given Kripke model M = 〈W,R, V 〉 and a wff ϕ, we can define the truth
set of ϕ with respect to M by

|ϕ|M = {w | w ∈ W,w |= ϕ}.

We usually drop the subscript and simply write |ϕ| for the truth set of ϕ when
the model M is clear from the context. Let Σ be a set of wffs. Then, we use
w |=M Σ to denote that w |=M ψ for all ψ ∈ Σ. Furthermore, a wff ϕ is a logical
consequence of Σ, denoted by Σ |= ϕ, if, for any M and w, w |=M Σ implies
w |=M ϕ. A wff ϕ is valid, denoted by |= ϕ, if it is a logical consequence of the
empty set.

A modal logic characterized by Kripke models is called a normal modal
logic. The smallest (i.e., logically weakest) normal modal logic is the system
K, whose main axiom is �(ϕ → ψ) → (�ϕ → �ψ). However, because, in many
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applications, the system K is still too strong, weaker systems based on alterna-
tive semantics are needed. The neighborhood semantics, which is independently
invented by Dana Scott and Richard Montague in 1970 and largely ignored out-
side pure logicians, has revived in recent years [17]. A neighborhood model (aka.
Scott-Montague model) is a triple M = 〈W,N, V 〉, where W and V are the
same as in the Kripke model and N : W → P(P(W )) is called a neighborhood
function. For each w ∈ W , N(w) ⊆ P(W ) is called the neighborhood system of
w and each X ∈ N(w) is called a neighborhood of w. The satisfaction relation
between modal formulas and a world in the neighborhood model M = 〈W,N, V 〉
is defined by

– w |= �ϕ iff |ϕ| ∈ N(w),

and the satisfaction of other formulas remains the same as in the Kripke model.
We will see that neighborhood models naturally arises when studying game
theory.

2.4 Dynamic Logic

In reasoning about games, we can understand players’ behaviors according to
their belief, action, and preference. While modal logic can be easily used to
represent and reason about agents’ beliefs and knowledge if we adopt an epis-
temic reading of modal operators, reasoning about action requires the extension
of modalities. Dynamic logic is one of the earliest attempt along this direc-
tion [11,12]. The original motivation of dynamic logic is to reason about program.
However, it can be applied to any structural set of actions. Here, we introduce
the propositional dynamic logic (PDL) for reasoning about regular program.
The language of regular PDL has two sorts of expressions: well-formed formulas
ϕ,ψ, · · · and programs α, β, · · · . The alphabet of PDL consists of

1. a set of propositional symbols, Φ0 = {p, q, . . .},
2. a set of atomic actions, Π0 = {a, b, c, . . .}, and
3. logical symbols ⊥, →, [, ], ;, ∗, ∪, and ?.

The formation rules of wffs and programs are as follows:

ϕ ::= p | ⊥ | ϕ → ϕ | [α]ϕ,

α ::= a | α;α | α ∪ α | α∗ | ?ϕ,

where p ∈ Φ0 and a ∈ Π0.
Intuitively, the formula [α]ϕ means that ϕ is necessarily true after executing

α. The formation rules of programs stipulate how more complicated programs
are composed from simpler ones. The simplest program is an atomic action and
the other constructs have the following intuitive meanings:

– α;β: the sequential composition of α and β,
– α ∪ β: execute either α or β nondeterministically,
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– α∗: execute α nondeterministically chosen finite number of times (including
zero),

– ?ϕ: test ϕ, i.e., proceed if ϕ is true and fail otherwise.

Based on such intuition, PDL is interpreted in generalized Kripke semantics,
where each atomic action is associated with a binary transition relation on the
state space. Hence, a PDL model is a tuple M = 〈W, (Ra)a∈Π0 , V 〉, where W
is a set of states, Ra ⊆ W × W is a binary relation on W , called a transition
relation, for each a ∈ Π0, and V : Φ0 → 2W assigns to each propositional symbol
in Φ0 a subset of W . The transition relations can be extended to all programs
by using the following rules inductively:

– Rα;β = Rα ◦ Rβ = {(u, v) | ∃w ∈ W, (u,w) ∈ Rα ∧ (w, v) ∈ Rβ}
– Rα∪β = Rα ∪ Rβ

– Rα∗ = R∗
α =

⋃
n≥0 Rn

α, where R0
α = {(w,w) | w ∈ W} and Rn

α = Rn−1
α ◦ Rα

– R?ϕ = {(w,w) | w |= ϕ}
In addition, the satisfaction of dynamic formulas in a state is defined by

– w |= [α]ϕ iff for any u such that (w, u) ∈ Rα, u |= ϕ.

3 Fuzzy Game Logic

The game logic (GL) is one of the earliest system for reasoning about determined
2-player games [18,20]. The syntax of GL is an extension of PDL and comprises
of games and formulas. The games of GL involve two players, player 1 (Angel)
and player 2 (Demon), and its formulas describe the propositions that hold in
a state. In GL, compound games are composed from simpler games by some
basic construction such as sequential composition, choice, and role exchanging.
The semantics of GL is given with a generalized form of neighborhood model in
modal logic [6,17]. In the model, a neighborhood system Eg for each primitive
game g is used to represent the Angel’s effectivity function, from which we can
derive a set transformation that transform a goal event (i.e. an arbitrary set of
states) to the precondition (also represented by a set of states) on which the
Angel has a strategy playing game g to achieve the event. The transformation
can be inductively extended to any compound games. Then, a state satisfying
the precondition will ensure the existence of a strategy for the Angel to achieve
the goal.

The syntax of fuzzy game logic (FGL) is the same as that of GL which
consists of two sorts, formulas and games. Let Φ0 and Γ0 denote the set of atomic
propositions and atomic games respectively. Then, games γ and formulas ϕ of
FGL can be define by simultaneous induction as follows:

γ ::= g | ϕ? | γ; γ | γ ∪ γ | γ∗ | γd

ϕ ::= ⊥ | p | ϕ ⊗ ϕ | ϕ → ϕ | 〈γ〉ϕ.

We abbreviate ϕ → ⊥ as ¬ϕ, ¬⊥ as �, ϕ ⊗ (ϕ → ψ) as ϕ ∧ ψ, ((ϕ → ψ) →
ψ) ∧ ((ψ → ϕ) → ϕ) as ϕ ∨ ψ, and (ϕ → ψ) ⊗ (ψ → ϕ) as (ϕ ↔ ψ).
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The formula 〈γ〉ϕ means that Angel has a strategy by playing game γ to
achieve the goal ϕ. The intuition behind the constructions of games is as follows.
The test game ϕ? consists of checking whether ϕ holds at a state. The sequential
composition γ1; γ2 consists of first playing γ1 and then γ2, and the choice γ1 ∪γ2

denotes the game where Angel chooses either of the two subgames to continue
playing. For the iterated game γ∗, Angel can choose how many times to play
γ (possibly not at all); each time she has played γ, she can decide whether to
play it again or not. Finally, the dual game γd is the same as playing γ with two
players exchanging their roles.

Although the syntax of GL and FGL is a straightforward extension of PDL
syntax, the PDL semantics cannot be easily applied to them. The main reason
is that in PDL, α ∪ β means a nondeterministic choice, whereas in GL or FGL,
it means the Angel’s decision. Hence, while α; (β ∪ γ) = α;β ∪ α; γ is intuitively
reasonable in PDL, it is no longer true for the game interpretation. After all,
the Angel’s choice between α;β and α; γ is not necessarily equivalent to her
choice between β and γ depending on the outcomes of playing α. Therefore, as
in the case of GL, we have to use the more general neighborhood semantics.
As a consequence, a fuzzy game model is a triple M = (S, (Eg)g∈Γ0 , V ), where
S is a set of states, V : Φ0 → F(S) is a fuzzy valuation for the propositional
symbols, and for each atomic game g ∈ Γ0, Eg : S × F(S) → [0, 1] is a fuzzy
effectivity relation such that Eg(s,X) specifies the possibility degree to which
the Angel playing g has a strategy at s to achieve a fuzzy event X. Hence, in
the semantics, we use both interpretations of fuzzy sets to model fuzzy events
and their possibility degrees respectively. We assume that Eg is monotonic with
respect to the second argument, i.e. Eg(s,X) ≤ Eg(s,X ′) for any s ∈ S and
X ⊆ X ′. From the fuzzy effectivity relation Eg, we can define a fuzzy effectivity
transformation Ẽg : F(S) → F(S) such that Ẽg(X)(s) = Eg(s,X) for any
X ∈ F(S) and s ∈ S.

The fuzzy effectivity transformation can be extended to all games in the
following way:

1. Ẽϕ?(X) = V (ϕ) ⊗ X,
2. ˜Eα;β(X) = Ẽα(Ẽβ(X))
3. ˜Eα∪β(X) = Ẽα(X) ∪ Ẽβ(X)
4. Ẽα∗(X) = μY.(X ∪ Ẽα(Y )), i.e., the least fixed point of the function F (Y ) =

X ∪ Ẽα(Y )
5. Ẽαd(X) = ¬Ẽα(¬X)

By the monotonicity of the fuzzy effectivity relation Eg for any primitive
game g and the inductive construction of compound games, Ẽα is also monotonic
for any game α. As a result, the function F : F(S) → F(S) defined by Y �→ X ∪
Ẽα(Y ) where X ∈ F(S) is also monotonic. Hence, by the well-known Knaster-
Tarski theorem [23], the least fixed point of F exists and the definition of Ẽα∗

is well-defined.
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The fuzzy valuation can also be extended to any formula ϕ inductively:

– V (⊥) = ∅
– V (ϕ1 ⊗ ϕ2) = V (ϕ1) ⊗ V (ϕ2)
– V (ϕ1 → ϕ2) = V (ϕ1) ⇒ V (ϕ2)
– V (〈γ〉ϕ) = Ẽγ(V (ϕ))

By using the (extended) fuzzy valuation, the degree of truth or satisfaction
of a formula ϕ in state s is simply V (ϕ)(s). A formula ϕ is true in s if its degree
of truth is 1 and is valid in M if it is true in all states of M. We can then extend
the definitions of truth and validity to a set of formulas. Let Σ ∪ {ϕ} be a set of
FGL formulas. Then, ϕ is an FGL-consequence of Σ, denoted by Σ |=FGL ϕ (or
simply Σ |= ϕ if it is clear from the context), if for every fuzzy game model M
and every state s in M, all formulas in Σ being true in s implies that ϕ being
true in s. When Σ is empty, we write it as |=FGL ϕ and say that ϕ is valid. To
characterize the FGL-validity, a Hilbert style axiomatic system FGL is presented
in Fig. 11.

Fig. 1. The axiomatic system FGL

An FGL formula ϕ is derivable or provable in the system FGL if there exists a
finite sequence of formulas ϕ0, · · · , ϕn such that ϕn = ϕ and for any 0 ≤ i ≤ n,
each ϕi is an instance of some axiom in FGL or follows from one or more ϕj ’s for
j < i by the application of a rule of inference. We use �FGL ϕ (or simply � ϕ in
case of no confusion) to denote that ϕ is derivable in the system FGL.

As usual, the most important property of an axiomatic system is its soundness
and completeness. For the system FGL, we can easily verify its soundness.

Theorem 1. Let ϕ be an FGL formula. Then � ϕ implies |= ϕ.

1 See [9] for the axiomatization of the basic many-valued logic BL.
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Proof. The proof of soundness is quite standard. We can verify the validity
of each axiom and the validity-preserving property of each inference rule in a
routine way. As examples, we show that axiom (e) is valid and rule (c) is validity-
preserving. For the validity of axiom (e), let M = (S, (Eg)g∈Γ0 , V ) be a fuzzy
game model. Then, by the definition of fuzzy valuation,

V (ϕ ∨ 〈γ〉〈γ∗〉ϕ) = V (ϕ) ∪ Ẽγ(Ẽγ∗(V (ϕ)))

= Ẽγ∗(V (ϕ))
= V (〈γ∗〉ϕ)

as Ẽγ∗(V (ϕ)) is a fixed point of V (ϕ) ∪ Ẽγ(X). Thus, V ((ϕ ∨ 〈γ〉〈γ∗〉ϕ) →
〈γ∗〉ϕ) = V (ϕ ∨ 〈γ〉〈γ∗〉ϕ) ⇒ V (〈γ∗〉ϕ) = 1, where 1(s) = 1 for any s ∈ S. This
shows that axiom (e) is valid in any model.

To show that rule (c) is validity-preserving, assume that (ϕ ∨ 〈γ〉ψ) → ψ is
valid. Then, for any model M = (S, (Eg)g∈Γ0 , V ), we have V (ϕ) ∪ Ẽγ(V (ψ)) ⊆
V (ψ) by the definition of fuzzy valuation. As the least fixed point of a mono-
tonic function F is the least element X such that F (X) ≤ X [23], we have
Ẽγ∗(V (ϕ)) ⊆ V (ψ). Hence, V (〈γ∗〉ϕ → ψ) = V (〈γ∗〉ϕ) ⇒ V (ψ) = 1, i.e.,
〈γ∗〉ϕ → ψ is also valid. �

On the other hand, while we conjecture the completeness of the system, i.e.
|= ϕ implies � ϕ for any FGL formula ϕ, its proof is still an open question.

4 Possibilistic Coalition Logic

While GL models 2-player games, coalition logic (CL) aims at modeling multi-
agent system by focusing on the coalitional ability of multiple players [10,19].
Unlike GL, the games in CL are not decomposed into simpler games. Thus each
game is regarded as atomic in CL. Consequently, the modalities in CL represent
coalitions (i.e. subsets of agents) instead of games. Semantically, a neighborhood
system is associated with each coalition to denote the α-effectivity function of
the coalition. An effectivity function is α-effective for a coalition C iff there
exists a joint strategy for C that can achieve a goal no matter what strategies
the players outside C choose. Then, a formula [C]ϕ expressing that coalition C
is α-effective for the goal ϕ can be interpreted in the semantic model of CL. In
this section, we consider a mild generalization of CL, called possibilistic coalition
logic (PCL).

The syntax of PCL is a graded version of that for CL and its semantics is
thus two-valued. Given a set of agents or players Ag and a set of propositional
symbols Φ0, the definition of PCL formulas is as follows:

ϕ ::= ⊥ | p | ϕ → ϕ | [C]∼cϕ,

where C ⊆ Ag is a coalition, ∼∈ {>,≥} and c ∈ [0, 1] is a rational number.
The semantics of PCL formulas can still be given by using a fuzzy effectivity
relation like in the case of FGL. Nevertheless, there are two main differences. On
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one hand, unlike the case of FGL, we do not have to consider the composition
(or decomposition) of games in PCL. On the other hand, the relation must be
indexed with respect to each coalition. Hence, a possibilistic coalition model is a
triple M = (S,E, V ), where S is a set of states, E : P(Ag)×S ×P(S) → [0, 1] is
an indexed fuzzy effectivity relation, and V : Φ0 → 2S is the truth assignment of
propositional symbols. Essentially, E(C, s,X) denotes the possibility degree to
which the coalition C at s has a strategy to achieve the goal event X. Unlike in
the case of FGL, we only use the possibility theory-based interpretation of fuzzy
sets in the semantics of PCL as events in the models are crisp. In addition, we
impose several reasonableness conditions on E, which are also generalizations of
corresponding conditions on α-effectivity function for CL. These conditions are

1. liveness: E(C, s, ∅) = 0;
2. safety: E(C, s, S) = 1;
3. monotonicity: E(C, s,X) ≤ E(C, s, Y ) for any X ⊆ Y ;
4. Ag-maximal: 1 − E(∅, s,X) ≤ E(Ag, s,X);
5. super-additivity: E(C, s,X) ⊗ E(C ′, s, Y ) ≤ E(C ∪ C ′, s,X ∩ Y ) for any C ∩

C ′ = ∅;

where C,C ′ ⊆ Ag, s ∈ S, and X,Y ⊆ S. Then, the satisfaction of PCL formulas
ϕ in a model M = (S,E, V ) at a state s ∈ S, denoted by M, s |= ϕ, is defined
as in the case of modal logic except that:

– M, s |= [C]∼cϕ iff E(C, s, |ϕ|) ∼ c.

We can then present an axiomatization of PCL in Fig. 2. As in the case of
FGL, we can also define the validity and provability of PCL formulas, denoted
by |=PCL and �PCL respectively, and relate them by soundness and completeness.

Fig. 2. The axiomatic system PCL
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Theorem 2. Let ϕ be an PCL formula. Then � ϕ implies |= ϕ.

Proof. To verify validity of axioms, we simply note that axioms (b)-(g) cor-
respond to conditions on effectivity function and axioms (h)-(k) easily follow
from the property of numerical inequality. In addition, the validity-preserving
of the rule (b) depends on the fact that equivalent formulas have the same truth
set. �

As in the case of FGL, we also conjecture the completeness of PCL without
proof yet.

5 Concluding Remarks

In this paper, we propose the extensions of modal logics for reasoning about
games to accommodate possibilistic uncertainty. The main contribution of the
work is to integrate possibility theory into semantic models of FGL and PCL.
While we need to model the possibility degrees of achieving some events in both
logics, in FGL, we also have to additionally consider vaguely-described events as
fuzzy subsets.

As we are mainly concerned with the semantic aspects of the proposed logics,
there remain many logical and computational issues not addressed, including
proving open conjectures about the completeness of FGL and PCL, explicitly
expressing degrees of truth and uncertainty in the language of FGL, dealing with
vague information in PCL with fuzzy events like in the case of FGL, and studying
decidability and complexity of satisfiability and model checking problems of the
proposed logics. These will be possible directions for future work.
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Abstract. In this paper, a new methodology for ranking the attributes
of a given decision table is proposed. It is a combination of discernibil-
ity relations in rough set theory and decision-making methods based on
interval-valued fuzzy sets. Several acceleration methods based on ran-
domized techniques are also presented to reduce the time complexity of
the proposed methodology. The experiment results shows that the pro-
posed methods are very up-and-coming.

Keywords: Interval Valued Fuzzy Sets · Rough Sets · Decision
making · Attribute importance

1 Introduction

In machine learning (ML), input data usually consists of a set of input attributes
or variables which are individual properties generated from a dataset, used as
input to ML models and represented as numerical or string columns in datasets.
When the ML model outputs prediction, it relies more on some attributes
than others. Fundamentally, model predictions directly depend on the qual-
ity of attributes. Attribute importance is defined as the problem of looking for
attribute ranking according to their importance in classification or regression
tasks.

Attribute importance can be measured using many different techniques, but
one of the most popular techniques is the Random Forest Classifier [4]. Using
the Random forest algorithm, the feature importance can be measured as the
average impurity decrease computed from all decision trees in the forest.

Another simple and commonly used technique is Permutation Feature Impor-
tance. The method focuses on observing how predictions of the ML model change
when we change the values of a single variable.

In [12], we propose a method for feature ranking called RAFAR (Rough-
fuzzy Algorithm For Attribute Ranking). The main idea of RAFAR is to assign
a weight wi to the i-th alternative so that the higher weight means the preferable
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choice. Additionally, we assume that the weight vector can be determined in the
form of a probability vector, and our feature ranking algorithm is based on solving
some optimization problems, which are constructed from the given decision table.

The experiment’s results are very promising. However, it exposes certain
shortcomings that we want to improve in this paper. We propose two improve-
ments including (1) replacing real weight vectors by interval value vectors and
(2) applying a randomized technique to accelerate the process of building opti-
mization problems from data.

The paper is organized as follows: Sect. 2 contains the basic notions about
Interval-Valued Fuzzy sets (IVFS), fuzzy preference relations, and decision-
making methods based on IVFS. The RAFAR methodology and its improved
components are presented in Sect. 3. In Sect. 4, the results of the experiment
on the performance of the RAFAR methodology are presented. The concluding
remarks are described in Sect. 5.

2 Preliminaries

In many real life applications, membership value in the fuzzy set [15] cannot be
exactly defined. A type-2 fuzzy set is a set in which the values of the membership
function are also uncertain.

Below are brief reminders about the Interval-valued fuzzy set (IVFS) [1]
defined over a finite universal, i.e. X = {x1, · · · , xn}.

Each traditional subset A ⊂ X can be identified with a function fA : X →
{0, 1} and inversely A = {x : fA(x) = 1}. For any mapping μA : X → [0, 1], the
value μA(x) is called fuzzy membership function of x to A. Let

Γ([0, 1]) = {(x, y) : 0 ≤ x ≤ y ≤ 1} = {[x, y] : [x, y] ⊆ [0, 1]}

Any mapping m : X → Γ([0, 1]) is called interval-valued fuzzy subset (IVFS).
The family of all IVFS of X is denoted by IVFS(X). Any A ∈ IVFS(X) is a
mapping mA = [lA, rA] : X → Γ([0, 1]) and it can be interpreted as a family of
fuzzy sets S, such that lA(xi) ≤ μS(xi) ≤ rA(xi) for each xi ∈ X. The mapping
lA : X → [0, 1] and rA : X → [0, 1] are called the lower and the upper bound of
the membership interval mA(x), respectively.

2.1 Fuzzy Relations

In traditional set theory, a binary relation (over a set X) is defined to be a subset
of the Cartesian product X ×X. It is quite natural to define fuzzy relations over
X as fuzzy subset of X × X. If X = {x1, · · · , xn} is a finite set, then any fuzzy
relation over X can be represented by an n × n matrix R = (ρij)n×n, where ρij

is a fuzzy value describing the membership degree of (xi, xj) to this relation. If
ρij are intuitionistic fuzzy numbers (IFNs) or interval valued numbers (IVNs),
then the matrix R is called intuitionistic fuzzy matrix (IFM) or interval valued
fuzzy matrix (IVFM), correspondingly.
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Recall that any set R ⊂ X × X is called a relation on X. The relation
R ⊂ X × X is called a (partial) order on X if it is reflexive, antisymmetric and
transitive. In addition, R is a linear order if for any x, y ∈ X, either (x, y) ∈ R
or (y, x) ∈ R. We can extend the concept of linear order into fuzzy preference
relation and intuitionistic fuzzy preference relation as follows:

Definition 1 (Fuzzy Preference Relation - FPR). A fuzzy preference rela-
tion on X is a fuzzy set on X × X, which is characterized by a membership
function μP : X × X → [0, 1], satisfying the additive reciprocal conditions, i.e.:

μP (xi, xj) + μP (xj , xi) = 1 and μP (xi, xi) = 1/2 for all i, j = 1, · · · , n.

If we denote pij = μP (xi, xj), then the fuzzy preference relation can be repre-
sented by the n×n matrix P = (pij)i,j=1;n. The value pij = μP (xi, xj) ∈ [0, 1] is
interpreted as the preference degree of xi over xj . If pij = 1/2, then we say that
there is no difference between xi and xj , pij = 1 indicates that xi is absolutely
better than xj (classical order relation), pij > 1/2 indicates that xi is preferable
to xj . Moreover, the transitive property of an FPR can be expressed by either
additive or multiplicative consistency:

Definition 2 (Additive and Multiplicative Consistent FPR [11]). Let
P = (pij) be a fuzzy preference relation. P is called additive consistent if

pij + pjk + pki =
3
2

for all i, j, k = 1, · · · , n.

P is called multiplicative consistent if

pij · pjk · pki = pji · pik · pkj for all i, j, k = 1, · · · , n.

Notice that if a fuzzy preference relation P = (pij) is additive consistent and
if both pij > 1/2 (xi is preferable to xj) and pjk > 1/2 (xj is preferable to
xk) then pki < 1/2, which implies that pik > 1/2 (xi is preferable to xk). This
means the additive consistent FPRs are also transitive. This fact is also true for
multiplicative consistency.

Definition 3 (IVFPR). The matrix C = (cij)n×n is called interval-valued
fuzzy preference relation (IVFPR) if cij = [λij , ρij ] ⊂ Γ([0, 1]) satisfying:

cii = [0.5, 0.5] and cji = [λji, ρji] = [1 − ρij , 1 − λij ]

for all i, j ∈ {1, · · · , n}. In fact, each IVFPR can be represented by a pair
C = (LC = (lij), UC = (uij)) of two FPR, where

lij =

{
λij if i ≤ j

1 − λji if i > j
and uij =

{
ρij if i ≤ j

1 − ρji if i > j

Matrices LC and UC are called lower and upper bounds of IVFPR C.

The concepts of interval-valued fuzzy relation and interval-valued fuzzy
matrix (IVFM) have been studied by many authors [2,7]. IVFM is a generaliza-
tion of the Fuzzy Matrix and has been useful in dealing with decision-making,
clustering analysis, relational equations, etc.
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3 Attribute Ranking and RAFAR Method

In machine learning, the supervised learning task can be defined in term of train-
ing dataset D = {(x1, y1), · · · , (xm, ym)}, where x1, · · · ,xm are the descriptions
of training objects u1, · · · , um and y1, · · · , ym are the class label of those objects.
Usually, the description of objects are represented by attributes or features,
namely a1, ..., an. Each attribute ai is in fact a function of form: ai : U → Vai

,
where Vai

is called the domain of ai. In other words, xi = (a1(ui), · · · , an(ui)).
Thus, why in rough set theory, the training dataset can be presented in

the form of a decision table, which is a tuple T = (U,A ∪ {d}), where U =
{u1, · · · , um} is the set of objects, A = {a1, · · · an} is the set of attributes and d
is the decision attribute, i.e. d(xi) = yi.

The goal of the attributes ranking problem for the decision table T = (U,A∪
{d}) is to order the features in a ranking list so that the more important features
are at the beginning of the list, while the less important features are located at
the end of the ranking list.

In [12], we propose a new method for features ranking called RAFAR (Rough-
fuzzy Algorithm for Attributes Ranking). This is a hybrid method that combines
discernibility relation of the rough set theory and the ranking method described
in the previous section. The RAFAR method consists of two main steps: (1) con-
structing Intuitionistic Fuzzy Preference Relation (IFPR) for the set of attributes
and (2) searching for an optimal probability vector, i.e. a vector w = (w1, . . . , wn)
such that wi ∈ [0, 1] for i = 1, · · · , n and

∑n
i=1 wi = 1, which is consistent with

this IFPR. Each value wi is related to attribute ai ∈ A so that the higher weight
means the more preferred choice. In [12], four optimization models including
additive consistent models (A1), (A2) and multiplicative consistent models
(M1) or (M2) are applied to generate the probability weight vector for the set
of attributes.

In this paper, we present another ranking method based on IVFPR and
interval-valued fuzzy vectors (IVFV) and show that this approach has more
advanced properties.

3.1 Ranking Method Based on Interval-Valued Fuzzy Sets

Let T = (U,A ∪ {d}) be a given decision table, where U = {u1, · · · , um} and
A = {a1, · · · an}. For any symbolic attribute ak ∈ A, we define

Dk = {(ui, uj) ∈ U × U : d(ui) �= d(uj) and ak(ui) �= ak(uj)}
If ak ∈ A is a continuous attribute, we discretize its domain into b equal length
intervals, where b is a parameter, and use the discernibility relation for the
discretised feature. Dk is in fact the discernibility relation, which is a building
block in rough set theory [6].

At the first step we create an IVFPR denoted by CT = ([λij , ρij ])n×n, where

λij =

{
1 − |Aj |

|Ai∪Aj | if i �= j
1
2 if i = j

ρij =

{ |Ai|
|Ai∪Aj | if i �= j
1
2 if i = j

(1)
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and the problem is searching for an interval-valued fuzzy vector (IVFV):

w = ([l1, r1], · · · , [ln, rn]) ∈ Γ([0, 1])n

where 0 ≤ li ≤ ri ≤ 1 for i = 1, · · · , n that is somehow consistent with CT.
Equation 1 is in fact a modification of the simplified IFPR generation method

presented in [12]. In order to switch from probability weight vector into IVFV,
the normalization condition

∑n
i=1 wi = 1, the additive and multiplicative con-

sistency conditions as well as the corresponding optimization problems should
be also modified. In [10,14], these conditions are redefined as follows:

– Normalization: If the vector w = ([l1, r1], · · · , [ln, rn]) satisfies:

n∑
j=1,j �=i

lj + ri ≤ 1 ≤ li +
n∑

j=1,j �=i

rj for each i ∈ {1, · · · , n} (2)

then it is called the normalized IVFV.
– Consistency: For a given vector w one can define two matrices A =
(A−,A+) = ([a−

ij , a
+
ij ]) and P = (P−,P+) = ([p−

ij , p
+
ij ]), where

[a−
ij , a

+
ij ] =

{
[0.5, 0.5] if i = j[
1+li−rj

2 ,
1+ri−lj

2

]
if i �= j

[p−
ij , p

+
ij ] =

{
[0.5, 0.5] if i = j[

li
li+rj

,
rj

ri+lj

]
if i �= j

• C = (LC , UC) is additive consistent IVFPR if there exists a normalized
IVFV w such that (LC , UC) = (A−(w),A+(w)),

• C = (LC , UC) is multiplicative consistent IVFPR if there exists a normal-
ized IVFV w such that (LC , UC) = (P−(w),P+(w)),

Similar to the case of the probability weight vector, not every IVFPR is either
additive or multiplicative consistent. The relaxation is based on the minimiza-
tion of the differences ‖LC −A−(w)‖ and ‖UC −A+(w)‖. Thus the problem of
searching for the best interval-valued fuzzy vector IVFV can be formulated as
the following optimization problem:

min
n−1∑
i=1

n∑
j=i+1

(| li−rj+1
2 − λij | + | ri−lj+1

2 − υij |)

s.t.

⎧⎨
⎩

n∑
j=1,j �=i

lj + ri ≤ 1 ≤ li +
n∑

j=1,j �=i

rj , for i = 1, ..., n

0 ≤ li ≤ ri ≤ 1, for i = 1, ..., n

This problem can be transformed into a linear programming model by the fact:

Lemma 1. For any x ∈ R, if ξ+ = |x|+x
2 and ξ− = |x|−x

2 then ξ+, ξ− ≥ 0 and
|x| = ξ+ + ξ−, x = ξ+ − ξ−.

Applying the above lemma, the modified additive consistent model, and the
multiplicative model for the interval weight vector [14] are redefined as follows:
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Model (A3): Model (M3):

minJ =
n−1∑

i=1

n∑

j=i+1

(ξ+ij+ξ−
ij+η+

ij+η−
ij) minK =

n−1∑

i=1

n∑

j=i+1

(ξ+ij + ξ−
ij + η+

ij + η−
ij)

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

li−rj+1

2
− λij − ξ+ij + ξ−

ij = 0
ri−lj+1

2
− υij − η+

ij + η−
ij = 0

ξ+ij , ξ
−
ij , η

+
ij , η

−
ij ≥ 0

⎫
⎪⎬

⎪⎭

(∗)

∑

k �=i

lk + ri ≤ 1 ≤ li +
∑

k �=i

rk

0 ≤ li ≤ ri ≤ 1

⎫
⎬

⎭
(∗∗)

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

li − λij(li + rj) − ξ+ij + ξ−
ij = 0

ri − υij(ri + lj) − η+
ij + η−

ij = 0

ξ+ij , ξ
−
ij , η

+
ij , η

−
ij ≥ 0

⎫
⎪⎬

⎪⎭

(∗)

∑

k �=i

lk + ri ≤ 1 ≤ li +
∑

k �=i

rk

0 ≤ li ≤ ri ≤ 1

⎫
⎬

⎭
(∗∗)

where
(*) holds for all 1 ≤ i < j ≤ n

where (*) holds for all 1 ≤ i < j ≤ n

and (**) holds for all 1 ≤ i ≤ n. and (**) holds for all 1 ≤ i ≤ n.

Using one of the models (A3) or (M3), we find out the interval weight
vectors wi = (li, ri) which is assigned to the ith attributes for i = 1, ..., n.

3.2 Ordering Interval-Valued Fuzzy Numbers

Many useful methods have been developed to compare two interval-valued fuzzy
numbers as well as to arrange a set of IVFN in a linear order. The first idea
is to evaluate each interval a = [la, ra] by a real value S(a) called score, i.e.:
a ≤ b ⇐⇒ S(a) ≤ S(b).

The simplest score is the interval center S0(a) =
la + ra

2
. Based on this

function, a parameterized score function was defined in [5]:

Sλ(a) = (la + ra − 1)(1 + ra − la) + λ · (ra − la)2

where λ ∈ [−1, 1] is the risk parameter given by the decision maker in consensus,
reflecting a DM’s attitude towards risk.

Another score function [16] has a form S(a) = (L(a),H(a)), where

L(a) =
ra

1 + ra − la
; H(a) = la − ra + 1;

H and L are called the Accuracy and the Similarity functions. Using those
functions two intervals can be compared as follows:

a > b ⇐⇒ L(a) > L(b) or (L(a) = L(b) and H(a) > H(b))

In [13], the authors introduced a method for comparisons and rankings of
intervals based on calculating the degree of preference a and b by:

p(a ≥ b) =
max(0, ra − lb) − max(0, la − rb)

wa + wb

The value p(a ≥ b) ∈ [0, 1] can be interpreted as the likelihood of the event that
when for two randomly picked numbers x ∈ a and y ∈ b the inequality x ≥ y
holds. This function satisfies the condition: p(a ≥ b) + p(b ≥ a) = 1, therefore if
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Table 1. Example of 2 additive consistency ranking methods for WDBC data set

Att.Nr (A1) (A3) Scores
i wi li ri S0 L p

V11 0 0 0 0 0
V12 0 0 0 0 0 0.5
V13 0 0 0 0 0 0.5
V14 0 0 0 0 0 0.5
V15 0 0 0 0 0 0.5
V16 0 0 0 0 0 0.5
V17 0 0 0 0 0 0.5
V18 0 0 0 0 0 0.5
V19 0 0 0 0 0 0.5
V20 0 0 0 0 0 0.5
V29 0 0 0 0 0 0.5
V30 0 0 0 0 0 0.5
V10 0 0 0.028 0.014 0.029 1.000
V9 0 0 0.052 0.026 0.055 0.648

V5 0 0 0.056 0.028 0.059 0.516
V2 0 0 0.282 0.141 0.393 0.835
V24 0 0 0.321 0.161 0.473 0.532
V25 0 0 0.328 0.164 0.488 0.505
V4 0 0 0.350 0.175 0.538 0.516
V26 0 0 0.355 0.178 0.551 0.504
V22 0 0 0.410 0.205 0.696 0.536
V6 0 0 0.450 0.225 0.817 0.523
V1 0.142 0 0.503 0.251 1.012 0.528
V3 0.006 0 0.528 0.264 1.118 0.512
V27 0 0 0.554 0.277 1.241 0.512
V23 0.146 0.004 0.558 0.281 1.250 0.504
V21 0.193 0.011 0.565 0.288 1.266 0.506
V7 0 0.028 0.581 0.305 1.303 0.515
V8 0.216 0.141 0.694 0.418 1.556 0.602
V28 0.296 0.262 0.816 0.539 1.829 0.610

p(a ≥ b) > 0.5, a is said to be superior to b to the degree of p(a ≥ b), and it is

denoted by a
p(a≥b)

≥ b.
An example of application of models (A1) and (A3) on the WDBC data

set [9] is shown in Table 1. The WDBC dataset contains features extracted from
a digitized image of a fine needle aspirate of a breast mass which describes
the characteristics of the cell nuclei in the image. This dataset consists of 569
instances with 30 attributes and two decision classes. The features are denoted
by V 1, V 2, · · · , V 30.

We can notice that it returns a non-zero value to six features and a 0 value to
the other 24 features. This fact means these 24 features are not comparable by
model (A1). The result of model (A3) is shown in columns li and ri. In this case,
only 12 features are not comparable. The next two columns in Table 1 present
the values of S0 and L scores and the features V 1, · · · , V 30 are ranked with
respect to S0. The column p presents the probability that the current feature is
better than the feature in the previous line. One can notice the fact that in this
example, all three score functions are consistent. Moreover, features V7 and V27
are ranked very high by model (A3), while they are treated as not important
by the model (A1).

3.3 Randomized RAFAR

The main drawback of RAFAR method is the calculation time for the matrix
construction step, in which either IFPR or IVFPR is calculated. Equation 1
suggests that the time complexity for matrix calculation is O(n2 ·m logm), where
n is the number of attributes and m is the number of objects. In this section,
we propose several modification methods that make RAFAR more scalable, but
still maintain the same level of accuracy.
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The first method called randomized RAFAR is in fact the sampling tech-
nique. The idea is based on the observation that RAFAR method is dealing with
an uncertain information about the order relation between pairs of attributes
as well as the weight of each single attribute. IVFPR contains intervals of pos-
sible uncertain values and can be approximately determined. The sketch of the
randomized IVFPR construction method is as follows:

For each pair (k, l) such that 1 ≤ k < l ≤ n:
1. Select randomly a sample set of objects X ⊂ U such that |X| ≈ p · |U |,

where p ∈ [0, 1] is a parameter.
2. Calculate |Ak(X)|, |Al(X)| and |Ak(X) ∪ |Al(X)|, where

Ak(X) = {(ui, uj) ∈ X × X : d(ui) �= d(uj) and ak(ui) �= ak(uj)}

3. Set λkl =

{
1 − |Al(X)|

|Ak(X)∪Al(X)| if k �= l
1
2 if k = l

ρkl =

{ |Ak(X)|
|Ak(X)∪Al(X)| if k �= l
1
2 if k = l

The time complexity of the first method is O(p · n2 · pm). The experiment
results on benchmark data sets show that the accuracy of RAFAR remains very
high for 0.01 ≤ p ≤ 0.1.

For the datasets with large number of attributes, the second method based
on the decomposition technique can be applied. Given a decision table T =
(U,A ∪ {d}) with the set of objects U = {u1, · · · , um} the set of attributes
A = {a1, · · · , an} and the decision attributes d.

Decomposition (p, q)
1. Sampling n subsets of objects X1, · · · ,Xn ⊂ U such that |Xi| ≈ pm
2. Sampling n subsets of attributes A1, · · · , An ⊂ A such that |Ai| ≈ qn and

ai ∈ Ai. Create n decision tables T1, · · · ,Tn, where Ti = (Xi, Ai ∪ {d}).
3. Apply model A3 or M3 to each of decision sub-tables T1, · · · ,Tn to

generate optimal interval-valued fuzzy vectors w1, · · · ,wn ∈ Γ([0, 1])n.
4. Combine all IVFV w1, · · · ,wn to create a final ranking list of attributes.

We propose two combination methods to making the final ranking from n
IVFV w1, · · · ,wn. Assume [l1k, r1k], · · · , [lnk, rnk] are the IVFN corresponding
to attribute ak in w1, · · · ,wn. The first method, called arithmetic mean of inter-
vals, the combined IVFN of ak is defined by[

l1k + · · · + lnk

n
,
r1k + · · · + rnk

n

]

The correctness of this method is based on the following observations:

– The weighted arithmetic mean of two normalized interval weight vectors is
also a normalized interval weight vector

– Any interval weight vector w = ([l1, r1], · · · , [ln, rn]) of length n > 2 can be
normalized, e.g. there exists a monotone transformation T so that

T (w) = (T ([l1, r1]), · · · , T ([ln, rn]))

is a normalized interval weight vector.
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The proofs of these facts are quite long and technical. We will present them
in the extended version of this work.

In the second method, called fuzzyfication-defuzzyfication, we associate each
attribute ak with a fuzzy subset μk of the interval [0, 1] defined by

μk(x) =
μ1k(x) + · · · + μnk

n
, where μik(x) =

{
1 if x ∈ [lik, rik]
0 otherwise.

Let wk be the defuzzyfication value of μk. The attributes from A can be ranked
according to w1, · · · , wn.

4 Experiment Results

The quality of an attributes ranking list can be represented by the accuracy
curve. For a given ranking list RL = (a[1], a[2], · · · , a[n]) of attributes from A (n
is the number of attributes from A), the accuracy curve of ranking list RL using
classification algorithm A is the graph of the function MA : {1, · · · , n} → [0, 1],
where MA(m) is the accuracy of A for the dataset restricted to the first m
attributes of the ranking list RL. For a fixed value of m we evaluate the accuracy
of the classifier using 5-fold-cross-validation technique. Intuitively, we say that
the ranking list RL1 is better than RL2 if the accuracy curve of RL1 is above
the accuracy curve of RL1.

4.1 Accuracy Analysis

We present the accuracy comparison of the ranking lists returned by Random
Forest Feature Importance (RFFI) [8] and four RAFAR optimisation models
(A1), (A3), (M1), (M3) on the WDBC dataset [9], which has been mentioned
in Sect. 3.2.

We apply 3 classifiers kNN, SVM and Decision Tree and WDBC dataset to
perform this comparison analysis and the results of this experiment are presented
in Fig. 1.

The first classifier in our experiment is kNN. As it was proved in [12], the
optimal value of k for kNN classifier on WDBC dataset equals to 9. Therefore
the 9NN classifier is used in our experiments. We can notice the fact that in case
of 9NN, the ranking lists generated by models (A1) and (A3) have the same
accuracy curve and both are better than the ranking generated by RFFI. How-
ever, when comparing with the multiplicative models, the ranking list generated
by RFFI is better than by (M1) but is worse than (M3).

In case of a Decision Tree, RFFI should be the best technique because random
forest is very close to the tree. However, the ranking list generated by interval
value vector approach (models (A3) and (M3)) has very similar accuracy curve.
For the SVM classifier (Fig. 2) all ranking lists generated by different RAFAR
models, except (M1), are a little bit better than RFFI.
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Fig. 1. The accuracy comparison between five attributes ranking methods using 9NN
and the Decision Tree classifiers on WDBC dataset.

4.2 Scalability Analysis

To demonstrate the applicability of RAFAR to larger data, we consider the
HIGGS dataset [3], which has been produced using Monte Carlo simulations.
The data consists of 10.5 million in observations and 21 attributes related to the
kinematic properties of the particle in the accelerator. The last seven attributes
are high-level features calculated from the 21 original attributes. These seven
synthetic attributes have been derived by physicists and have greater discrimi-
nating power when classifying between two classes.

The experiment on the HIGGS dataset was performed on all 28 attributes. We
compare, with respect to execution time and accuracy, two methods for matrix
generation: (1) the simplified method presented in [12] and (2) the randomized
technique presented in the previous Session. The execution time for IFPR gen-
eration is 1545.78 s, while the randomized algorithm with sample size p = 10%
completes the calculation in 228.15 s only. Figure 3 presents the accuracy curves
of SVM and Decision Tree classifiers over 4 ranking lists:

– No ranking: the original list of attributes;
– Additive r-sRAFAR: the ranking list generated by randomized RAFAR

with sample size p = 10%, using model (A1)
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Fig. 2. The accuracy comparison between five attributes ranking methods using SVM
classifier on WDBC dataset.

– Multiplicative r-sRAFAR: the ranking list generated by randomized
RAFAR with sample size p = 10%, using model (M3)

– Multiplicative sRAFAR: the ranking list generated by RAFAR using
model (M3)

Since the ranking lists generated by model (A1) for two matrices are almost the
same, only one accuracy curve is shown. We can notice that randomized RAFAR
is 7 times faster than standard RAFAR, but their quality is on a similar level.

Fig. 3. Accuracy comparison between different strategies using SVM and Decision Tree
classifiers on the HIGGS dataset.

5 Conclusions

This paper describes a Rough-Fuzzy hybrid method for attribute ranking prob-
lems. The idea of using interval-valued numbers to manage the uncertain infor-
mation about the final weight of attributes seems very effective.
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The proposed methodology is quite universal, and many components inside
RAFAR can be improved or replaced by others. In this paper, only the discerni-
bility power of attributes was considered when calculating the final ranking. In
the future, we plan to add more aspects and apply multi-criteria group decision
making methods to the RAFAR methodology.
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Abstract. In this paper, given data about the population, traffic acci-
dents, roads, and facilities of every grid square of two cities, we propose
a method for analyzing traffic accidents. Considering each grid square
a decision making unit (DMU) outputs traffic accidents for conceivable
risk factors, we apply the Data Envelopment Analysis (DEA). Namely,
the efficient DMUs are risky grid squares and the efficiency score of each
DMU works as an indicator of the risk. This approach enabled us to
evaluate the level of the traffic accident risk of each grid square in a
standardized manner. Performing the DEA method in each city under
several scenarios, risky grid squares are found. Applying weights that
qualify the risky grid squares to all grid squares of the two cities, we
compare the traffic accident risk between the two cities. Through this
paper, the potentiality of the DEA applications in analyzing traffic acci-
dents is demonstrated.

Keywords: Traffic accident analysis · data envelopment analysis
(DEA) · grid division

1 Introduction

In recent years, traffic accidents have decreased due to the development of safety
devices for automobiles and road safety improvements. Nevertheless, traffic acci-
dents are still a significant problem close to the people as many lives are lost
annually by traffic accidents [1]. Therefore collecting and analyzing traffic acci-
dent data are valuable for creating more safe and secure societies by reducing
the number of traffic accidents. Indeed, traffic accident data have been recorded
and composed of traffic accident statistics [2,3]. The analysis of traffic accident
data is active not only in Japan but also all over the world [4,5]. Collecting data
through telematics [6] and analyzing it would work very well for reducing traffic
accidents in the future. The importance of data analysis is increasing.
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In this study, we analyze data about the population, traffic accidents, roads,
and facilities of every grid square of two cities. The ultimate goal is to build a
method for predicting traffic accidents from the assumption that grid squares
sharing the same characters will be similar in traffic accidents. The establish-
ments of the analysis and the procedure for finding characters closely related the
traffic accidents are the uneasy tasks for the goal at this stage. As the first stage
of this study, we propose an analysis applicable to the given data for providing
some useful and meaningful results.

The obtained data includes traffic accident and road data but no traffic vol-
ume data. From those data, we find some data regarded as risk factors and the
numbers of traffic accidents regarded as results. Then, we consider that each
grid square is a decision making unit producing traffic accidents as outputs
from risk factors as inputs. Accordingly, we apply the data envelopment analysis
(DEA) [7,8] for the given data. In this analysis, efficient grid squares are found
and identified as risky grid squares because they produce more traffic accidents
from fewer risk factors. Moreover, the efficiency score of each grid square works
as a risk measure. Picking out risky grid squares would be valuable because we
may find reasons why the grid squares are risky by comparing the grid squares
having similar risk factors.

This paper is organized as follows. The data envelopment analysis (DEA) is
briefly reviewed in the next section. In Sect. 3, the idea as well as the methods
for coping with difficulties in the application of DEA to the grid traffic accident
data are described together with data treatments. The results of the applications
of the DEA are shown in Sect. 4. In Sect. 5, some concluding remarks are given.

2 Data Envelopment Analysis

In this paper, we use the data envelopment analysis (DEA) [7,8] for evaluating
the traffic accident risk of grid squares, i.e., zones of a city. DEA [7,8] was pro-
posed originally for evaluating the efficiency of activities of people or organiza-
tions called decision-making units (DMUs) having multiple inputs and outputs.
Although many DEA models [8] have been proposed so far, we use the original
DEA model called the CCR model [7] proposed by Charnes, Cooper, and Rhodes
in 1978. Then we introduce briefly only the CCR model.

Consider n DMUs and let DMUk indicate the k-th DMU. Let xk = (x1k,
x2k, ..., xpk)T be the vector of values of the p input items of DMUk and yk =
(y1k, y2k, ..., yqk)T be the vector of values of the q output items of DMUk (k =
1, 2, ..., n). The efficiency score θk of the DMUk is assumed to be given by the
following equation, where the weight of the i-th input is wi > 0, i = 1, 2, ..., p
and the weight of the j-th output is vj > 0, j = 1, 2, ..., q.

θk =
Total output
Total input

=

q∑

j=1

vjyjk

p∑

i=1

wixik

. (1)
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When weights wi > 0, i = 1, 2, ..., p and vj > 0, j = 1, 2, ..., q are speci-
fied concretely, we obtain the efficiency score θk, k = 1, 2, ..., n. However, the
determination of those weights would not be an easy task. Consider that each
DMU has a different policy so that the standpoints can be different by DMUs.
Accordingly their weights of items will be different. To overcome this difficulty,
DEA evaluates the efficiency score of a DMU by selecting the most favorable
weights for the DMU under the constraints all efficiency scores of DMUs with
that weights are not larger than 1. Then the efficiency score of DMUk is obtained
as the optimal value of the following linear fractional programming problem:

maximize θk =

q∑

j=1

vjyjk

p∑

i=1

wixik

subject to

q∑

j=1

vjyjl

p∑

i=1

wixil

≤ 1, l = 1, 2, ..., n,

wi ≥ 0, i = 1, 2, ..., p, vj ≥ 0, j = 1, 2, ..., q.

(2)

This linear fractional programming problem is reduced to the following linear
programming problem, which is solved, for example, by the simplex method.

maximize θk =
q∑

j=1

vjyjk

subject to
p∑

i=1

wixik = 1,
q∑

j=1

vjyjl ≤
p∑

i=1

wixil, l = 1, 2, ..., n,

wi ≥ 0, i = 1, 2, ..., p, vj ≥ 0, j = 1, 2, ..., q.

(3)

DMUk is called D-efficient when the optimal value of this linear programming
problem is 1, i.e., θ∗

k = 1. It is known that D-efficiency is a weaker concept than
the perfect efficiency. If θ∗

k < 1, the activity of DMUk is not efficient. Even
DMUk is not efficient, the optimal value θ∗

k shows the degree of efficiency. θ∗
k is

called the D-efficiency score of DMUk.
When θ∗

k = 1, the perfect efficiency is checked by solving the following linear
programming problem:

maximize ω =
p∑

i=1

si +
q∑

j=1

tj

subject to
n∑

l=1

λlxil + si = xik, i = 1, 2, ..., p,

n∑

l=1

λlyjl − tj = yjk, j = 1, 2, ..., q,

si ≥ 0, i = 1, 2, ..., p, tj ≥ 0, j = 1, 2, ..., q,
λl ≥ 0, l = 1, 2, ..., n.

(4)
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If the optimal value of this linear programming problem is zero, i.e., ω∗ = 0, the
activity of DMUk is perfectly efficient.

3 Application of DEA to Grid Traffic Accident Data

3.1 Data and Preparations

We analyze the data about the population, traffic accidents, roads, and facilities
of every grid square of two cities collected from 2017 to 2021 (five years). The size
of the grid square is 300m× 300m. The data consists of environmental data and
traffic accident data given for each grid square of two cities. The environmental
data includes the population, the number of households, the number of crossings,
the number of educational facilities, etc. while traffic accident data includes the
frequency distributions over various categorizations of accidents, the frequency
distribution over the speeds when the drivers of cars/motorcycles in accidents
perceived as dangerous (for short, danger perception speeds), etc. From items
of data, we couple the items of risk factors with the items of traffic accidents.
Namely, the data about risk factors work as the inputs while the data about
traffic accidents work as the outputs. Then we apply the DEA to the grid traffic
accident data regarding a grid square as a DMU. Then we find efficient DMUs
which are considered risky grid squares in this application.

The first difficulty is that the data includes many zeros because of no popu-
lations or no traffic accidents in the grid squares. The original DEA assumes all
input values are positive because the denominator of the linear fractional func-
tions of Problem (2) can become zeros. Then we exclude DMUs (grid squares)
which take zeros for all items of risk factors. Moreover, we exclude the items of
risk factors whose values of DMUk are zero. Similarly, if the output data of a
DMU are all zeros, the D-efficiency score becomes zero. We exclude all DMUs
(grid squares) such that all items of traffic accidents take zeros.

The second difficulty is that the power of potential influence of item categories
does not reasonably reflected in DEA when we apply the given items directly. For
example, traffic accidents are classified into three categories, i.e., fatal accidents,
serious injury accidents, and slight injury accidents. If a big positive number is
given to the weight of slight injury accidents and zeros are given to the weights
of serious and fatal accidents, a strange result is obtained. For example, a grid
square with a certain number of slight injury accidents and no fatal and serious
injury accident is evaluated as riskier than a grid square with no slight injury
accident and big number of fatal and serious injury accidents. To avoid such a
strange result, we should take care of the power of potential influence of item
categories reasonably when we apply the DEA. Namely, in the example above,
the power of potential influence of fatal accidents is more than that of slight
injury accidents and that of serious injury accidents. To overcome this difficulty,
we use the number of cases in all item categories influences not less than an item
category, instead of the number of cases in an item category. In the case of the
example, we consider the items, accidents of not less severe than slight injury,
accidents of not less severe than serious injury, and fatal accidents.
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Table 1. Statistics of the grid traffic accident data of two cities

Number of grid squares City A City B

total 450 1517
with no population 74 793
with no traffic accidents 95 942
with no danger perception speed data 109 953
with no danger perception speed not less than 10 km/h 33 50
with no danger perception speed not less than 20 km/h 70 84
with no danger perception speed not less than 30 km/h 72 155
with no danger perception speed not less than 40 km/h 64 133
with no danger perception speed not less than 50 km/h 65 84
with at least one danger perception speed not less than 60 km/h 37 58

3.2 The Input and Output Data

Although we considered several combinations of input and output data, we could
not find many good combinations, because (i) the given traffic data does not
include very many factors potentially increasing traffic accidents, and (ii) inputs
independently increasing traffic accidents can produce strange results that DMUs
with normal output values become efficient if a few inputs take small values and
other inputs take sufficiently big values. The strange results of (ii) come from
discarding inputs with sufficiently big values in Model (1). Therefore, factors
conjunctly increasing traffic accidents should be selected as inputs. Among good
combinations, we describe the results when we choose the danger perception
speed as the input factor, i.e., the risk factor, and the traffic accident as the
output factor. The danger perception speed is divided into six categories, i.e.,
0 km/h–10 km/h, 10 km/h–20 km/h, ..., 50 km/h–60 km/h, and the number of
cases in each category is given. Considering the power of potential influence of
item categories, we convert the item categories to 0 km/h or more (I1), 10 km/h
or more (I2), ..., and 50 km/h (I6) or more. Therefore, we have six inputs. On
the other hand, traffic accidents are classified into three categories, i.e., fatal
accidents, serious injury accidents, and slight injury accidents. Similarly, consid-
ering the power of the potential influence of item categories, we convert the item
categories to accidents of not less severe than slight injury (O1), accidents of not
less severe than serious injury (O2), and fatal accidents (O3) in the same way as
described in the previous subsection. Then we have three outputs. Substituting
the value of Ii and the value of Oj for xi and yj (i = 1, 2, ..., 6, j = 1, 2, 3),
respectively, we apply the DEA to data of each city, i.e., City A and City B,
separately, and to the joint data of both cities.

4 Results of the Applications of DEA

4.1 Outline of Data

Applying the DEA to data of City A and City B, separately. City A is a small
city located in the suburbs of metropolitan areas, while City B is a central city
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Fig. 1. The color-coded map of traffic accident risk levels for City A (Map Data by
OpenStreetMap, under ODbL (https://www.openstreetmap.org/copyright))

Table 2. Frequency distributions of D-efficiency scores in Cities A and B, respectively.

D-efficiency score Color Risk Level City A City B

1.0 (perfectly efficient) red risky 3 2
1.0 (D-efficient) purple almost risky 0 22
0.5–1.0 orange fairly risky 16 19
0.3–0.5 green modestly risky 43 35
0–0.3 blue not very risky 279 466

located between two metropolitan areas including an arterial road. City B is
bigger than City A and includes the sea coast and mountain area. Those cities
are adjacent. Both cities are divided into many 300m × 300m squares. Then we
have grid squares.

The statistics of the grid traffic accident data of Cities A and B are shown in
Table 1. In Table 1, the set of grid squares with no traffic accidents is included
in the set of grid squares with no danger perception speed data. The difference
shows that traffic accidents without cars and motorcycles and exceptional acci-
dents. We note that the set of grid squares with no population is not always
included in the set of grid squares with no traffic accidents. However, this inclu-
sion holds in the cases of those two cities. As shown in Table 1, the ratio of grid
squares having high danger perception speeds in City A is higher than that of
City B. This is because City B has many grid squares with no population as well
as with no traffic accidents as it includes a mountain area.

https://www.openstreetmap.org/copyright
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Fig. 2. The color-coded map of traffic accident risk levels for City B (Map Data by
OpenStreetMap, under ODbL (https://www.openstreetmap.org/copyright))

4.2 Results of the Analysis

Applying DEA to the data in City A and City B, separately, we obtain D-
efficiency scores for grid squares having danger perception speeds. The grid
squares are categorized into five classes by the D-efficiency scores. The five classes
are perfectly efficient class, D-efficient but not perfectly efficient class, the class
of D-efficiency score in [0.5, 1), the class of D-efficiency score in [0.3, 0.5) and
the class of D-efficiency score less than 0.3 and they are considered class of risky
squares, the class of almost risky squares, the class of fairly risky squares, the
class of modestly risky squares and the class of not very risky squares, respec-
tively. Figures 1 and 2 show the results of the analysis of Cities A and B, respec-
tively, where red, purple, orange, green, and blue colors represent risky squares,
almost risky squares, fairly risky squares, modestly risky squares, and not very
risky squares, respectively. The number of grid squares classified into each class
is shown in Table 2. We found three risky grid squares and no almost risky grid
squares in City A, and two risky grid squares and 22 almost risky grid squares
in City B. We observe that City B has a much higher proportion of grid squares
considered risky and almost risky than City A. This may come from the fact
that an arterial road skirts City B.

We compare the evaluations of traffic accident risks between City A and
City B. To this end, we draw correlation diagrams of efficiency (risk) scores
using the weights ui, i = 1, 2, ..., p and vj , j = 1, 2, 3 of (1) obtained for risky

https://www.openstreetmap.org/copyright
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Table 3. Weights for Risky Grid Squares in Cities A and B

O1 O2 O3 I1 I2 I3 I4 I5 I6

Square A1 0.142857 0 0 1 – – – – –
Square A2 0.0714286 0.178571 0.678571 0.5 – – – – –
Square A3 0.142857 0.357143 0 1 0 0 0 – –

Square B1 0 1 0 1 – – – – –
Square B2 0.166667 0 0.833333 1 0 0 0 – –

Table 4. Input and Output Data of Risky Grid Squares in Cities A and B

O1 O2 O3 I1 I2 I3 I4 I5 I6

Square A1 7 0 0 1 – – – – –
Square A2 2 1 1 2 – – – – –
Square A3 2 2 0 1 1 1 1 – –

Square B1 6 1 0 1 – – – – –
Square B2 1 1 1 1 1 1 1 – –

grid squares (perfect efficient ones) in Cities A and B, where we note that the
number of inputs p depends on the risky grid square because we erase inputs
taking zero values. The weights ui, i = 1, 2, ..., p and vj , j = 1, 2, 3 are shown in
Table 3. In Table 3, Square A1, Square A2, and Square A3 are risky grid squares
in City A while Square B1 and Square B2 are risky grid squares in City B. As
for input, only the weight of I1 is positive. Namely, danger perception speeds
do not influence the risk evaluation but the total number of positive danger
perception speeds. The input and output data of those risky grid squares are
shown in Table 4. From Table 4, we observe that there are many slight injury
accidents with no running cars in Square A1 and Square B1. The weight vector
obtained for Square B1 is interesting, the weight of output O1 takes zero while
its value looks large in proportion to the value of input I1.

The correlation diagrams for all 3× 2 combinations are shown in Figs. 3 and
4. In Fig. 3, data of City A are plotted while in Fig. 4, data of City B are plotted.
In those figures, “Score by Ai" and “Score by Bj" written along the vertical and
horizontal axes imply that axes show efficiency scores using weights of Squares
Ai and Bj (i = 1, 2, 3, j = 1, 2), respectively. The red lines in those figures show
the points that the two compared evaluations are the same. From those figures,
we see that the evaluation by the weights obtained for Square B1 is different
from others. Because the weight of O1 is zero in Suquare B1 while they are
positive in Suquares A1, A2, and A3. Indeed, Square B1 locates in the mountain
area while other squares locate in the town. This is why there are many points
on the horizontal axis. The evaluation by the weights obtained for Square B2
gives larger values than the evaluation by those obtained for Square A1 so that
points in the upper right figures locate over the red lines in Figs. 3 and 4. The
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Fig. 3. Correlation diagrams for comparing Cities A and B with City A data

evaluation by the weights obtained for Square B2 is more or less similar to the
evaluations by the weights obtained for Squares A2 and A3. The largest score
of a grid square in City B exceeds 1 in the evaluations obtained by the weights
for Squares A1, A2, and A3 as shown in Fig. 3. Similarly, the largest score of
a grid square in City A exceeds 1 in the evaluations obtained by the weights
for Squares B1 and B2 as shown in Fig. 4. These imply that all potential traffic
accident patterns are not encompassed by the data of a city and the analysis
with data from more cities is preferable. Although there are no almost risky
grid squares in City A, we observe a few grid squares in City A take 1 in the
evaluation by the weights obtained for Squares A2 and A3. This implies that
there are multiple weights for evaluating Squares A1, A2, and A3 as D-efficient.
Indeed, in Table 3, the weight of O1 is essentially same among Squares A1, A2
and A3 as their ratios of the weight O1 to the weight I1 are same. Therefore,
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Fig. 4. Correlation diagrams for comparing Cities A and B with City B data

Square A1, a perfectly efficient grid square with only two positive weights on I1
and O1, takes 1 in all evaluations by weights obtained for Squares A1, A2, and
A3.

4.3 Analysis of the Joint Data of Two Cities

As the data of a city was not sufficient for encompassing all potential traffic
accident patterns, we apply the DEA for the joint traffic accident data of Cities
A and B. Figure 5 shows the color-coded map of traffic accident risk levels as the
result of the application of the DEA to the joint data. As shown in Fig. 5, we
obtained four risky grid squares, two almost risky grid squares, 35 fairly risky grid
squares, 61 modestly risky grid squares, and 803 not very risky grid squares. From
those results, we found that one of the risky grid squares obtained by individual
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Fig. 5. The color-coded map of traffic accident risk levels in the joint data (Map Data
by OpenStreetMap,under ODbL (https://www.openstreetmap.org/copyright))

analysis is degraded and many almost risky grid squares are classified into less
risky categories. Indeed, Square A2 is downgraded to a fairly risky grid square.
The weights obtained for Squares A1, A3, B1 and B2 are shown in Table 5. The
weights are adjusted so that there are no grid squares whose risk scores exceed
1. We note that it is sufficient to use only risky (efficient) grid squares obtained
in DEA applications to the individual data of cities for obtaining the weights in
DEA applications to the joint Data.

Table 5. Weights for Risky Grid Squares Obtained by the Analysis of the Joint Data

O1 O2 O3 I1 I2 I3 I4 I5 I6

Square A1 0.142857 0 0 1 – – – – –
Square A3 0.1 0.4 0 1 0 0 0 – –
Square B1 0.1 0.4 0 1 – – – – –
Square B2 0.142857 0.142857 0.714286 1 0 0 0 – –

https://www.openstreetmap.org/copyright
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5 Concluding Remarks

We have proposed the application of DEA to the analysis of grid traffic accident
data. By the DEA, we found risky grid squares and we obtained the risk scores
of all grid squares of the analyzed cities. By comparing the risky grid squares
obtained by DEA applications to individual cities, we found a difference in risk
evaluation. The difference would come from the character of the grid square.
Moreover, we found that the data of a city is not always sufficient for covering
all possible traffic accident patterns. It would be recommended to analyze the
joint data of cities. By surveying the factors for the traffic accident risk at the
risky grid squares not appear in the data, we hope that the safety of that square
is improved. The selection of input items and output items for application to the
DEA is important. We will find more combinations of input and output items
by introducing a sufficient volume of telematics data. Finally, we may examine
the applications of other models of DEA to the grid traffic accident data for
improving the usefulness of the analysis.
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Abstract. In a decision problem, there are various types of decision
criteria. Some criteria are quantitative, represented by objective numer-
ical data, and others are qualitative, represented by subjective linguistic
data given by a decision maker. Moreover, a decision maker has the ideal
and negative ideal in her mind regarding some criteria even if she cannot
afford them now. However, she has yet to specialize in some criteria and
accepts the alternatives positively. The conventional methods were pro-
posed under the conditions of their indigenous types of criteria. Hence,
other types of criteria than the specific ones are ignored or forced to
be transformed into the type by some additional tasks. Our approach
considers quantitative and qualitative criteria and the ideal and nega-
tive alternatives if there are in a decision maker’s mind. We propose the
models to obtain local evaluations of alternatives under each type of cri-
terion. The processes are built to normalization as a premise since the
local evaluations under all criteria are aggregated into overall evaluations.

Keywords: Analytic Hierarchy Process · Qualitative and
quantitative · Ideal and negative ideal · Multi-criteria decision analysis

1 Introduction

We make various decisions in our daily lives repeatedly. Decision problems are
simple or complex, private issues or concerned public issues with some stake-
holders, and time-consuming or intuitively quick. Those who make decisions are
private individuals and a group of people, such as a representative of an organi-
zation or the organization itself. The goal of the multi-criteria decision aiding is
to assist decision makers in taking actions in the light of their knowledge [4].

Various methods exist to evaluate alternatives based on multiple decision
criteria or conditions. At the same time, they make the decision process organized
and transparent so they help stakeholders to understand the final decision. In the
case of private decision making, for a decision maker who faces some difficulties,
understanding her thinking on the issue is practical. The usefulness of the multi-
criteria decision analysis is to reveal the decision making process. It is essential
to consider a decision maker’s thinking on the decision problem and to derive
the result reflecting as it is. A system to help decision makers to choose the
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method relevant for each case has been proposed in [3], where characteristics of
decision problems are concerned with four features such as preference elicitation
and preference recommendation. This study proposes a multi-criteria decision
analysis method for a decision problem consisting of various types of decision
criteria.

Our method considers both quantitative and qualitative criteria and the ideal
and negative alternatives if there are in a decision maker’s mind. In all types of
decision criteria, the local evaluation of an alternative is denoted as the sum or
average of its superiorities or preferences over all the other alternatives. The con-
cept is based on pairwise comparison, which is given by comparing an alternative
to the other alternative one by one.

On a quantitative criterion, we have objective numerical data of the alterna-
tives and the ideal and negative ideal, if they are. The local evaluations are
the sum of preference degrees of an alternative to all alternatives based on
PROMETHEEiii [2]. On a qualitative criterion, we have subjective linguistic
data given by the decision maker instead of numerical data. If the decision
maker has her ideal and/or negative ideal, she compares each alternative to
them. Otherwise, she compares all the pairs of alternatives. Based on AHP, the
local evaluations are the geometric mean of the comparisons of an alternative to
all alternatives [6].

The obtained local evaluations are normalized between 0 and 1 and aggre-
gated into overall evaluations considering the priority weights of criteria. The
PROMETHEE was applied to many fields, sometimes with the AHP [1]. In such
hybrid models, the priority weights of criteria are obtained by the AHP, and
the local evaluations of alternatives are obtained by the other methods such as
PROMETHEE [7,8]. In this study, we use both the AHP and PROMETHEE to
obtain the local evaluations reflecting the criteria types.

This paper is organized as follows. In the next section, a decision problem
in the multi-criteria decision analysis is defined from the view of criteria varia-
tion. In Sect. 3, the problems to derive local evaluations under quantitative and
qualitative decision criteria and with and without ideal and negative ideal are
proposed. From the local evaluations under all criteria, the overall evaluations
are obtained. Section 4 illustrates the proposed method with an example decision
problem consisting of various decision criteria. We draw a conclusion in Sect. 5.

2 Decision Problem

Multi-criteria decision analysis is a method that compares the superiority or
inferiority of alternatives under multiple decision criteria. In this paper, the goal
is to assign an overall evaluation value to an alternative.

The hierarchical structure of a decision problem is illustrated in Fig. 1. There
are n alternatives, Aj , j = 1, . . . , n, and m criteria, Ci, i = 1, . . . ,m. A criteria
is divided into sub-criteria Cii′ , i′ = 1, . . . , mi. An overall evaluation value of an
alternative is the aggregation of its local evaluation values under all criteria. We
obtain the local evaluations from the given objective and subjective information.
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Fig. 1. Decision problem

For instance, we consider price and design as decision criteria when purchas-
ing a car. The price is a quantitative criterion, so we have the price data of the
alternatives numerically. The design is a qualitative criterion since the judgments
on design are subjective and suitable for being given from their photographs or
word of mouth linguistically.

A quantitative decision criterion, Ci, is measurable, so we easily have numer-
ical data of alternatives: xi = (xi

1, . . . , x
i
n), x

i
j ∈ R,∀j. On the other hand,

as for qualitative decision criteria, we access the decision maker’s intuitive
judgments, which are often linguistic data: P i. The judgment is about an
alternative P i = (pi1, . . . , p

i
n), or a pair of alternatives, namely a comparison,

P i = (pi
1, . . . ,p

i
n), where pi

j = (pij1, . . . , p
i
jn). It is noted that the element, pij

and pijj1 ,∀j, j1 are linguistic values such as very good, bad, more preferable,
and equal to. In this way, under each criterion, we have numerical values of
alternative or linguistic values of alternatives or pairs of alternatives.

In addition to the set of alternatives, Aj ,∀j, a decision maker sometimes has
her ideal and negative ideal in her mind under criterion Ci1 . We denote them as
Ai1

+ and Ai1− , which are not always in the list of alternatives. In the same way as
the list of alternatives, we have numerical values or linguistic values about them.
From these given data, first, we obtain local evaluations and then aggregate
them into overall evaluations. In this study, we concern the comparability of
alternatives under each criterion. Therefore, under a criterion, based on the
comparisons of alternatives, we derive how much an alternative is relatively
preferred to others as its local evaluation yi = (yi

1, . . . , y
i
n),∀i and yi1

+ , yi1− ,∀i1.
Because of the scale differences among criteria, to aggregate the alternative’s

local evaluations under all criteria, we normalize the local evaluations between 0
and 1: ȳi = (yi

1, . . . ,y
i
n),∀i, where 0 ≤ yi

j ≤ 1,∀j. If there are ideal and negative
ideal alternatives, their local evaluations are 1 and 0: ȳi1

+ = 1, ȳi1− = 0. Otherwise,
the local evaluations of the best and worst alternatives among n alternatives are
1 and 0.
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The normalized evaluations are summed up considering the priority weights
of decision criteria into the overall evaluation z = (z1, . . . , zn).

zj =
∑

i

wiȳi
j ,∀j, (1)

where wi is criterion Ci’s priority weight and the sum is one:
∑

i w
i = 1. The

weighted sum of ordinal values assumes that one criterion compensates the other.
The non-compensatory composite indicators have been proposed based on the
PROMETHEE and Borda scoring procedure [5].

3 Local Evaluation Under a Decision Criterion

3.1 Quantitative Decision Criterion

Assume quantitative decision criterion Ci. We have the numerical values of alter-
natives, xi, and those of ideal and negative ideal alternatives, xi

+, xi
−, if a decision

maker has them. There are n to n + 2 real values under the criterion Ci.
In the following, we consider the case without ideal and negative ideal alter-

natives for simplicity. We directly consider the given numerical data as local
evaluations. Then, we normalize them so that the minimum and maximum are
0 and 1.

ȳi
j =

xi
j − minj1 xi

j1

maxj1 xi
j1

− minj1 xi
j1

,∀j, (2)

where the more, the better is assumed. There are other types of criteria, such
as the less, the better, and the non-linearity relation. In general, the relation
between the given numerical data and the local evaluations under the criterion
is denoted as a function: ȳi

j = f(xi
j), where 0 ≤ ȳi

j ≤ 1, ȳi
j ∈ R.

From the viewpoint of alternative comparability under a criterion, another
indirect way is to aggregate the preference degrees of an alternative to all alter-
natives. Based on comparisons of pairs of alternatives, the local evaluation of
an alternative is obtained by the Preference Ranking Organization Method for
Enrichment Evaluation iii (PROMETHEEiii) [2].

Since we have numerical values of alternatives, the difference between one
alternative from the other is obtained numerically, and the more positive differ-
ence, the more preferable. The preference degree of alternative Aj over the other
alternative j1 corresponds to the difference in their numerical numbers.

pijj1 = pi(xi
j − xi

j1), (3)

where function pi transforms a difference into one’s preference degree over the
other.

Figure 2 illustrates an example function pi: the larger the value is, the more
preferable the alternative is. The parameters, α∗, α∗, β∗ and β∗, are determined
by a decision maker. She takes tiny differences as equal and finds no difference
between the considerable differences. She does care for the difference between
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Fig. 2. One’s preference degree over the other

−β∗ and −α∗, and α∗ and β∗. The direct way (2) is the case of α∗ = α∗ = 0
and β∗ = β∗ = maxj xi

j −minj xi
j . The function pi can be nonlinear such as step

function and sigmoid curve.
The local evaluation of an alternative is the sum of its preference degrees

over the other alternatives.
yi
j =

∑

j1

pijj1 ,∀. (4)

The local evaluations yi
j ,∀j based on pairwise comparisons are normalized by

(2) replacing xi
j into yi

j . In the case of the ideal and/or negative ideal alternatives,
the two alternatives are added to the list of n alternatives (Table 1).

Table 1. Numerical data, preference degree, and local evaluation of quantitative cri-
terion

xi

A1 xi
1

...
...

Aj xi
j

...
...

An xi
n

A1 · · · Aj1 · · · An yi

A1 pi(xi
1 − xi

1) · · · pi(xi
1 − xi

j1) · · · pi(xi
1 − xi

n) yi
1

...
...

Aj pi(xi
j − xi

1) · · · pi(xi
j − xi

j1) · · · pi(xi
j − xi

n) yi
j

...
...

An pi(xi
n − xi

1) · · · pi(xi
n − xji1

) · · · pi(xi
n − xi

n) yi
n

3.2 Qualitative Decision Criterion

Some criteria are not suitable for numerical data. Here, we denote a qualitative
criterion as Ci. Instead of numerical values, xi, we have linguistic values which
a decision maker gives as her subjective judgments on alternatives. We first
consider the case without ideal and negative ideal alternatives, and the next is
the case with them.



90 T. Entani

A decision maker gives a linguistic comparison from the list in the left table
of Table 2. The corresponding comparison value is filled in the right table and it
is called pair wise comparison matrix in the AHP. Each element ai

jj1
represents

how much more preferable alternative Aj is when compared to alternative Aj1 .
Therefore, the elements are reciprocal and identical: ai

jj = 1,∀j and ai
jj1

=
1/ai

j1j
,∀j, j1, so a decision maker gives n(n − 1)/2 comparisons.

Table 2. Linguistic data, comparison and local evaluation of qualitative criterion

linguistic comparison comparison value
extremely more (e.m.) 9
very strongly more (v.s.m.) 7
strongly more (s.m.) 5
moderately more (m.m.) 3
equal to (e.t.) 1
moderately less (m.l.) 1/3
strongly less (s.l.) 1/5
very strongly less (v.s.l.) 1/7
extremely less (e.l.) 1/9

P i A1 · · · Aj1 · · · An yi

A1 ai
11 · · · ai

1j1 · · · ai
1n yi

1

...
...

Aj ai
j1 · · · ai

jj1 · · · ai
jn yi

j

...
...

An ai
n1 · · · ai

nj1 · · · ai
nn yi

n

We obtain the numerical value of alternatives yi
j from the given pairwise

comparison matrix P i based on the Analytic Hierarchy Process (AHP) [6].

yi
j = n

√∏

j1

ai
jj1

,∀i, j, (5)

where the local evaluation of an alternative is a geometric mean of its superior-
ities over the others.

In the AHP, the eigenvector method is also used to derive the evaluation
of alternatives from a pairwise comparison matrix. By the geometric mean and
eigenvector methods, the evaluations are obtained as real values from the view-
point of the most probable. On the other hand, from the possibilistic viewpoint,
interval evaluations are obtained by the Interval AHP [10]. It is based on the idea
that the intuitive comparisons are inconsistent because of uncertain evaluations.
This study assumes the evaluations are real values, and we will extend to the
interval evaluations in our future work.

As for the quantitative decision criterion in the previous section, a pair of
alternatives is compared concerning their differences in (3) and the preference
degrees of an alternative over all the others are summed up to the local evaluation
in (4). Similarly, the local evaluation under a qualitative decision criterion is
obtained as the average of the superiorities, which are preference degrees, in (5).

Next is the case with ideal and negative ideal alternatives. In the case without
them, a decision maker has to compare all pairs of alternatives, so she gives n(n−
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1)/2 comparisons. In the case with them, when she compares each alternative
additionally to the ideal and negative ideal alternative, she needs to give n(n +
1)/2 comparisons [9]. In our proposal, a decision maker compares an alternative
to the ideal and negative ideal alternatives shown in Table 3. The number of
comparisons is decreased to 2n. When she compares an alternative to the ideal,
the given linguistic data is one in the lower half of the left table of Table 2:
ai
1+ ≤ 1. Similarly, the comparisons to the negative ideal are more than 1 in the

upper half: ai
1+ ≥ 1. By (5) with two comparisons for each alternative, the local

evaluation is obtained at the right column of Table 3.

Table 3. Comparisons to ideal and negative ideal and local evaluations

ideal negative ideal local evaluation
P i Ai

+ Ai
− yi

A1 ai
1+ ai

1− yi
1 =

√
ai
1+a

i
1−

...
...

Aj ai
j+ ai

j− yi
j =

√
ai
j+a

i
j−

...
...

An ai
n+ ai

n− yi
n =

√
ai
n+a

i
n−

In addition to the list of n alternatives, we have two more alternatives, ideal
Ai

+ and negative ideal Ai
−. To normalize local evaluations of n + 2 local evalu-

ations, we estimate their evaluations, yi
+, yi

−. However, the decision maker does
not easily compare the ideal and negative ideal since both are in her mind and
not the list of n alternatives. Therefore, we estimate the comparison of the ideal
to the negative ideal, ai

+−, which holds the reciprocity to another comparison of
them: ai

+− = 1/ai
−+ ≥ 1.

The given comparisons are written using true local evaluation, xi
j ,∀j, as

follows.

ai
j+ =

xi
j

xi
+

≤ 1, ai
j− =

xi
j

xi−
≥ 1,∀j. (6)

The comparison between the ideal and negative ideal alternatives, ai
+−, is

estimated by two comparisons of each alternative Aj .

ai
+− =

{
xi
1/ai

1+

xi
1/ai

1−
, . . . ,

xi
n/ai

n+

xi
n/ai

n−

}
=

{
ai
j−

ai
j+

,∀j

}
∈

[
min
j

ai
j−

ai
j+

,max
j

ai
j−

ai
j+

]
≥ 1,

(7)
where the interval values indicate the possible differences between the ideal and
negative ideal alternatives. The ideal and negative ideal are the best and worst
ends in a decision maker’s mind, whether realistic or not. Moreover, their eval-
uations are uncertain; in other words, they may more or less differ in which
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alternative the ideal is compared to. In this study, we assume the comparison
between the ideal and negative ideal as the geometric mean of the estimations
through all alternatives:

âi
+− = n

√√√√
∏

j

ai
j−

ai
j+

, (8)

which is in the interval in (7). Correspondingly, the estimated comparison of the
negative ideal to the ideal is the inverse because of the reciprocity: â−+ = 1/â+−.

From the estimation, the local evaluations of the ideal and negative ideal
alternatives are obtained.

yi
+ =

√
ai
++âi

+−, yi
− =

√
âi−+ai−−. (9)

where the comparisons between the identical alternatives, ai
++ and ai

−−, are 1.
The obtained local evaluations of the ideal and negative ideal alternatives hold
yi

− ≤ yi
j ≤ yi

+,∀j.
The numerically obtained local evaluations of n alternatives and ideal and

negative ideal, yi
j ,∀j, yi

+, yi
−, are normalized by (2). The normalized local evalu-

ations of the ideal and negative ideal are 1 and 0, ȳi
+ = 1, ȳi

− = 0.

4 Numerical Example

Assume a decision maker is thinking of purchasing a new car. She narrowed down
to five candidate cars as alternatives, considering five factors as decision criteria,
which are price(yen), engine(cc), width(cm), accessory, and space. Table 4 shows
the given information about her decision making.

Table 4. Alternatives and criteria for purchasing car

C1price C2engine C3width C4accessory C5space
(yen) (cc) (cm) A1 A2 A3 A4 A5 ideal negative

A1 400 1500 160 1 v.s.m m.m s.m e.m e.t e.m
A2 385 1300 180 – 1 – – m.m s.l. v.s.m
A3 417 2000 166 – s.m. 1 m.m v.s.m m.l. s.m
A4 421 1800 170 – m.m. – 1 s.m m.l. v.s.m
A5 399 1500 179 – – – – 1 s.l. s.m.
ideal – 1800 190 – car A5

+

negative – – 155 – car A5
−

The former three criteria are objectively measurable, though the latter two
criteria need subjective judgments. Moreover, she gave the ideal numerical val-
ues for C2 engine and C3 width and the ideal alternative for C5 space. As for
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the negative ideal, she gave a numerical value for C3 and an alternative for C5.
Table 4 is the information we had for this decision problem. In this way, in usual
decision problems, the data types depend on decision criteria and decision mak-
ers’ minds. Some decision criteria are quantitative, others are qualitative, and
some have the ideal and/or negative ideal often outside her list of alternatives.

First, we obtained the local evaluations of five alternatives under three quan-
titative criteria. The given objective data are shown in Table 4. The preference
degree of an alternative over the other is denoted as a function of their numerical
differences. The functions of the three criteria are illustrated in Fig. 3.

The left figure is price C1, and naturally the lower price is better for pur-
chasing. The preference degrees of an alternative over the others by the function
are shown in Table 5. For instance, since A1 is more costly than A2, its prefer-
ence degree over A2 is negative: p112 < 0. A1 is less costly than A3 and A4, so
p113, p

1
14 > 0. The price difference between A1 and A5 is tiny, so both preference

degrees are zero: p115 = p151 = 0. A1’s local evaluation is obtained by (4) at the
second from the right column of Table 5, and next to it, the normalized local
evaluations are shown. The decision maker did not give her ideal or negative
ideal price, so the best and worst prices among the five alternatives have the
maximum and minimum normalized evaluations, 1 and 0.

Similarly, the normalized local evaluations under engine C2 and width C3

are obtained from the center and left functions in Fig. 3. As for C3, the five
alternatives range between 160 cm and 180 cm, though the decision maker accepts
the range from 155 cm to 190 cm and prefers the wide car. As for C2, the decision
maker’s ideal is 1800cc, and the five alternatives include the smaller and the
larger ones. We use the deviations from the ideal to replace the given numerical
values. When one alternative’s deviation is more than the other’s deviation, and
the difference is negative, it mentions that the former alternative is preferable
to the latter. The obtained normalized local evaluations are shown in the left
columns of Table 6. If the decision maker gives her ideal and/or negative ideal,
their normalized local evaluations are 1 and/or 0. If not, the best and worst of
the five alternatives are assigned 0 and 1.

Fig. 3. Preference degrees of quantitative criteria

Next, we obtained the local evaluations under two qualitative decision cri-
teria, accessory C4 and space C5. As for C5, the decision maker gave her ideal,
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Table 5. Local evaluations of price C1

p1j1j2 A1 A2 A3 A4 A5 local evaluation normalization

A1 400 0 −0.40 0.48 0.64 0 0.72 0.60
A2 385 0.40 0 1 1 0.36 2.76 1
A3 417 −0.48 −1 0 0 −0.52 −2 0.06
A4 421 −0.64 −1 0 0 −0.68 −2.32 0
A5 399 0 −0.36 0.52 0.68 0 0.84 0.62

car A+, and negative ideal, car A−. Although describing her ideal is sometimes
complicated, she may easily find some examples. She compares the alternatives
to the two examples, and it is often easier for her than comparing all alternatives
to each other.

Since these two criteria are unsuitable for numerical data, we asked her to
give subjective judgments. The given linguistic data are shown in Table 4. She
gave linguistic values in Table 2 by comparing a pair of alternatives. The number
of comparisons for C5 with the ideal and negative ideal is smaller than that for
C4 without them. The more alternatives are, the more different the numbers of
comparisons, so it is worth considering the ideal and negative ideal if she has
them in her mind.

The local evaluations under C4 and C5 are obtained from the corresponding
numerical values by (5) and (9) and normalized. They are shown in Table 6. Since
the ideal and negative ideal for C5 are not included in the five alternatives, the
maximum of the normalized evaluations is less than 1.

Table 6. Normalized local evaluations and overall evaluation

local evaluation overall evaluation
C1 C2 C3 C4 C5 all quantitative qualitative

A1 0.60* 0.33 0.14 1 0.67* 0.55* 0.36 0.84*
A2 1* 0 0.71 0.06 0.23* 0.40 0.57* 0.15
A3 0.06 0.67 0.31 0.48 0.26 0.36 0.35 0.37
A4 0 1 0.43 0.20 0.31 0.39 0.48 0.26
A5 0.62 0.33 0.69 0 0.19 0.37 0.55 0.09
Ai

+ – 1 1 – 1
Ai

− – – 0 – 0
correlation by excluding 0.55 0.84 0.91 0.36 0.96

Finally, the overall evaluations are obtained as the weighted sum of the local
evaluations by (1). For simplicity, assume that priority weights of all criteria are
equal: wi = 0.2.∀i. They are shown in the right column of Table 6. For compari-
son, we assumed that we could handle quantitative or qualitative criteria, though
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our proposed model can handle both kinds of criteria simultaneously. The right
two columns show the overall evaluations only with quantitative C1, C2 and C3,
and qualitative C4 and C5. Without considering qualitative or quantitative crite-
ria, the obtained alternatives’ ranks, as well as their overall scores, are different.
In this viewpoint, it is necessary to handle both criteria in a decision aiding
system.

We examined the effect of the ideal and/or negative ideal on an overall evalu-
ation. In this example, A1 was the best because of its highest local evaluations of
C4, which is qualitative and did not have an ideal and negative ideal. Alternative
A1 is the best among the five when we remove one decision criterion other than
C4. We excluded one criterion one by one and obtained the overall evaluations
with four of the five criteria. At the bottom row of Table 6, we obtained correla-
tions between the overall evaluations with five and four criteria. The minimum
correlation is excluding C4, and excluding C3 or C5 is highly correlated to all
criteria. On C3 and C5, the decision maker gave her ideal and negative ideal
outside the five alternatives, so the local evaluations under them never be 0 and
1. The local evaluations under the criterion with ideal and negative ideal tend to
be in the smaller range than those without them. Namely, giving them reduced
the effects of the criterion’s local evaluations on the overall evaluations.

From a decision maker’s viewpoint, she quickly gives her ideal and negative
ideal when she is aware of the decision criteria. We picked up two criteria, quan-
titative C1 without them and qualitative C5 with them, and compared overall
evaluations between A1 and A2. The corresponding local evaluations are denoted
as ∗ in Table 6. Although both overall evaluations are almost equal, 0.63, A2’s
local evaluation under C5 is higher than that of A1’s. Considering her awareness,
we might conclude that the decision maker could prefer A5 to A2 is better for
the decision maker. In this way, the roles and effects of ideal and negative ideal
on the overall evaluations need more discussion in future work.

5 Conclusion

We have proposed the multi-criteria decision aiding method to handle various
types of criteria. Our method considers quantitative and qualitative criteria,
and the ideal and negative ideal alternatives if there are in a decision maker’s
mind. We first derived local evaluations of alternatives under each criterion and
then aggregated them into overall evaluations. In this study, we focused on the
first step of obtaining normalized local evaluations regardless of quantitative or
qualitative criteria and with or without the given ideal and negative ideal.

There are objective numerical data on a quantitative criterion, and the local
evaluations are the sum of the preference degree of an alternative to all alter-
natives based on the PROMETHEEiii. On the other hand, we have linguistic
data subjectively given by the decision maker on a qualitative criterion instead
of numerical data. She compares a pair of alternatives, and if she has her ideal
and/or negative ideal, she compares each alternative just to them. Based on
AHP, the local evaluations are the geometric mean of the comparisons of an
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alternative to all alternatives. Whether a criterion is quantitative or qualitative,
the local evaluation is based on comparing an alternative to the others. Then,
the local evaluations are normalized in the range between the worst evaluation,
0, and the best one, 1. In the case of the ideal and/or negative ideal, their local
evaluations are 1 and 0.

In this study, we denoted local evaluations under quantitative and qualitative
criteria as real values, so their aggregation was simple. However, it is well-known
that the subjectively given comparisons under a qualitative criterion are often
inconsistent, and the uncertain local evaluation is, for instance, denoted as an
interval value. In our future work, we will consider such a local interval evalu-
ation. Furthermore, in aggregating local evaluations, the priority weights given
by a decision maker are usually considered. The given ideal and negative ideal
in the proposed method could play similar roles to those of priority weights. The
criterion is worth considering because the high ideal results in low local eval-
uations of all alternatives. On the other hand, the high ideal can indicate the
decision maker’s awareness of the criterion, i.e., the criterion is essential. In our
future work, we will consider using the given ideal and negative ideal to replace
priority weights.

Acknowledgment. This work was partially supported by JSPS KAKENHI Grant
Number JP19K04885.

References

1. Behzadian, M., Kazemzadeh, R., Albadvi, A., Aghdasi, M.: PROMETHEE: a com-
prehensive literature review on methodologies and applications. Eur. J. Oper. Res.
200(1), 198–215 (2010)

2. Brans, J., Mareschal, B., Vinke, P.: Promethee: a new family of outranking meth-
ods. In: MCDM, IFORS’ 84, Washington, pp. 408–421 (1984)

3. Cinelli, M., Kadziński, M., Miebs, G., Gonzalez, M., Słowiński, R.: Recommending
multiple criteria decision analysis methods with a new taxonomy-based decision
support system. Eur. J. Oper. Res. 302(2), 633–651 (2022)

4. French, S., Maule, J., Papamichail, N.: Decision Behaviour, Analysis and Support.
Cambridge University Press, Cambridge (2009)

5. Greco, S., Ishizaka, A., Tasiou, M., Torrisi, G.: The ordinal input for cardinal
output approach of non-compensatory composite indicators: the PROMETHEE
scoring method. Eur. J. Oper. Res. 288(1), 225–246 (2021)

6. Saaty, T.L.: The Analytic Hierarchy Process. McGraw-Hill, New York (1980)
7. Savkovic, S., Jovancic, P., Djenadic, S., Tanasijevic, M., Miletic, F.: Development

of the hybrid MCDM model for evaluating and selecting bucket wheel excavators
for the modernization process. Expert Syst. Appl. 201, 117199 (2022)

8. Siva Bhaskar, A., Khan, A.: Comparative analysis of hybrid MCDM methods in
material selection for dental applications. Expert Syst. Appl. 209, 118268 (2022)

9. Takahagi, E.: On pairwise comparisons including ideal and satisfaction poitsy. J.
Soc. Bus. Math. 29(1), 43–59 (2008). (in Japanese)

10. Tanaka, H., Sugihara, K., Maeda, Y.: Non-additive measures by interval probability
functions. Inf. Sci. 164, 209–227 (2004)



Exploring the Impact of Randomness
in Roguelike Deck-Building Games:

A Case Study of Slay the Spire

SangGyu Nam1(B) and Pavinee Rerkjirattikal2

1 School of Information, Computer and Communication Technology, Sirindhorn
International Institute of Technology, Thammasat University, Pathum Thani 12120,

Thailand
sanggyu@siit.tu.ac.th

2 School of Manufacturing Systems and Mechanical Engineering, Sirindhorn
International Institute of Technology, Thammasat University, Pathum Thani 12120,

Thailand

pavinee.rerk@dome.tu.ac.th

Abstract. Randomness in games can induce both player enjoyment
and dissatisfaction, particularly in roguelike deck-building games, where
the order of card draws significantly influences gameplay outcomes and
player satisfaction. Players may experience frustration due to unfavor-
able draws leading to defeat, even when they have constructed a powerful
deck. This paper presents a comprehensive framework for developing a
believable and satisfactory pseudorandom deck generation algorithm in
roguelike deck-building games. As a preliminary step, we analyze the
impact of card draw randomness on battle outcomes using a case study
of the popular roguelike deck-building game, “Slay the Spire.” Through
preprocessing and analyzing the battle log data via clustering analysis,
we identify the pivotal of card draw order on different battle clusters.
Our findings underscore the significant role of card order in determining
battle results, thus providing a foundational basis for future advances in
pseudorandom deck generation algorithms. Moreover, we discuss poten-
tial applications of our framework in enhancing player experiences and
game design in roguelike deck-building games.

Keywords: Roguelike deck-building game · Clustering · Game
entertainment · Randomness in games

1 Introduction

Randomness plays a pivotal role in shaping the gaming experience, offering
diverse gameplay encounters, fostering player excitement, and extending the
longevity of games. Players make decisions based on incomplete game informa-
tion and encounter unforeseen consequences, making the gameplay experience
distinct. However, this randomness can occasionally hinder gameplay enjoyment,
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leading to player frustration when unfavorable odds come into play [1]. Even the
most skilled players may be unable to control the game’s outcome, as it often
depends on luck and probabilistic events. To address this challenge, pseudoran-
dom techniques, a strategy aimed at subtly manipulating event probabilities
without detection by players, have been adopted to create a more balanced and
engaging experience, as exemplified by games like Dota 2 [2]. While some games,
like League of Legends, have eliminated specific randomness aspects to ensure
fairness and competitive integrity.

Nevertheless, removing randomness can make gameplay predictable and
repetitive. Thus far, many research challenges and gaps exist in analyzing the
influence of randomness and developing pseudorandom algorithms to address
various elements of randomness across different game genres. This research pro-
poses a framework for developing a pseudorandom deck generation algorithm
emphasizing the famous game genre called roguelike deck-building. As a pre-
liminary step, the impact of randomness is investigated using the case of the
renowned game “Slay the Spire” (STS). The findings lay a foundation for devel-
oping believable and satisfactory pseudorandom deck generation algorithms in
the subsequent research steps.

1.1 Randomness in Card Games

Card games have gained global popularity for their combination of skill and luck,
providing enjoyment for players of various types and skill levels. Traditional
games like Poker, Blackjack, Go-Stop, and newer trends like collectible card
games and deck-building games, have all contributed to the diversity of card
games. While each card game possesses unique features, they all share common
attributes such as inherent randomness, turn-based gameplay, and the concept
of hand cards.

Randomness is inherent in most card games, affecting decision-making and
gameplay outcomes. One form of randomness is the hand cards, where players
receive several random cards that significantly impact the gameplay. In games
like Yu-Gi-Oh, Magic: The Gathering, and Hearthstone, players draw an addi-
tional card from the top of the deck during each turn, introducing randomness
through the card order. Certain cards also have random effects, such as variable
attack points or randomly discarding cards from players or opponents.

1.2 Roguelike Deck-Building Games: Gameplay Mechanics

Deck-building games are a genre where randomness significantly impacts game-
play variety, entertainment value, and player satisfaction. These games require
players to construct powerful card decks while progressing through intermediate
events and achieving the game objective. Roguelike deck-building games, a spe-
cific subset of this genre, add an extra layer of challenge by requiring players to
restart the game upon defeat, with the primary goal being to defeat the final
boss. Its general game flow (Fig. 1) is structured as follows:
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1. In each round, players choose events from available paths, including battles,
shops, and reinforcements.

2. Battles consist of multiple turns, where players draw hand cards from a shuf-
fled deck to combat monsters (Fig. 2). After each turn, cards are discarded
and drawn again. Cards are usually categorized into attack, defense, and buff
types, with some cards having synergistic effects when combined. Each card
has an energy cost, limiting the number of cards players can use per turn
based on players’ energy points.

3. Players can acquire new cards as battle rewards, purchase them, or obtain
them through various events. They can optimize their deck by removing less
valuable cards and reinforcing essential ones.

4. In the final round, players attempt to defeat the boss using a well-constructed
deck.

5. If players are defeated at any point during the gameplay, they must restart
the entire game process.

Fig. 1. An example of game composition in roguelike deck-building games.

Fig. 2. The battle event of the roguelike deck-building games.

In deck-building games, players utilize a limited number of cards drawn from
the top of a shuffled deck, where the sequence of card draws significantly influ-
ences gameplay dynamics. Even with a powerful deck, unfavorable card draw
orders can lead to defeat, significantly impacting players’ satisfaction and enjoy-
ment. Thus, a card ordering algorithm is crucial to balance randomness, main-
tain an appropriate challenge level, and enhance the game’s entertainment value.
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The card randomization should ensure unpredictability while avoiding excessive
favoritism that could compromise the game’s inherent difficulty.

Building upon this premise, this research introduces a framework for devel-
oping a pseudorandom algorithm to generate believable and satisfactory initial
decks in roguelike deck-building games, which remains an unexplored area in
the existing literature. Preliminary research employs a case study of STS, the
game that has popularized the deck-building genre since its 2017 launch. Despite
genre popularity, its related research remains limited in the literature in scope
for enhancing gameplay experience and entertainment value. By analyzing STS
game logs, the impact of randomness on battle outcomes is investigated, laying
the foundation for developing a pseudorandom deck generation algorithm.

This paper is organized as follows: Sect. 2 presents backgrounds, related
works, and research gaps. Section 3 presents the proposed research framework for
developing pseudorandom deck generation algorithms in roguelike deck-building
games. Section 4 discusses preliminary analyses and their findings. Finally, Sect. 5
concludes and suggests future research directions.

2 Related Works

Randomness is integral to various aspects of gaming, such as item loot, game
events, card draws, levels, and maps, contributing to diverse and engaging game-
play experiences. Nonetheless, players sometimes find excessive randomness a
nuisance, highlighting the importance to strike a balance between randomness
and difficulty [3].

Several studies have explored the impact of randomness in different game
genres. Hammadi and Abdelazim [4] investigated the positive effects of ran-
domness on cognitive development in an educational game for autistic children.
In PlayerUnknown’s Battlegrounds (PUBG), Galka and Strzelecki [5] examined
the influence of random elements (e.g., item drop locations, play zones, weapon
accuracy) on players’ perception of winning chances.

The effects of randomness in card games have also been explored. Zhang et
al. [6] examined the impact of input and output randomness on player satisfac-
tion in collectible card games, revealing an adverse effect of drawing hard cards
on player satisfaction. Trojanowski and Andersson [7] explored the correlation
between player skill, randomness in acquired cards and items, and gameplay
outcomes in STS. They observed that while randomness in items does not sig-
nificantly influence gameplay outcomes for all player types, randomness in cards
strongly affects outcomes, mainly based on player skill and adaptability to uncer-
tain events. In contrast, our work specifically investigates the influence of the
card draw order on battle outcomes, expanding beyond examining final game-
play results. Furthermore, we analyze encounters with diverse monster types to
understand the impact of card draw order on battle results.

Previous research underscores the significant influence of randomness on
gameplay and satisfaction, indicating the adverse effect of true randomness. To
address these concerns, many games employ pseudorandom techniques to manip-
ulate randomnesses, such as controlling item drop rates in Diablo and Pokemon
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egg acquisition rates and hatching durations. Temsiririrkkul et al. [8] highlight
the importance of developing believable pseudorandomness algorithms that play-
ers cannot detect. They designed a pseudorandom dice-rolling mechanism based
on features that led to biased outcomes, achieving enhanced believability when
guided by properly-selected features. Other studies focus on utilizing pseudoran-
domness in generating dungeons [9,10], stages [11], and levels [12].

Despite the growing popularity of roguelike deck-building games, research on
the role of randomness within this genre remains limited. Investigations into ran-
domness impacts on battle results and player satisfaction is still an open research
area. Moreover, the development of pseudorandom deck generation algorithms
tailored for this genre is still lacking. To address this gap, we propose a com-
prehensive framework for devising a pseudorandom deck generation algorithm
designed explicitly for roguelike deck-building games. This algorithm aims to
generate initial card decks that strike a balance between believability and sat-
isfaction, thereby enhancing the overall gameplay experience and entertainment
value. This paper serves as an initial step within our framework, analyzing the
impact of randomness in the order of card draws on battle outcomes, encom-
passing encounters with various monster types. The findings lay the foundation
for developing a believable pseudorandom deck generation algorithm.

3 Research Framework

The illustrated research framework in Fig. 3 outlines the process of developing
a pseudorandom deck generation algorithm for roguelike deck-building games.
Comprising seven key steps, this framework serves as a comprehensive guide for
our research. This paper presents the initial step within the framework, focusing
on analyzing the influence of randomness on battle outcomes in roguelike deck-
building games. By utilizing the STS game log data as a representative case
study, these analyses offer insights into the impact of randomness on battle
results—a pivotal factor affecting player dissatisfaction and gameplay enjoyment.

The outcomes of this research underscore the necessity for a believable
and satisfactory algorithm for generating initial decks. Subsequently, a robust
research platform is established by examining commercial deck-building games.
By analyzing randomly generated decks, the randomness features that poten-
tially influence player satisfaction are identified. Guided by these features, an
algorithm is formulated and applied to generate decks, which are then evaluated
through participant verification. Finally, the algorithm’s effectiveness is bench-
marked against randomly generated decks.

The subsequent section elaborates on the analyses carried out in this paper
and presents their preliminary findings.
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Fig. 3. Research framework for developing a pseudorandom deck generation algorithm
in roguelike deck-building games.

4 Analysis of STS Battle Logs

This section analyzes game log data and outcomes for one week (23–30 Septem-
ber 2020), consisting of 267,767 battle entries from the game developer [13].

4.1 Data Preprocessing

The log data contains comprehensive player decisions, battle results, items, and
deck details. Each feature is reviewed for inclusion, conditional exclusion, or
modification. Specific feature details are outlined below:

1. Battle log: This feature is crucial for investigating the impact of initial
decks on battle outcomes. The analysis takes into consideration the following
variables:

1.1. The number of battles (N): This variable captures the progression of the
character, deck, and monsters throughout the game. It accounts for the
varying effect of randomness in the card deck on battle outcomes based
on the number of battles.

1.2. Enemy types encountered (Enemy): Each monster exhibits distinct char-
acteristics, and the drawn hand cards can yield favorable or unfavorable
outcomes depending on the enemy type. Including this variable addresses
such variability.

1.3. Number of turns until battle completion: The sequence of card draws can
impact the number of turns required to defeat a monster. Incorporat-
ing the variable representing the number of turns offers insights into the
connection between card order and battle duration.
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1.4. Damage sustained by the character during the battle (Damage Taken):
This variable indicates how effectively players manage the battle and
handle damage inflicted on their character.

2. Character: STS has four characters, each with a unique mechanism and set
of cards. In this analysis, we concentrate solely on the Ironclad, which features
relatively straightforward card mechanics compared to other options.

3. Seeded run: The roguelike nature of STS introduces randomness through
seeded runs, where game levels and card rewards differ based on unique seeds.
Players controlling the seed value can anticipate outcomes, potentially replay-
ing the level for optimal results. To maintain a consistent analysis, data asso-
ciated with seeded runs is excluded.

4. Neow bonus: At the start of each game run, an NPC named Neow offers
players one of three random bonuses. One of these bonuses guarantees that
the next three combats will involve enemies with only one life point, enabling
players to defeat them without sustaining damage. Consequently, this bonus
introduces noise to the battle results, rendering data linked to this bonus
unfit for analysis and excluded.

5. Ascension level: The ascension level in STS signifies varying difficulty levels.
As the ascension level escalates, the game becomes progressively more chal-
lenging. Lower ascension levels may allow players to effortlessly defeat enemies
despite starting with a poorly shuffled deck. To ensure robust analysis, data
from the maximum ascension level 20 is considered, given its complexity and
relevance for experienced players.

6. Enemy category: In STS, normal monsters are linearly arranged throughout
the game, with a boss monster positioned at the end of each of the four
chapters. Additionally, there are elite monsters, a unique category of monsters
that possess strength comparable to bosses, can appear at any point in the
game, and offer better rewards. The battle outcomes differ depending on
the monster category, which makes it necessary to classify data into four
categories: normal monsters, elite monsters, boss monsters, and a combined
category that includes all three types.

4.2 Clustering Battle Results

As previously highlighted, the impact of randomness on battle outcomes is sub-
stantial. We analyze the potential influence of randomness in an initial deck
on battle results, utilizing the data from Sect. 4.1. Given the many battle out-
comes, we employ the clustering technique to discern patterns and similarities.
Clustering is an unsupervised machine learning method that effectively iden-
tifies structures within unclassified and unlabeled data. Principal Component
Analysis (PCA) is then employed in our analysis. PCA helps with dimensional
reduction, enhancing visualization and analytical capacity by identifying princi-
pal components, which are linear combinations of original features.



104 S. Nam and P. Rerkjirattikal

Fig. 4. WCSS value for each number of clusters from the combined monster categories
data.

The initial step involves determining the optimal number of cluster groups. A
range of potential clusters, from k = 1 to k = 20, is explored using the Within-
Cluster Sum of Squares (WCSS) metric. This metric measures the sum of squared
distances between data points and cluster centroids, identifying the point of sig-
nificant change in WCSS, known as the “elbow point,” which signifies the optimal
cluster size. Results from the WCSS analysis for the combined monster categories
data are depicted in Fig. 4. Similar trends emerge across analyses for other monster
categories, consistently converging on an optimal cluster size of 5.

Fig. 5. PCA clusters using K-Means (N = 5).

This clustering process provides insights into the underlying structure of bat-
tle outcomes, revealing distinct patterns and relationships that might be influ-
enced by the inherent randomness within the initial deck. Figure 5 illustrates
the clustering result for the combined data of all monster categories with cluster
populations. Further analysis examined the damage taken in each battle within
each cluster. The damage taken in the N th battle from each monster category
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is depicted in Fig. 6, displaying unique patterns associated with the clusters.
Figure 6(a) shows the damage taken by each cluster in the combined monster
categories data.

Clusters 0, 2, and 3 predominantly encompass battle outcomes from early
game stages, where battles tend to be straightforward. Hence, minimal damage
is expected, except for beginners or players with poorly shuffled decks. Clusters
0 and 2 demonstrate adequate battle results for players with reasonably shuffled
decks. In contrast, Cluster 3 battles reflect significant damage, potentially aris-
ing from encounters with elite monsters in the early game or unfavorable card
shuffling. Figure 7 highlights top 35 damage-inflicting monsters. An interesting
case emerges in Fig. 7(c) where the “2 Louses,” despite being a normal type,
inflict significant damage in Cluster 3 battles. While a well-shuffled deck can
easily defeat this monster, as shown in Fig. 7(a), it can deal substantial dam-
age to players with unfavorable hand cards. The interplay between well-shuffled
decks and favorable card draws highlights the role of card order randomness on
battle outcomes.

Cluster 4 exhibits a distinctive pattern of sustaining minimal damage
throughout battles. Although this aligns with early-game expectations, persis-
tent adherence to this pattern in later stages might lead to monotonous gameplay
lacking challenge. Factors such as having high-quality decks, valuable items, or
overly favorable card draws may be one of the contributors. In the mid-to-late
game, monsters with distinct traits may require specific card combinations to be
defeated. Even with a customized deck for the particular monster, players may
fail if they cannot draw suitable cards for combating that specific monster type.
The order of card draws significantly influences battle outcomes, as evident in
Cluster 1’s notable standard error. This suggests that some players struggle to
construct strong and flexible decks to conquer the battle. Alternatively, they may
struggle to draw the appropriate cards even with proficient decks. For instance,
consider the case presented in Fig. 7(b),(d). The monster “3 Byrds” has relatively
weak power at the start but progressively grows stronger with each passing turn.
Effectively defeating this monster requires a strategy focusing on attacks to fin-
ish the battle swiftly before their strength reaches critical levels. If players draw
defensive cards in the initial turns, the “3 Byrds” can inflict significant damage
to their characters, potentially resulting in their defeat.

Across all clusters, battle results exhibit similar patterns for all monster
categories, with some insignificant outliers as shown in Fig. 6. Battle results
from clusters 1, 3, and 4 are potentially influenced by the hand cards drawn
from the shuffled deck. Although these clusters have small populations compared
to others, battles with potential deck shuffling issues contribute to 31% of the
total battles, highlighting instances where deck shuffling could impact outcomes.
Considering that players engage in an average of 30–40 battles in each run, as
shown in Fig. 6, players have a high chance of encountering battles with poorly
shuffled decks that may lead them to fail the battle.
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Fig. 6. The average and standard error of Damage Taken for N th battle in each cluster
by monster types: (a) Combined all types, (b) Normal type, (c) Elite type, (d) Boss
type.

While STS is renowned for its challenging nature, with a win rate as low as
9% [14], one contributing factor to its difficulty is the element of luck involved in
deck shuffling. Our research results highlight the impact of draw cards on battle
outcomes across different clusters and monster types. The findings justify the
necessity of a pseudorandom deck generation algorithm to ensure an engaging
and enjoyable gameplay experience.
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Fig. 7. The average and standard error of Damage Taken for each monster. The mon-
sters are ordered by the average value of Damage Taken.

5 Conclusion

Randomness in games can evoke both enjoyment and frustration for players.
In roguelike deck-building games, the order in which cards are drawn carries
substantial influence over players’ decisions, gameplay outcomes, and overall
satisfaction. As players can only use the cards drawn from the top of the deck
to engage in battles, unfavorable draws can lead to defeat even with a powerful
deck. This paper presents a framework for developing a pseudorandom deck gen-
eration algorithm in roguelike deck-building games, aiming to enhance gameplay
experiences by providing believable and satisfactory card decks.

A preliminary step of the framework is conducted in this paper. We investi-
gate the influence of the order of drawing cards on battle outcomes using STS
as a representative game in the genre. An STS battle log is analyzed using the
PCA and Clustering techniques, with selective key features related to random-
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ness and battle outcomes. The empirical findings underscore the pivotal role of
card-drawing sequence in determining battle outcomes, underscoring the neces-
sity for an algorithm capable of generating believable and satisfactory pseudo-
random initial decks. This preliminary step provides insights that pave the way
for forthcoming research within the framework.

Future work will examine features in commercial roguelike deck-building
games to implement a representative game platform. By investigating numer-
ous randomly shuffled decks, relevant randomness features and their impact on
player satisfaction will be identified. These identified randomness features will
be used to refine the algorithm in its development process to generate optimal
pseudorandom decks, thereby maximizing gameplay enjoyment and satisfaction.

Acknowledgement. This work is supported by the SIIT Young Researcher Grant
under contract No. SIIT 2022-YRG-SN02.
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Abstract. Cohen’s d is the most popular effect size index for tradi-
tional experimental designs, and it is desirable to know the minimum
sample size necessary to obtain a sample value that is a good estimate
of the population value. The present work addresses that lack with an
application to independent samples under the umbrella of skew normal
distributions. In addition to derivations of relevant equations, there is a
link to a free and user-friendly computer program. Finally, we present
computer simulations and a worked example to support the equations
and program.

Keywords: Cohen’s d · Effect size · Independent samples · Skew
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1 Introduction

In a typical experiment, the researcher randomly assigns participants to an
experimental condition and a control condition, and desires to establish that
there is a difference, hopefully a sizable one, between the two conditions. Not
surprisingly, statisticians have developed many effect size indices, of which the
most popular is Cohen’s d, which is a standardized effect size for measuring
the difference between two group means, and can be calculated by taking the
difference between two means and dividing by the data’s standard deviation.

Thus, for example, if Cohen’s d equals 0.5, which Cohen (1988) [4] considered
a medium-sized effect, the proper interpretation is that one of the means is half
of a standard deviation greater than the other mean. An important issue for
researchers who wish to determine suitable sample sizes for obtaining a sample
Cohen’s d that is a good estimate of the population Cohen’s d, is that tra-
ditional power analysis is insufficient. Power analysis is useful for determining
appropriate sample sizes to perform significance tests, but not for determining
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appropriate sample sizes to obtain sample summary statistics that are good esti-
mates of corresponding population parameters. It was to address this latter issue
that the a priori procedure (APP) was developed by Trafimow (2017) [10] and
Trafimow and MacDonald (2017) [12], see Trafimow (2019) [11] for a review).
The idea of the APP is to determine the sample size necessary to meet spec-
ifications that the researcher sets for precision (the distance within which the
sample statistic is of the corresponding population parameter) and confidence
(the probability of meeting the precision specification). For example, Trafimow
(2017) [10] showed that if one wishes to have a 0.95 probability of obtaining a
sample mean within one-tenth of a standard deviation of the population mean,
under normality, a minimum sample size of 385 participants is required. Since
then, there has been many APP works being published, see [5,13,15–17]. Chen
et al. (2021) [3] provided the first APP advance that specifically addresses the
issue of necessary sample sizes to ensure that the researcher meets specifica-
tions for precision and confidence with respect to Cohen’s d. Furthermore, Chen
et al. (2021) [3] provided derivations of equations, and links to computer pro-
grams, that allow researchers to make the calculations regardless of whether the
experimental design is between-participants (independent samples) or within-
participants (dependent samples). A limitation is that Chen et al. (2021) [3]
assumed normal distributions, but there have been many impressive demonstra-
tions that most distributions are skewed, see Blanca et al. (2013) [2], Ho and Yu
(2015) [7], and Micceri (1989) [8]. Therefore, it would be useful to expand the
APP to handle the family of skew normal distributions, rather than remaining
limited to normal distributions. The present goal is to address this lack by deriv-
ing the requisite equations, providing a link to a free and user-friendly program,
and supporting these with computer simulations and a worked example.

2 Preliminaries

First, we need to list the properties of multivariate skew normal distribution
briefly.

Definition 1 (Azzalini and Dalla Valle (1996) [1]). A random vector X is
said to have an n-dimensional multivariate skew normal distribution with vec-
tor of location parameters μ = (μ1, . . . , μn)′ ∈ �n, scale parameter of n × n
nonnegative definite matrix Σ, and the vector of skewness (shape) parameters
α = (α1, . . . , αn)′ ∈ �n, denoted as X ∼ SNn(μ, Σ, α), if its pdf is

f
X
(x) = 2φn(x;μ, Σ)Φ

(
α′Σ−1/2(x − μ)

)
, (1)

where φn(x;μ, Σ) is the pdf of the n-dimensional multivariate normal distribu-
tion with mean μ and covariance matrix Σ, and Φ(z) is the cdf of the standard
normal random variable.

The following lemma will be used in the proof of our main result.
Let A = (1, . . . , 1)′/n = 1n/n ∈ �n and A = ei where ei ∈ �n denotes the

vector with a 1 in the ith coordinate and 0’s elsewhere, respectively, then it is
easy to obtain the following result.
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Lemma 1 (Wang et al. (2016) [18]). Suppose that

X = (X1, . . . , Xn)′ ∼ SNn(μ, Σ, α)

with μ = ξ1n, Σ = ω2In and α = λ1n, where ξ, λ ∈ � and ω > 0. Then the
following results hold.

(i) The sample mean X̄ = 1
n

∑n
i=1 Xi ∼ SN

(
ξ, ω2

n ,
√

nλ
)
.

(ii) Random variables X1, · · · ,Xn are identically distributed:

Xi ∼ SN
(
ξ, ω2, λ∗

)
i = 1, ..., n, λ∗ =

λ√
1 + (n − 1)λ2

.

(iii) X̄ and S2 are independent, and (n−1)S2

ω2 ∼ χ2
n−1, where

S2 =
1

n − 1

∑n

i=1
(Xi − X̄)2.

3 Sampling Distribution of the Sample Mean Under Two
Independent Multivariate Skew Normal Settings

Consider two independent samples of sizes n and m, respectively, such that

X = (X1, · · · ,Xn)′ ∼ SNn(μ1, Σ1,α1),Y = (Y1, · · · , Ym)′ ∼ SNm(μ2, Σ2,α2),
(2)

where μ1 = ξ11n, μ2 = ξ21m, α1 = λ11n, α2 = λ21m, Σ1 = ω2
1In and Σ2 =

ω2
2Im. Let X̄ =

∑n
i=1 Xi/n and Ȳ =

∑m
j=1 Yj/m. Then with Lemma 1, the

sampling distribution of mean difference, X̄ − Ȳ , is given below.

Proposition 1. For distributions of X and Y given in Eq. (2), the pdf of Z =
X̄ − Ȳ is

fZ(z) = 4φ(z; ξd, τ
2)Φ2[B(z − ξd);02,Δ], (3)

where

ξd = ξ1 − ξ2, τ2 =
ω2
1

n
+

ω2
2

m
, b′ = (λ1ω1,−λ2ω2), B = b′/τ2,

and Δ = I2 + diag (nλ2
1, mλ2

2) − bb′/τ2. Note that here Φ2(u;02,Δ) is the
cdf of the bivariate normal distribution with mean vector 02 = (0, 0)′ and the
covariance Δ.

Remark 3.1. The distribution of Z with pdf given in Eq. (3) is called the closed
skew normal distribution given by González-Faŕıas et al. [6]. Also from Proposi-
tion 1, it is easy to obtain that Zij = Xi − Yj for i = 1, . . . , n and j = 1, . . . , m,
are identically distributed and the pdf of Z11 is given by

f
Z11

(z) = 4φ(z; ξd, τ
2
∗ )Φ2[B12(z − ξd);02,Δ12],

where

τ2
∗ = ω2

1 + ω2
2 , λ1∗ =

λ1√
1 + (n − 1)λ2

1

, λ2∗ =
λ2√

1 + (m − 1)λ2
2

,

b′ = (λ1∗ω1,−λ2∗ω2), B12 = b′/τ2
∗ , Δ12 = I2 + diag (nλ2

1∗, mλ2
2∗)− bb′/τ2

∗ .
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Remark 3.2. For estimating the Cohen’s effect size θ = (ξ1 − ξ2)/ω using our
APP procedure, we assume that ω1 = ω2 = ω and m ≥ n, without loss of
generality. Thus with m = n, the pdf of Z in Eq. (3), is reduced to

hZ(z) = 4φ(z; ξd, τ
2)Φ2[B(z − ξd);02,Δ], (4)

where ξd = ξ1−ξ2, τ2 = 2ω2

n , b∗ = (λ1, −λ2)′, B = n
2ωb∗, and Δ = I2+n

2b∗b′
∗.

4 Distribution of the Cohen’s d

Suppose that there are two samples X = (X1, . . . , Xn)′ and Y = (Y1, . . . , Ym)′

from independent multivariate skew normal populations given in Eq. (2). The
population Cohen’s effect size is the standardized location difference given by
θ = ξ1−ξ2

ω , where scale parameters are assume to be equal, ω1 = ω2 ≡ ω. We
would like to use the Cohen’s d, defined by T = X̄−Ȳ

Sp
as a point estimator of θ,

where S2
p is the pooled sample variance given by

S2
p =

(n − 1)S2
X + (m − 1)S2

Y

n + m − 2
,

where S2
X and S2

Y are sample variances of X and Y, respectively. Note that the
distribution of X̄−Ȳ is obtained in Proposition 1. In the following, we will derive
the distribution of the Cohen’s d and its proof is given in Appendix.

Theorem 1. With the assumptions given above, we have the following results.

(a) The pdf of T = X̄−Ȳ
Sp

is given by

g
T
(t) =

4
2ν/2−1

√
νΓ (ν/2)

∫ ∞

0

vνe−v2/2φ

(
v√
ν

t; θ, τ2

)

Φ2

[
B

(
v√
ν

t − θ

)
; 02, Δ

]
dv,

(5)

where ν = m + n − 2, τ2 = m+n
mn , Δ = I2 + diag (nλ2

1, mλ2
2) − b∗b′

∗/τ2,
b∗ = (λ1, −λ2)′, and B = 1

τ2 b∗
(b) The mean and variance of T are, respectively,

μ
T

= a

[
θ +

√
2
π

(δ1 − δ2)

]

and

σ2
T

=
ν

ν − 2

⎡
⎣

(
m + n

mn
− 2

π
(δ21 + δ22)

)
+

(
θ +

√
2
π

(δ1 − δ2)

)2
⎤
⎦

−a2

(
θ +

√
2
π

(δ1 − δ2)

)2

,

where a =
√

ν
2

Γ [(ν−1)/2]
Γ (ν/2) , δ1 = λ1√

1+nλ2
1

, and δ2 = λ2√
1+mλ2

2

.
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The density curves of T with different values of parameters are given in Fig. 1.
From the left figure in Fig. 1, we can see that the shapes of density curves are
effected by changes of shape parameters λ1 and λ2 for fixed n = m = 80 and
θ = 0. From the right figure in Fig. 1, we know that the shapes of density curves
are not effected much by the changes of θ values, fixing other parameters.

Fig. 1. The density curves of T (left) with θ = 0 and m = n = 80 for λ1 = λ2 =
0, λ1 = 5, λ2 = 0, and λ1 = 5, λ2 = −5, and that (right) when m = n = 80 and
λ1 = 5, λ2 = −5 for θ = 0.2, 0.5, 0.8.

Remark 4.1. As a consequence of Theorem 1 and Remark 3.1, the variance of
T11 = X1−Y1

SP
is

σ2
T11

=
ν

ν − 2

⎡
⎣

(
2− 2

π
(δ21 + δ22)

)
+

(
θ +

√
2

π
(δ1 − δ2)

)2
⎤
⎦ − a2

(
θ +

√
2

π
(δ1 − δ2)

)2

,

where a =
√

ν
2

Γ [(ν−1)/2]
Γ [ν/2]

(here ν = m + n − 2), δ1 = λ1√
1+nλ2

1

and δ2 = λ2√
1+mλ2

2

.

Let Z∗ = T − μT and density curves of Z∗ for different parameters when
m = n are given in Fig. 4. From Fig. 2, it is clear that values of θ are not effect
the density curves of Z∗ significantly.

Fig. 2. The density curves of Z∗ with m = n = 80, λ1 = 5, λ2 = −5 for θ =
0, 0.2, 0.5, 0.8.
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5 Setting up the APP Related to the Cohen’s d

In this section, we will setup the APP for estimating θ = ξd

ω on two independent
samples. Since there are two unknown sample sizes m and n, we will assume,
without loss of generality, that m ≥ n so that the degrees of freedom m+n−2 is
equal or larger than 2(n−1). It has been shown that the length of the confidence
interval constructed with n + m − 2 degrees of freedom is smaller than the one
with 2(n − 1) degrees of freedom, See Wang et al. (2019) [14] and Chen et al.
(2021) [3] for more details. Thus our APP for estimating Cohen’s effect size θ
will provide the minimum required sample size n for known shape parameters
λi (i = 1, 2) and, θ̂, an estimate of θ from previous data if it is available. The
following is the main result on required sample size for estimating Cohen’s effect
size and its proof is given in Appendix.

Theorem 2. Let c be the confidence level and f be the precision which are
specified such that the error associated the unbiased estimator T̂ of θ based on
Remark 4.1 is E = fσ

T11
. More specifically,

P
[
f1σT11

≤ T̂ − θ ≤ f2σT11

]
= c. (6)

Here, σ
T11

is the standard deviation of T11 given in Remark 4.1, f1 and f2 are
left and right precision satisfying max{|f1|, f2} ≤ f . Then the required sample
size n (n > 3) is obtained by

∫ U

L

gZ∗(z)dz = c (7)

such that U − L is the shortest. where g
Z∗ (z) is the pdf of Z∗ = T−μ

T

σ
T

, L =

f1
σ

T11
σ

T
, and U = f2

σ
T11
σ

T
.

Remark 1. The computer program that can be used to find the required sample
size for different research goals is listed below. The input data are θ0 specified
Cohen’s effect size from the previous data, shape values λ1 and λ2, the confidence
level c, and the precision f . The output value is the required sample size n and
respected left and right precision f1 and f2, respectively.

https://appcohensd.shinyapps.io/indcohensn/

6 Simulation Studies

In this section, Table 1 to Table 3 provide some results concerning sample size to
meet specifications for precision and confidence based on Theorem 2. These tables
show that the required sample sizes are decreasing as the differences in shapes are
increasing. Meanwhile, the required sample size is also affected positively by the
previous information of Cohen’s effect size θ. Using Monte Carlo simulations,
we count the relative frequencies for different values of θ and λ for different
values of precision. All results are illustrated with a number of simulation runs
M = 10, 000. In each table, the corresponding coverage rate for each required
sample size shows our method working well (Tables 1, 2 and 3).

https://appcohensd.shinyapps.io/indcohensn/
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Table 1. The values of sample size n and the corresponding coverage rates (c.r.) under
different values of θ = 0, 0.2, 0.5, 0.8, 1, precision f = 0.1, 0.15, 0.2, 0.25, and
λ1 = λ2 = 0.5 for c = 0.9, 0.95.

c f nθ=0 (c.r.) nθ=0.2 (c.r.) nθ=0.5 (c.r.) nθ=0.8 (c.r.) nθ=1 (c.r.)

0.9 0.1 106 (0.9016) 107 (0.8983) 111 (0.8914) 124 (0.8980) 155 (0.9023)

0.15 49 (0.9012) 49 (0.8981) 49 (0.8858) 50 (0.8861) 55 (0.8914)

0.2 29 (0.8986) 29 (0.8921) 30 (0.8917) 33 (0.8932) 35 (0.8944)

0.25 21 (0.9035) 21 (0.9080) 22 (0.9097) 24 (0.9128) 24 (0.9032)

0.95 0.1 153 (0.9478) 154 (0.9464) 157 (0.9401) 174 (0.9415) 221 (0.9478)

0.15 70 (0.9504) 72 (0.9531) 75 (0.9497) 79 (0.9469) 82 (0.9447)

0.2 41 (0.9489) 42 (0.9475) 44 (0.9496) 47 (0.9483) 49 (0.9499)

0.25 28 (0.9482) 29 (0.9529) 30 (0.9511) 32 (0.9485) 34 (0.9515)

Table 2. The values of sample size n and the corresponding coverage rates (c.r.)
under different values of θ = 0, 0.2, 0.5, 0.8, precision f = 0.1, 0.15, 0.2, 0.25, and
λ1 = 0.2, λ2 = 0 for c = 0.9, 0.95.

c f nθ=0 (c.r.) nθ=0.2 (c.r.) nθ=0.5 (c.r.) nθ=0.8 (c.r.)

0.9 0.1 270 (0.9035) 270 (0.9027) 273 (0.8978) 284 (0.9035)

0.15 120 (0.9057) 120 (0.9011) 121 (0.9004) 121 (0.8990)

0.2 67 (0.9075) 67 (0.9033) 67 (0.9008) 69 (0.8983)

0.25 43 (0.9034) 43 (0.9052) 43 (0.9039) 44 (0.8991)

0.95 0.1 384 (0.9521) 384 (0.9522) 385 (0.9490) 400 (0.9453)

0.15 170 (0.9511) 171 (0.9535) 173 (0.9516) 176 (0.9434)

0.2 95 (0.9534) 96 (0.9543) 97 (0.9477) 99 (0.9475)

0.25 61 (0.9572) 61 (0.9514) 62 (0.9510) 67 (0.9482)

Table 3. The values of sample size n and the corresponding coverage rates (c.r.)
under different values of θ = 0, 0.2, 0.5, 0.8, precision f = 0.1, 0.15, 0.2, 0.25, and
λ1 = −λ2 = 0.5 for c = 0.9, 0.95.

c f nθ=0 (c.r.) nθ=0.2 (c.r.) nθ=0.5 (c.r.) nθ=0.8 (c.r.)

0.9 0.1 366 (0.9003) 368 (0.9009) 372 (0.8946) 384 (0.8887)

0.15 157 (0.9019) 159 (0.9001) 161 (0.8993) 170 (0.9005)

0.2 87 (0.9012) 89 (0.9010) 90 (0.8954) 97 (0.8983)

0.25 54 (0.8991) 56 (0.8998) 57 (0.8996) 63 (0.9037)

0.95 0.1 483 (0.9511) 488 (0.9503) 494 (0.9513) 512 (0.9527)

0.15 208 (0.9502) 212 (0.9516) 217 (0.9481) 229 (0.9485)

0.2 114 (0.9505) 117 (0.9492) 122 (0.9508) 132 (0.9487)

0.25 71 (0.9499) 73 (0.9499) 77 (0.9498) 83 (0.9497)
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The following Fig. 3 shows the decreasing required sample size as the increase of
shape parameters from λ1 = λ2 = 0 to 2.

Fig. 3. The required sample size n for different precision f = 0.1, 0.15, 0.2, 0.25 and
confidence level c = 0.95 when shape parameters λ1 = λ2 increase from 0 to 2.

7 An Example

In this section, we provide an example for illustration the use of the APP in
Sect. 4 to real life data. The data set contains the annual salaries from Depart-
ments of Sciences (DS) and the remaining departments in the College of Arts
and Sciences (RD), New Mexico State University, which are obtained from
the Budget Estimate (2018/19) [9]. The total number of faculty salaries used
in this data set is 394 (199 for DS and 195 for RD), and the ratio of the
RD and DS is r = 1.02. The estimated distributions based on the data set
are SN(3.4131, 3.57682, 3.8487) and SN(4.0995, 3.87942, 2.1394) (with unit
$10,000) for RD and DS via the Method of Moment Estimation, respectively. His-
tograms and their corresponding skew normal density fitting curves are, respec-
tively, given in Fig. 4 and Fig. 5. We can see from both figures that the data sets
are skewed to right, so that skew normal fittings are appropriate.

Fig. 4. The histogram and its corresponding density curved by the skew normal dis-
tribution with location ξ1 = 3.4131, scale ω2

1 = 3.57682, and shape λ1 = 3.8487.
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Fig. 5. The histogram and its corresponding density curved by the skew normal dis-
tribution with location ξ2 = 4.0995, scale ω2

2 = 3.87942, and shape λ2 = 2.1394.

The scale parameters are ω1 = 3.5768 and ω2 = 3.8794, which are sufficiently
close to be considered the same. Suppose that the population shapes are λ1 =
3.8487 and λ2 = 2.1394 known, respectively, as well as the moment estimate of
the Cohen’s effect size, θ = 0.2412 as a prior information. Then the required
sample size n = 68 for f = 0.15 and c = 0.95, and the density curve for T̂ is
shown in Fig. 6.

Randomly choose a sample of size 68 from each group, and calculate the
unbiased estimate of θ, T̂ = 0.2423 and σ

T11
= 1.8417. Then the 95% confi-

dence interval given by Theorem2 based on this sample can be obtained by
[0.1160, 0.5186].

Fig. 6. The density curve of T̂ for n = 68, θ = 0.2412, λ1 = 3.8487, and λ2 = 2.1394.

8 Discussion

Our goal was to derive the requisite mathematics to facilitate extending the APP
to apply to Cohen’s d, under the large umbrella of skew normal distributions. The
present article provides that extension and shows how it works for independent
samples, with support from simulations and an worked example. Finally, we
provided a free and user-friendly computer program. Thus, the present work
should enhance the ability of researchers to use Cohen’s d to index effect sizes,
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with increased assurance that sample Cohen’s d values will be good estimates
of population Cohen’s d values, even when the samples are drawn from skew
normal distributions.

Appendix

A. Proof of Theorem 1

Proof.(a) By Proposition 1 with ω1 = ω2 = ω, we know that X̄ − Ȳ is closed
skew normal distributed and its pdf is given in Eq. (3) with τ = m+n

mn and
b′ = ω(λ1,−λ2). From Lemma 1, we know that

(n − 1)S2
X

ω2
∼ χ2

n−1 and
(m − 1)S2

Y

ω2
∼ χ2

m−1

are independent so that

U ≡ (m + n − 2)Sp

ω2
∼ χ2

ν

and the pdf of U

fU (u) =
1

2ν/2−1Γ (ν/2)
uν/2−1e−u/2,

where ν = m + n − 2. Since Z = X̄ − Ȳ and S2
p are independent, we can

define T = Z
Sp

= Z/ω√
U/ν

, and the density function is

gT (t) =
∫ ∞

0

fZ(ωtu)fU (
√

νu)ω
√

νudu,

from which, let v =
√

νu,

g
T
(t) =

4
2ν/2−1

√
νΓ (ν/2)

∫ ∞

0

vνe−v2/2φ

(
v√
ν

t; θ, τ2

)

Φ2

[
B

(
v√
ν

t − θ

)
; 02, Δ

]
dv,

where τ2 = m+n
mn , b∗ = (λ1, −λ2)′, B = 1

τ2 b∗ and Δ = I2 +
diag (nλ2

1, mλ2
2) − b∗b′

∗/τ2.
(b) Note that both X̄ and Ȳ are skew normal distributed and they are inde-

pendent, the mean and variance of Z are

E(Z) = ξ1−ξ2+

√
2
π

(δ1−δ2)ω and V ar(Z) = ω2

[
n + m

mn
− 2

π
(δ21 + δ22)

]
,

respectively. Also it is easy to obtain

E

(
1
Sp

)
=

√
ν

ω
E(

1√
U

) =
√

ν

2ω

Γ [(ν − 1)/2]
Γ (ν/2)

and E

(
1
S2

p

)
=

ν

(ν − 2)ω2
.

(8)
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Let a =
√

ν
2

Γ [(ν−1)/2]
Γ (ν/2) . Now the mean of T is

μ
T

= E(X̄ − Ȳ )E
(

1
Sp

)
= a

[
θ +

√
2
π

(δ1 − δ2)

]
.

For the variance of T , we have

E(T 2) = E(X̄ − Ȳ )2E
(

1
S2

p

)
= {V ar(X̄) + V ar(Ȳ ) + [E(X̄ − Ȳ )]2}E

(
1
S2

p

)

so that σ2
T = E(T 2) − μ2

T
, the desired result follows after simplification.

B. Proof of Theorem 2

Proof. Let T̂ = T
a −

√
2
π (δ1 − δ2), the unbiased estimator of θ. Then Eq. (6)

can be rewritten to be

P
[
f1σT11

≤ (T − μ
T
)/a ≤ f2σT11

]
,

then

P

[
f1a

σ
T11

σ
T

≤ Z∗ ≤ f2a
σ

T11

σ
T

]
,

where a is a constant related to n given in (ii) of Theorem1. If we denote
Z∗ = T−E(T )

σ
T

, then Eq. (7) holds in which g
Z∗ (z) is the density function of Z∗,

and g
Z∗ (z) = σ

T
g

T
(z + μ

T
), where g

T
(t) is the density function of T given in

the Theorem 1. If we have had an estimate θ̂ of θ by the previous information,
then the required sample size n can be obtained by solving Eq. (7).
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Abstract. In machine learning – and in data processing in general – it
is very important to select the proper number of features. If we select
too few, we miss important information and do not get good results,
but if we select too many, this will include many irrelevant ones that
only bring noise and thus again worsen the results. The usual method of
selecting the proper number of features is to add features one by one until
the quality stops improving and starts deteriorating again. This method
works, but it often takes too much time. In this paper, we propose faster
– even asymptotically optimal – methods for solving the problem.

Keywords: Machine learning · Data processing · Optimal number of
features · Asymptotically optimal method

1 Formulation of the Problem

Selecting Optimal Number of Features: An Important Problem. In
machine learning – and in data processing in general – an important problem is
selecting the number of features; see, e.g., [2].

– When we only use very few of the available features, the results are not very
good – since we do not use a significant portion of the available information.

– As we increase the number of features, the results get better and better.
– However, at some point, we exhaust useful features, and we start adding

features that practically do not contribute to the desired decision. In such
situations, new features mostly adds noise, so the performance deteriorates
again.
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In other words, the effectiveness E depends on the number of features n as
follows:

– the value E(n) first increases with n,
– but at some point, it starts decreasing with n.

We need to find the value n0 at which the effectiveness E(n) is the largest.

How This Problem is Solved Now. Of course, we can always do it if:

– first, we order the features in terms of their prospective usefulness – e.g., by
the absolute value of the correlation between this feature and the value that
we are trying to predict, and then

– we add features one by one in this order, and select the number of features
that leads to the best prediction.

This is usually how people solve this problem now.

A Better Method is Needed. In many cases – e.g., for machine learning –
the adding-features-one-by-one algorithm is very time-consuming, since for each
number of features, we need to re-train the neural network, and this takes time.

It is thus desirable to have faster methods for finding the optimal value n0.

What We Do in This Paper. In this paper, we first describe a straightforward
asymptotically optimal method for finding the optimal number of features. Then,
we show how to further speed up the corresponding computations. Specifically:

– in Sect. 2, we formulate the problem in precise terms;
– in Sect. 3, we describe a straightforward asymptotically optimal method for

solving this problem;
– in Sect. 4, we describe the new method, and we show that this method is

indeed faster than the straightforward method.

2 Let Us Formulate the Problem in Precise Terms

What We Are Given. We are given a number N – the overall number of
available features. We have an algorithm that:

– given a natural number n ≤ N ,
– returns a real number E(n) – the effectiveness that we get if we consider n

most promising features.

What We Know. We know that the function E(n) first strictly increases, then
strictly decreases. In other words, there exits some threshold value n0 – that is
not given to us – for which:

– if n < n′ ≤ n0, then E(n) < E(n′), and
– if n0 ≤ n < n′, then E(n) > E(n′).
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What We Want to Compute. We want to compute the threshold value n0,
i.e., the value at which the effectiveness E(n) attains the largest possible value.

Usual Method for Computing n0. The usual method for computing n0 is
trying n = 1, n = 2, etc., until we reach the first value n for which E(n) <
E(n − 1). Then, we return n0 = n − 1.

This method requires, in the worst case, N calls for the algorithm E(n).

What We Want. We want to come up with a faster method for computing n0.

3 Straightforward Asymptotically Optimal Method
for Solving the Problem

Main Idea.

– For values n < n0, we have E(n) < E(n+ 1).
– For values n ≥ n0, we have E(n) > E(n+ 1).

It is therefor reasonable to use bisection (see, e.g., [1]) to find the threshold
value n0.

Resulting Method. At each iteration, we have values n− < n+ for which
E(n−) < E(n− +1) and E(n+) > E(n++1). Based on the properties described
in the previous paragraph, this implies that n− < n0 ≤ n+.

We start with the values n− = 0 and n+ = N − 1. At each iteration, we take
the midpoint

m =
⌊
n− + n+

2

⌋

and check whether E(m) < E(m+ 1). Then:

– If E(m) < E(m+ 1), we replace n− with the new value m.
– If E(m) > E(m+ 1), we replace n+ with the new value m.

At each iteration, the width of the interval [n−, n+] is decreased by half. We stop
when this width becomes equal to 1, i.e., when n+ −n− = 1. Once we reach this
stage, we return n+ as the desired value n0.

How Many Calls to the Algorithm E(n)This Method Requires. We start
with an interval [0, N −1] of width ≈ N . At each stage, the width of the interval
decreases by a factor of 2. Thus, after k iterations, we get an interval of width
2−k ·N . The number k of iterations needed to reach the desired interval of width
1 can be therefore determined from the formulas 2−k · N = 1, so k = log2(N).

On each iteration, we call the algorithm E(n) twice: to find E(m) and to
find E(m+ 1). Thus, overall, this method requires 2 · log2(N) calls to the algo-
rithm E(n).

This Method is Asymptotically Optimal. We need to find a natural number
n0 from the interval [0, N ]. In general, by using b bits, we can describe 2b different
situations. Thus, the amount of information b that we need to determine n0 must
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satisfy the inequality 2b ≥ N , i.e., equivalently, b ≥ log2(N). To get each bit of
information, we need to call the algorithm E(n). Thus, to find n0, we need to
make at least log2(N) calls to this algorithm.

The above algorithm requires 2 · log2(N) = O(log2(N)) calls. Thus, this
method is indeed asymptotically optimal.

Natural Question. The straightforward method described in this section is
asymptotically optimal, this is good. However, still, this method requires twice
more calls to the algorithm E(n) that the lower bound. Thus, a natural question
is: can we make it faster?

Our answer to this question is “yes”. Let us describe the new faster method.

4 New Faster Method: Description and Analysis

Preliminary Step. First, we compute the value E(m) for the midpoint m of
the interval [0, N ], so we form an interval [n−, n+]

def= [0, N ].

Iterations. At the beginning of each iteration, we have the values n− < n+ for
which:

– we know the values E(n−), E(n+) and E(m), where m is the midpoint of the
interval [n−, n+], and

– we know that E(n−) < E(m) > E(n+).

We stop when n+ − n− = 2, in which case we return n0
def= n− + 1.

At each iteration, we first select, with equal probabilities 0.5, whether we
start with the left subinterval or with the right subinterval.

If we start with the left subinterval, then we compute the midpoint L of this
subinterval, and compute the value E(L). Then:

– If E(L) > E(m), i.e., if E(n−) < E(L) > E(m), then we replace the interval
[n−, n+] with the new half-size interval [n−,m]. In this case, the iteration is
finished. So, if the stopping criterion is not yet satisfied, we start the new
iteration.

– On the other hand, if E(L) < E(m), then we compute the midpoint R of the
right subinterval [m,n+], and compute the value E(R). Then:

• If E(m) > E(R), i.e., if E(L) < E(m) > E(R), then we replace the
interval [n−, n+] with the new half-size interval [L,R].

• On the other hand, if E(m) < E(R), i.e., if E(m) < E(R) > E(n+), then
we replace the interval [n−, n+] with the new half-size interval [m,n+].

If we start with the right subinterval, then we compute the midpoint R of
this subinterval, and compute the value E(R). Then:

– If E(m) < E(R), i.e., if E(m) < E(R) > E(n+), then we replace the interval
[n−, n+] with the new half-size interval [m,n+]. In this case, the iteration is
finished. So, if the stopping criterion is not yet satisfied, we start the new
iteration.
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– On the other hand, if E(m) > E(R), then we compute the midpoint L of the
left subinterval [n−,m], and compute the value E(L). Then:

• If E(L) > E(m), i.e., if E(n−) < E(L) > E(m), then we replace the
interval [n−, n+] with the new half-size interval [n−,m].

• On the other hand, if E(L) < E(m), i.e., if E(L) < E(m) > E(R), then
we replace the interval [n−, n+] with the new half-size interval [L,R].

Why This Algorithm Works. If for some values n− < m < n+, we have
E(n−) < E(m) > E(n+), then:

– we cannot have n0 ≤ n−, since then n− < m would imply E(n−) < E(m);
thus, we must have n− ≤ n0; and

– we cannot have n+ ≤ n0, since then m < n+ would imply E(m) < E(n+);
thus, we mist have n0 ≤ n+.

Thus, in this case, we must have n0 ∈ [n−, n+].

How Many Calls to the Algorithm E(n) This Method Requires. Each
iteration reduced the width of the original interval [n−, n+] = [0, N ] by half. So,
similarly to the straightforward algorithm, we need log2(N) iterations

On each iteration, we first make the first call to E(n) and then the first
comparison. We have two possible results of this comparison, so it is reasonable
to assume that each comparison result occurs with probability 0.5. So, on each
iteration:

– with probability 0.5, we require only one call to the algorithm E(n), and
– with probability 0.5, we require two calls.

Thus, the expected number of calls on each iteration is 0.5 · 1 + 0.5 · 2 = 1.5.
Since we make an independent random selection on each iteration, the num-

bers of calls on different iterations are independent random variables. Thus, due
to the large numbers theorem (see, e.g., [3]), the overall number of calls will be
close to the expected number of calls, i.e., to 1.5 · log2(N). This is clearly faster
than the number of calls 2 · log2(N) required for the straightforward algorithms.

5 Conclusions

In training a neural network, it is important to select the proper number of
features. If we select too few features, we may lose important information, and
thus, decrease the prediction accuracy and effectiveness. On the other hand, if we
include too many features, including ones that barely affect the predicted quan-
tity, these barely-affecting features act, in effect, as noise, and the effectiveness
of prediction decreases again. At present, to find the optimal number of features,
practitioners sort them in the order of their prospective usefulness – e.g., by the
absolute value of the correlation between the feature and the desired value, and
then add features one by one in this order until we reach the largest possible
effectiveness (and the smallest possible prediction errors). The main limitation
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of this process is that for each added feature, we need to re-train the neural
network, and each re-training takes a significant amount of time. It is therefore
desirable to be able to decrease the number of re-trainings needed to reach the
most effective number of features.

In this paper, we present a method that drastically decreases the number of
such re-trainings in comparison to the usual practice. Moreover, we show that
this method is (asymptotically) optimal, i.e., it leads to the (asymptotically)
smallest possible number of re-trainings.
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Abstract. In many practical situations, if we split our efforts into two
disconnected chunks, we get better results: a pavement is stronger if
instead of a single strengthening layer, we place two parts of this layer
separated by no-so-strong layers; teaching is more effective if instead of
concentrating a topic in a single time interval, we split it into two parts
separated in time, etc. In this paper, we provide a general explanation
for all these phenomena.

Keywords: Pavement engineering · Fracking · Interleaving in
education

1 Formulation of the Problem

General Idea. This research was motivated by the fact that in several applica-
tion areas, there appears a similar empirical phenomenon, a phenomenon that,
in each of these areas, is difficult to explain. In this paper, we provide a general
explanation for this phenomenon. Let us list the examples of this phenomenon.
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Pavement Engineering. Road pavement must be strong enough to sustain
the traffic loads. To strengthen the pavement, usually, the pavement is formed
by the following layers (see, e.g., [1]):

– First, on top of the soil, we place compacted granular material; this is called
the sub-base.

– On top of the sub-base, we place granular material strengthened with cement;
this layer is called the base.

– Finally, the top layer is the granular material strengthened by adding the
liquid asphalt; this layer is called the asphalt concrete layer.

In this arrangement, the strength of the pavement comes largely from the two
top layers: the asphalt concrete layer and the base.

Empirical evidence shows that in many cases, the inverse layer structure,
where the base and sub-base are switched – so that the two strong layers are
separated by a weaker sub-base layer – leads to better pavement performance;
see, e.g., [3,6–8,10,11,16–18,20,22,25].

Fracking. Traditional methods of extracting oil and gas leave a significant
portion of them behind. They were also unable to extract oil and gas that were
concentrated in small amounts around the area. To extract this oil and gas,
practitioners use the process called fracking, when high-pressure liquid is injected
into the underground location, cracking the rocks and thus, providing the path
for low-density oil and gas to move to the surface. Usually, several pipes are
used to pump the liquid. Empirically, it turned out that the best performance
happens when not all the pipes are active at the same time, but when there
is always a significant distance between the active pipes. One way to maintain
this distance – known as zipper fracking – is to activate, e.g., every other pipe,
interchanging activations of pipes 1, 3, 5, etc., with activating the intermediate
pipes 2, 4, 6, etc. (This particular technique is known as Texas two-step.) For
more information, see, e.g., [19,26] and references therein.

Education. In education, best learning results are achieved when there is a
pause between two (or more) periods when some topic is studied; this pedagogical
practice is known as interleaving. Several studies show that interleaving enhances
different types of learning, from learning to play basketball [9,13] to learning
art [12] to learning mathematics [14,23,24], to training and re-training medical
doctors [2,21]; see also [4,5,15].

2 Towards an Explanation

General Idea. What is the ideal situation?

– The ideal pavement would mean that all layers are strong.
– The ideal fracking would mean that all the pipes are active all the time.
– The ideal study process would mean that we study all the time.
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So, a natural way to compare the quality of different strategies is to see which
ones are closer to this ideal case.

A General Mathematical Description of the Problem. Let us formulate
this general setting in precise terms.

In general, we have a certain range; this can be the range that describes:

– strength as a function of depth,
– study intensity as a function of time, etc.

From the mathematical viewpoint, we can always change the starting point to
be 0. For example, for studying, we can measure time starting with the moment
when we started the whole study process. In this case, the range will take the
form [0, T ] for some T > 0. So, for simplicity, let us assume that this range has
the form [0, T ].

Ideally, we should have full intensity at all points from this range:

– we should have full strength at all depth,
– we should have full study intensity at all moments of time, etc.

Again, from the mathematical viewpoint, we can re-scale intensity by taking this
level as a new unit for measuring intensity. After this re-scaling, the value of the
high level of intensity will be 1. So, the ideal case (I) is described by a function
that takes the value 1 on the whole interval [0, T ]; see Fig. 1.

0 T

1

Fig. 1. Ideal case (I)

The problem is that in all the above applications, the ideal case is not realistic.
In practice, we can have full strength only over a small portion of this range, a
portion of overall size ε.
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– We can have this strength portion concentrated on a connected (C) subrange
(see Fig. 2) – as is the case, e.g., of the traditional pavement.

– Alternatively, we can divide this portion into two (or more) disconnected (D)
subranges, as in Fig. 3.

In both cases, the value of intensity:

– is equal to 1 on a small part of the range, and
– is equal to 0 for all other values from the range.

0
T

1

Fig. 2. Connected portion (C)

0
T

1

Fig. 3. Disconnected portion (D)

In all the above examples, the performance was better for the disconnected
subranges. We will explain this by proving that, in some reasonable sense, the
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graph D corresponding to the disconnected portion is indeed closer to the graph
I of the ideal case than the graph corresponding to the connected portion C, i.e.,
that d(D, I) < d(C, I). In order to prove this, let us recall what is the natural
way to describe distance d(A,B) between two graphs A and B.

From the mathematical viewpoints, graphs are sets in a plane. So, to be
able to describe distance between graphs, let us recall how to describe distance
d(A,B) between sets A and B.

How to Define the Distance d(A,B) Between Two Sets A and B:
Reminder. Let us start with the simplest case, when both sets are 1-element
sets, i.e., when A = {a} and B = {b} for some points a and b. We assume
that for two points a and b, distance d(a, b) is already defined, In this case, it is
reasonable to define d(A,B) = d({a}, {b}) def= d(a, b).

A natural idea is to use Euclidean distance here:

d((x, y), (x′, y′)) =
√

(x − x′)2 + (y − y′)2.

Instead, we can use a more general �p-metric for some p ≥ 1:

d((x, y), (x′, y′)) = (|x − x′|p + |y − y′|p)1/p.

It is worth mentioning that our result remains valid whichever value p ≥ 1 we
select.

A slightly more complex case is when only one of the sets is a one-point set,
e.g., A = {a}. In this case, it makes sense to define the distance d({a}, B) in
such a way that this distance is 0 when a ∈ B. A reasonable idea is to take

d(A,B) = d({a}, B) def= inf
b∈B

d(a, b).

Finally, let us consider the general case, when both sets A and B may contain
more than one point. In line with the general definition of a metric, we would
like to have d(A,B) = 0 if and only if the sets A and B coincide, i.e., if and only
if:

– every element the set A is also an element of the set B, and
– every element of the set B is also an element of the set A.

In other words, for us to declare that d(A,B) = 0:

– we must have d({a}, B) = 0 for all a ∈ A, and
– we must have d({b}, A) = 0 for all b ∈ B.

The usual way to achieve this purpose is – similarly to how we defined d({a}, B)
– to define d(A,B) as the largest of all these values; the resulting “worst-case”
expression dw(A,B) is known as the Hausdoff distance:

dw(A,B) def= max
(
sup
a∈A

d({a}, B), sup
b∈B

d({b}, A)
)

. (1)
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In general, the worst case is not always the most adequate description. For
example, if we have the set B almost equal to A, but with a very tiny additional
part which is far away from the original set, the worst-case distance is huge, but
in reality, the sets A and B are almost the same. To better capture the intuitive
idea of distance between two sets, it is reasonable to consider not the worst-case
values of d({a}, B) and d({b}, A), but their average values:

da(A,B) def=
1
2

·
∫
A

d({a}, B) da

μ(A)
+

1
2

·
∫
B

d({b}, A) db

μ(B)
. (2)

Let us see what these two definitions dw(A,B) and da(A,B) say about the
relation between our graphs I, C, and D.

What Are the Values dw(A,B) and da(A,B) in Our Case. Both worst-case
and average-case definitions are based on the values d({a}, B) and d({b}, A). So,
to compute the distances between the corresponding graphs, let us first analyze
what are the values d({a}, B) and d({b}, A) for our case.

Without losing generality, let us denote one of the graphs C or D by A, and
the ideal graph I by B. Let us first consider the values d({a}, B) = d({a}, I).

– Here, for points a ∈ A corresponding to the portion of overall length ε, the
intensity is equal to 1. So these points also belong to the graph I and thus,
d({a}, I) = 0.

– For all other points a ∈ A, the intensity is 0, i.e., this point has the form
(x, 0) for some x ∈ [0, T ]. The set I is the straight line segment. So, the
closest element to I is the projection of the point A on this straight line, i.e.,
the point (x, 1). In this case, the shortest distance d({a}, I) from the point a
and points b ∈ I is equal to 1: d({a}, I) = 1.

So, we have
sup
a∈A

d({a}, I) = 1 (3)

and ∫
A

d({a}, I) da

μ(A)
=

0 · ε + 1 · (T − ε)
T

=
T − ε

T
. (4)

It should be mentioned that the values Eq. (3) and Eq. (4) are the same both:

– for the connected portion C and
– for the disconnected portion D;

these values only depend on the overall length of the portion.
Let us now consider the values d({b}, A), when b ∈ I, i.e., when b = (x, 1)

for some x ∈ [0, 1], and A is C or D. By definition, d({b}, A) is the smallest of
the values d(a, b) when a is in the set A, i.e., when a is:

– either in the portion – in which case a = (x′, 1) for some x′ ∈ [0, T ],
– or not in the portion – in which case a = (x′, 0) for some x′ ∈ [0, T ].
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In the second case, the distance is at least 1 – and can always be made smaller
than or equal to 1 if we take the point (x, ·) ∈ A. In the first case, the distance
is equal to d(a, b) = d((x, 1), (x′, 1)) = |x − x′|. So:

– for points b = (x, 1) ∈ I which are at most 1-close to the portion, the shortest
distance d({b}, A) is equal to the distance z between x and the portion, while

– for all other points b = (x, 1) ∈ I, we have d({b}, A) = 1.

And herein lies the difference between the connected case C and the discon-
nected case D. In the connected case, we have:

– one connected portion of length ε on which d({b}, A) = 0, and
– two nearby intervals for which d({b}, A) < 1,

see Fig. 4.

0 T

1 ε 1

Fig. 4. Case of connected portion (C)

In this case, provided:

– that ε is sufficiently small, and
– that the portion is sufficiently separated from the endpoints 0 and T of the

range,

we have
sup
b∈C

d({b}, I) = 1 (5)

and
∫

I

d({b}, C) db = 0 · ε+2
∫ 1

0

z dz+(T − 2− ε) · 1 = 2 · 1
2
+T − 2− ε = T − 1− ε,

thus ∫
I
d({b}, C) db

μ(I)
=

T − 1 − ε

T
. (6)

In the disconnected case, we have:

– two connected subranges (of length ε/2 each) on which d({b}, A) = 0, and
– two pairs of nearby intervals for which d({b}, A) < 1,

see Fig. 5.

In this case, provided:
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0 T

1
ε

2
1 1

ε

2
1

Fig. 5. Case of disconnected portion (D)

– that ε is sufficiently small, and
– that both subranges are sufficiently separated from each other and from the

endpoints 0 and T of the range,

we have
sup
b∈D

d({b}, I) = 1 (7)

and
∫

I

d({b},D) db = 0 · ε+4
∫ 1

0

z dz+(T − 2− ε) · 1 = 4 · 1
2
+T − 4− ε = T − 2− ε,

thus ∫
I
d({b}, C) db

μ(I)
=

T − 2 − ε

T
. (8)

By combining the formulas (3), (5), and (7), we conclude that

dw(C, I) = dw(D, I) = 1.

Thus, if we only take into account the worst-case distance, then we cannot dis-
tinguish between the connected and disconnected cases.

However, if we use a more adequate average distance, then, by combining the
formulas (4), (6), and (8), we get

da(C, I) =
1
2

·
(

T − ε

T
+

T − 1 − ε

T

)
=

T − 1/2 − ε

T
, (9)

while
da(D, I) =

1
2

·
(

T − ε

T
+

T − 2 − ε

T

)
=

T − 1 − ε

T
. (10)

Here clearly, da(D, I) < da(C, I). In other words, the disconnected situation is
closer to the ideal case than the connected one – which explains why in all above
cases, the disconnected approach indeed leads to better results.

3 Conclusions and Future Work

This paper provides a mathematical explanation for a phenomenon that is
observed in reality but runs against our intuition: that a “disconnected” con-
trol, when there is a pause between the two control stages or a gap between
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two control locations, is often more effective than the “connected” control, with
no pauses or gaps. This is true in education, when learning the material during
two time intervals, with a pause in between, is often more effective than when
these two time intervals immediately follow each other. This is true in pavement
engineering, where it is more effective to place two strong layers at some distance
from each other rather than placing them next to each other – as it is usually
done. This is true in fracking, where keeping a distance between two active pipes
is more effective than activating two neighboring pipes.

In this paper, we provide a general mathematical explanation for this phe-
nomenon – that for a naturally defined distance between settings, the discontin-
uous setting is closer to the ideal one than the continuous setting. The generality
of this explanation makes us conjecture that a similar discontinuous arrangement
is worth trying in many other cases, be it automatic control, medical therapy,
or influencing people – and our first-approximation mathematical model will
hopefully provide a way to compare different approaches.

Acknowledgements. The authors are greatly thankful to the anonymous reviewers
for valuable suggestions.
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Abstract. Recent works have studied 0-1 combinatorial optimization
problems where profits of items are measured on a qualitative scale such
as “low”, “medium” and “high”. In this study, we extend this body of
work by allowing these profits to be both qualitative and uncertain. In
the first step, we use probability theory to handle uncertainty. In the sec-
ond step, we use evidence theory to handle uncertainty. We combine their
approaches with approaches in decision making under uncertainty that
utilize the Maximum Expected Utility principle and generalized Hurwicz
criterion, to compare solutions. We show that under probabilistic uncer-
tainty and a special case of evidential uncertainty where the focal sets
are rectangles, the task of identifying the non-dominated solutions can
be framed as solving a multi-objective version of the considered prob-
lem. This result mirrors that of the case of qualitative profits with no
uncertainty.

Keywords: Combinatorial optimization · Multiple objective
optimization · Belief function · Decision making under uncertainty

1 Introduction

A 0-1 combinatorial optimization problem (01COP) can be seen as the selec-
tion of a subset of items from a given collection of subsets, with the objective
of maximizing the total profits of the chosen items. Usually, these values are
represented quantitatively using a vector in R

n
≥0.

In many real-life situations, accurately assessing the exact numerical values of
items can be challenging due to limited information availability. It is often much
easier to make qualitative comparisons between these values. As an example,
although most people will find it hard to determine the exact weights of a laptop
and a smartphone, they can certainly say that the laptop is heavier.

Given an order between items, a mapping from the items to real values is
called a representation of this order if it maintains the empirical relations among
the items. The matroid optimization problem [6] is a special case of 01COPs in
which the optimality of solutions is independent of the choice of representa-
tion. However, in measurement theory [7], it is known that in most cases, the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
V.-N. Huynh et al. (Eds.): IUKM 2023, LNAI 14375, pp. 139–151, 2023.
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optimality of solutions does depend crucially on the choice of representation,
i.e., a solution is optimal for one representation but is not optimal for other
representation.

Recently, in [9], the authors studied the Knapsack problem (KP) where profits
of items are measured in a qualitative scale such as “low”, “medium”, “high”.
To deal with the above-mentioned issue, they provided a new way to compare
solutions i.e., a solution x is preferred to a solution y if x has higher profit
than y for any representation of the qualitative scale. They called a solution x
non-dominated if there is no other solution which is strictly preferred to x and
proceeded to enumerate all non-dominated solutions. In [9], they also observed
a strong connection between KP with qualitative profits and multi-objective KP
and this link is studied in greater details for 01COPs in a very recent paper [5].

In this paper, we further extend the works [5,9] by allowing profits of items to
be both qualitative and uncertain. First, we utilize the traditional probabilistic
framework to model uncertainty. Subsequently, following recent work encompass-
ing a wide class of optimization problems [11], of which the 01COP is a subclass,
we employ evidence theory [10], which is more general than probability theory,
to represent uncertainty. It is worth noting that such evidential uncertainty, i.e.,
belief functions on ordinal variables, e.g. on the profit of some items, can be
obtained from statistical data using, for instance, the approach described in [1].

In both cases, we adopt approaches in decision-making under uncertainty that
utilize, respectively, the Maximum Expected Utility principle and the generalized
Hurwicz criterion, to compare solutions, which still results in the concept of
non-dominated solutions. Lastly, we show that under probabilistic uncertainty
and a special case of evidential uncertainty where the so-called focal sets are
rectangles, finding non-dominated solutions can be framed as solving a multi-
objective version of the considered problem, which is similar to that of the case
with no uncertainty.

The rest of this paper is organized as follows. Section 2 presents necessary
background material. Section 3 quickly summarizes the works [5,9]. Section 4
presents the main results of the paper, where uncertainty is added and treated.
The paper ends with a conclusion.

2 Preliminaries

In this section, we present necessary background for the rest of the paper.
Throughout the paper, we denote by [m] the set {1, . . . , m}.

2.1 Evidence Theory

Let Ω = {ω1, . . . , ωq} be the set, called frame of discernment, of all possible
values of a variable ω. In evidence theory [10], partial knowledge about the
true (unknown) value of ω is represented by a mapping m : 2Ω �→ [0, 1] called
mass function and such that

∑
A⊆Ω m(A) = 1 and m(∅) = 0, where mass m(A)

quantifies the amount of belief allocated to the fact of knowing only that ω ∈ A.
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A subset A ⊆ Ω is called a focal set of m if m(A) > 0. If all focal sets of m are
singletons, then m is equivalent to a probability distribution. The mass function
m gives rise to belief and plausibility measures defined as follows, respectively:

Bel(A) =
∑

B⊆A

m(B) and Pl(A) =
∑

B∩A �=∅
m(B), ∀A ⊆ Ω. (1)

We can also consider the set P(m) of all probability measures on Ω which are
compatible with m, defined as P(m) = {P : P (A) ≥ Bel(A) ∀A ⊆ Ω}.

2.2 Multi-objective Optimization Problem

A multi-objective optimization problem can be written as

max {f1(x), . . . , fm(x)} (2)
x ∈ X . (3)

The notion of Pareto dominance is usually used for multi-objective optimiza-
tion problems. The feasible solution x is said to Pareto dominate the feasible
solution y, denoted by x 	Pareto y if

fi(x) ≥ fi(y) ∀i ∈ [m] and ∃j ∈ [m] such that fj(x) > fj(y). (4)

As the objectives (2-3) are typically conflicting, there is usually no solution
x that simultaneously maximizes all fi(x). Instead, we seek to find all so-called
efficient feasible solutions of (2-3), defined as:

x ∈ X such that �y ∈ X , y 	Pareto x. (5)

We refer to the book [4] for a comprehensive discussion on this subject.

2.3 0-1 Combinatorial Optimization Problem

A general 0-1 Combinatorial Optimization Problem (01COP) can be expressed
as follows. Let S be a set of n items. Each item i has a profit ri, represented as
a vector r ∈ R

n
+. The profit of a subset of S is obtained by summing the profits

of the items within it. The goal of the decision-maker is to find a subset having
maximum profit among a predefined collection X ⊆ 2S of subsets of S. This
problem can be modeled using a binary vector x ∈ {0, 1}n, where each element
xi indicates whether item i is included in the subset (1) or not (0). The 01COP
can then be written as:

max rT x

x ∈ X ⊆ {0, 1}n.
(01COP)

The Knapsack problem (KP) is one of the most important problems in the
class 01COP, which will serve as a running example throughout the paper. It is
defined as follows.
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Example 1 (The 0-1 knapsack problem (01KP)). Suppose a company has a
budget of W and needs to choose which items to manufacture from a set of n
possible items, each with a production cost of wi and fixed profit of ri. The
01KP involves selecting a subset of items to manufacture that maximizes the
total profit while keeping the total production costs below W . The 01KP can be
formulated as

max
n∑

i=1

rixi

n∑

i=1

wixi ≤ W

xi ∈ {0, 1} i ∈ [n].

(01KP)

3 01COP with Qualitative Levels

In this section, we quickly summarize the works in [5,9]. In many applications,
we can only express profits of items on a finite scale of qualitative levels. More
precisely, let (L,≺) = {l1, . . . , lk} be a fixed scale with k levels l1 ≺ . . . ≺ lk.
Profits of items are then represented by a fixed vector r ∈ Ln.

Example 2. Consider 5 items whose profits are measured in the qualitative scale
L = {“low′′, “medium′′, “high′′}. Their profits are recorded by a vector r =
{“low′′, “medium′′, “high′′, “high′′, “medium′′} in L5.

In general, the set of items can include absolutely unprofitable items, resulting
in the qualitative levels set L having a level that signifies “no profit at all”.
However, the decision-maker can always remove all such items from the outset.
Due to this, we exclude the case involving the “no profit at all” level. A mapping
v : L → R>0 is called a representation of L if

∀i, j, li ≺ lj ⇔ v(li) < v(lj). (6)

We denote by V the set of all representations of L. Note that V is identified with
a subset of R

k
>0, that is

V :=
{
v ∈ R

k
>0 : vi+1 > vi, ∀i ∈ [k − 1]

}
. (7)

In the following, to simplify the notation, we will use vi instead of v(li) for a
representation v.

The rank cardinality vector of an x ∈ X is defined as:

g(x) = (g1(x), . . . , gk(x)) (8)

where gj(x) = |{i : xi = 1 and ri = lj}|. Hence, the j-th component of g(x) is
nothing but the total number of items in x with profit level lj .
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Let v(x) be the profit of x with respect to a representation v ∈ V. By defini-
tion,

v(x) =
n∑

i=1

xiv(ri). (9)

We can also compute v(x) via its rank cardinality vector as

v(x) =
k∑

i=1

gi(x)vi. (10)

The preferences between feasible solutions crucially depend on the choice of v
as illustrated in the next example.

Example 3. Consider the following KP with 5 items and W = 6. The profits and
weights of items are given in Table 1. Let x = (1, 1, 1, 0, 0) (selecting items 1,2
and 3) and y = (0, 0, 1, 1, 0) (selecting items 3 and 4) be two feasible solutions.
If a representation v is chosen such that v(l1) = 2, v(l2) = 3, v(l3) = 4, x is
preferred to y as v(x) = 8 > v(y) = 7. However, if v is chosen such that
v(l1) = 2, v(l2) = 3, v(l3) = 6, y is preferred to x as v(x) = 8 < v(y) = 9.

Table 1. Profits and weights of items

items 1 2 3 4 5

w 2 2 2 3 4

r l1 l2 l2 l3 l3

To avoid the issue encountered in Example 3, the preference between feasible
solutions is defined as follows in [9]:

Definition 1. Let x, y ∈ X be two feasible solutions. Then,

1. x weakly dominates y, denoted by x � y, if for every v ∈ V, it holds that
v (x) ≥ v (y).

2. x dominates y, denoted by x 	 y, if x weakly dominates y and there exists
v∗ ∈ V such that v∗ (x) > v∗ (y).

3. x∗ ∈ X is called efficient or non-dominated, if there does not exist any x ∈ X
such that x 	 x∗.

In [9], it is shown that the relation � in Definition 1 is a preorder, i.e., it is
reflexive and transitive. At first glance, Definition 1 appears to require checking
every representation of L to determine the dominance relation between two
feasible solutions. However, there exists a rapid and straightforward test based
on the following key result.

Lemma 1 (see [9]). Let x, y be two feasible solutions. We have x � y iff
∑k

i=j gi(x) ≥ ∑k
i=j gi(y) for all j ∈ [k].
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Lemma 1 is of great importance as it establishes the link between 01COP with
qualitative levels and multi-objective optimization. This link was first observed
for the KP in [9] and has been systematically studied in [5] for 01COP. Indeed,
from Lemma 1 and material in Sect. 2.2, it is easy to see that x∗ is an efficient
solution according to Definition 1 if and only if it is an efficient solution of the
following problem:

max

{
k∑

i=1

gi(x),
k∑

i=2

gi(x), . . . ,
k∑

i=k

gi(x)

}

(11)

x ∈ X (12)

Note that Problem (11-12) can be rewritten so that its objective functions are
linear. Indeed, for each i ∈ [k], define vector ci ∈ {0, 1}n as follow:

ci
j = 0 if rj �= li and ci

j = 1 otherwise. (13)

Hence, ci is nothing but a vector that records positions of the qualitative level li
in r, and thus we have (ci)T x = gi(x) ∀i ∈ [k]. Problem (11-12) is then rewritten
as

max

{

(
k∑

i=1

ci)T x, (
k∑

i=2

ci)T x, . . . , (ck)T x

}

(14)

x ∈ X (15)

Therefore, methods in multi-objective optimization can be readily applied to
find efficient solutions of Problem 01COP with qualitative profits.

Example 4 (Example 3 continued). In the KP in Example 3, the position vectors
are c1 = (1, 0, 0, 0, 0), c2 = (0, 1, 1, 0, 0), and c3 = (0, 0, 0, 1, 1). To find non-
dominated solutions according to Definition 1 of the KP, we need to solve the
following multi-objective optimization problem:

max {x1 + x2 + x3 + x4 + x5, x2 + x3 + x4 + x5, x4 + x5} (16)

x ∈ {0, 1}5 : 2x1 + 2x2 + 2x3 + 3x4 + 4x5 ≤ 6 (17)

4 01COPs with Uncertain Qualitative Profits

In this section, we extend the approaches presented in [5,9] to address the case
where profits are uncertain and qualitative. Note that Lemma 1 is originally
proved for rank cardinality vectors in Z

k
≥0 (as shown in the original proof in [9] or

a simplified version in [5]). In our extended setting, we will require a generalized
version of this lemma that can accommodate vectors in R

k
≥0. Therefore, we

present the generalized version here. Note that the proof in [9] can be easily
modified to fit the generalized version. However, we present a new proof of
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Lemma 1 based on the duality theory of linear programming, which conceptually
differs from the proofs presented in [5,9].

Let A be a m × n matrix. Let us recall from linear programming that if the
primal problem is

min
{
vT b : vT A ≥ c, v ∈ R

m
≥0

}
. (18)

then its dual problem is

max
{
cT u : Au ≤ b, u ∈ R

n
≥0

}
. (19)

Lemma 2. Let g(x), g(y) be two vectors in R
k
≥0. Then,

k∑

i=1

gi(x)vi ≥
k∑

i=1

gi(y)vi ∀v ∈ V ⇔
k∑

i=j

gi(x) ≥
k∑

i=j

gi(y) ∀j ∈ [k]. (20)

Proof. Let f(v) =
∑k

i=1(gi(x) − gi(y))vi. Then,

k∑

i=1

gi(x)vi ≥
k∑

i=1

gi(y)vi ∀v ∈ V ⇔ f(v) ≥ 0 ∀v ∈ V (21)

⇔ f(v) ≥ 0 ∀v ∈ V :=
{
v ∈ R

k
≥0 : vi+1 ≥ vi, ∀i ∈ [k − 1]

}
, (22)

since f is continuous and V is the closure of V. Let z∗ = min
{
f(v) : v ∈ V}

. So
z∗ is the optimal value of the linear programming problem (P):

min
k∑

i=1

(gi(x) − gi(y))vi

v1 ≥ 0
vi+1 − vi ≥ 0, ∀i ∈ [k − 1]

(P)

Note that f(v) ≥ 0 ∀v ∈ V iff z∗ ≥ 0. Furthermore, z∗ ≥ 0 iff Problem (P) is
bounded, i.e., z∗ �= −∞.

Indeed, for the sake of contradiction, suppose that Problem (P) is bounded,
and yet there exists a v∗ such that f(v∗) = z∗ < 0. For any positive scalar λ, we
have λv∗ ∈ V, and thus f(λv∗) = λz∗ < z∗, which contradicts the optimality of
z∗. By duality, we have z∗ �= ∞ iff the dual Problem (D) has the finite optimal
value, or in this case Problem (D) is feasible:

max 0T u

ui − ui+1 ≤ gi(x) − gi(y), ∀i ∈ [k − 1]
uk ≤ gk(x) − gk(y)
u ≥ 0.

(D)

It is easy to see that Problem (D) is feasible iff
∑k

i=j gi(x) ≥ ∑k
i=j gi(y) ∀j ∈ [k].

Hence, we get the desired result. ��
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4.1 Under Probabilistic Uncertainty

In this section, we assume that information about the qualitative levels of items
is given by a probability distribution P on a subset R of Ln. Each r ∈ R is
called a scenario. Given v ∈ V, let vr(x) be the profit of x under scenario r. The
expected utility of a feasible solution x ∈ X with respect to v is defined as:

Ev
P (x) :=

∑

r∈R
P (r)vr(x) (23)

According to the Maximum Expected Utility principle [8], it is reasonable to
compare solutions based on their expectations. Furthermore, for similar reasons
as those that lead to Definition 1, i.e., the preference between two solutions x
and y should not depend on the choice of v, we define, for any x, y ∈ X ,

x �P y iff Ev
P (x) ≥ Ev

P (y) ∀v ∈ V. (24)

Let gr
i (x) be the number of items in x with qualitative level li under scenario r.

The next result shows how to check whether x �P y.

Proposition 1. x �P y ⇔ ∑k
i=j gi(x) ≥ ∑k

i=j gi(y) ∀j ∈ [k] , where gi(x) :=∑
r∈R P (r)gr

i (x).

Proof. By definition in Equation (23), we have

Ev
P (x) =

∑

r∈R
P (r)

k∑

i=1

gr
i (x)vi =

k∑

i=1

(
∑

r∈R
P (r)gr

i (x)

)

vi. (25)

Equivalently,

Ev
P (x) =

k∑

i=1

gi(x)vi. (26)

Therefore, x �P y ⇔ ∑k
i=1 gi(x)vi ≥ ∑k

i=1 gi(y)vi ∀v ∈ V. The desired result
follows by applying Lemma 2. ��
Note that gi(x) can be interpreted as the expected number of items in x with
profit level i.

From Proposition 1, non-dominated solutions according to �P are efficient
solutions of the following problem:

max

{
k∑

i=1

gi(x),
k∑

i=2

gi(x), . . . ,
k∑

i=k

gi(x)

}

(27)

x ∈ X . (28)

Note that each objective of Problem (27-28) is still linear. Indeed, let cri ∈ {0, 1}n

be a vector that records positions of qualitative level li in scenario r, defined as:

cri
j = 0 if rj �= li and cri

j = 1 otherwise. (29)
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Therefore,
gr

i (x) = (cri)T x (30)

and gi(x) =
(∑

r∈R P (r)cri
)T

x.

Example 5 (Example 3 continued). Assume now that the information about the
profits of items in Example 3 are given by two scenarios r1 and r2 in Table 2
with P (r1) = 0.8 and P (r2) = 0.2. We can see that cr11 = (1, 0, 0, 0, 0), cr12 =
(0, 1, 1, 0, 0), cr13 = (0, 0, 0, 1, 1), cr21 = (0, 0, 1, 0, 1), cr22 = (0, 1, 0, 1, 0) and
cr23 = (1, 0, 0, 0, 1). For any feasible solution x, we have

Table 2. Profits of items under two scenarios

items 1 2 3 4 5

w 2 2 2 3 4

r1 l1 l2 l2 l3 l3

r2 l3 l2 l1 l2 l1

g1(x) = (0.8cr11 + 0.2cr21)T x = 0.8x1 + 0.2x3 + 0.2x5. (31)

Similarly, g2(x) = x2 + 0.8x3 + 0.2x4 and g3(x) = 0.2x1 + 0.8x4 + 0.8x5.
Hence, finding non-dominated solutions boils down to solving the following
multi-objective KP.

max

⎧
⎨

⎩

x1 + x2 + x3 + x4 + x5,
0.2x1 + x2 + 0.8x3 + x4 + 0.8x5,

0.2x1 + 0.8x4 + 0.8x5,

⎫
⎬

⎭
(32)

x ∈ {0, 1}5 : 2x1 + 2x2 + 2x3 + 3x4 + 4x5 ≤ 6 (33)

4.2 Under Evidential Uncertainty

A more general approach than the one in Sect. 4.1 is to use evidence theory to
represent uncertainty. Let m be a mass function on a subset R of Ln. Let F be
the set of focal sets of m. Following [11], the lower and upper expected values of
a feasible solution x ∈ X with respect to a v ∈ V are defined as:

Ev(x) :=
∑

F∈F
m(F )min

r∈F
vr(x), (34)

E
v
(x) :=

∑

F∈F
m(F )max

r∈F
vr(x). (35)

For a fixed v, we may remark that the interval
[
Ev(x), E

v
(x)

]
is the range of

Ev
P (x) for all compatible probability measures P in P(m) [2].
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As in [11], solutions can be compared according to the generalized Hurwicz
criterion [2], defined by Hv

α(x) = αE
v
(x) + (1 − α)Ev(x) for some chosen opti-

mism/pessimism degree α ∈ [0, 1]. Furthermore, as in Sects. 3 and 4.1, we wish
to compare solutions regardless of the choice of representation:

x �α
hu y iff Hv

α(x) ≥ Hv
α(y) ∀v ∈ V. (36)

We first consider the case where the focal sets of m take a special form.

Rectangular Focal Sets. A subset F ⊆ Ln is called a rectangle iff it can be
expressed as the Cartesian product of sets, that is, F = ×n

i=1F
↓i, where F ↓i ⊆ L.

Since L is a linear order, we can associate two scenarios RF, rF for each focal
set F defined as:

RFi = max F ↓i and rFi = min F ↓i, ∀i ∈ [n] (37)

In this case, it is easy to compute E
v
(x), Ev(x) for a given v as shown in the

Proposition 2.

Proposition 2. When focal sets of m are rectangles, for any v ∈ V we have

Ev(x) =
∑

F∈F
m(F )vrF (x) (38)

E
v
(x) =

∑

F∈F
m(F )vRF (x). (39)

Proof. For any r ∈ F , by (37) we have

vrF (x) =
n∑

i=1

xiv(rFi) ≤ vr(x) =
n∑

i=1

xiv(ri) ≤
n∑

i=1

xiv(RFi) = vRF (x) (40)

Hence, inequality (40) together with Eqs (34)-(35) lead to the desired result. ��
Similarly to the probabilistic case in Sect. 4.1, we are able to derive a character-
ization for x �α

hu y:

Proposition 3. x �α
hu y ⇔ ∑k

i=j gα
i (x) ≥ ∑k

i=j gα
i (y) ∀j ∈ [k] where

gα
i (x) :=

∑

F∈F
m(F )

(
αgRF

i (x) + (1 − α)grF
i (x)

)
. (41)

Proof. By Proposition 2, we have

Hv
α(x) =

∑

F∈F
m(F )

(

(1 − α)
k∑

i=1

grF
i (x)vi + α

k∑

i=1

gRF
i (x)

)

vi. (42)
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Exchanging the summation leads to

Hv
α(x) =

k∑

i=1

[
∑

F∈F
m(F )

(
αgRF

i (x) + (1 − α)grF
i (x)

)
]

vi =
k∑

i=1

gα
i (x)vi. (43)

Hence Hv
α(x) ≥ Hv

α(y) ∀v ⇔ ∑k
i=1 gα

i (x)vi ≥ ∑k
i=1 gα

i (y)vi ∀v. The result fol-
lows then from Lemma 2. ��

From Proposition 3, we obtain that non-dominated solutions according to
�α

h are efficient solutions of the following problem:

max

{
k∑

i=1

gα
i (x),

k∑

i=2

gα
i (x), . . . ,

k∑

i=k

gα
i (x)

}

(44)

x ∈ X . (45)

Similar to Problem (27-28), each objective of Problem (44,45) is also linear. At
first glance, the assumption that focal sets are rectangles may seem restrictive.
Still, it can appear in numerous practical situations. In the next example, we
provide such a situation.

Example 6 (Example 3 continued). Assume that the profits of items are
unknown, and an expert predicts that the profit vector is r = {l2, l3, l1, l2, l2}.
However, the expert is not entirely reliable, and from results of his past predic-
tions, we know that the probability of him being correct is 0.8. If the prediction
is accurate, the profit vector is indeed r. On the other hand, when the prediction
is wrong, we are completely ignorant about the true profit, which could be any
vector in {l1, l2, l3}5. This piece of information can be naturally modeled using
a mass function m with two focal sets: F1 = {(l2, l3, l1, l2, l2)} with a mass of
0.8, and F2 = {l1, l2, l3}5 with a mass of 0.2 (Table 3). Let us choose α = 0.5.
For any feasible solution x, we can compute that

Table 3. Profits of items in two focal sets

items 1 2 3 4 5

w 2 2 2 3 4

F1 l2 l3 l1 l2 l2

F2 {l1, l2, l3} {l1, l2, l3} {l1, l2, l3} {l1, l2, l3} {l1, l2, l3}

gα
1 (x) = 0.1x1 + 0.1x2 + 0.9x3 + 0.1x4 + 0.1x5

gα
2 (x) = 0.8x1 + 0.8x4 + 0.8x5

gα
3 (x) = 0.1x1 + 0.9x2 + 0.1x3 + 0.1x4 + 0.1x5.
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So, finding non-dominated solutions according to the �α
hu can be formulated as

solving the following multi-objective KP:

max

⎧
⎨

⎩

x1 + x2 + x3 + x4 + x5,
0.9x1 + 0.9x2 + 0.1x3 + 0.9x4 + 0.9x5,
0.1x1 + 0.9x2 + 0.1x3 + 0.1x4 + 0.1x5,

⎫
⎬

⎭
(46)

x ∈ {0, 1}5 : 2x1 + 2x2 + 2x3 + 3x4 + 4x5 ≤ 6 (47)

Arbitrary Focal Sets. In this case, it is hard to derive a similar result as in
Lemma 2. As a first result in this direction, we give a sufficient condition for
x �α

hu y, with x, y ∈ X . Let R∗ := {r ∈ R : ∃F ∈ F such that r ∈ F}.

Proposition 4. If for each r ∈ R∗, we have
∑k

i=j gr
i (x) ≥ ∑k

i=j gr
i (y) for all

j ∈ [k] then x �α
hu y.

Proof. Immediate from (34-35). ��
Clearly, the condition stated in Proposition 4 is very stringent as it requires
that for each scenario in R∗, x weakly dominates y. Hence, in future research, it
would be valuable to find more relaxed conditions or, ideally, establish a char-
acterization similar to Lemma 2.

5 Conclusion

In this paper, we have investigated 0-1 Combinatorial Optimization Problems
(01COPs), where the profits of items can be both qualitative and uncertain. We
have combined approaches from [5,9] with decision-making under uncertainty
methodologies [2] to compare solutions. Our main result is that under proba-
bilistic uncertainty and a special case of evidential uncertainty where focal sets
are rectangles, we still can find non-dominated solutions by solving a multi-
objective version of the original 01COP. Going forward, we plan to study deeper
the case of evidential uncertainty with arbitrary focal sets, aiming to provide
more comprehensive insights and understanding. Another interesting direction
is to adapt the approach in [3] where the authors compared acts by means of
Sugeno integrals.
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Abstract. This study aims to assess how global economic policy uncertainty
influences the volatility of precious metals prices especially in the case of “gold
and silver” that occupy the two largest shares in the global precious metals market.
It covers four periods of interest, namely the pre subprime crisis (2000–2007), pre
COVID-19 pandemic (2008–20019), during COVID-19 pandemic (2020–2022),
and full sample (2000–2022) to evaluate the impacts of economic policy uncer-
tainty in different sample periods. TheGARCH-MIDASmethodology is employed
in this study to accommodate the incorporation of datasets with disparate frequen-
cies, specifically monthly data on Global Economic Policy Uncertainty (GEPU)
and daily data on precious metals prices, for examining their relationship and
yielding more insightful results.

Keywords: Precious metals · economic policy uncertainty · GARCH · MIDAS ·
GARCH-MIDAS

1 Introduction

Investors commonly consider precious metals, like gold and silver, as safe-haven assets
that they can rely on during times of economic instability or when there is a lack of clarity
surrounding economic policy. Therefore, the prices of precious metals can be subject
to significant fluctuations during times of economic policy uncertainty, as investors
may seek to minimize potential risks and fluctuations in the economy by hedging with
these assets [1]. Accurate modeling of volatility and correlation dynamics is crucial for
improving investment decisions in these markets. Various factors, such as changes in
economic activity, supply and demand dynamics, and geopolitical events, can influence
the volatility and correlation of precious metals markets. In addition to the previously
mentioned factors, economic policy uncertainty (EPU) can also have an impact on the
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prices of precious metals. EPU is characterized as a risk resulting from undefined gov-
ernment policies and regulatory frameworks in the near future [2]. This factor has been
the focus of studies conducted by [17] and [15]. As a result, it is crucial to develop
precise modeling of volatility and correlation dynamics in precious metals markets to
make informed investment decisions. Investors and portfolio managers can create more
accurate models and make better investment decisions by comprehending the elements
that influence these dynamics.

Global Economic Policy Uncertainty (GEPU) refers to the amalgamation of fis-
cal, regulatory, and monetary policies established by a country’s central bank and gov-
ernment. The uncertainty associated with GEPU arises from unpredictable changes in
tax and regulatory policies, which can heighten the risk associated with certain com-
modities, particularly speculative assets, during periods of high uncertainty. Given the
ongoing COVID-19 pandemic, financial markets and policy decisions are experiencing
an elevated level of uncertainty. Numerous studies have been conducted to investigate
the effects of GEPU on various financial indicators, including stock markets, exchange
rates, oil and stocks, bonds, institutional conditions, unemployment, commoditymarkets,
cryptocurrency, financial inclusion, environmental quality, and monetary policy. These
studies collectively illustrate that GEPU exerts an influence on the overall economy and
brings about modifications in these economic variables (see: [3, 6, 16]). Although pre-
vious studies have established that Global Economic Policy Uncertainty (GEPU) has
an impact on various economic indicators, its association with the commodity market,
particularly precious metals, was initially discussed by [4]. The presence of GEPU can
influence the investment and consumption decisions made by economic agents, thereby
influencing the prices of these precious metals in the commodity market. Furthermore,
GEPU can also affect the risk premium, interest rates, and supply and demand, all of
which have implications for the economy and investment. These fluctuations can have
consequences on financing and production expenditures. In times of crises or economic
downturns, commodities futures are frequently employedwithin the commoditiesmarket
to mitigate downside risk. Consequently, through portfolio rebalancing, GEPU can alter
the structure of the commodity market. The various factors of global economic policy
uncertainty (GEPU) may cause investors to become more cautious in their investments,
which can lead to increased volatility in financial markets.

The GARCH-MIDAS model is employed to shed light on the relationship between
economic policy uncertainty and the volatility of precious metals prices. It is recognized
that directly introducing low-frequency economic uncertainty to explain high-frequency
price volatility of precious metals may not be appropriate. Therefore, the GARCH-
MIDAS model is utilized as a powerful tool to bridge this gap and provide insights
into how economic uncertainty influences the volatility of precious metals market. [8]
proposed the GARCH-MIDAS model within the MIDAS framework as a means to
assess time-varying market volatility. This model splits the conditional variance into
long-term and short-term components. The long-term component examines the impact
of low-frequency variables on the conditional variance. The GARCH-MIDAS model is
a combination of the MIDAS framework developed by [12] and the component model
proposed by [9]. One significant advantage of this model is that it allows for the direct
examination of how macroeconomic variables affect market volatility by linking daily
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observations of stock returns with macroeconomic variables that are collected at lower
frequencies. In this study, we use the recently developed GARCH-MIDASmethodology
to investigate howmacroeconomic factors that are prone to uncertainty affect the precious
metals market volatility. Therefore, our research examines variance predictability and
seeks to determine whether including policy-sensitive economic variables can enhance
the capacity of the conventional volatility models for predicting. Moreover, we divided
the study into four periods: the full sample period (2000–2022), the pre-crisis period
(2000–2007), the pre-COVID-19 period (2008–2019), and the COVID-19 pandemic
period (2020–2022) to assess the impacts of various sample ranges containing different
degrees of uncertainty.

The remainder of the study is structured as follows. In Sect. 2, we go over the
methodology. Data used in the study are presented in Sect. 3. We present the findings in
Sect. 4 and the conclusion in Sect. 5.

2 Methodology

2.1 GARCH-MIDAS

The GARCH (1,1) model is a widely used model to estimate and forecast volatility in
financial markets. It assumes that the conditional variance of the asset returns follows an
autoregressive process that depends on the past squared errors. To assess the influence
of global economic policy uncertainty (GEPU) on the volatility of the precious metals
market, we employ the GARCH-MIDAS model, which was introduced by researchers
[10] and [21]. This model effectively addresses the disparity in data frequency between
the daily prices of precious metals and the monthly GEPU values. To aid in explaining
the GARCH-MIDAS model, we initially outline the GARCH (1,1) model utilizing data
of similar frequency

rt − Et−1(rt) = εt (1)

εt =
√

σ 2
t Zt (2)

σ 2
t = α0 + α1ε

2
t−1 + βσ 2

t−1 (3)

where rt is the natural logarithmic rate of the precious metals return, Et−1(rt) is its
conditional mean, εt is the residual, Zt is the innovation, and σ 2

t is the conditional
variance. ω, α, β are the model coefficients.

In contrast to the GARCH model utilizing data of identical frequency, the GARCH-
MIDAS model incorporates a long-run composition equation. Within the framework
of the GARCH-MIDAS model, the volatility of the precious metals market is decon-
structed into two primary elements: long-term volatility and short-term volatility. ri,t is
the return on day i of period t (month/quarter/year). Short-run volatility changes at the
daily frequency i, and long-run volatility changes at the period frequency t. Assuming√

σ 2
t = √

τt × gi,t , in Eq. (2), the new return equation can be specified as follows:

ri,t = Et−1(ri,t) + √
τt × gi,tZi,t ∀i = 1, ...,N (4)
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where gi,t is daily variation, related to short-run factors and τt denotes the long-run com-
ponent. Zi,t |�t−1, t ∼ N (0, 1) with �t−1,t represents the set of information determined
by the day (i − 1) of period t. gi,t is assumed to follow the GARCH (1,1) process.

gi,t = (1 − α − β) + α

(
ri−1,t − μ

)2
τt

+ βgi−1,t (5)

whereμ is the unconditionalmean of the preciousmetals return. As for τt , [10] expressed
by employing techniques like smoothing realized volatility or macroeconomic variables,
in alignment with the principles of MIDAS regression and MIDAS filtering:

ln τt = mE + θE

K∑
k=1

ϕk(ω1, ω2)Xt−k (6)

Here Xt−k is the low-frequency data representing such the explanatory variable under
consideration as global economic policy uncertainty (GEPU). K is the maximum
lags. The element pertaining to long-run τt is predetermined by Eτ−1[(ri,t − μ)2] =
τtEt−1(gi,t) = τtEt−1(gi,t) is regarded as an expectation without conditions of gt,t and
thus E−1(gi,t) = 1. φk(ωt) is a weight equation based on the beta function and is
described as:

φk(ωi) = (1 − k/K)ωi−1

∑K
j=1

(
j
k

)ωi
(7)

Equations (4–7) jointly construct the GARCH-MIDAS model with the GEPU.

2.2 Model Performance and Evaluation

To assess the performance of the models, an 80% in-sample calibration is conducted.
The models are estimated using a calibration window, and the estimated parameters are
then utilized to predict the 20% out-of-sample variance. In order to evaluate the accuracy
of volatility predictions generated by the GARCH-MIDAS model, different variants of
the loss function are employed, following the approach adopted by [13]. One commonly
used loss function is the root mean squared error (RMSE), which is defined as:

RMSE =
√√√√ 1

S

S∑
s=1

(σ 2
s+1 − E(σ 2

s+1))
2 (8)

where σ 2
s+1 is the actual daily total variance on day s + 1, Es(σ

2
s+1) is the predicated

daily total variance for day s + 1, and S is the length of prediction interval.

3 Data

To study the influence of economic policy uncertainty on the price volatility of the
two precious metals with the largest market share, gold and silver, we divided the
study into four periods of the pre subprime crisis (2000–2007), pre COVID-19 pan-
demic (2008–20019), duringCOVID-19 pandemic (2020–2022), and full sample (2000–
2022). Regarding the data sources, we used monthly data on policy uncertainty from
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the Global Economic Policy Uncertainty Index (https://www.policyuncertainty.com/)
and daily data on precious metals for this study (https://www.lbma.org.uk/). The daily
returns of precious metals prices are calculated as follows:

rt = ln

(
Pt

Pt−1

)
(9)

where t is in units of trading days.
Table 1 provides a comprehensive summary of descriptive statistics for the Global

Economic Policy Uncertainty Index (GEPU) and the daily returns for two precious
metals, gold and silver. It presents the mean, maximum value, minimum value, standard
deviation, skewness, kurtosis, J-B test for normality, and ADF test for stationarity for
each variable, as well as the results of each sample period. The GEPU index and its
changes are observed on a monthly basis, with sampling frequencies lower than the
daily returns of precious metals prices. The mean values of all-time series, except for the
GEPU index, hover around zero. The GEPU index, however, exhibits a mean within the
range of approximately 140–280.The distributions of the GEPU index and its changes
are positively skewed and leptokurtic. The two precious metals show both negative
and positive skewness, along with leptokurtosis. Furthermore, we assess the stationarity
of each time series using the augmented Dickey-Fuller (ADF) test [7]. Our findings
indicate that the GEPU index and the two precious metals’ price returns are stationary.
Therefore, all data are suitable for analysis in the next step. In terms of volatility, silver
exhibits higher volatility compared to gold across all ranges. The greatest volatility is
typically observed during times of crisis. Conversely, during the COVID-19 epidemic,
the volatility tends to be lower, as evidencedby the lower standarddeviation.The standard
deviation serves as a measure of the risk associated with each precious metal, implying
that investors seeking less risky investments may prefer gold. On the other hand, those
willing to take on more risks might opt for silver.

Overall, Table 1 provides a good starting point for analyzing the relationship between
policy uncertainty and themarket volatility of preciousmetals.By comparing the descrip-
tive statistics for each variable, one can identify the precious metals that are most and
least expensive, andmost and least volatile, and havemost and least normal distributions.
Be aware that this study uses the Minimal Bayes factor (MBF) to determine whether
the results are significant. MBF can be used as an alternative to the p-values for testing
the significance of results ([14] and [18]). The understanding of MBF (Minimum Bayes
Factor) values is contingent upon the value’s magnitude, with distinct ranges of values
signifying varying degrees of evidence, outlined as follows: 0.33 < MBF < 1: “weak
evidence”, 0.1 < MBF < 0.33: “moderate evidence”, 0.033 < MBF < 0.1: “substan-
tial evidence”, 0.01 < MBF < 0.033: “strong evidence”, 0.003 < MBF < 0.01: “very
strong evidence”, MBF < 0.003: “decisive evidence”. These intervals imply that as the
MBF value diminishes, the level of evidence supporting the alternative hypothesis (i.e.,
rejecting the null hypothesis) grows stronger. Therefore, smaller MBF values indicate
stronger evidence in favor of the alternative hypothesis.

https://www.policyuncertainty.com/
https://www.lbma.org.uk/
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Table 1. Descriptive statistics.

Precious
Metals

Mean Maximum Minimum Std.
Dev.

Skewness Kurtosis Jarque-Bera ADF test MBF
ADF-
test

Full sample

GEPU 144.7409 437.2473 51.7902 77.2860 1.1666 3.7950 69.8731*** −4.286*** 0.000

Gold 0.0003 0.0964 −0.0891 0.0109 −0.0986 10.2381 12659*** −78.343*** 0.000

Silver 0.0003 0.1828 −0.1959 0.0199 −0.5934 13.9657 29374*** −80.784*** 0.000

Pre subprime crisis

GEPU 81.6415 170.2364 51.7903 24.1685 1.4907 5.5181 60.9202*** −3.779*** 0.000

Gold 0.0005 0.0964 −0.0550 0.0103 0.3326 9.4309 3504.154*** −47.726*** 0.000

Silver 0.0005 0.1032 −0.1608 0.0172 −0.9707 11.9782 7073.603*** −46.864*** 0.000

Pre-COVID-19 pandemic

GEPU 153.3322 335.3522 79.8540 53.9498 1.1891 3.8437 38.2038*** −4.469*** 0.000

Gold 0.0002 0.0955 -0.0891 0.0114 -0.3383 10.7527 7638.418*** −56.407*** 0.000

Silver 0.0001 0.1828 −0.1869 0.0211 −0.4081 13.7277 14598.870*** −60.635*** 0.000

During the COVID-19 pandemic

GEPU 278.6409 437.2473 186.9300 61.5518 0.4162 2.5046 1.4073** −7.4302*** 0.000

Gold 0.0002 0.0679 −0.0540 0.0100 0.0968 7.8054 728.581*** −26.178*** 0.000

Silver 0.0004 0.1021 −0.1959 0.0214 −0.7117 14.3071 4091.132*** −25.821*** 0.000

4 Results

4.1 Forecasting Capability of GEPU for Prices of Precious Metals (Gold
and Silver)

Table 2 presents the results obtained from applying the GARCH-MIDAS (Mixed Data
Sampling) approach to analyze the volatility of precious metals prices, specifically gold
and silver. The findings are based on four different sample periods. Upon analyzing the
results, it is evident that the coefficients ofARCH(α), andGARCH(β) are all positive and
statistically significant while the constant long-term term (m) is negative. This suggests
that these factors contribute to the volatility of precious metals prices. Additionally, the
sum of α and β, which represents the level of volatility persistence, is consistently found
to be less than one (α + β < 1) across all four sample periods. This indicates that there
is a high degree of volatility persistence in the prices of precious metals. Regarding the
influence of the global economic policy uncertainty (GEPU), the results indicate that
the impact on precious metals price volatility is both mean-reverting (α + β < 1) and
variable. This implies that the effect of the GEPU on precious metals prices is not fixed
and permanent, but rather changes over time. The significance of the slope parameter (θ)
within the MIDAS model lends additional support to these observations. During both
the complete dataset and the subprime crisis timeframe, the slope coefficient (θ) reflects
the ability to forecast the volatility of daily precious metals prices using monthly GEPU
values. Upon analyzing the outcomes, we identify a notable and statistically meaningful
positive slope coefficient for each precious metal. This suggests that GEPU indeed holds
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a positive and significant impact on the volatility of precious metals prices, aligning
with findings akin to those in [11]. On the other hand, during the pre-subprime crisis
period, we find the slope coefficient to be negatively significant for only silver which
means the impact of the pre subprime crisis, economic uncertainty had a statistically
significant negative effect on precious silver returns. In the sameway, during theCOVID-
19 pandemic period, the GEPU has a statistically significant negative effect on gold and
silver price returns. The results are consistent with the previous studies of [19] and [20],
which consider gold as a safe haven during stressful times such as economic crises.
However, it is noteworthy that during the COVID-19 pandemic, both gold and silver
have not been secure assets. This is similar to the study conducted by [5] which states
that gold is weak as a safe haven during the outbreak of COVID-19. In summary, the
outcomes indicate elevated volatility in precious metals prices across all four analyzed
timeframes. This volatility is shaped by the coefficients of both ARCH and GARCH,
alongside the impact of global economic policy uncertainty.

Figures 1, 2, 3 and 4 show the estimated volatility of precious metals price corre-
sponding to the global economic policy uncertainty (GEPU) for four sample periods.
The orange line represents the realized volatility of precious metals – a proxy of volatil-
ity, and the blue line represents the estimated volatility by the MIDAS-GARCH model.
Both volatilities display a parallel pattern, and the proportion of long-term volatility in
relation to overall volatility changes over time. Therefore, it can be concluded that the
price of precious metals, especially gold and silver, may be affected by the GEPU.

Table 2. Results of GEPU’s predictability for precious metals prices (Gold and Silver).

α β θ w m

Full Sample

Gold 0.0570**
[0.0262]

0.9337***
[0.0348]

0.2241
[4.238]

17.3115***
[2.5578]

-8.9186***
[0.4726]

Silver 0.0541***
[0.0114]

0.9401***
[0.0140]

0.7625***
[0.1844]

1.0012**
[0.4003]

-7.6674***
[0.3518]

Pre subprime crisis

Gold 0.0692***
[0.0144]

0.9185***
[0.0186]

0.2797
[0.7206]

1.2134***
[0.2853]

-9.0265***
[0.1354]

Silver 0.0676***
[0.0225]

0.9227***
[0.0252]

-11.0177***
[0.2568]

1.0170***
[0.1804]

-7.9705***
[0.2752]

Pre-COVID-19 Pandemic

Gold 0.0570***
[0.0210]

0.9353***
[0.0249]

3.5026***
[0.7858]

1.0010***
[0.2081]

-8.6258***
[0.3263]

(continued)
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Table 2. (continued)

α β θ w m

Silver 0.0594*
[0.0308]

0.9233***
[0.0421]

3.6274***
[0.1094]

1.0010***
[0.2661]

-7.6093***
[0.3180]

During COVID-19 Pandemic

Gold 0.0974***
[0.0328]

0.8644***
[0.0417]

-6.6142***
[0.2131]

2.0056***
[0.1400]

-9.2813***
[0.2583]

Silver 0.1193
[0.0799]

0.8602***
[0.0966]

-3.6160***
[0.1963]

6.1822***
[0.2372]

-7.7849***
[0.4295]
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Fig. 1. Estimated out-of-sample of the realized volatility for “full sample” of precious metals
price in relation to the global economic policy uncertainty.
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Fig. 2. Estimated out-of-sample of realize volatility for “pre subprime crisis” of precious metals
price relation to the global economic policy uncertainty.

4.2 RMSE Results

Table 3 presents the evaluation results of the model’s performance for the three specific
time periods. We assessed both the performance within the observed data 80% (in-
sample) and the performance outside the observed data 20% (out-of-sample) using the
RMSE (root mean square error) statistic as a measure of adequacy. The adoption of
the RMSE aligns with the framework utilized in the study by [10]. This test allows
us to determine smaller RMSE values, which indicate better forecasts. The findings
demonstrate that the model performed well across all three samples, both within the
observed data and in terms of forecasting future time horizons.
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Fig. 3. Estimated out-of-sample of realize volatility for “pre-COVID-19” of preciousmetals price
relation to the global economic policy uncertainty.
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Fig. 4. Estimated out-sample of realize volatility for “during COVID-19 pandemic” of precious
metals price relation to the global economic policy uncertainty.

Table 3. RMSE results.

Precious Metals In Sample Out-of-Sample

Full sample

Gold 0.0036 0.0023

Silver 0.0062 0.0047

Pre crisis

Gold 0.0024 0.0016

Silver 0.0116 0.0054

(continued)
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Table 3. (continued)

Precious Metals In Sample Out-of-Sample

Crisis

Gold 0.0043 0.0009

Silver 0.0171 0.0026

During COVID-19 Pandemic

Gold 0.0025 0.0015

Silver 0.0160 0.0059

5 Conclusions

The empirical findings of this research demonstrate a statistically significant prediction
of preciousmetals pricemovements based on the level of uncertainty pertaining to global
economic policies. The findings are based on four sample periods. The coefficients of
ARCH (α) and GARCH (β) are positive and statistically significant, indicating their
contribution to the volatility of precious metals prices. The constant long-term term
is negative, suggesting its influence on volatility. The level of volatility persistence,
represented by the sum of ARCH and GARCH coefficients, is consistently found to be
less than one across all sample periods, indicating high volatility persistence in precious
metals prices. Furthermore, the results indicate that the Economic Policy Uncertainty
(GEPU) index exerts a substantial influence on the volatility of precious metals prices
in all periods, especially during the COVID-19 pandemic. These findings imply that
the price volatility of precious metals tends to escalate during periods characterized by
economic downturns or crises. In addition, during the pre-subprime crisis period, the
impact of economic uncertainty had a statistically significant negative effect on silver
returns. Similarly, during the COVID-19 pandemic time, economic policy uncertainty
had a statistically significant negative effect on gold and silver price returns. These
findings suggest that preciousmetals prices exhibit higher volatility in all sample periods,
influenced by the ARCH and GARCH coefficients as well as the global economic policy
uncertainty. The results also indicate the changing nature of precious metals as a safe
haven asset during economic crises, including the COVID-19 pandemic.
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Abstract. This paper examines the efficacy of the least absolute shrinkage
and selection operator (Lasso) and Ridge algorithms in improving the volatil-
ity forecasting of the Generalized Autoregressive Conditional Heteroskedasticity
(GARCH) models with exogenous covariates. Our study proposes a novel param-
eter estimation approach by combining a quasi-maximum-likelihood estimator
(QMLE) with the Lasso and Ridge regularization methods. The other objective
is to identify the most critical predictors that can enhance the volatility forecast-
ing performance of various GARCH models. To demonstrate the effectiveness
of our proposed algorithms, we conduct an empirical analysis of the US stock
market. Our results indicate that by imposing a specific constraint on the penalty
parameters, the Lasso and Ridge estimators can significantly enhance the volatil-
ity forecasting performance of different GARCH-type models.

Keywords: GARCH-type models · Lasso · Ridge · Volatility forecasting

1 Introduction

Volatility has long been used as a measure of risk. Historically, it was represented
through standard deviation or variance, that is separated into diversifiable and non-
diversifiable components. However, these volatility measurements have limitations
from not allowing for the identification of patterns in asset volatility and the speci-
fication of time-varying and clustering properties that may occur in the future. As a
result, researchers have introduced various new perspectives for the consideration and
forecast of volatility.

The early model for volatility investigation is the autoregressive conditional het-
eroskedasticity (ARCH) proposed by Engle in 1982, which was consequently used to
describe the crucial view of stochastic volatility offered by Taylor in 1986 and Hull and
White in 1987. Later, the Generalized Autoregressive Conditional Heteroskedasticity
(GARCH) model was developed from ARCH. GARCH-type models are now among
the most powerful and widely used tools for predicting financial volatility. Many stud-
ies, such as those by Hammoudeh and Yuan [10], Narayan and Narayan [16], Sadorsky
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[19], Tully and Lucey [20], and Hammoudeh et al. [9], have applied GARCH mod-
els to different commodities, particularly oil. These models can handle the volatility
persistence, asymmetry, and clustering displayed by many time-series data.

However, Poon and Granger [8], and Byun and Chon [5] revealed that volatility
forecasting with GARCH-type models is not always optimal, as they tend to perform
poorly in out-of-sample forecast estimation despite their ability to produce satisfac-
tory in-sample forecasts. Additionally, Xu et al. [22] argued that volatility forecasting
based on the GARCH-type models solely depends on the dynamics of financial time
series themselves, rather than other information or exogenous variables. According to
the Efficient Market Hypothesis (EMH), all available information is fully reflected in
asset prices, and researchers and practitioners cannot obtain more accurate prediction
results.

In recent times, the notion of market efficiency as a reliable indicator of risk has been
subject to scrutiny. This is because empirical evidence suggests that market inefficien-
cies do exist, and they are influenced by various macroeconomic and microeconomic
factors [1,3,22]. Consequently, recent studies have proposed incorporating conditional
information from other economic variables to improve volatility prediction accuracy
[11,25]. To this end, researchers and practitioners often employ exogenous regressors
in the specification of volatility dynamics to better model and forecast the volatility of
economic and financial time series. Among the most popular models used in this regard
is the GARCH-X model.

Despite the effectiveness of including additional regressors in explaining the volatil-
ities of stock return series, exchange rate returns series, or interest rate series, which
results in improved in-sample fit and out-of-sample forecasting performance [11], there
are concerns regarding the choice of covariates in the GARCH-X model. Empirical
studies have shown that the selection of covariates can span a wide range of various
economic or financial indicators. However, the theoretical properties of the estimator
associated with the GARCH-X model, namely the quasi maximum likelihood estima-
tor (QMLE), are not yet fully understood. Of particular interest is how the persistence
of the chosen covariate affects the QMLE, given the wide range of different choices
of covariates. It is natural to be concerned that different degrees of persistence of the
chosen covariates may lead to different behavior of the QMLE and associated infer-
ential tools [11]. Furthermore, if an inappropriate set of predictors is considered, mul-
ticollinearity may result, further complicating the estimation and interpretation of the
GARCH-X model.

This study proposes the use of the Lasso approach [21] for variable selection and the
Ridge regression to handle multicollinearity in the GARCH modeling. In the literature,
these methods have been extensively studied in the regression framework [15,23,24].
The recent popularity of these approaches is mainly due to their ability to handle sit-
uations where the number of parameters to be estimated is larger than the available
sample size [14]. By using the Lasso and Ridge regression in the GARCH models, we
aim to address concerns of variable selection, multicollinearity, and overfitting. These
issues have been widely discussed in the literature, and our proposed approach seeks
to improve the accuracy of volatility forecasting by selecting relevant covariates and
accounting for the correlation among them.
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The main objective of this study is to extend the application of Lasso and Ridge
regularization methods to GARCH-X models. Specifically, we propose to penalize the
QMLE of GARCH-X models using Lasso and Ridge penalties, and then estimate the
models using quasi maximum likelihood estimation. To assess the effectiveness of this
approach, we conduct a real data analysis using the S&P500, a benchmark index of
the US stock market, and including various macroeconomic variables as predictors of
S&P500 volatility. We compare the forecasting performance of the GARCH-X models
estimated using the quasi maximum penalized likelihood approach with those done by
the conventional maximum likelihood estimation to evaluate the effectiveness of the
proposed approach.

The structure of this paper is organized as follows. In Sect. 2, we outline the method-
ology for extending Lasso and Ridge to the GARCH-X models, including a review of
the concept and specifications of GARCH-X models, as well as estimation and model
evaluation techniques. Section 3 presents the descriptive statistics of the data used in the
study. Section 4 provides and discusses the main results of the empirical analysis, com-
paring the forecasting performance of the GARCH-X models based on the quasi max-
imum penalized likelihood and conventional maximum likelihood procedures. Finally,
in Sect. 5, we provide concluding remarks and suggestions for future research.

2 Methodology

In this study, we consider several types of GARCH models to examine their perfor-
mance in combination with the Lasso and Ridge penalties. Specifically, we utilize the
standard GARCH model specification, as well as the EGARCH model introduced by
Nelson [17] and the GJR-GARCH model proposed by Glosten, Jagannathan, and Run-
kle [7]. For ease of comparison, we focus on the GARCH(1,1) specification. By eval-
uating the performance of these different models under different penalty schemes, we
can gain an insight into the effectiveness of the Lasso and Ridge approaches for variable
selection and dealing with multicollinearity in GARCH-X models.

2.1 GARCH-X-Type Models

GARCH models are widely used in financial time series analysis to model asset
volatility. Bollerslev [4] introduced the GARCH(p,q) model as a generalization of the
ARCH(q) process to address the issue of long memory. The model is expressed by a
set of conditional variance equations that depend on the past squared errors and the past
conditional variances. The GARCH(1,1) specification is commonly used for compari-
son purpose in empirical studies. It can be expressed as follows:

σ2
t = α0+

q

∑
i=1

αiε2t−i+
p

∑
j=1

β jσ2
t− j+

K

∑
k=1

θkx2k,t (1)

where εt = yt − u is the error term and yt is the observed time series variable. The
estimation of parameters in the GARCH-X models is subject to certain restrictions to
ensure that the resulting conditional variances are positive and stationary. These con-
straints are α0 > 0,αi ≥ 0, i = 1, . . . ,q, β j ≥ 0, j = 1, . . . ,q,θi ≥ 0,k = 1, . . . ,K. The
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incorporation of additional predictor variable xk,t can help to capture more information
that may explain the volatility of the asset under investigation.

This paper also focuses on the EGARCH and GJR-GARCH models, which have
been extended to capture several characteristics of financial time series, such as thick-
tailed returns and volatility clustering, by introducing additional parameters that control
the behavior of the conditional variance. The EGARCH model introduces an asymmet-
ric effect of shocks on volatility, while the GJR GARCH model allows for an asymmet-
ric response of volatility to negative and positive shocks. The E-GARCH-X model is
written as follows.

logσt = α0+
q

∑
i=1

αi

[∣∣∣∣ εt−i

σt−i

∣∣∣∣− γi
∣∣∣∣ εt−i

σt−i

∣∣∣∣
]
+

p

∑
j=1

β j logσt− j+
K

∑
k=1

θkx2k,t (2)

where γi is the symmetric effect. The GJR-GARCH model is designed to capture asym-
metry in the ARCH process by including an additional term. This term is a function
of the lagged squared residuals and an indicator function that takes the value of 1 if
the residual is negative and 0 otherwise. By incorporating this term, the GJR-GARCH
model can more accurately capture the asymmetric effects of news and events on asset
volatility, including the impact of bad news versus good news. The GJR-GARCH-X
model extends this further by incorporating additional predictor variables. Its equation
can be represented as follows:

σt = α0+
p

∑
i=1

αiε2t−i+
q

∑
i=1

γiε2t−iIt−i+
p

∑
j=1

β jσt− j++
K

∑
k=1

θkx2k,t (3)

where It−i = 1 if εt−1 < 0 and 0 otherwise. In the GJR-GARCH model, negative or
positive values of εt−1 indicate bad or good news.

2.2 Estimation

To simplify the estimation of the QMLE, the exogenous variables are assumed to be
stationary, which avoids the need for further restrictions on the dynamics of xk,t [6].
Furthermore, we require that the exogenous variables be independent of both the error
term and the lagged conditional variance to avoid simultaneity biases in the estimation
of the GARCH-X-type models

(
E

(
εt | xk,t−1

)
= 0 and E

(
ε2t | xk,t−1

)
= 1

)
. We assume

that the exogenous variable follows a specific distribution, typically the normal distri-
bution

(
εt ∼ N

(
0,σ2

t

))
. This assumption simplifies the estimation of the QMLE, and

the resulting log-likelihood function can be written as follows

Ln(φ ,θ) =
T

∑
t=1

1
2

[
− log2π − log(σt)− (yt −u)2

σt

]
(4)

Note that σt is the conditional variance of the GARCH-X-type models in Egs.(1-3)
and φ = {α,β ,u,γ}. Then, we can add penalties of Lasso and Ridge to the QMLE to
account for potential overfitting and improve the model’s predictive performance. Lasso
and Ridge are regularization techniques that can be used to shrink the coefficients of the
exogenous variables towards zero. The penalized QMLE can be defined as follows:
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Log Penalized Ridge Likelihood

L̃Ridge (Θ) = Ln(φ)+
d

∑
i=1

λθ 2 (5)

where Θ = (φ ,θ) and λ is the regularization parameter. When the penalty parameter
in ridge regression takes large values, the optimization function penalizes the coeffi-
cients by shrinking them towards zero. This helps to reduce problems caused by the
complexity of the model and multicollinearity among the predictor variables.

Log Penalized Lasso Likelihood. Lasso regression is similar to ridge regression, but
it has the additional benefit of aiding in feature selection as well as reducing over-
fitting. In Lasso regression, the penalty term is the absolute value of the magnitude
of the coefficients. This penalty term encourages smaller coefficients and can set some
coefficients to exactly zero, effectively eliminating those variables from the model. This
makes Lasso regression a useful tool for identifying the most important predictors in a
model.

L̃Lasso (Θ) = Ln(φ)+
d

∑
i=1

λ |θi| (6)

2.3 Model Evaluation

To evaluate the performance of the estimators, we compare the forecasting accuracy of
the GARCH-X type models. A well-estimated model should yield more accurate fore-
casts. Therefore, it is reasonable to compare the performance of the penalized QMLE
with the conventional QMLE using forecasting criteria. In this study, we employ three
different loss functions as forecasting criteria:

1. Mean absolute percentage error (MAPE)

MAPE =
1
N

N

∑
i=1

∣∣∣∣σi −σi

σi

∣∣∣∣ (7)

2. Root-mean-square error (RMSE)

RMSE =

√
1
N

N

∑
i=1

(σi −σi)
2 (8)

3. Mean absolute error (MAE)

MAE =
1
N

N

∑
i=1

|σi −σi| (9)

where σ̂i is the estimated forecasting volatility and σi is the realized volatility. Note that
the realized volatility is measured by σi = |yi −E (yi)|.N is the number of out-of-sample
data. We divided the dataset for each variable into two subsets: in-sample and out-of-
sample. The in-sample subset includes data from 3rd January 2000 to 31st December
2015 and is used for model training. The out-of-sample subset includes data from 30th
June 2016 to 31st December 2019 and is used for testing the model’s prediction ability.
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3 Data Description

This study utilizes a time series dataset spanning from January 2000 to September 2019,
consisting of monthly closing prices retrieved from the Thomson Reuters database. To
make the data mathematically convenient, we transform the price into a log return.
The dataset structure used in this research is presented in Table 1, which shows the
descriptive statistics of the variables. To investigate the factors affecting the volatility
of S&P500 index (y), we consider nine input variables, including Crude oil WIT (x1),
Crude oil Brent (x2), Gold (x3), Silver (x4), Platinum (x5), Consumer Price Index (x6),
Consumer Confidence Index (x7), money supply M2 (x8), and Unemployment Rate
(x9). Interestingly, we observe that the mean value of all variables is very close to zero,
except for the Consumer Confidence Index and Unemployment Rate which are nega-
tive, indicating a slight difference from the other variables.

Table 1. Descriptive statistics

(2020/01/01-2022/01/01) Baseline Min-Variance A2C PPO DDPG SAC TD3

Cumulative returns 3.60% −6.16% 9.77% 9.66% 17.58% 10.50% 13.34%

Annual return 1.87% −3.25% 4.97% 4.92% 8.80% 5.33% 6.74%

Annual volatility 22.79% 20.82% 25.75% 26.00% 25.75% 25.46% 26.08%

Sharpe ratio 0.20 −0.05 0.32 0.32 0.46 0.33 0.38

Max drawdown −35.99% −36.10% −39.21% −38.04% −37.11% −36.28% −38.02%

Daily value at risk −2.85% −2.63% −3.21% −3.24% −3.20% −3.17% −3.25%
Note: MBF is Minimum Bayes Factor.

In addition, the data series exhibit non-normality with negative skewness and lep-
tokurtic kurtosis due to values being higher than three. To confirm the normal distribu-
tion property, we conducted the Jarque-Bera (J-B) test, which is a statistical inference
test. According to Maneejuk and Yamaka (2020), we used the Minimum Bayes Fac-
tor (MBF) for null hypothesis tests. MBF values between 1 and 1/3 are considered
weak evidence, between 1/3 and 1/10 are moderate evidence, between 1/10 and 1/30
are strong evidence, between 1/100 and 1/300 are robust evidence, and if the MBF is
less than 1/300, it is considered decisive. Our J-B test resulted in the MBF values close
to zero, indicating decisive evidence for non-normal distribution.

4 Empirical Results

In this section, we employ the GARCH-X models (GARCH-X, EGARCH-X, and GJR-
GARCH-X) with QMLE to predict the volatility of the S&P500. We then explore the
effectiveness of Lasso and Ridge penalty methods in forecasting volatility, and analyze
the predictability of each feasible combination of macroeconomic variables to identify
factors influencing stock market volatility. The estimated results from the in-sample
data are reported in Table 2. The GARCH-X model results show that the impact of the
exogenous regressors on the conditional variance of the model is weak, as the coefficient
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values are close to zero. However, the EGARCH-Xmodel shows that all regressors have
a significant influence on the volatility of S&P500, indicating their predictive role.

The use of penalized models, such as Ridge and Lasso, provides insightful infor-
mation regarding the data. The coefficients obtained from the Ridge estimator differ
significantly from those of the non-penalized models, and some regressors are removed
from the model by the Lasso penalty. Notably, Gold and money supply are prominently
removed from the volatility model. These findings may suggest that the penalty terms
of the Ridge and Lasso estimators strongly impact the estimations, and their use may
lead to different results compared to the non-penalized models.

Table 3 shows the out-of-sample forecasting performance of the three GARCH-
X models (GARCH, EGARCH, and GJR-GARCH) without penalty and with Lasso
and Ridge penalty. The evaluation criteria are Root Mean Square Error (RMSE), Mean
Square Error (MSE), and Mean Absolute Error (MAE).

The traditional GARCH models without any penalty have the highest RMSE and
MSE values across all three variants. The EGARCH model shows the best performance
among the traditional models, with the lowest RMSE and MSE values. However, both
Lasso and Ridge penalty models significantly improve the forecasting accuracy com-
pared to the traditional models.

In terms of RMSE, the Lasso penalty models outperform all other models by a sig-
nificant margin, with values as low as 0.0023 for EGARCH. This suggests that the Lasso
penalty successfully identified the most relevant variables for predicting the volatil-
ity of S&P500, while discarding irrelevant ones. The Ridge penalty models also show
improved performance over the traditional models, but with smaller improvements com-
pared to the Lasso models.

Similar to RMSE, the MSE and MAE results also indicate that the Lasso models
outperform the traditional and Ridge penalty models. In contrast, the Ridge penalty
models provide only a moderate improvement in forecasting accuracy over the tradi-
tional models.

Overall, the results suggest that the Lasso penalty method is highly effective in
improving the forecasting accuracy of GARCH-X models, while the Ridge penalty
method provides only moderate improvements. Finally, we made comparisons with
realized volatility (RV), as shown in Figs. 1, 2 and 3.

Figures 1, 2 and 3 provide a visual comparison between the classical GARCH-X-
type models, the GARCH-X-type models with Lasso penalty, and the GARCH-X-type
models with Ridge penalty, against the realized volatility. It is evident that the classi-
cal GARCH-X-type models exhibit a tendency to overestimate volatility across several
periods. In contrast, the Lasso and Ridge models display an improved ability to capture
the patterns of volatility, resulting in a closer proximity to the true volatility or RV (red
line).

The observed out-of-sample forecasting performance suggests that the Lasso and
Ridge regularization methods are effective in improving forecasting accuracy, which
is likely attributed to their capacity to control model variance and enhance model sta-
bility. Furthermore, the close tracking of the black and yellow lines representing the
Lasso and Ridge models, respectively, suggests that the two approaches provide similar
performance in capturing actual volatility.
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Table 3. Out-of-sample forecasting comparison.

RMSE

GARCH EGARCH GJRGARCH

Traditional 0.0577 0.0479 0.0586

Lasso 0.0033 0.0023 0.0034

Ridge 0.0498 0.0410 0.0486

MSE

GARCH EGARCH GJRGARCH

Traditional 0.0080 0.0408 0.0088

Lasso 0.0001 0.0017 0.0001

Ridge 0.0055 0.0316 0.0056

MAE

GARCH EGARCH GJRGARCH

Traditional 0.0202 0.0554 0.0205

Lasso 0.0004 0.0031 0.0004

Ridge 0.0146 0.0425 0.0150

Fig. 1. The out-of-sample forecasts of GARCH models, including traditional, Lasso, and Ridge,
compared to the realized volatility.

These findings suggest that incorporating penalized models, specifically Lasso and
Ridge, into the GARCH framework can result in improved forecasting performance,
particularly for the volatility of the S&P500. Future studies may consider the applica-
tion of other regularization methods and alternative specifications of the GARCHmodel
to further enhance forecasting accuracy. Moreover, extending the analysis to other stock
markets may yield valuable insights into the predictive ability of macroeconomic vari-
ables across diverse contexts.
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Fig. 2. The out-of-sample forecasts of E-GARCH models, including traditional, Lasso, and
Ridge, compared to the realized volatility.

Fig. 3. The out-of-sample forecasts of GJR-GARCH models, including traditional, Lasso, and
Ridge, compared to the realized volatility.

5 Conclusion

Volatility of the stock market is an issue of significant importance to investors and
policymakers alike. It is a complex phenomenon that can be influenced by a variety
of factors, including macroeconomic variables. GARCH models are commonly used to
forecast market volatility, but incorporating macroeconomic variables in these models
can be challenging due to the curse of dimensionality. However, the use of penalized
regression techniques such as Ridge and Lasso can mitigate this issue.

This study aims to investigate the effectiveness of penalized GARCH models in
predicting stock market volatility given various macroeconomic variables as the deter-
minants. Consequently, it also seeks to identify the key macro-factors that affect stock
market volatility. The results of the study demonstrate the use of Ridge and Lasso penal-
ties further improves the accuracy of the model’s forecasts. Lasso, in particular, is an
effective tool for identifying the most relevant variables.

The study’s findings indicate that the stock market is influenced by various macroe-
conomic variables, including oil prices, exchange rates, and interest rates. However,
it is important to note that the analysis is based on a single market (the S&P 500),
and therefore the results may not be generalizable to other markets. Additionally, the
study only considers a limited set of macroeconomic variables, and there may be other
variables that have an effect on stock market volatility. Finally, it is worth noting that
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the analysis is based on historical data, while the relationship between macroeconomic
variables and stock market volatility may evolve over time. Future research could focus
on expanding the analysis to include more markets and a wider range of macroeco-
nomic variables. It would also be interesting to investigate the impact of incorporating
more complex machine learning techniques, such as neural networks, in forecasting
stock market volatility [12]. Finally, a real-time analysis of the relationship between
macroeconomic variables and stock market volatility could provide valuable insights
for investors and policymakers.
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Abstract. Optimal portfolio allocation is one of the most important
practical problems in financial engineering. The portfolio optimization
problem and traditional approach were first initiated by Markowitz in
which investors construct a portfolio with a minimum risk for a spec-
ified return. The most critical assumption of the Markowitz model is
that returns are assumed to be normally distributed. In practice, returns
usually do not follow a normal distribution and have heavy tails. Further-
more, forecasting returns and volatilities of assets are essential tasks in
the financial market and portfolio optimization. In this paper, we use sta-
ble distribution to capture non-normal and skewness properties of asset
returns and utilize the traditional econometric ARMA-GARCH model
incorporating the Artificial Neural Networks model to predict returns
and volatilities of assets on the Vietnam stock market. We then con-
struct an optimal portfolio selection problem. Our main results indicate
that the proposed model outperforms the market index (VN30) and tra-
ditional econometric models in terms of both risk and return.

Keywords: ARMA-GARCH · Stable distribution · Artificial Neural
Network · Portfolio optimization

1 Introduction

Portfolio allocation has become increasingly popular among academic researchers
and investors due to its practicality and effectiveness, especially during periods of
crisis. The foundation of portfolio optimization is traced back to the pioneering
work of Markowitz in 1952 [10], where investors strive not only to maximize port-
folio returns but also to minimize the associated risks. Later many studies have
tried to improve the model by changing the risk-return measures. For instance,
Sharpe proposed maximum of the Sharpe ratio, which is the ratio between mean
and standard deviation of portfolio’s return.
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A crucial work in the portfolio optimization is the prediction of future returns
and their volatilities. There are several common statistical models used to fore-
cast returns and volatilities such as traditional ARMA and GARCH models
[2,6]. These econometrics models are utilized for risk management and port-
folio optimization, see, e.g., [5,12]. Due to the complex non-linear dependence
structure of financial time series these models may not capture this dependence
structure. So these tasks are still challenging. The recent advances in machine
learning algorithms provide us powerful tools and flexible techniques to address
and overcome these limitations, see, e.g. [15,17]. However, traditional economet-
ric models still play an important role in prediction. In fact, some empirical
research show that hybrid models (a combination of econometric models and
Machine learning models) give better performance than single models [3,7,16].

It is observed that asset returns do not follow normal distribution. The early
research of Mandelbrot [9] showed that α-stable distribution is more suitable
to model distributions of asset returns. The α-stable distributions is a family
of distributions with four parameters (α, β, γ, δ) that include Gaussian distri-
butions as a special case when α = 2, β = 0. These distributions characterize
skewness and heavy tails. Consequently, they are more useful to model realistic
behavior of returns. Recently, a number of authors (see, e.g., [8,11,14]) utilize
this family of distributions to construct optimal portfolios. In this paper we
propose hybrid ARMA-GARCH and α-stable distribution and Artificial Neural
Network models to forecast asset returns and volatilities, and then construct
optimal portfolio allocation. The findings show that the combination of tradi-
tional ARMA-GARCH and α-stable distribution and Artificial Neural Network
models outperforms the Vietnam market index in terms of both risk and return.

The paper is organized as follows. In the next Sect. 2 we describe formal
statement for optimal portfolio selection. In Sect. 3 we give a brief introduction to
ARMA-GARCH model, and α-stable distribution and Artificial Neural Network.
Section 4 we describe data, and present the empirical results from Vietnam stock
market with the 30 largest capitalization stocks. Finally, Sect. 5 concludes the
paper and gives future studies.

2 Optimal Portfolio Allocation

In the classical Markowitz model, there are two crucial factors: the expected
return and the variance of the portfolio. The portfolio’s expected return quan-
tifies its potential profitability, while the variance measures the level of risk. A
portfolio with a high variance means that there exists significant fluctuations,
which can lead to cause a big loss. So prudent investors seek to minimize the
risk measure of their portfolios. In this paper we focus on the risk minimization
problem.

Let Pt is the price of an asset S at time t. The log-return of the asset S is
defined by rt = log(Pt/Pt−1). Consider an N -dimensional portfolio consisting of
asset returns rtj with expected returns μtj = E(rtj), i = 1, . . . , N . Denote rt =
(rt1, . . . , rtN ) the vector of returns and µt = (μt1, . . . , μtN ) the vector of expected
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returns, and μ0 a fixed level of expected return, and wt = (wt1, · · · , wtN ) the
vector of asset weights. The mean-variance portfolio optimization problem is
formulated as follows

minimize
wt

wT
t Σwt

subject to wT
t µt ≥ μ0,

wT
t 1 = 1,

wtj ≥ 0, j = 1, . . . , N.

(1)

where Σ is the covariance matrix of returns and 1 := (1, 1, . . . , 1) ∈ R
N .

To evaluate the efficiency of the models, the Sharpe ratio and Sortino ratio
are commonly utilized as a measures to assess the performance of an invest-
ment while taking into account its associated risk. Denote rp, σp the return and
standard deviation of the portfolio. The Sharpe ratio is defined as

SRp :=
E(rp) − rf

σp
. (2)

Besides Sharpe ratio one can also use the Sortino ratio which is defined as

Sp :=
E(rp) − rf

σd
, (3)

where σd is standard deviation of the negative asset return, it is the so-called
the downside risk.

3 The Models

3.1 ARMA-GARCH Model

Consider a log-return rt of a stock price. Denote Ft the information set available
up to time t generated by the process rt. From the efficient markets hypothesis,
the return rt can be decomposed as

rt = μt + at (4)

where the first term μt is the conditional mean given Ft−1, i.e., μt = E(rt|Ft−1),
and the second term at is the innovation component, it is assumed to be a
random variable with zero mean and has conditional variance

V ar(at|Ft−1) = V ar(rt|Ft−1) = σt. (5)

The term σt is called volatility of the return and it is time-varying stochas-
tic. The innovation component at = σtZt, where Zt are i.i.d random variables
with E(Zt) = 0 and V ar(Zt) = 1. The random variables Zt are called stan-
dardized residuals. From Eqs. (4) and (5), we see that μt is usually modeled by
ARMA(p, q) models. The ARMA models are commonly used in financial econo-
metrics to capture the autocorrelation and moving average components of asset
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returns. The volatility σt is often modeled by GARCH(L1, L2) models which are
particularly useful for modeling the volatility clustering and time-varying volatil-
ity observed in financial data. In ARMA and GARCH models, the numbers p, q,
and L1, L2 plays as lagged forecast terms in the ARMA and GARCH models, see
[13] for more detailed treatments of these models. In practical applications it is
shown that models with smaller order is sufficient to model the data. So in this
paper we use ARMA(1,1)-GARCH(1,1) to model our datasets. More precisely,
we have mathematical expressions of ARMA(1,1)-GARCH(1,1) model.

rt = φ0 + φ1rt−1 + θ1at−1 + at, (6)
at = σtZt, (7)
Zt ∼ i.i.d, (8)

σ2
t = ω + α1a

2
t−1 + β1σ

2
t−1, (9)

where φ0 is constant, the coefficients satisfy the conditions: |φ1| < 1, |θ1| < 1,
φ + θ �= 0, and ω > 0, α1 ≥ 0, β1 ≥ 0, α1 + β1 < 1.

3.2 Stable Distributions

In practical application most data sets in finance and insurance are skewness
and heavy tails. So non-normal distribution models are proposed for modeling
these kinds of data sets. There are some proposed distributions such as mixture
distributions, t-distributions, extreme value distributions, and stable distribu-
tion. However, stable distributions possess mathematically appealing properties,
for instance the property of stability, that makes them a practical substitute for
normal distributions in many financial engineering and risk management prob-
lems. Mandelbrot [9], and Fama[4] showed that stable distributions are suitable
models for accurately capturing the heavy-tailed (leptokurtic) returns.

Let X be a non-degenerate random variable and X1, . . . , Xn be a independent
and identically distributed copies of X. The random variable X is said to be
stable if and only if there exists cn > 0 and dn such that

X1 + · · · + Xn = cnX + dn, n > 1

Now denote rt(k) = log(Pt/Pt−k) the gross log-return over the most recent k
periods, where Pt is the stock price at time t. We have the decomposition

rt + rt−1 + · · · + rt−k+1 = rt(k)

from which we see that the stable distributions are suitable to approximate for
distributions of returns.

In general, stable distributions are determined by four parameters which are
stable index or characteristic exponent α, skewness parameter β, scale parameter
γ and location parameter δ. We say that a random variable X has stable law
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S(α, β, γ, δ) if and only if it has the characteristic function:

E(exp(itX)) =

⎧
⎨

⎩

exp
(

− γα|t|[1 − β tan(πα/2)sign(t)
]
+ iδt

)
α �= 1

exp
(

− γ|t|[1 − β 2
π sign(t) log |t|] + iδt

)
α = 1

(10)

The stable index α ∈ (0, 2] controls the tail behavior, hence it can be seen as the
degree of leptokurtosis. It is seen that when α = 2 then the stable distribution
becomes to normal distribution with variance 2γ2. The skewness parameter β ∈
[−1, 1] determines the density’s skewness.

3.3 Artificial Neural Networks

Artificial neural networks (ANN) is a computational mathematical model
inspired from biological neural networks. One of the most powers of ANN is
that it can perform highly complex and nonlinear processing. In financial appli-
cations, many datasets have fat tails and contain non-linear components. So
some regression methods and ARMA models fail to predict accurately financial
time series. The ANN can incorporate different models including linear regres-
sion model, binary probit model and various others. By utilizing neural network
technique, we can potentially capture complex patterns and nonlinear relation-
ships that may be challenging for traditional econometric models. Recently, ANN
models become one of the most attractive models used in finance such as port-
folio management, risk management, credit rating, forecasting exchange rates,
and predicting stock values.

The ANN model consists of layers including input, output layers, and hidden
layers, we refer to Aggarwal [1] for more detail treatments of Neural Networks
and Deep Learning. The mathematical expression of ANN model with single
hidden layer is given as follows

Y =
q∑

j=1

ajg(ω0j +
p∑

i=1

ωijXi) (11)

where Xi represents the information (input) variables that the neuron receives
from other neurons, coefficients aj and ωij are connection weight between layers,
the parameters p and q are the number of input nodes and the number of hidden
nodes of the model. Furthermore the function g is activation function (transfer
function) of the hidden layer. Some popular types of activation functions are:
sigmoid (logistic) g(x) = 1/(1 + e−x), Hyperbolic Tangent (Tanh) g(x) = (ex −
e−x)/(ex + e−x),and Rectified Linear Unit (ReLU) g(x) = max(0, x).

4 Data Analysis and Findings

4.1 Data Analysis

In this paper we construct a portfolio consisting 21 stocks from VNindex 30 that
includes the largest amount of liquidity transaction and capitalization in the
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Vietnam stock market. The weekly stock prices are collected from the beginning
of 2010 up to 01/03/2023. The descriptive statistics of the stock returns are
presented in the following Table 1.

Table 1. Descriptive statistics

Stocks Mean STD Max Min Skewness Kurtosis

ACB 0.19 3.93 18.11 −24.86 −0.29 4.37
BID 0.34 5.49 29.15 −24.01 0.03 3.98
BVH 0.13 6.35 30.60 −26.26 0.11 2.64
CTG 0.17 4.88 21.42 −19.82 0.17 1.88
FPT 0.35 3.66 21.28 −16.57 −0.08 3.47
GAS 0.28 4.96 20.28 −27.36 −0.69 4.50
HPG 0.37 5.13 24.00 −18.61 −0.02 1.77
KDH 0.12 4.80 25.94 −19.99 0.08 3.02
MBB 0.32 4.18 16.50 −19.69 −0.23 2.73
MSN 0.22 5.45 25.66 −21.93 0.13 2.59
MWG 0.36 5.40 21.78 −36.88 −0.75 7.18
NVL −0.22 6.13 20.62 −35.86 −2.42 14.20
PDR 0.06 5.76 22.19 −35.86 −1.12 8.52
PLX −0.01 5.10 14.56 −27.91 −0.85 3.75
SAB 0.11 4.77 33.70 −21.51 0.84 9.60
SSI 0.11 5.43 18.62 −25.75 −0.21 2.05
STB 0.13 4.91 21.21 −22.00 0.05 2.94
VCB 0.30 4.43 16.38 −14.75 0.17 1.32
VIC 0.28 4.57 22.13 −20.08 0.16 3.88
VJC 0.12 4.17 14.52 −19.71 −0.34 3.21
VNM 0.34 3.32 12.52 −14.26 0.16 2.44

We see that almost skewness are negative which means that large negative
returns occur more often than large positive ones. Furthermore, most stocks have
positive excess kurtosis, and, hence returns have leptokurtic distribution which
indicates that stocks in the portfolio are more risky. This indicates that stable
distributions are well-suited for modeling the tails of the return distribution.
Additionally, it suggests that we need to address the risk minimization problem
within the portfolio.

Next we use the augmented Dickey-Fuller test to check the stationary of
stocks. The following results show that stock returns in the portfolio are station-
ary (Table 2).
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Table 2. ADF test statistics

Stocks ACB BID BVH CTG FPT GAS HPG KDH
ADF −16.5 −14.0 −19.62 −17.68 −19.38 −15.81 −17.28 −18.37
1% level (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Stocks MBB MSN MWG NVL PDR PLX SAB SSI
ADF −16.47 −19.16 −13.72 −7.35 −15.81 −12.3 −13.04 −16.52
1% level (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Stocks STB VCB VIC VJC VNM
ADF −17.82 −18.26 −18.66 −12.75 −17.99
1% level (0.00) (0.00) (0.00) (0.00) (0.00)

4.2 Empirical Findings

We introduce a short description of the steps to implement ANN and ARMA-
GARCH-Stable models for optimizing our portfolio. We use rolling window
method for the out-of-sample period. Notice that all of the parameters of the
models at each iteration are re-estimated. The procedure is outlined as follows.
We use ARMA-GARCH model to fit conditional mean and volatility of each
return, then the standardize residuals are model by stable distributions. From
which, we simulate M scenarios for future values (one week) of the standard-
ize residuals. Now using ANN with the simulated data to predict returns, and
then construct the portfolio. Iterate these steps for next weeks, we obtain the
cumulative portfolio returns presented in the following figure.

Fig. 1. The performance cumulative returns of the portfolio

The results presented in Fig. 1 show that both model ARMA-GARCH sta-
ble and ARMA-GARCH-Stable-ANN give better performances as compare with
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Fig. 2. The Sharpe ratios of the models

Fig. 3. The Sortio ratios of the models

market index VN30. We also see that the active return of the portfolio using the
only ARMA-GARCH-Stable model is around −10%, but the benchmark drops
by around −30% which implies the excess return is 15%. For the hybrid ARMA-
GARCH-Stable-ANN model, the active return of the portfolio is all over +15%,
hence the excess return is around 45%. This indicates that the hybrid model
ARMA-GARCH-Statle-ANN are far more better than the econometric model
ARMA-GARCH-Stable.

Next we use the common measures Sharpe ratio and Sortino ratio to evaluate
the performance of the models. The results are presented in the following figures.

The Fig. 3 and Fig. 2 clearly illustrate that both proposed models outper-
form when solely employing the combination of econometric models. However,
the results also demonstrate that incorporating machine learning models with
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econometric models yields superior performance compared to solely relying on
traditional statistical and econometric models.

5 Conclusion

In this paper, we construct a portfolio from the Vietnam stock market VN30 and
utilize the traditional econometric ARMA-GARCH model and statistical model
stable distribution incorporating the state-of-the-art machine learning model to
forecast and simulate one-week-a-head returns then solve mean-variance portfo-
lio problem. The empirical results demonstrate that the ARMA-GARCH incor-
porating with Stable distribution provides effective optimization for portfolio
allocation, even without a machine learning model. However, when combined
with Artificial Neural Network models, the hybrid model outperforms traditional
econometric models.
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Abstract. The United States seems to have become the primary source of global
corn production and export, making corn production critical to the economic activ-
ities of many countries. Many previous studies provide yield forecasts. Ground-
based telemetry via satellites has recently emerged and attempts to predict vege-
tation indices for yield. However, except vegetation index, we should know more
about vegetation area and coverage for overall consideration. Therefore, this study
uses four major corn-producing areas in the United States and related data for the
past nine years for model training, including multivariate linear regression, partial
least squares regression, stepwise regression, and Gaussian kernel support vector
regression. The experimental results show that the support vector regression with
Gaussian kernel (radial basis function kernel) performs the best, and the R2 value
reaches 0.94.

Keywords: Satellite Telemetry · Telemetry Area · Vegetation Index · Regression
Analysis

1 Introduction

Remote sensing data fromGao&Anderson [1] and Sakamoto&Sensing [2] have proven
to help estimate crop yields in recent decades. The regular and frequent observation of
the Earth’s surface by satellites can effectively capture crops’ developmental stages and
assess crop yields’ variability. However, most remote sensing studies nowadays focus on
remote images with coarse spatial resolution. Zhang, Zhang, & Sensing [3] applied the
coarse remote sensing images (e.g., 250 m spatial resolution remote sensing images) to a
small area with limitations. In contrast, Landsat-8 provides remote sensing images with a
spatial resolution of 30 m every 16 days, which can be applied to crop yield observations
over a small area. The overall yield can estimate from remote sensing data over a small
area. The telemetry study by Johnson [4] focused on different crops, with all studies
focusing more on the telemetry of corn, soybean, and wheat, which are geographically

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
V.-N. Huynh et al. (Eds.): IUKM 2023, LNAI 14375, pp. 187–198, 2023.
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widespread and abundant. Crops not planted in large areas are more challenging to
assess by remote sensing because of the spatial resolution of the waveband. The largest
crop among all crops is corn, and the United States is the largest producer of corn, so
this study focuses on the observation of corn in the United States. Regardless of the
crop, a common theme in remote sensing research is converting multi-spectral channels
from optical sensors into vegetation indices. The Standardized Difference Vegetation
Index (SDVI) is the most common vegetation index, which analyzes vegetation changes
throughout the crop growth period.

Most current crop telemetry studies focus on the relationship between vegetation
index and yield. Huang, Wang, Dai, Han, & Sensing [5] have pointed out that the veg-
etation index alone cannot apply to predict yield in all regions, so more other predictor
variables require to alleviate this problem. Few studies have mentioned areas as other
predictor variables compared with other remote sensing studies that used meteorologi-
cal and soil characteristics factors. This study assumes that the meteorological and soil
changes will reflect the vegetation index. The crop yield will increase significantly in
case of the vegetation is more luxuriant or larger planting area.

This study’s purpose is to extract the required band information from the satellite by
remote sensing data via calculating the band information into various vegetation indices
(NDVI, EVI, ARVI) and link the remote sensing area and USDA statistical information
for corn production by the state and year, the developing linear and nonlinear regression
models with comparing the accuracy of various regressionmodels to achieve the purpose
for the forecasting by core products in the United States.

This paper organized as follow: (1) Introduction: Research background, motiva-
tion and purpose. (2) Related work: Review of scholars’ research on optical satellites,
vegetation index and the differences with other crop telemetry studies. (3) Research
methodology: Content of research process in this study. (4) Result analysis: Experimen-
tal results and the discussion of the test results. (5) Conclusion and future research: The
contribution of the study and possible future research direction is discussed.

2 Related Work

2.1 Optical Satellites

Roy et al. [6] have proposed that the primary mission of Landsat-8 is to provide resolu-
tion measurements of visible, near-infrared, shortwave, and thermal infrared to observe
the Earth’s terrestrial and polar spectra. Since the launch of the first Landsat satel-
lite, Landsat-8 has continued the Landsat record for nearly four decades. Compared
to the previous Landsat satellites, Landsat-8 carries two sensors, the Operational Land
Imager (OLI) and the Thermal Infrared Sensor (TIRS). Landsat-7 has equipped with the
Enhanced Thematic Mapper plus (ETM +) sensor. Landsat-8 enhanced performance
and new spectral bands. The new spectral bands include a short-wavelength blue band, a
cirrus band, and two thermal bands. The additional short wavelength blue band improves
sensitivity to suspended material for aerosol characterization, while the additional cir-
rus band is for cirrus cloud detection. We will use these two bands in this study, and
Landsat-8 is more suitable for this study than the previous Landsat series satellites.
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Justice et al. [7] have pointed out that compared to theMODIS (Moderate-resolution
Imaging Spectroradiometer) sensor, Landsat-8 provides up to 36 bandswithwavelengths
ranging from visible light to thermal infrared light and others. It has a wide range of
wavebands. This study requires more precise spatial resolution to know the satisfactory
crop yield in a specific area, so Landsat-8 is suitable for our requirements. Drusch et al.
[8] have pointed out that Sentinel-2 has 12 bands for users to observe, but its resolution
is 60m per pixel for the short wavelength blue band and the cirrus band; this required
resolution re-processing may lead to data error for this study. Therefore, we choose the
data source from Landsat-8 for this study.

2.2 Vegetation Index

In 1969, Jordan [9] proposed to combine the near-infrared and red spectra into a ratio,
which was highly correlated with the Leaf Area Index (LAI) using regression analysis,
and this ratio was the Simple Ratio (SR), which was the cornerstone of the subse-
quent development of various vegetation indices. Many different vegetation indices are
available today, and the three vegetation indices used in this study are described below.

Normalized difference vegetation index (NDVI) is the most commonly used vegeta-
tion index for satellite telemetry and is a vegetation index proposed by Rouse [10] based
on a simple ratio. It is calculated using the physical principle that vegetation reflects
visible and near-infrared light. Healthy or lush vegetation absorbs most of the visible
light that hits it and reflects most of the near-infrared light, while unhealthy or sparse
vegetation reflects more visible and less near-infrared light.

According to the description above, lush vegetation has the property of reflecting less
visible light and more near-infrared light., the standardized vegetation index is the near-
infrared light reflection minus the visible light reflection divided by the near-infrared
light reflection plus the visible light reflection, as shown in Eq. (1).

NDVI = NIR − RED
NIR + RED

(1)

In Eq. (1), NIR is the near-infrared reflectance, and RED is the red light reflectance.
Calculating the NDVI for a given pixel produces a number ranging from + 1 to −1.
However, the NDVI value without green foliage will be close to zero. In the case of very
heavy vegetation, the NDVI will be close to + 1.

H. Q. Liu et al. [11] have proposed that the enhanced vegetation index (EVI) is
effective in reducing soil as well as aerosol impacts, as shown in Eq. (2).

EVI = G(NIR − RED)

(L + NIR + C1∗RED − C2∗BLUE)
(2)

L in Eq. (2) is the soil conditioning factor, while C1 and C2 are the aerosol scattering
coefficients using the blue band to correct the red band. A. Huete, Liu, Batchily, & Van
Leeuwen [12] proposed commonly used coefficients of L= 1, C1 = 6, C2 = 7.5, andG=
2.5. Applying the commonly used coefficients can be written as the following Equation:
Eq. (3) is also used in this study.

EVI = 2.5(NIR − RED)

(1 + NIR + 6RED − 7.5BLUE)
(3)
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Kaufman, Tanre, & Sensing [13] mentioned that the Atmospherically Resistant Veg-
etation Index (ARVI) was developed to reduce the dependence of the vegetation index
NDVI on atmospheric properties, using the combined reflectance of blue and red light
have a self-correcting property for atmospheric effects, as shown in Eq. (4).

In Eq. (5) is for the combined reflectance, where γ is the atmospheric self-correction
factor depending on the aerosol type. When γ is zero, the Equation for ARVI at this
time will equal NDVI. When the vegetation cover is sparse and makes atmospheric data
unknown, the value of γ usually set to 1 for better adjustment. We set γ to 1, and the
resulting ARVI equation is as Eq. (6) below.

ARVI = NIR − RB
NIR + RB

(4)

RB = R − γ (B − R) (5)

ARVI = NIR − (2RED − BLUE)

NIR + (2RED − BLUE)
(6)

2.3 Differences with Other Crop Telemetry Studies

Nordberg, Evertson, & Development [14] have pointed out that most remote sensing
studies to assess crop yield focus on the effect of vegetation index on yield. As a matter
of fact, the vegetation index yield prediction model is accurate in one region, but it
cannot be used as a general model for other regions. The reason is that lower crop area in
other regionsmay affect crop yield prediction or unknown variables in other regionsmay
affect the prediction results. Therefore, some studies have added meteorological factors
into the crop yield prediction models. (Prasad, Chai, Singh, Kafatos, & geoinformation
[15]). Soil properties are added to predict the number of yields, such as soil organic
matter, cation exchange capacity, magnesium, potassium, and soil pH (Khanal et al.
[16]). Sakamoto&Sensing [2], andChen& Jing [17] used plant canopy reflectance alone
for yield prediction. Whether using only plant canopy reflectance or other predictive
variables, each has its own advantages, and the aim is to eliminate unknown variables
in different areas. In this study, the meteorological factors and soil characteristics are
reflected in the vegetation index, and the yield prediction was made regarding the crop
planting area with the vegetation index proposed by Huang et al. [5]. Therefore, we
selected the planting area of corn for remote sensing, the remote sensing area as the
prediction variable, and the vegetation index to complete the modeling.

3 Research Methodology

The process of this study was divided into five parts and showed as Fig. 1: remote
sensing data acquisition, data pre-processing, vegetation index and remote sensing area
acquisition, regression analysis, and final prediction results.

The remote sensing data were acquired on a collaborative project satellite of the
National Aeronautics and Space Administration (NASA) and the United States Geo-
logical Survey (USGS), named Landsat-8. Landsat-8. The reflectance of band 1 (blue
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band), band 4 (infrared band), band 5 (near the infrared band), and band 9 (cirrus band)
were extracted from the telemetry data using Matlab R2021a, and the vegetation index
was calculated. Band 4 and 5 were mainly used to calculate the standardized vegetation
index. Band 1 was mainly used to calculate the Enhanced Vegetation Index and the
Atmospheric Impedance Vegetation Index. Band 9 was mainly used to filter out cirrus
signals. Since the telemetry data are inevitably disturbed by clouds, the cloud signals
would be filtered out by the cirrus band in Landsat-8. Then, Google Earth was used to
calculate the remote sensing area, and the longitude and latitude coordinates provided
by the remote sensing data were traced to calculate the required remote sensing area for
each block. Then the vegetation index and remote sensing area were put into a regression
model to obtain the predicted results.

Fig. 1. Research Process

3.1 Regression Model

In this study, regarding the argument presented by Z. Y. Liu, Huang, Wu, & Dong
[18], we extended the argument that there is a positive and a nonlinear correlation
between different vegetation cover and all spectral indices. Based on this argument and
the research motivations (Huang et al. [5]), we extended the regression model to predict
corn yield using spectral index and remote sensing area. The higher the vegetation index
and the larger the planted area in the predominantly corn-growing area, the higher the
yield is likely to be. Therefore, a total of four regression models were used to predict
corn yield in this study: multivariate linear regression, partial least squares regression,
stepwise regression, and support vector regression. The order of presentation of the
models is based on the study’s progress.

The underlying concept of support vector regression is as follows. Smola,
Schölkopf, & computing [19] and Aizerman & control [20] found a hyperplane to sepa-
rate data points and made each point closest to this plane. A hyperplane is a feature that
exists in the feature space, which is a multidimensional space constructed by each input
variable. Each variable can be positioned in the feature space according to the value of
the self-variable, and the support vector regression is to iterate through the input data to
find the best hyperplane.

The following equation mathematizes the concept and finds the best solution using
the objective and restriction equations. As shown in objective Eq. (7), where C is the
cost parameter, the larger the value, the more intolerable the error; ε is the distance from
the hyperplane to the support vector. ξi and ξi

* are the relaxation variables that measure
the training sample’s out-of-range deviation. The Eq. (7) is to find all data points closest
to this hyperplane, but it must be achieved within the constraints of Eq. (8).

Equation (9) is the kernel function of the Gaussian kernel, whose basic concept is
the feature vector of a specific input space, which is expressed as follows. The above
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equation ‖x − x′‖2 can be regarded as the squared Euclidean distance between two
eigenvectors. Furthermore, σ is the free parameter. The Gaussian kernel shape is the bell
curve, and the purpose of the free parameter is to adjust the width of the bell curve.

minimize
1

2
||ω||2 + C

n∑

i=1

(ξ i + ξ∗
i ) (7)

Subject to

⎧
⎨

⎩

yi − f (xi,ω) − b ≤ ε + ξ∗
i

f (xi,ω) + b − yi ≤ ε + ξ i
ξ i, ξ

∗
i ≥ 0

(8)

k(x, x′) = e− ||x−x′ ||2
2σ2 (9)

4 Research Experiment

This study used information from theU.S. Department of Agriculture (USDA) to find the
major corn-producing regions in the U.S. from 2015 to 2019, which were the states with
more than 10% of the total corn production in the U.S., and conducted remote sensing
data capture for these states. The source of the remote sensing data was obtained from
the U.S. Geological Survey website (https://earthexplorer.usgs.gov/), and the vegetation
index and remote sensing area were obtained by processing the remote sensing data.

This study also captured the total annual state corn production data published on the
USDAwebsite (https://www.usda.gov/) and created a regression analysiswith vegetation
index and remote areas to predict corn production.

4.1 Data Collection

The USDA calculated that the significant corn-producing regions from 2015 to 2019
were the States of Iowa, the State of Illinois, the State of Minnesota, and the State of
Nebraska. The U.S. Department of Agriculture has also released four counties where
corn is not planted.

In this study, the part of the telemetry image that covered the red blocks was removed
using Matlab R2021a, leaving only the counties where corn was planted. The USDA
data shows that the main harvest month for corn in the US is September. The remote
sensing data in the month prior to crop harvest can accurately predict the crop yield, so
remote sensing images were selected with preference for August data. In summary, the
satellite remote sensing images were selected based on the four major states and counties
where corn is grown and because the Lansat-8 satellite was launched into space in 2013.
Therefore, the remote sensing images were selected for the period from 2013 to 2021.
If too many clouds interfere with the August remote sensing image, the remote sensing
image of the end of July would be selected as a substitute. Then, depending on the size of
the corn blocks in each state, the final number of blocks selected from each state would
be different. Therefore, a total of 270 remote sensing files (30 blocks multiplied by nine
years) were downloaded from the USGS website.

https://earthexplorer.usgs.gov/
https://www.usda.gov/
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4.2 Vegetation Index Acquisition Process

The remote sensing files downloaded from the USGS website contain TIF image files
for each band, as well as remote sensing text files regarding the time and date of remote
sensing, the latitude and longitude of the remote sensing images, the maximum and
minimum values of radiation for each band, the maximum and minimum values of
reflection for each band, the size of the remote sensing images, the azimuth of the sun,
the altitude of the sun, more of the same thing. In this study, the remote sensing image
files of band 1 (blue band), band 4 (red band), band 5 (near the infrared band), and band
9 (cirrus band) extracting from each remote sensing data. Only four bands were selected
because band 1, band 4, and band 5 could be available as calculate three vegetation
indices, NDVI, EVI, and ARVI. The reason for selecting band 9 was that the remote
sensing files at the end of July were selected if there was cloud interference during the
data collection. Although this selection rule was applied to select the remote sensing
files, the selected remote sensing files still had some cloud interference which caused
the actual vegetation index to decline.

Then we applied Matlab R2021a to read the TIF files, cut the telemetry images,
convert the reflectance to the Top-of-Atmosphere (TOA), filter the cirrus signal, and
calculate the vegetation index. At first, Matlab R2021a was used to read the TIF files of
the four bands and read out the digital number (DI) of the pixels in each band, and all
the surrounding zeros were replaced with Nan values to avoid the subsequent vegetation
index averaging. A telemetered map should filter out if the telemetered image is located
at the state boundary or covers a county that does not produce corn. The remote sensing
image should be cut in this case, leaving only the required part. After cutting the remote
sensing image, the text file in the remote sensing information would be read, and the
digital value of the pixels in the band would be converted to the reflectance of the top of
the atmosphere by using the adjusted value of reflectance and the height of the sun.

After having themaximum atmospheric reflectance for each band, the pixels affected
by the cirrus were picked out using band 9, and the positions of the pixels affected by the
cirrus were marked. The NDVI value of each pixel was calculated in Band 4 and Band
5 based on the equation of standardized vegetation index, and the EVI and ARVI values
of each pixel were calculated in Band 1, Band 4, and Band 5 based on the equations of
enhanced vegetation index and atmospheric impedance vegetation index, respectively.
Then, the pixel positions in Band 9 were applied to the corresponding NDVI, EVI, and
ARVI pixel positions and set to the Nan value, leaving only the pixels that were not
disturbed by the cloud signal. Referring to the method of processing vegetation indices
of Huang et al. [5], we averaged the vegetation indices from the pixels that were not
disturbed by cloud signals to obtain the desired vegetation indices, i.e., we completed
the data pre-processing for each geographic code and averaged the vegetation indices
for each block of each state (e.g., nine blocks per year for Iowa, six blocks per year for
Illinois, and others.). A total of 36 vegetation indices were obtained.

4.3 Remote Measurement Area Acquisition Process

The largest corn-producing regions in the U.S. are Iowa, Illinois, Minnesota, and
Nebraska, according to the U.S. Department of Agriculture. The remote sensing data
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were also obtained around the counties where corn is grown in these four states. There-
fore, obtaining the remote sensing area to correspond with the selected remote sensing
data would be necessary. The remote sensing area was obtained by entering a set of
latitude and longitude coordinates and closing the area into a region through the func-
tion on Google Earth (https://earth.google.com) website. The information on latitude
and longitude was obtained from the text file in the remote sensing file, and the remote
sensing area of four states was obtained by adding up each block of each state. Chen
et al. [21] wanted to avoid the discrepancy between the values of the remote sensing
area, corn yield, and vegetation index, and this study standardized the remote sensing
area and corn yield.

4.4 Experimental Results and Analysis

This study selected four regression models to find the best model to predict corn
yield, ranging from multiple linear regression, partial least squares regression, stepwise
regression, and support vector regression.

Because the results of stepwise regression were nonlinear, this study referred to
Gleason & Im [22]. In these two papers, support vector regression using the Gaussian
kernel showed good prediction results and was relatively stable. Therefore, the method
used in this study supports vector regression non-linearly, and the kernel function was
Gaussian. In this study, Matlab R2021a was used for support vector regression analysis.
At first, we used the built-in all SVMs to see which kernel function performed the
best, the Gaussian kernel performed the best, and the linear kernel performed the worst.
This is consistent with the previous results of stepwise regression, where the nonlinear
prediction was superior.

Tsamardinos, Rakhshani, & Lagani [23] have pointed out that because of the small
number of data and the need to select the best hyperparameter, this study used Nested
Cross-validation to select the hyperparameter by referring to the literature and divided
36 data into three training sets and one test set (one set has 9 data). Therefore, there were
27 data in the training set, will in the outer loop. The 9 test data were put into the inner
loop, and the 27 data were divided into eight training sets and one validation set (one set
has 3 data, so the training set has 24 data).The training data of one outer run entered into
the inner loop, and nine inner runs were made (for each inner run, the Optimizer was
Bayesian optimization, the Acquisition function was Expected improvement per, and the
number of iterations of the system was 300, and the best hyperparameter of the inner run
was selected among 300 times). Furthermore, the best hyperparameter would be selected
from the nine inner runs. The second outer run did the same thing, except the test set
would pick the 9 data initially treated as the training set. The data from the previous
test set would be added to the training set for the inner loop, and the four outer loops
would be conducted this way. Finally, themodel built by the four sets of hyperparameters
would be tested with individual test sets to obtain four sets of R-squared, the best set of
hyperparameters would be applied to the test set, and the 36 data would be thrown in,
and the final result would be confirmed.

As shown in Fig. 2, the values of R-squared for the four groups of outer runs were
0.78, 0.89, 0.75, and 0.76, respectively. The hyperparameters of the best R-squared group
were Kernel scale = 7.3083 (i.e., γ, which was equal to 1/〖2σ〗2), Box constraint =

https://earth.google.com
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Fig. 2. The results of four sets of outer runs (the best R-squared set is marked with a red box)

198.6753, and Epsilon = 0.055309. After applying this set of hyperparameters and
putting all 36 pieces of data into this model, the results are shown in the following
figure.

Fig. 3. The results of building the
best hyperparameters

Fig. 4. The difference between the actual value and
model with the predicted value of the best
hyperparameter model

In Fig. 3, the result of inputting 36 data into the best model is R-squared= 0.94 and
RMSE=0.068967, which was better than the previous linear regression result. In Fig. 4,
showed the difference between the actual and predicted values of each data--the blue
dots are the actual values, the yellow dots are the predicted value, and the errors are
shown as solid orange lines.

Finally, the regression model used in this study is summarized in Figs. 5 and 6. From
the R-squared values, the use of nonlinear support vector regression was significantly
better than linear regression analysis. In the linear regression, when a single vegetation
index was used with the remote area as the independent variable (R-squared values of
0.4426, 0.3486, and 0.3016 for NDVI + remote area, EVI + remote area, and ARVI
+ remote area, respectively), the result was worse than using three vegetation indices
with the remote area as the independent variable (R-squared value of 0.56). Later, the
partial least squares regression and stepwise regression (R-squared values of 0.56049
and 0.596, respectively) were used to solve the problem of multicollinearity, and the
predictive power was better than that of the multivariate linear regression. The last
nonlinear regression model was the Gaussian kernel support vector regression with an



196 S. Ratna et al.

Fig. 5. The R-squared value of the regression
model used in this study

Fig. 6. The RMSE value of the regression
model used in this study

R-squared of 0.94, which was the best performance among the regression models. The
RMSEvalue showed that the nonlinear regression alsoperformedbetter. The experiments
found that a nonlinear regression was more appropriate to predict the yield of the major
corn-producing regions in the U.S.

5 Conclusion and Future Research

In this study, we extracted Landsat-8 satellite information, converted the satellite infor-
mation into vegetation index and telemetry area, and used these variables to develop
various regression models to predict U.S. corn production. Initially, multivariate linear
regressions (NDVI, EVI, ARVI, and remote area with an R-squared of 0.56) were used
for the analysis. However, since the covariance of the independent variables was too
high, partial least squares regression (R-squared of 0.56049 for the selection of four
principal components) and stepwise regression (R-squared of 0.596) were used to try
to solve the problem of covariance of the independent variables. The results of both
regressions were also better than the initial multivariate linear regressions. From the
regression equation of stepwise regression analysis, we obtained the non-linearity of the
relationship between the self-variable and the strain. Finally, we used the support vector
regression with the Gaussian kernel (R-squared of 0.94). The results obtained were the
most accurate in this study. Therefore, it can be concluded that the nonlinear regression
model could help users forecast U.S. corn production. However, it is recommended that
corn production forecasts for different regions should be evaluated.

For future research, Boryan, Yang, Mueller, & Craig [24] have suggested that CDL
(Cropland Data Layer) can be applied to the corresponding telemetry data. This can
capture the crop we want to predict, and the data is processed differently than in this
study. This data processing method can be used to confirm whether the prediction effect
can be improved. On the other hand, Pahlevan, Chittimalli, Balasubramanian, &Vellucci
[25] have mentioned that Landsat-9 is already operating normally and the sensors on
board are not much different from Landsat-8. The waveband is the same, and the data
acquisition time is misaligned with Landsat-8; if combined with Landsat-8, we can have
one telemetry data every eight days. If only Landsat-8 is used as the data source, there
will be one telemetry data every 16 days. This can reduce the interference of the cloud
layer, and more telemetry data can be used for analysis.
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Abstract. This study investigates the scheduling of multi-server home care ser-
vices in which multiple junior and senior servers can cooperatively serve a cus-
tomer. We assume that different server types have different service costs and
service speeds, and customers have various demand frequencies for the service.
This problem aims to determine the number of the two types of servers per day and
schedule the service route of the vehicle to various customers, so as to minimize
the total cost of servers and vehicle travel. The studied problem is an NP-hard
problem, and traditional optimization methods are time-consuming to solve when
the problem size is larger. This paper presents a new decoding procedure to convert
a random permutation of integers into a feasible solution to the problem. Then
the decoding procedure is embedded into an immune-based algorithm to solve the
problem. An example of Taiwan has been solved and analyzed by the proposed
method to illustrate the effectiveness of the proposed method.

Keywords: Multi-Server · Home Care · Immune-Based Algorithm ·
Optimization

1 Introduction

Due to changes in medical care and lifestyles, the average life expectancy of citizens
worldwide continues to increase. Today, as the social population tends to age, the ratio of
the elderly population, chronic disease patients, and disabled people is increasing year
by year. At present, due to the phenomenon of declining birth rate and social composi-
tion, small families have become the mainstay. However, most young and middle-aged
members are the primary source of family income and usually need to go out to work,
resulting in a lack of care for older adults at home. Therefore, in response to the advent
of an aging society, the Ministry of the Interior of Taiwan guides the local governments
to provide various home care services such as house cleaning, meal delivery, bathing,
and other services, and allows the elderly to contact society to improve the quality of
life of the elderly and reduce the burden of care for their families.
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Over the past few decades, the so-called home health care (HHC) has received much
attention due to its importance in today’s society. SomeHHC services require specialized
skills, such as wound care for pressure sores or surgical wounds, intravenous injection,
tracheal incisions, nasogastric tubes, cleaning, and replacing urinary catheters, etc. The
main problems in HHC are related to vehicle routing and scheduling problem, and it is
named home health care routing and scheduling problem (HHCRSP). In an HHCRSP,
one has to simultaneously decide on the visit of customers and schedule the order of
visiting for each day.

Liu et al. (2017) investigated an HHCRSP and developed a three-index mathemati-
cal programming model. They decomposed the mathematical programming model into
a master problem and several sub-problems, and they solved these problems using a
branch-and-price algorithm. Decerle et al. (2019) studied an HHCRSP with four objec-
tives, including minimizing the total working time of the caregivers, minimizing the
violation of patients’ time windows, and minimizing the maximal working time differ-
ence between nurses and auxiliary nurses. Moussavi et al. (2019) studied an HHCRSP
with minimizing three objectives, namely, the total distance traveled by a caregiver in a
day, in all days (planning time horizon), and the total distance traveled by all caregivers
in all days. They presented a matheuristic approach to solving the NP-hard problem.
Liu et al. (2020) considered a periodic HHCSRP with the consideration of the medical
skills of caregivers and their workload balance. They proposed a region-partition-based
algorithm to solve the problem, and they designed different tabu search (TS) algorithms
to solve the optimization problem for each region. Li et al. (2021) studied an HHCRSP
with the consideration of the outpatient service in which a group of doctors was assigned
to server outpatients. They presented a mixed integer programming model for the prob-
lem and proposed a hybrid genetic algorithm (HGA). Liu et al. (2021) considered an
HHCRSP with a hard time window constraint for patients in which two caregivers must
serve simultaneously for each patient. They developed four meta-heuristics to solve the
problem. Related research on HHCRSP refers to the excellent survey paper by Cisse
et al. (2017) and Euchi et al. (2022).

Home care services generally refer to helping the elderly and/or disabled with daily
activities such as shopping, bathing, cleaning, and cooking. In this paper, we con-
sider a multi-server home care service problem with various frequencies for customers
(MHCSP-VF). In the MHCSP-VF, we assume that multiple junior and senior servers
cooperate to serve each customer. Therefore, as the number of servers increases, the total
service time for a customer decreases. However, more servers result in higher costs. In
Taiwan, home care services are included in long-term care and are partially or fully
subsidized. As a result, the demand for home care services has increased drastically.

The consideredMHCSP-VF has to determine the number of junior and senior servers
for each day in the planning time horizon and to schedule the route of vehicles to
customers. It differs from the typicalHHCRSP, because (i) in theMHCSP-VF,we assume
that the service time of a customer is related to the number junior and senior servers.
However, in the typical HHCRSP, the service time is usually fixed. (ii) Customers have
various frequencies of demand for the home care service, and once a customer begins
receiving the service, it usually lasts for a long time. Therefore, in this paper, we assume
that each customer has its frequency of demand for home care service. The considered
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MHCSP-VF is a variant of vehicle routing problems (VRP) and scheduling problems.
Hence it is an NP-hard problem.

In past research, the main approaches to solving an HHCRSP include:

(1) Exact solution method: For example, Tanoumand and Ünlüyurt (2021) studied an
HHCRSP in which home patients had two types of service needs. They presented
a mathematical programming model and proposed a branch-and-price algorithm to
solve it.

(2) Heuristic and hybrid method: For example, tabu search method (Rest and Hirsch
(2016)), large neighborhood search heuristic (Braekers et al. (2016)), memetic
algorithm (Decerle et al. (2018)), hybrid method based on ant colony system and
clustering algorithm (Euchi et al. (2020)).

The exact solution method can obtain the global optimal solution for the HHCRSP,
but it is time-consuming when the problem size is larger. Therefore, the current main-
stream of solving HHCRSP is to use a heuristic or hybrid heuristic to quickly obtain a
good/acceptable feasible solution within a reasonable time. Recently, many evolutionary
algorithms have been developed to solve various optimization problems. Mirjalili et al.
(2017) illustrated more than 100 evolution algorithms based on natural phenomena or
animal behaviors. Among these evolutionary algorithms, the immune-based algorithm
(IBA) has attractedmuch attention due to its numerous successful applications, for exam-
ple, Li et al. (2022). Therefore, in this paper, we adopt IBA to solveMHCSP-VF. Firstly,
we present a new decoding method to convert any permutation of a sequence of integers
into a feasible solution of the considered MHCSP-VF, then embed it into IBA to solve
it. The main advantage of the new decoding method is that any permutation of integer
sequences can be transformed into a feasible solution to the problem, which directly
improves the efficiency of individual evolution in IBA.

This paper is organized as follows. Section 2 introduces the MHCSP-VF, including
assumptions and notations. Section 3 presents a new decoding method to convert a
random permutation of integers into a feasible solution of MHCSP-VF. An example is
used to illustrate the new decoding procedure. Additionally, an IBA is presented in this
section. Section 4 presents a practical test problem in Taiwan. The numerical results of
IBA are presented and discussed. Finally, Sect. 5 summarizes the conclusions of this
paper and lists future research.

2 Problem Statement

2.1 Assumptions

(1) There are n customers needing home care service in the planning time horizon T. It
is assumed T = 2 (days).

(2) The demand frequency of service for customer i is f j, in T. It is assumed that f j =
1, once per two days, or f j = 2, twice per two days.

(3) Two types of servers, namely, junior server (e) and senior server (E), can serve
cooperatively for a customer. The cost and service speed of the junior and senior
servers are different.
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(4) A customer is simultaneously served by a vehicle with k1 junior servers and k2 senior
servers. The service time and service cost for customer i are set as Smi/(k1 + k2/ssr)
and Y × (k1 + k2 × ssc), respectively, where S and Y are the given basic service
time of a customer and basic service cost of a server, mi is the number of required
service units for customer i, and ssc and ssr are service speed ratios and salary cost
ratios of senior and junior servers. It assumed that S = 30, 45, and 60, respectively,
and Y = NT$200/hr in this paper. To analyze the effect of service speed and cost of
junior/senior servers, we assume three different ssr and ssc, namely, 0.5, 0.7, 0.9 for
ssr and 1.2, 1.5, 1.8 for ssc, respectively.

(5) On each day, atmost two vehicles are available. Let (v1, v2) be the number of vehicles
for day 1 and day 2, respectively. The capacity of a vehicle is four servers, that is, 1
≤ k1 + k2 ≤ 4. Therefore, all possible 14 server combinations (Q = 14) in a vehicle
are as follows.
(i) 1 server: e, E, (combination 1–2)
(ii) 2 servers: eE, ee, EE, (combination 3–5)
(iii) 3 servers: eee, eeE, eEE, EEE, (combination 6–9)
(iv) 4 servers: eeee, eeeE, eeEE, eEEE, EEEE.

(6) The regular working time of a server is 8 h per day. If the working time exceeds 8
h, then the following penalty of a server is added to the objective value. Penalty =
(overtime) × w, where w is the weight of the penalty. It is assumed w = 40.

(7) The vehicle departs from the long-term care center and returns to the center after
serving all customers every day.

(8) Assume that the average fuel consumption of a vehicle is f c = 4.35 L/hr, and the
fuel price is f p = NT$35/L.

(9) The MHCSP-VF has to determine the number of junior/senior servers in the vehicle
and schedule the route of the vehicle on each day tominimize the following objective.

Objective = the working cost of junior/senior servers for customers

+ the traveling cost of vehicles
+ the penalty of overtime of servers.

2.2 Notations, Variables and Objective

Notations

C The node set of all customers, |C| = n.
V ={0}∪C∪{n + 1}, the set of all nodes. The starting node of the vehicle is node

0, and the end is node n + 1.
E ={(i,j) | i,j ∈ V, i �= j}, the link set between node i and node j.
dij The shortest traveling time (minute) from node i to node j, (i,j) ∈ E.
T The planning time horizon. It is assumed T = 2 (days).
v1, v2 The number of vehicle available on day 1 and day 2.
f i The demand frequency of service for customer i, i ∈ C. It is assumed f j = 1 or f j

= 2 in two days. That is, once per two days or twice per two days.
Q The set of all possible combinations of junior and senior servers. It is assumed Q

= 14.
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S The basic service time of a customer, and we assume S = 30, 45, 60.
Y The basic service cost of a server and we assume Y = NT$200.
mi The required service unit for customer i, i ∈ C.
f c The average fuel consumption of the vehicle. It is assumed f c = 4.35 L/h.
f p The unit fuel price. It is assumed f p = NT$24.4/L.
ts,tj The service time of senior and junior servers for a customer.
cs,cj The cost of senior and junior servers for a customer.
ssr = ts/tj, the service time ratio of senior/junior server. It is assumed 0.5, 0.7, and

0.9, respectively.
ssc = cs/cj, the service cost ratio of senior and junior servers. It is assumed 1.2, 1.5,

and 1.8, respectively.
Si =Smi/(k1 + k2/ssr), the service time (minute) for customer i on day l, l ∈ T, if

he/she is simultaneously served by k1 junior and k2 senior servers.
Yl =Y × (k1 + k2 × ssc), the cost (per hour) of a server in day l, l ∈ T, if k1 junior

and k2 senior servers are assigned.
w The weight of penalty for overtime. It is assumed w=40.
Ul = ∑

(i,j) ∈ E xijl(dij+Sl)/60, the sum of the traveling time (hour) and service time
of a server on day l, l ∈ T.

Decision Variables

xijl = 1 if the vehicle arrives at node i on day l, and serves node j, (i,j) ∈ E, l ∈ T.

Objective.
Min

∑
l ∈ T

∑
(i,j) ∈ E xijl(dij/60)fpfc + YlUl + YlFl .

The objective is the sum of the traveling cost of vehicles, the working cost of servers,
and the penalty of overtime of servers. Using the above notations, an integer linear pro-
gramming model can be developed for the MHCSP-VF. However, it is time-consuming
to solve. Thus, we present the following IBA to solve the problem.

3 Method

3.1 Immune-based Algorithm (IBA)

The main steps of IBA are as follows, and Fig. 1 illustrates the flowchart.

Step 1. Generate a random initial population of individuals (feasible solutions).
Step 2. Calculate the fitness value for each individual.
Step 3. Select the best the k individuals with the best fitness values.
Step 4. Clone the best k individuals in Step 3 using the crossover and mutation in

genetic operation (Holland (1975)). The details of clonal selection and affinity
maturation processes are referred to De Castro and Von Zuben (2000).

Step 5. Update the memory set of individuals. That is, replace the inferior individuals
in the memory set with superior individuals, and delete the individuals with too
similar structures.

Step 6. Check the stopping criterion of maximum generations. If not stop, then go to
Step 2. Otherwise, go to the next step.

Step 7. Stop. Report the optimal or near-optimal solution(s) from the memory set.
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Note that, in this paper, we use the following new decoding procedure to covert a
permutation of integers into a feasible solution of the considered problem and use it to
calculate the fitness values for a population of individuals generated in Step 1.

Generate a random initial

population of individuals

Calculate the fitness value

for each individual by using

the new decoding method

Select the best k individuals

Clone the best k individuals
by crossover and mutation

Update the memory set

(1) Superior individuals

replace the inferior ones

(2) Too similar individuals

will be eliminated

Satisfy

stopping criterion

Report the optimal or

near optimal solution(s)

No

Yes

Step 1 Step 2 Step 3

Step 4Step 5Step 6

Step 7

Fig. 1. The main steps of IBA.

Table 1. New decoding for the example.

Customer 1 2 3 4 5 6 7 8
fl 2 1 1 2 1 2 2 1
R 15 11 4 1 12 14 16 9 10 5 8 3 6 2 7 13

Day 2 1 2 1 1 2 2 1 2 1 2 1 2 1 1 2
Car 2 2 2 1 1 2 1 1 2 1 1 2

Server 
type

6
eee

3
eE

6
eee

1
e

13
eEEE

3
eE

13
eEEE

13
eEEE

3
eE

13
eEEE

1
e

3
eE

3.2 The New Decoding Procedure

We use the following example to illustrate the new decoding procedure which can be
used in Step 2 of IBA in Fig. 1. Assuming that n = 8, T = 2, f l = 1 for customers
2,3,5,8 and f l = 2 for customers 1,4,6,7, (v1,v2) = (2,2), then we may use a sequence of
permutation of 1 to 16 (=T × n) to construct a feasible solution of the problem. Assume
that the random permutation is: R = 15, 11, 4, 1, 12, 14, 16, 9, 10, 5, 8, 3, 6, 2, 7, 13.

Step 0: Construct a matrix for customers, f i and R as rows 1 to 3 in Table 1, in which
two random numbers in R correspond to a customer. For customers with f l =
1, their first cell of R is marked in grey in row 3, and for customers with f l = 2,
the two cells of R are marked in grey in row 3.

Step 1: (determine the service day for a customer)
(a) k = 0.
(b) If R(k + 1)< R(k + 2), then assign days 1 and 2 to row 4 (Day) for customer

1 + (k/2) in Table 1.

Otherwise, assign days 2 and 1 to row 4 (day) in Table 1.
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(c) k = k + 2. Repeat (b) until all cells in row 4 in Table 1 have been assigned.
Step 2: (determine the vehicle for a customer)

(a) k = 0.
(b) For customer 1 + (k/2),

(i) Assign vehicle {1+mod(R(k + 1), v)} to the first cell of row 5 (Vehicle
used) in Table 1.

(ii) Assign vehicle {1+mod(R(k + 2), v)} to the first cell of row 5 (Vehicle
used) in Table 1.

Where v is the number of vehicles available on the day.
k = k + 2, Repeat (b) until all cells in row 5 of Table 1 have been assigned.

Step 3: (determine the traveling route of a vehicle)

Construct the route for each vehicle on each day by sorting the corresponding random
numbers R in grey, from small to large.

For example, in Table 1, R(14) = 2 and R(5) = 12 are for vehicle 1 on day 1,
corresponding to customers 7 and 3, respectively. Then the route of the vehicle for the
vehicle on day 1 is:

Day 1 Vehicle 1: 7-3 (R(14) = 2, R(5) = 12)

Similarly, we have:

Day 1 Vehicle 2: 6-8-4-1 (R(12) = 3, R(15) = 7, R(8) = 9, R(2) = 11)
Day 2 Vehicle 1: 7-6-5-4 (R(13) = 6, R(11) = 8, R(9) = 10, R(7) = 16)
Day 2 Vehicle 2: 2-1 (R(3) = 4, R(1) = 15)

Step 4: (determine the server combination of a vehicle on each day)

Based on the customers in the vehicle each day, sum up their corresponding random
number R, say Sum_R, and use the {1 + mod (Sum_R, Q)}th vehicle.
For example, using the results in Step 3,
(day 1, vehicle 1)1 + mod (2 + 12,Q)=1 + mod (2 + 12,14) = 1. Thus assign the 1st
server combination (e) to this vehicle.
(day 1, vehicle 2)1 + mod (3 + 7 + 9 + 11,Q) = 1 + mod (30,14) = 3. Thus assign the
3rd server combination (eE) to this vehicle.
(day 2, vehicle 1)1 + mod (6 + 8 + 10 + 16,Q) = 1 + mod (40,14) = 13. Thus assign
the 13th server combination (eEEE) to this vehicle.
(day 2, vehicle 2)1+mod (4 + 15,Q) = 1 + mod (19,14) = 6. Thus assign the 6th server
combination (eee) to this vehicle.

Therefore, the objective of the problem is computed using the server combination
and vehicle route on each day.

4 Numerical Results and Discussions

4.1 Test problems

(1) This research takes an area of Chung-Li in Taiwan as the test problem, which is
illustrated in Fig. 2. Figure 2 contains 212 nodes, and the long-term care center is at
node 209.
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(2) This test problem contains 20 customers, and we can use a random sequence of 1 to
40 (=n×T ) to present a feasible solution of the problem.

(3) The demand frequency ( f i), node number, and service time units (mi) for the 20
customers are as follows.

Once per two days ( f i=1):5(2), 34(1), 47(1), 71(1), 81(2), 112(2), 132(1), 159(2),
175(1), 187(2)
Twice per two days( f i=2):8(1), 12(1), 39(2), 50(1), 78(2), 127(2), 135(2), 142(2),
204(1), 211(2)

4.2 Test Results and Discussions

This research uses IBA coded in MATLAB. The parameters set by IBA are::the initial
population number = 100, the maximum evolutionary generation = 2000, the mating
rate = 0.48, and the mutation rate = 0.08. Each test problem was executed 50 times by
IBA, and the best result was recorded. For test problems with different ratios of server
speed (ssr), ratios of service cost (ssc), service time combinations, and various numbers
of vehicles on each day, we report the numerical results of the total cost in Tables 2 and
3, and the best server combination in Tables 4 and 5.

Fig. 2. The example of Chung-Li, Taiwan.

From Tables 2 and 3, we can see that:

(1) When the server service speed ratio (ssr) and server cost ratio (ssc) are fixed, with
the increase of the basic service time (S) of each customer, the total cost increases.
For example, in Table 2, the best total cost is 4723.4 when ssr = 0.9, ssc = 1.8, and
S = 30 (min), and the best total cost is 12550.0 when ssr = 0.9, ssc = 1.8, S = 60
(min).
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(2) When ssc and S are fixed, with the increase of ssr, that is, the gap between senior
and junior service speed becomes smaller, the total cost increases accordingly. For
example, in Table 2, if ssc = 1.8 and S = 30 (min), the total cost increases from
4393.0 to 4723.4 when ssr rises from 0.5 to 0.9.

(3) When ssr and S are fixed, with the increase of ssc, that is, the gap between senior and
junior salary expenses becomes larger, the total cost increases slightly. For example,
in Table 3, if ssr=0.9 and S=30 (min), the total cost increases from 4430.3 to 4511.5
when ssc rises from 1.2 to 1.8.

(4) When ssr, ssc and S are fixed, with the increase of vehicle, the total cost decreases.
For example, in Table 3, if ssc=1.8, ssr=0.9, and S=60 (min), the total cost decreases
from 12550.0 to 7782.2 when (v1, v2) rises from (1,1) to (2,2).

Table 2. Numerical results of C = (1,1) with 50 trials of IBA.

S ssr 0.5 0.7 0.9

ssc best µ σ CPU best µ σ CPU best µ σ CPU

30 1.2
1.5
1.8

3317.9
3987.2
4393.0

3577.4
4268.7
4749.5

186.4
249.2
261.2

746.8
762.4
742.5

4260.7
4645.6
4733.0

4508.2
5054.3
5133.6

121.1
208.1
258.0

743.1
739.8
740.8

4706.9
4766.7
4723.4

5077.8
5175.6
5172.5

199.1
243.2
243.4

706.0
733.2
722.5

45 1.2
1.5
1.8

4434.7
5248.7
6063.5

4662.6
5619.3
6524.2

114.0
230.1
186.7

735.1
716.0
723.9

5595.4
6594.9
6490.9

6279.6
7034.1
7107.3

224.7
253.5
233.9

693.8
691.7
707.5

6597.3
6502.1
6552.9

7088.1
7110.1
7178.3

284.1
270.3
243.9

695.1
692.4
696.4

60 1.2
1.5
1.8

5561.3
6577.3
7732.1

6060.5
7190.5
8473.3

310.6
352.6
291.4

685.6
686.5
675.9

7366.1
8435.9
9074.3

7865.6
9163.5
10080.0

282.3
343.3
575.3

668.0
666.3
669.2

8867.9
10689.0
12550.0

18168.0
20454.0
25872.0

6466.0
6081.1
7448.2

657.2
654.4
644.8

Table 3. Numerical results of C = (2,2) with 50 trials of IBA.

S ssr 0.5 0.7 0.9

ssc best µ σ CPU best µ σ CPU best µ σ CPU

30 1.2
1.5
1.8

3316.6
3995.4
4357.2

3650.0
4250.7
4649.8

147.3
120.3
119.4

924.4
937.5
928.3

3958.6
4303.4
4546.3

4227.9
4701.6
4853.2

115.1
163.2
175.8

922.9
909.6
910.5

4439.3
4490.2
4511.5

4767.1
4857.9
4795.4

156.4
172.1
149.0

957.3
925.0
915.7

45 1.2
1.5
1.8

4222.5
4989.4
5787.2

4420.5
5218.0
6007.5

127.7
133.9
121.1

997.2
1020.2
1007.4

5346.1
6239.6
6207.3

5807.1
6493.3
6535.6

194.9
156.4
143.0

1034.5
1035.3
1020.8

6250.9
6256.2
6220.6

6495.5
6562.3
6540.9

137.6
154.4
167.1

1043.9
1021.4
1025.4

60 1.2
1.5
1.8

5173.8
6191.9
6910.6

5572.4
6695.4
7519.1

242.1
244.7
197.6

1025.7
1035.6
1022.9

6867.3
7897.8
7853.0

7204.0
8150.8
8250.7

187.1
180.8
205.9

1013.0
1031.7
1020.3

7729.1
7638.2
7782.2

8093.5
8199.0
8192.6

214.7
189.6
214.5

1003.0
1007.5
999.3

From Tables 4 and 5, we can see that:

(1) When ssr and ssc are fixed, with the increase of S of each customer, the number of
servers used increases accordingly. For example, in Table 4, the server allocation is



208 Y.-C. Hsieh et al.

Table 4. The optimal combination of server for C = (1,1) with various ssc, ssr, and S.

ssc Day ssr 0.5 0.7 0.9

S 30 45 60 30 45 60 30 45 60

1.2 day 1
day 2

1
1

E
EE

EE
EE

EEE
EE

EE
EE

EE
EEE

EEE
EEEE

eee
ee

eee
eeee

EEEE
eEEE

1.5 day 1
day 2

1
1

eE
E

EE
EE

EE
EEE

ee
eE

eeee
eee

eeeE
eeeE

eee
ee

eee
eeee

EEEE
eEEE

1.8 day 1
day 2

1
1

E
eE

EE
eE

EE
eEE

eee
ee

eeee
eee

eeeE
eeeE

eee
ee

eeee
eeee

eEEE
EEEE

e = junior server, E = senior server

Table 5. The optimal combination of server for C = (2,2) with various ssc, ssr, and S.

ssc Day ssr 0.5 0.7 0.9

Vehicle/S 30 45 60 30 45 60 30 45 60

1.2 day 1 1
2

E
E

E
E

EE
E

E
E

EE
E

EE
EE

e
e

eE
ee

eE
ee

day 2 1
2

E
E

E
E

E
E

E
E

E
E

E
EE

E
e

eE
e

ee
ee

1.5 day 1 1
2

E
E

E
E

E
E

e
e

ee
e

ee
ee

e
e

ee
ee

ee
ee

day 2 1
2

E
E

E
E

E
EE

e
e

ee
E

ee
eE

e
ee

ee
ee

ee
ee

1.8 day 1 1
2

e
e

E
E

E
E

e
ee

ee
e

ee
ee

e
ee

ee
ee

ee
ee

day 2 1
2

e
E

E
E

E
E

e
e

ee
ee

ee
eee

e
e

ee
e

ee
ee

e = junior server, E = senior server

2 senior servers (EE) on days 1 and 2 when ssr = 0.7, ssc = 1.2, S = 30 (min), while
it is 3 senior servers (EEE) on day 1 and 4 senior servers (EEEE) on day 2 when ssr
= 0.7, ssc = 1.2, S = 60 (min).

(2) When ssc is fixed, with the increase of ssr, that is, the service speed gap between
senior and junior servers becomes smaller, it tends to assign junior server. For exam-
ple, in Table 4, on day 1, if ssc = 1.2, S = 30 (min), the assignment will be changed
from 1 senior server (E) to 3 junior servers (eee) when ssr increases from 0.5 to 0.9.

(3) When ssr is fixed, with the increase of ssc, that is, the gap of cost between senior and
junior servers becomes larger, it tends to use junior server. For example, in Table 4,
if ssr = 0.7 and S = 30 (min) on day 1, the assignment will be changed from 2 senior
servers (EE) to 3 junior servers (eee) when ssc increases from 1.2 to 1.8.
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(4) When ssr, ssc, and S are fixed, with the increase in vehicles, it tends to use junior
servers or few servers. For example, in Table 4 with (v1, v2) = (1,1), when S = 60
and ssr = 0.9, each vehicle needs 4 servers, while 2 servers are enough for most of
the vehicles in Table 5 with (v1, v2) = (2,2).

5 Conclusions

In this paper,

(1) Wehave introduced a newMHCSP-VFwithmultiple vehicles inwhichmulti-servers
work cooperatively to reduce the service time for customers.

(2) We have presented a new decoding method to convert a permutation of random
integers into a feasible solution of MHCSP-VF.

(3) Using the new decoding method, this study has proposed an IBA to simultaneously
obtain the vehicle routes and determine the server combination of senior and junior
servers for each vehicle in the planning time horizon.

(4) This study takes an area of Chung-Li in Taiwan as the test problem. The numerical
results have shown that IBA can obtain reasonable solutions for this MHCSP-VF.

The future research is as follows.

(1) The proposed method in this paper can be extended to a class of more general home
care service problems formultiple vehicleswith various capacities and timewindows
of customers.

(2) Other artificial evolutionary algorithms can be developed to solve the considered
problem and compare their efficiency and effectiveness with the proposed method.

Acknowledgments. The authors thank Mr. C.L. Hsu for collecting the numerical results. This
research is partially supported by National Science and Technology Council, Taiwan, under grant
MOST 111-2221-E-150-014.
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Abstract. Forecasting Gross Domestic Product (GDP) accurately is essential for
understanding the behavior of an economy, but it requires considering many fac-
tors. This study aims to identify the most precise forecasting model for Thailand’s
GDP given such competing variable selection methods as Ridge, Lasso, Elastic
Net, and SCAD. We collected data of key macroeconomic variables from 1970
to 2021 and divided them into training and testing sets at the 80:20 ratio. We
compared the forecasting results using RMSE and Adjusted R-squared. Our find-
ings indicate that the Elastic Net regression model produced the most accurate
forecasts, with a 99.55% accuracy rate for predicting Thailand’s GDP from the
eightmacroeconomic variableswe examined. This study confirms that the variable
selectionmethods can generate more accurate results than the conventional econo-
metric forecasting methods. The Elastic Net regression model, the most accurate
in this study, only uses industrial value added, exchange rate, import value, export
value, and government spending to predict GDP.

Keywords: Ridge · Lasso · Elastic Net · SCAD · Macroeconomic variables ·
GDP

1 Introduction

The task of forecasting a country’s Gross Domestic Product (GDP) is of paramount
importance for policymakers, investors, and business leaders who seek to gauge the
overall health and direction of the economy [1]. Forecasting provides valuable insights
into the present and future circumstances that have the potential to unfold. Policymak-
ers can leverage the results of these forecasts to devise suitable policies that facilitate
economic growth, ensure financial stability, and enhance resilience in the face of crises
and downturns. From the OECD’s standpoint, forecasting plays a pivotal role in policy
planning. In the formulation of a policy plan, it is imperative to pose pertinent questions
regarding the current economic situation, factors that will impact the economy in the
short, medium, and long run, and suitable measures to be implemented. The answers
to these questions can be gleaned from prior forecasting models or by devising fresh
predictions [2].
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Recent years have seenThailand’s economic growth decline, with data from theBank
of Thailand indicating that the country’s GDP contracted by 6.1% in 2020. This con-
traction was primarily caused by the COVID-19 pandemic, which led to lockdowns and
restrictions throughout the country, resulting in a significant decline in economic activ-
ity during the second and third quarters. Nevertheless, the government has implemented
a range of measures to support the economy, such as stimulus packages, low-interest
loans, and debt restructuring for affected businesses. Beyond the pandemic, Thailand has
faced other economic challenges, such as political instability and trade tensions, which
have impacted the country’s economic performance. The appreciation of the baht has
also made exports less competitive. Despite these challenges, the Thai government has
taken steps to address these issues and promote economic growth like making public its
plans to increase investment in infrastructure and digital technology.

As previouslymentioned, accurately forecasting economic growth requires consider-
ing various key macro-level determinants that can either hinder or support it. Therefore,
many studies have recommended incorporating these factors into forecasting models to
improve their accuracy [3, 4]. However, achieving precise predictions can be challeng-
ing since finding the right predictor to enhance economic growth forecasting is crucial.
Unfortunately, traditional economic forecasting methods have typically used economet-
ric models that require a large number of observations to avoid over-parameterization
[5, 6] This means that if too many factors are included in the model, the dimensional-
ity increases, leading to the degrees-of-freedom problem. Consequently, to preserve the
degrees-of-freedom and avoid losing vital information, the number of factors included
in the model should be limited [7].

Forecasting economic variables is a challenging task, especially when dealing with
time series predictors. As such, this study proposes an alternative approach to the tradi-
tional forecasting methods that can accommodate a large number of predictors simulta-
neously. This approach involves using shrinkage estimation methods, such as penalized
least squares estimation, which regularizes themodel complexity and avoids over-fitting.
The penalty term penalizes the size of regression coefficients, which helps in avoiding
the curse of over-parametrization and conserves degrees-of-freedom.

The proposed approach maps the set of predictors into a high-dimensional space
of linear functions of the predictors, allowing for the estimation of a forecast equation
in an infinite-dimensional space. This approach has been confirmed to be useful in
forecasting problems, as demonstrated by various studies such as [8, 9] who applied
SCAD and LASSO for forecasting macroeconomic variables. Other innovative tools
for forecasting include Ridge, Lasso, Elastic Net, SVM, Neural Network, Principal
ComponentRegression (PCR),GradientBoosting, andRandomForestmodels suggested
by [10–12], who also confirmed that shrinkage estimation methods perform better than
those conventional regression models without shrinkage.

The study aims to identify the most suitable set of predictors for forecasting Thai-
land’s GDP by utilizing shrinkage estimations, including Ridge, Lasso, Elastic Net,
and SCAD. The goal is to estimate and select the variables simultaneously and evaluate
the forecasting accuracy of these models while examining their underlying mechanisms.
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Through this investigation, the study aims to provide insights into the potential of shrink-
age estimations in improving GDP forecasting and informing economic decision-maker
not only in Thailand but also in other countries.

The rest of this paper is outlined as follows. Section 2 will cover the methodology,
Sect. 3 will discuss the data used in the study, Sect. 4 will present the empirical results
and analysis, and Sect. 5 will provide the conclusion.

2 Methodology

In this study, we employ shrinkage estimation methods, namely Ridge, Lasso, Elastic
Net, and SCAD regression, all of which are based on OLS. The basic equation for OLS
utilized in this study consists of macroeconomic indicators, with one dependent variable
and independent variables, as follows

Y = Xβ + e

where Y is GDP and X is the set of macroeconomic variables. Meanwhile, β is the set of
the coefficients that correspond to the macroeconomic variables, and e is the error term.

2.1 Ridge Regression

Ridge regression is a commonly used method for analyzing multicollinearity in multiple
regression data, especially in cases where the number of predictor variables exceeds
that of observations [13]. The first step in ridge regression is to standardize both the
independent and dependent variables by subtracting their means and dividing the result
by their standard deviations. Ridge regression can be employed to obtain the least squares
estimate, which is close to zero. The Ridge regression coefficient estimator is formulated
by adding a penalty term to the least squares objective function. This penalty term is
proportional to the square of the magnitude of the coefficients and is controlled by a
tuning parameter known as lambda (λ). By adjusting the value of λ, ridge regression can
shrink the coefficients towards zero, thereby mitigating the impact of multicollinearity
and enhancing the predictive accuracy of the model. The ridge regression coefficient
estimator can be mathematically defined as:

minimizeβ (Y − Xβ)′(Y − Xβ)

subject to β ′β ≤ t

To achieve optimization under constraints, the Lagrangian approach can be utilized
as follows

L(Y , β, λ) = (Y − Xβ)′(Y − Xβ) − λ(β ′β − t) (1)

Then take the derivative equal to zero and solve the equation for the value of β̂

−2X ′Y + 2X ′Xβ − 2λβ = 0 (2)

(X ′X − λIp)β = X ′Y (3)
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2.2 Lasso Regression

Lasso regression is a form of linear regression that employs shrinkage, which involves
shrinking data values towards a central point [14]. When adding a penalty term to the
regression equation, lasso regression can effectively reduce the influence of less impor-
tant variables, while promoting the retention of the most important predictors [15].
LASSO regression coefficient estimator can be defined by

minimizeβ (Y − Xβ)′(Y − Xβ)

subject to
p∑

j=1

∣∣βj
∣∣ ≤ k

when k ≥ 0 is a tuning parameter that controls the shrinkage size of β̂ estimator.

If k0 =
∣∣∣
∑

β̂ols
∣∣∣ when configuring k < k0, the coefficient estimator will be pushed

down towards zero, and some estimators are equal to zero, which can be written by the
following equation:

β̂ lasso = argmin
β

(Y − Xβ)′(Y − Xβ) + λ

p∑

j=1

∣∣βj
∣∣ (4)

where λ is a nonnegative regularization parameter. The second term in (4) is the L1
penalty [16]. If λ is large enough, all coefficients are shrunk to exactly zero.

2.3 Elastic Net Regression

Elastic net linear regression is a regularization technique that combines the penalty func-
tions of lasso and ridge regression. This approach effectively overcomes the limitations
of the individual techniques by leveraging their strengths to achieve better regularization
of statistical models. The method is particularly suitable for situations where the number
of predictors is large, or where there is a high degree of multicollinearity between the
predictors. Through careful adjustment of these parameters, the method can fine-tune
the balance between variable selection and coefficient shrinkage, resulting in a more
robust and accurate model [17]. Thus, the penalty functions are based on

∑p
j=1

∣∣βj
∣∣ and

∑p
j=1

(
βj

)2. The elastic net method becomes

β̂elasticnet = argmin
β

(Y − Xβ)′(Y − Xβ) + λ1

p∑

j=1

∣∣βj
∣∣ + λ2

p∑

j=1

(
βj

)2 (5)

where,λ1 andλ2 are the tuning parameters and positive numeric values (λ1,λ2 > 0). The
tuning parameters govern both the regularization strength and the selection of predictor
variables [18].
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2.4 SCAD Regression

SCAD is a regularization method used in regression analysis for variable selection. It
aims to balance the penalties of Lasso and Ridge regression, being less severe than
Lasso for small coefficients and more severe than Ridge for large coefficients. In the
context of linear regression models with p nonoverlapping sets of d predictors, the
SCAD method has been shown to perform well in terms of both variable selection and
prediction accuracy [19]. The general objective function is

Q(β) = 1

2N
‖Y − Xβ‖22 +

p∑

j=1

pλn(
∥∥βj

∥∥
2), (6)

where X ∈ R
n×p is the design matrix, Y ∈ R

n is the vector of response variables,
β ∈ R

p is the vector of coefficients, N is the number of observation and pλ(t) is the
SCAD penalty which is defined by

p′
λ(β) = λ

{
I(β ≤ λ) + (aλ − β)+

(a − 1)λ
I(β > λ)

}
, (7)

where a is a constant that determines the shape of the penalty function and λ is the
penalty parameter. The different values of λ can lead to different penalty function which
can be shown as

p′
λ,a(β) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

λ|β| if |β| ≤ λ

aλ|β|−β2−λ2

2(a−1) if λ < |β| ≤ aλ

(a+1)λ2

2 if |β| > λ

(8)

2.5 Forecast Performance Measures

In evaluating the forecasting performance of various models, it is a common practice
to reserve a subset of data, denoted as no, for testing the out-of-sample forecasting
performance. This is done using data from the first ni observations as training and
estimation data, with the remaining 20 percent of the data series (the hold-out sample)
for testing. Note that N = no + ni. . There are several ways to measure the forecasting
performance of a model. Among the most commonly used criteria is the root mean
squared error (RMSE), which is based on the loss function of the model and can be
computed as:

RMSE(h) = 1

ni + h

N∑

h=1

(
Yni+h − �

Y ni+1+h

)
, (9)

where h is the forecast horizon, ni is the number of in-sample observations. Yni+h is the

out-of-sample observations and
�

Y ni+1+h is the forecasting observations. In addition, as



218 R. Tansuchat et al.

our forecasting models may have different number of selected predictors, the Adjusted
R-squared is used to evaluate the goodness of fit of our model.

Adj − R − squared = 1 − SSresiduals/(n − P)

SSTotal/(n − 1)
, (10)

where SSresiduals is
∑N

t=1

(
Yt − �

Y t

)2
, and SSTotal is

∑N
t=1

(
Yt − Y t

)2
.

3 Data Description

This study focuses on Thailand, covering the time period of 1970 to 2021. Data for
this study was obtained from the World Bank database. A total of nine macroeconomic
variables were included in our analysis, with GDP as the dependent variable and eight
independent variables: CPI, which measures the average change over time in prices paid
by urban consumers for a basket of goods and services, MANUV, which represents the
value-added from manufacturing, POP, which denotes the total population of Thailand,
EXR, which is the official exchange rate, IM, which represents the value of imports
of goods and services, EX, which denotes the value of exports of goods and services,
GOVE, which is the general government final expenditure, and FOREI, which is the
total foreign direct investment (sum of net inflows and outflows). In order to estimate
the value of each regression model, the data was divided into training and testing sets
in an 80:20 ratio. The calculated values from the training set data were then used to
forecast GDP values, conditional on selected macroeconomic variables, in the testing
set data. The unit of GDP, MANUV, IM, EX, GOVE, and FOREI variables are current
US$, while EXR variable is LCU per US$ (Table 1).

Table 1. Descriptive Statistics

GDP CPI MANUV POP EXR IM EX GOVE FOREI

Mean 25.2910 4.0040 23.9034 17.8477 3.3405 23.7193 23.6986 23.2380 23.6843

Median 25.5638 4.1699 24.2700 17.9068 3.2856 24.3298 24.2080 23.5089 24.1966

Maximum 27.0224 4.7335 25.6606 18.0866 3.7940 25.8777 25.9934 25.2446 25.9857

Minimum 22.6815 2.5476 20.8453 17.3932 3.0124 20.0756 19.8207 20.4964 19.7840

Std. Dev 1.2642 0.6557 1.4122 0.2082 0.2420 1.8480 1.9584 1.4068 1.9671

Skewness −0.4560 −0.7511 −0.5667 −0.6501 0.1546 −0.5094 −0.4749 −0.3102 −0.4772

Kurtosis 2.1426 2.4923 2.1984 2.1841 1.8213 1.9304 1.8582 2.0707 1.8589

Jarque-Bera 3.3951 5.4473 4.1755 5.1055 3.2174 4.7277 4.7793 2.7053 4.7942

Probability 0.1831 0.0656 0.1240 0.0779 0.2001 0.0941 0.0917 0.2586 0.0910

All data in this study have been transformed into the log form to ensure that the
model is more robust and can handle outliers better. The majority of the data with high
average values are related to MANUV, IM, EX, FOREI, and GOVE, suggesting that
these variables are likely driving Thailand’s economy. From the standard deviation of
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the variables, we can see IM, EX, and FOREI have relatively high volatility compared
to other factors. We also observe that all variables have negative skewness, indicating
that the data is concentrated on the higher end of the range and has a long tail to the left.
This means that for all variables, there are a few very high values that are driving the
average upward.

4 Results

In the first set of results, all shrinkage estimations were compared using two metrics:
RMSE and Adjusted R-squared. The findings indicate that the Ridge, Lasso, Elastic Net,
SCAD, and OLS models had Adjusted R-squared values of 99.02%, 99.54%, 99.55%,
43.08%, and 98.76%, respectively. Additionally, the RMSE values used to evaluate
model error were 0.1245, 0.0858, 0.0847, 0.1473, and 0.8096 for the Ridge, Lasso,
Elastic Net, SCAD, and OLS models, respectively. Based on the criterion of selecting
a model with the lowest RMSE and the highest Adjusted R-squared, the elastic net
regression model was deemed the most accurate model for predicting Thailand’s GDP
from the selected macroeconomic variables, as outlined in Table 2.

Table 2. Model Accuracy

Ridge Lasso Elastic Net SCAD OLS

RMSE 0.1245 0.0858 0.0847 0.1473 0.8096

Adjusted R-squared 0.9902 0.9954 0.9955 0.4308 0.9876

Our study’s findings are consistent with prior research works that employed the Elas-
tic Net model to forecast Gross Domestic Product (GDP). For example, [20] discovered
that the Elastic Net model had the lowest error rate when compared to other models
like LASSO, Ridge, and VAR. Therefore, it was deemed the most suitable model for
forecasting the GDP in China’s agricultural sector. Likewise, [21] demonstrated the high
performance of the Elastic Net model in forecasting GDP during the financial crisis that
occurred between 2007 and 2009. Another study by [22] confirmed that the Elastic Net
model was useful for improving the nowcasting of GDP, particularly in situations where
the number of explanatory variables is fewer than the number of samples.

The outcome of our study may not come as a surprise since one of the main advan-
tages of the ElasticNetmodel is its ability to combine the strengths of Ridge andLASSO,
allowing it to select the optimal performance criteria for estimating beta and producing
more accurate results [23]. Elastic Net ensures that coefficients are close to each other,
making the regression more stable and preventing the model from discarding significant
variables compared to LASSO. The LASSO model, on the other hand, has a propensity
to select only one variable with a higher value and adjust the other variables to zero
when explanatory variables suffer from multicollinearity problems, resulting in impor-
tant variables being lost in the model [18]. Additionally, Elastic Net is more flexible than
OLS in variable selection and can prevent overfitting [24]. Our results also confirm the
higher performance of the Elastic Net model in this particular application study.
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Table 3. Estimated coefficients β of macroeconomic variables from the 5 models.

β Ridge Lasso Elastic Net SCAD OLS

Intercept −2.1234 4.7520 4.8170 4.3365 −21.5173

CPI 0.2676 - - - −0.2857

MANUV 0.1649 0.3202 0.3005 0.6932 0.3570

POP 0.6680 - - - 1.6672

EXR −0.3396 - −0.0996 0.1807 −0.4158

IM 0.0890 0.0107 0.0499 −0.3293 0.6267

EX 0.0815 - 0.0168 0.1409 0.2531

GOVE 0.2195 0.5403 0.5052 0.5438 −0.0677

FOREI 0.0630 - - −0.1334 −0.4259

Table 3 presents the selected variables from the five regression models used to fore-
cast GDP. As mentioned earlier, Ridge and OLS regressions include all independent
variables to predict GDP. However, the effect of each variable on GDP varies across
the models. For example, in Ridge regression, the exchange rate has a negative impact
on GDP, while in OLS regression, variables such as CPI, exchange rate, government
expenditure, and foreign direct investment negatively affect GDP. Conversely, Lasso
regression uses industrial value added, import value, and government spending to predict
GDP, and all variables have a positive effect on GDP. In SCAD regression, manufac-
turing value-added, exchange rate, export value, and government expenditure positively
impact GDP, whereas import value and foreign direct investment have a negative influ-
ence. Notably, the Elastic Net regression, which is the most accurate model in this
study, only employs industrial value added, exchange rate, import value, export value,
and government spending to predict GDP, with the exchange rate having a negative
influence.

These estimation results support the notion thatmachine learning techniques produce
better predictions compared to OLS, going beyond the traditional evaluation metrics of
RMSE and Adjusted R-squared. For instance, previous research has shown that govern-
ment expenditure is critical for Thailand’s economic growth in the short and the long
term [25]. Government budget is also considered a significant financial tool for Thailand,
and the budget allocated for research and development plays a crucial role in enhanc-
ing human resources and boosting the country’s competitiveness (Jaroensathapornkul,
2010). All predicted GDP values from the five models are illustrated in Fig. 1. Figure 1
shows the out-of-sample forecasts of actual GDP versus predicted GDP from the five
models used in this study.
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Fig. 1. Out-of-Sample forecasts: Actual GDP vs. Predicted GDP from five models.

5 Conclusion

Forecasting Gross Domestic Product (GDP) is critical for policymakers, investors, and
businesses to make informed decisions about the economy. As a key indicator of a coun-
try’s economic health, accurate GDP forecasting can help identify potential economic
trends, opportunities, and challenges. PreciseGDP forecasts can also assist policymakers
in formulating effective economic policies, businesses in making informed investment
decisions, and investors in making profitable trades in financial markets.

This study aimed to identify the most accurate forecasting model for Thailand’s
GDP, utilizing machine learning tools such as Ridge, Lasso, Elastic Net, and SCAD
regressions. The study employed eight macroeconomic variables from 1970 to 2021 and
divided them into training and testing sets at an 80:20 ratio. The models’ accuracy was
compared using RMSE and Adjusted R-squared.

The study’s results revealed that the Elastic Net regression model is the most accu-
rate in predicting Thailand’s GDP, with a 99.55% accuracy rate. The model utilized
only industrial value added, exchange rate, import value, export value, and govern-
ment spending as independent variables. These findings demonstrate the superiority of
machine learning tools over traditional econometric models in providing accurate GDP
forecasts.

The implications of this study are significant for policymakers, investors, and busi-
nesses. The accuracy of the Elastic Net model can assist policymakers in identifying the
key factors that influence economic growth and formulating effective economic poli-
cies. Investors can leverage the model to make profitable trades in financial markets, and
businesses can make well-informed investment decisions based on its insights. More-
over, the study’s findings can aid policymakers in identifying the most crucial variables
that impact the country’s economic growth, allowing them to develop crucial strategies
for the country’s development. For example, the elastic net model’s largest beta is in
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government expenditure and value-added in the manufacturing sector. Thus, policymak-
ers should concentrate on these factors to make government budget expenditures more
efficient and to create the highest value-added from the country’s key manufacturing
sector.

In sum, this study highlights the significance of accurate GDP forecasting and the
effectiveness of machine learning tools in providing precise forecasts. Future studies
can expand on this research by incorporating additional macroeconomic variables or
using other shrinkage estimations to identify the most accurate forecasting model for
Thailand’s GDP. The examples of macroeconomic variables include the policy interest
rate, Thai household debt, the employment rate of new graduates, and the minimum
wages in each year. These variables have not been investigated in this study, but they
have been identified in the past as having an impact on Thailand’s GDP development.
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Abstract. In this study, we explore the potential of using Reinforcement Learn-
ing (RL) algorithms to develop a stock trading strategy that maximizes investment
returns. We apply RL to monitor all 50 stocks listed in the SET 50, a stock market
index in Thailand, and train deep learning agents to acquire this trading technique.
Our results demonstrate that RL can successfully develop a trading strategy that
outperforms the fundamental strategies, offering a promising alternative tool for
investors and fund managers seeking to navigate the stock market.

Keywords: Reinforcement learning · Automated trading · Machine Learning ·
SET50 format

1 Introduction

The Stock Exchange of Thailand (SET) 50 Index is a benchmark index used to evaluate
the performance of the top 50 publicly traded companies listed on the SET. It serves as
an indicator of the Thai stock market and provides insights into the country’s overall
economic growth. Portfolio allocation involves dividing an investment portfolio into
various asset classes, such as stocks, bonds, commodities, and others, with the aim of
achieving a balance between risk diversification and return optimization.

The allocation of a SET50 stock portfolio can be performed using traditional meth-
ods such as equal weighting, market capitalization weighting, or risk-based methods,
as well as more sophisticated methods such as machine learning-based techniques.
Machine learning algorithms have grown in popularity in recent years in the field of
automated trading due to their potential to reduce human error and provide quicker,
more accurate decision-making than manual trading [5].
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Deep reinforcement learning (DRL) is a machine learning technique that has shown
the most promise in addressing complicated and rapidly shifting financial market condi-
tions. Its usefulness in financial applications, including stock trading [19,37,41], cryp-
tocurrency trading [3,18,30,33], and futures trading [15,27,34], has been shown by the
findings of various academic studies. This has enhanced its standing as a top technique
in the field of automated trading.

The COVID-19 pandemic has brought about unprecedented changes to the global
economy, which has resulted in high and wild fluctuations in financial analysis. This
presents significant challenges for traditional methods of financial analysis and trad-
ing, as these approaches are often based on the assumption that the trend of volatility
remains stable and unchanging. This means that it has become increasingly difficult
to accurately predict future outcomes in financial markets at the presence of extreme
events.

Considering these challenges, we believe it is necessary to employ advanced vari-
ants of deep reinforcement learning (DRL) to improve the accuracy of financial predic-
tions and trading outcomes. The variants of DRL that we plan to utilize include Advan-
tage Actor Critic (A2C), Deep Deterministic Policy Gradient (DDPG), Twin Delayed
DDPG (TD3), Soft Actor Critic (SAC), and Proximal Policy Optimization (PPO). These
methods were developed to address financial challenges such as overestimation, perfor-
mance analysis, and trading process stability.

This study aims to assess the suitability of A2C, DDPG, TD3, SAC, and PPO as an
alternative to the traditional Min-Variance method in financial trading. In addition, the
performance of these DRL methods will be tested using the returns data of the SET50
Index. Moreover, this study provides a unique opportunity to evaluate the performance
of DRL in a highly volatile Southeast Asian stock market during the COVID-19 pan-
demic. Furthermore, the results will shed light on the potential benefits and limitations
of using DRL in financial trading.

The paper is structured as follows: Sect. 2 provides a comprehensive review of exist-
ing literature on deep reinforcement learning. Section 3 gives a concise overview of the
reinforcement learning process. Section 4 presents a comparison of the efficiency of
reinforcement learning strategies with traditional techniques. Finally, the conclusion of
the study can be found in Sect. 5.

2 Literature Reviews

The integration of deep neural networks with reinforcement learning gave rise to the
development of Deep Reinforcement Learning (DRL) in the mid-2000s, which has been
effective in such fields as computer vision, natural language processing, and speech
recognition. However, DRL also faces algorithmic stability issues, and researchers have
proposed several solutions to improve stability. Riedmiller [29], Mnih et al. [23,24],
Van Hasselt et al. [36], and Schulman et al. [31] have provided methods to mitigate
this issue. These methods adopt a common approach, assuming that RL agents will
encounter observations in a variable order and that RL updates are highly correlated.
To mitigate this issue, the agent’s data can be processed in batches (as demonstrated
in Riedmiller [29] and Schulman et al. [31]) or randomly sampled (as demonstrated
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in Mnih et al. [23,24] and Van Hasselt et al. [36]) and stored in an experience replay
memory. This method aggregates memories, reducing non-stability and decorrelating
updates. However, it is important to note that this technique is only applicable to off-
policy reinforcement learning algorithms.

In financial markets, DRL can be applied using three approaches: the critic-only
approach, the actor-only approach, or the actor-critic approach, depending on the nature
of the state and action spaces, which can either be discrete or continuous [11]. Contin-
uous action spaces offer more precise control compared to those with discrete action
spaces, making them a more popular choice for DRL models in financial markets.

Chen and Gao [6], Dang [8], and Jeong and Kim [17] conducted research on the
most commonly utilized critic-only approach in DRL for financial markets, which
involves training an agent on a single stock or asset and employing Deep Q-Learning
(DQN) and its variations to tackle the challenge of discrete action spaces. However, this
approach has a crucial drawback in that it can only handle finite and discrete state and
action spaces, making it unsuitable for managing large stock portfolios.

The “curse of dimensionality” is another challenge that occurs when attempting to
model the behavior of multiple assets in a portfolio [1]. To mitigate this challenge, var-
ious techniques such as feature selection, dimensionality reduction, and regularization
can be used to reduce the number of dimensions while preserving relevant information.
In the work of Moody and Saffell [26], recurrent reinforcement learning was used to
address the curse of dimensionality and improve the effectiveness of trading in finance.
The actor-only approach, as described by Moody and Saffell [26], Deng et al. [9], Jiang
and Liang [18], and other related works, trains the agent’s policy to adjust to the best
action by learning the Q-value and is ideal for dealing with continuous action environ-
ments.

Recent studies, such as Bekiros [2], Li and Shi [19], Xiong et al. [39], and Zhang,
Zohren, and Roberts [41] have demonstrated that the actor-critic approach is a popular
and effective method in financial markets. This approach combines both the actor net-
work, which represents the policy, and the critic network, which represents the value
function, and adjusts them simultaneously for maximum performance of the policy and
value function networks. The actor-critic approach’s an ability to effectively manage
both the actor and the critic networks that makes it a highly appealing method in finan-
cial markets.

3 Methods

This section offers a succinct overview of the main concepts utilized in this study. The
objective is to give a general understanding of the concept, rather than a comprehensive
explanation. For a more in-depth explanation, please refer to the resources provided as
appropriate.

3.1 Reinforcement Learning and Markov Decision Process (MDP)

Understanding the components of a Markov Decision Process (MDP) is essential for
comprehending the reinforcement learning process. MDP is a mathematical framework
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that models decision-making problems in dynamic environments with uncertain out-
comes, and it is frequently used in the study of optimization problems that can be
addressed through dynamic programming.

There are five essential components of an MDP: the agent, environment, state,
actions, and policy. For instance, in the case of a marketing campaign for a new product,
these components are:

– The agent, whose task is to optimize the marketing campaign for the new product.
– The environment, which is the market in which the product will be launched.
– The state, which is the current state of the market, such as the level of competition

or the behavior of potential customers.
– The actions that can be taken, which may include adjusting pricing, modifying prod-

uct features, or changing the advertising strategy.
– The policy, which is the decision-making process used to determine which action to

take at each time step (Fig. 1).

Fig. 1. Markov Decision Process

The goal of the MDP in this scenario is to maximize the sales and profits of the
product by learning from the feedback obtained from the market. By carefully designing
the MDP’s components and the policy that drives decision-making, the agent can learn
to make optimal decisions that will lead to the best possible outcome for the marketing
campaign and the product itself.

3.2 Learning Strategies on Deep Reinforcement Learning

Before delving into deep reinforcement learning strategies, we must first discuss the
Bellman equation, which describes the relationship between the value of a state or state-
action pair and the expected future rewards that can be obtained by following a policy.
The Ballman equation is consist of two functions: a state-value function V (si) and an
action-value function Q(si,ai). State value function V (si):

V (si) = Eπ [
∞

∑
t=0

γ t rt+1|si] (1)
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Action value function Q(si,ai):

Q(si,ai) = Eπ [
∞

∑
t=0

γ t rt+1|si,ai] (2)

where, Eπ represents the expectation taken over all possible sequences of future states
and rewards under the policy π , ∑∞

t=0 indicates the summing over all possible time steps
t, and γ is the discount factor that determines the weight given to future rewards. The
reward obtained after taking action at in state st and transitioning to state st+1 is denoted
by rt+1 [1].

Advantage Actor Critic (A2C). Advantage Actor-Critic (A2C) is a synchronous,
online algorithm that learns a policy and a value function simultaneously. It combines
the advantages of policy gradient methods and value-based methods. The policy is opti-
mized using the advantage estimation which measures how much better the action taken
in a particular state is than the expected value of the state [25]. The A2C loss function
is defined as:

LA2C =
1
N

N

∑
i=1

[
logπθ (ai | si) Âi

]− c
1
N

N

∑
i=1

[
V (si)−Vtarget (si)

]2
(3)

where πθ (ai|si) is the policy network that outputs the probability distribution of actions
given the state, Âi is the advantage function, which is calculated as the difference
between the estimated value function V (si) and the discounted sum of rewards Ri

received after taking action ai in state si, β is the entropy coefficient that encourages
exploration by maximizing the entropy of the policy distribution, V (si) is the value
function, which estimates the expected sum of rewards from state si, Vtarget(si) is the
target value used to train the critic network, c is the coefficient used to balance the actor
and critic losses, and N is the batch size.

Proximal Policy Optimization (PPO). Proximal Policy Optimization (PPO) is another
policy gradient method that updates the policy in a way that is more stable than tradi-
tional policy gradient methods. PPO uses a surrogate objective that limits the change
in the policy, which helps to prevent large policy updates that can be harmful to the
learning process [32].

LPPO(θ) = Et
[
min

(
rt(θ)Ât ,clip(rt(θ),1− ε,1+ ε) Ât

)]−λS (πθ ) (4)

where LPPO(θ) is the PPO loss function with respect to the policy parameters θ , Et

is the expectation over a batch of timesteps t, rt(θ) is the ratio of the probability of
taking the action under the new and old policies, i.e., Ât is the estimated advantage of
taking action at in state st , clip(x,a,b) clips x to between a and b, ε is a hyperparameter
controlling the amount of clipping, λ is a hyperparameter controlling the strength of
the entropy bonus term, and S(πθ ) is the entropy of the policy, defined as S(πθ ) =
−Es,a ∼ πθ [logπθ (a|s)] and rt is defined as follows:

rt(θ) =
πθ (at |st)

πθold (at |st)
(5)
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is the probability ratio between the new policy and the old policy, and ε is a hyperpa-
rameter controlling the size of the clipping range.

Deep Deterministic Policy Gradient (DDPG). Deep Deterministic Policy Gradient
(DDPG) is an off-policy algorithm that learns a deterministic policy and a value func-
tion. It uses a replay buffer to store past experiences, which helps to stabilize learning.
DDPG is particularly well-suited to continuous control tasks [21]. The DDPG loss func-
tion is defined as:

LDDPG = − 1
N

N

∑
i=1

Q
(
si,ai | θQ)

+
1
N ∑ i= 1N

(
yi −Q

(
si,ai | θQ))2

(6)

where N is the batch size, si is the i state in the batch, ai is the i action in the batch,
Q(s,a|θQ) is the critic network with parameters θQ, which estimates the state-action
value function, μ(s|θ μ) is the actor network with parameters θ μ , which estimates the
optimal action for a given state, yi = ri+ γQ′(si+1,μ ′(si+1|θ μ ′

)|θQ′
) is the target value

for the critic, where ri is the reward obtained after taking action ai in state si, γ is the
discount factor, Q′(si+1,μ ′(si+1|θ μ ′

)|θQ′
) is the target value obtained from the target

critic and the target actor networks (which are copies of the critic and the actor networks
with slowly-changing parameters), and μ ′(si+1|θ μ ′

) is the target actor network with
parameters θ μ ′

.

Twin Delayed DDPG (TD3). Twin Delayed Deep Deterministic Policy Gradient
(TD3) is an off-policy algorithm that is similar to DDPG but uses two value networks
to reduce overestimation bias. It also uses delayed updates to the policy and target net-
works, which helps to improve stability. TD3 has been shown to be particularly effective
for tasks with high-dimensional action spaces [12].

LTD3(θ) = Est ,at∼ρπ

[
1
2

(
Qθ1 (st ,at)− yt

)2
]

(7)

where yt = rt+γ minki=1Qθ2(st+1,μφi(st+1)) is the target value, Qθ1 and Qθ2 are the two
Q-networks, ρπ is the behavior of policy, μφi are the target policies, and θ = (θ1,θ2)
are the parameters of the two Q-networks.

Soft Actor-Critic (SAC). Soft Actor-Critic (SAC) is an off-policy algorithm that learns
a stochastic policy and a value function. It maximizes an entropy regularized objective
that encourages exploration and allows for better exploration of the state space. SAC
has been shown to be particularly effective for tasks with sparse rewards [14].

Critic loss:
Lcritic(θq) = Es,a,r,s′[(Qθq(s,a)− y(r,s′))2] (8)

where y(r,s′) = r+ γ(1 − d)mini=1,...,nQθ ′
q
(s′,a′

i), and a′i ∼ πφ ′(a′|s′) are the n next
state actions sampled from the target policy.

Actor loss:
Lactor(φ) = Es[H (πφ(·|s))−Qθ (s,πφ (s))] (9)
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where H is the entropy of the policy.
Entropy loss:

Lentropy(φ) = Es[−H (πφ(·|s))] (10)

Overall loss:

LSAC(θq,φ) = Lcritic(θq)+αLactor(φ)+βLentropy(φ) (11)

where α and β are hyperparameters that weight the actor and entropy losses, respec-
tively.

3.3 Measures for Performance Evaluation

Cumulative Return (CR) is a metric that evaluates the overall performance of an
investment over a specific time frame, considering both capital gains and any gener-
ated income. The calculation involves taking the ending value of an investment (EV )
minus the starting value (SV ) to be divided by the starting value (SV ), multiplying 100,
and expressing the result as a percentage:

CR=
EV −SV

SV
×100 (12)

Annual Revenue (AR) is an essential financial indicator that reflects the total amount
of money a company generates annually from the sale of its products or services. This
metric is crucial in determining a company’s financial stability, growth, and profitability.
The calculation is straightforward:

AR=
n

∑
i=1

Ri (13)

where n is the number of periods for which revenue is calculated, and Ri is the revenue
generated in the i-th period. Annualized Volatility (AV ) is a statistical measurement of
the amount of variation in the returns of an investment over a given time period. This
metric is commonly expressed as a percentage and is widely used to assess the risk
associated with an investment. The calculation involves taking the standard deviation
(SD) of the returns over the period for multiplication by the square root of the number
of periods in a year (N):

AV = SD×
√
N (14)

Sharpe Ratio (SR) is a metric that evaluates the risk-adjusted return of an investment
by comparing its expected return (ER) to its standard deviation (SD), which represents
its risk. A higher Sharpe Ratio indicates a more attractive risk-return tradeoff. The cal-
culation involves subtracting the risk-free rate (RF) from the expected return of the
investment to be divided by the standard deviation:

SR=
ER−RF

SD
(15)

Maximum Drawdown (MD) is a measure of the largest peak-to-trough decline of an
investment over a specific time period. This metric provides a way to assess the risk of
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an investment by determining the largest loss that it has experienced over a given time
frame. The calculation involves finding the maximum difference between a peak value
(P) and any subsequent trough value (T ) and expressing the result as a percentage of
the peak value:

MD=
P−T
P

×100% (16)

4 Empirical Results

This study developed a deep reinforcement learning algorithm for trading using data
of 50 stocks listed in the SET50 from 2008 to 2022. The algorithm was trained on an
in-sample set and tested on an out-of-sample set, and five reinforcement learning agents
(A2C, PPO, DDPG, SAC, and TD3) were used to evaluate performance using various
metrics such as the Sharpe ratio, learning rate, and episode count. The study aimed to
assess the algorithm’s profitability and potential as a trading tool by training it to make
better use of real-trading data, enhancing its ability to adjust to market developments.

The results showed that the DDPG agent was the most adaptable reinforcement
learning agent, exhibiting a minimum annual volatility of 25.75% and a maximum
drawdown of −37.11%. The DDPG agent’s ability to adjust the investment ratio effec-
tively in response to changes in the economic situation was demonstrated, and it gener-
ated impressive returns, with the highest annual return of 8.80% and cumulative return
of 17.58%, outperforming the other reinforcement learning agents and fundamental
strategies. Overall, this study demonstrates the potential of using deep reinforcement
learning algorithms for trading and highlights the importance of utilizing real-trading
data in training these algorithms (Table 1).

Table 1. Performance Evaluation Comparison.

(2020/01/01-2022/01/01) SET50 average Min-Variance A2C PPO DDPG SAC TD3

Cumulative returns 3.60% −6.16% 9.77% 9.66% 17.58% 10.50% 13.34%

Annual return 1.87% −3.25% 4.97% 4.92% 8.80% 5.33% 6.74%

Annual volatility 22.79% 20.82% 25.75% 26.00% 25.75% 25.46% 26.08%

Sharpe ratio 0.20 −0.05 0.32 0.32 0.46 0.33 0.38

Max drawdown −35.99% −36.10% −39.21% −38.04% −37.11% −36.28% −38.02%

Daily value at risk −2.85% −2.63% −3.21% −3.24% −3.20% −3.17% −3.25%

Additionally, the results presented in Fig. 2 clearly demonstrate the superiority of
the reinforcement learning strategies over the methods of SET50 and minimum variance
portfolio allocations. The Sharpe ratio of the reinforcement learning strategy ranges
from 0.32 to 0.46, which is significantly higher than the Sharpe ratio of 0.20 for SET50
and -0.05 for minimum portfolio allocation, indicating that the reinforcement learn-
ing strategy is more profitable. Furthermore, the DDPG reinforcement learning agent’s
effectiveness is observed in the higher yearly returns compared to the other reinforce-
ment learning approaches. However, TD3’s annual volatility is comparatively higher
than the other approaches.
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Overall, the study demonstrates that the proposed reinforcement learning strategy
outperforms fundamental strategies and successfully develops a trading strategy that can
effectively navigate the stock market. By training the algorithm to use real-trading data,
the study enhances the algorithm’s ability to adjust to market developments, providing
an alternative tool for trading.

Fig. 2. Comparison of ML algorithm, min-variance portfolio, and SET50 average cumulative
returns. (Initial portfolio value $1,000,000 from January 1, 2020, to January 1, 2022.)

Table 2. Comparison of Strengths and Weaknesses of RL Algorithms

Algorithm Strengths Weaknesses

A2C - Adapts to changing markets effectively - May overly focus on recent data

- Sensitivity to hyperparameters

- Moderate volatility performance

PPO - Effective risk management - Complex design can lead to implementation challenges

- Adapts well to market changes - Sensitive to hyperparameters

- High volatility performance

DDPG - High returns in certain scenarios - Complex algorithm design

- Adapts to economic shifts - Sensitivity to hyperparameters

- Supports decision-making - Moderate volatility performance

SAC - Good risk-adjusted returns - Complex design may hinder ease of implementation

- Flexible adaptation to different environments - Sensitive to hyperparameters

TD3 - Strong returns in various economic conditions - Complex algorithm design

- Adapts effectively to different markets - Sensitive to hyperparameters

- Extreme volatility performance

5 Conclusion

This study demonstrates the potential of using deep reinforcement learning algorithms
in stock trading. By subjecting five distinct reinforcement learning agents (A2C, PPO,
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DDPG, SAC, and TD3) to rigorous training and evaluation using a robust dataset com-
prising 50 stocks listed in the SET50 index, our research underscores the remarkable
adaptability demonstrated by the DDPG agent. Notably, the DDPG agent emerges as
a frontrunner, boasting an impressive annual return of 8.80% and a cumulative return
of 17.58%. It is imperative that we delve into the nuanced mechanisms underpinning
DDPG’s success, shedding light on its adaptive prowess in navigating the complexities
of dynamic market conditions. However, Table 2 presents a visual representation of the
distinct strengths exhibited by alternative agents. A2C, PPO, SAC, and TD3 each con-
tribute unique attributes to create a comprehensive portfolio of strategies with varying
risk-reward profiles.

A pivotal aspect of this study pertains to risk management, The compelling Sharpe
ratios ranging from 0.32 to 0.46 affirm the agents’ effectiveness in achieving a favorable
balance between risk and reward. This becomes particularly evident when juxtaposed
with the Sharpe ratio of 0.20 for the SET50 index and -0.05 for minimum portfolio
allocation, highlighting the agents’ ability to outperform traditional benchmarks.

In summary, this study shows that using deep reinforcement learning algorithms into
stock trading yields enhanced performance compared to traditional fundamental strate-
gies. Future work could focus on improving the reward function, optimizing transaction
costs, and using better risk measurement techniques such as value-at-risk. This study
also provides valuable insights into the potential for using advanced machine learning
techniques in stock trading and offers a foundation for future research in this area.
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Abstract. The purpose of this paper is to analyze the factors that affect exchange
rate fluctuations and provide help for investors to make investment decisions in the
face of uncertainty in the exchange rate market. Comparing with the Conventional
SUR model, the Student-t copula SUR is applied in this study. The results show
that the interest rate is negative related to the fluctuation of exchange rate for
both Thailand and Japan. And the exchange rate of both countries is positively
influencedby inflation rate. The empirical result also shows that the current account
balance is considered weak evidence affecting the change of exchange rate. And
the Market speculation is decisively affecting the fluctuation of exchange rate,
while it is negatively affecting for Thailand but positively affecting for Japan.

Keywords: Exchange rate fluctuations · Student-t Copula · SUR model

1 Introduction

The outbreak of theCOVID-19 epidemic and theRussian-Ukrainianwar on February 24,
2022, have caused global oil prices and food prices to continue to rise, coupled with the
rising cost of living in the United States, which has led to rising inflationary pressures
in the United States, forcing the Federal Reserve to tighten monetary policy further.
In 12 oil-producing economies, Kumeka et al. [1] investigated the trilateral interaction
between the stock, exchange rate, and oil markets. They discover variables that were
impacted by the dynamics of their own shocks over the time prior to COVID-19. This
study applied the Copula-based Seemingly Unrelated Regression (SUR)model and used
monthly data that covers the period from October 2006 to September 2022 for sets of
two countries, Thailand and Japan, Japan has historically been a significant investor in
Thailand. Many Japanese companies have production bases in Thailand, so fluctuations
in exchange rates can have a direct impact on their operations and profitability.

By utilizing a novel multivariate dynamic conditional generalized autoregressive
score model, Blazsek et al. [2] investigate nonlinear co-integration for score-driven

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
V.-N. Huynh et al. (Eds.): IUKM 2023, LNAI 14375, pp. 236–247, 2023.
https://doi.org/10.1007/978-3-031-46775-2_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-46775-2_21&domain=pdf
http://orcid.org/0000-0002-7042-1228
https://doi.org/10.1007/978-3-031-46775-2_21


Analysis of Exchange Rate Fluctuations in Japan and Thailand 237

models. The US real gross domestic product growth, US inflation rate, and effective
federal funds rate are examined as empirical applications. The widening of the U.S.-
Japan interest rate gap will cause a sharp depreciation of the yen. Lau and Yip [3] looked
at how the Bank of Japan’s four periods of unconventional monetary policies (UMPs)
from 2013 to 2020 affected the Japanese financial markets. Their findings demonstrate
that not all the Bank of Japan’s unorthodox monetary policies have the same impact on
the domestic financial markets in Japan.

The cross-spectral coherence and co-movement between the monthly return series
ofWest Texas Intermediate (WTI) oil price and the exchange rate of the Thai baht versus
the US dollar from 1986 to 2019 were examined by Kyophilavong et al. [4] in 2023. In
the short, medium, and long terms, they showed adverse spill-over effects between oil
prices and Thai exchange rates, indicating that the oil market offers a systemic danger to
the country’s foreign exchange market in the short, medium, and long terms. Lastrapes
[5] attempted to distinguish empirically real versus nominal sources of fluctuations in
real and nominal exchange rates. He indicates that exchange rate fluctuations lead to
price fluctuations in the international market, causing people to feel insecure generally.

Exchange rates are determined by a variety of factors, including interest rates, Infla-
tion rate, Economic growth, Current account balance, Government debt, Market specu-
lation. Heller [6] pointed out that the exchange rates intervening regularly in the foreign
exchange market can stabilize the rate. Branson [7] presented a model that integrates
money, relative prices, and the current account balance as factors explaining movements
in nominal (effective) exchange rates. He concluded that real exchange rates adjust to real
disturbances in the current account, and time-series innovations in the current account
seem to signal the need for adjustment. Exchange rate movements play a crucial role in
attracting foreign investment. A stable or appreciating currency can encourage foreign
investors to invest in a country’s assets, such as stocks and bonds. On the other hand, a
volatile or depreciating currency may raise concerns for investors about potential losses
from currency fluctuations. Based on the existing findings, this article attempts to ana-
lyze the factors that affect exchange rate fluctuations between Thailand and Japan and
provide help for investors to make investment decisions in the face of uncertainty in the
exchange rate market.

The outline of this paper is as follows. Section 2 we do some work of literature
reviews. Section 3 we discuss about the data and methodology. The result of empirical
study is given in Sect. 4. Section 5 concludes.

2 Literature Reviews

According to theories and concepts in international finance, the interest rate (R), inflation
rate (CPI),GDPgrowth rate (GDP), current account balance (CA) andmarket speculation
(MS) index can help explain exchange rate movement. For instance, the Thai baht and
The Japanese yen are influenced by global market forces, foreign investments, and the
country’s economic performance. The Thai government and the Japanese government
issues government bonds to finance its spending and control the money supply. The
central bank of the country sets interest rates to control inflation and stimulate the
economy.
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Higher interest rates tend to attract foreign investment, increasing demand for a coun-
try’s currency and boosting its exchange rate. For example, Banchuenvijit [8] applied
multiple regression by ordinary least squares shows that changes in interest rate dif-
ferentials have a statistically significant effect on changes in the THB/USD exchange
rate. Mirchandani [9] shows that there is a negative correlation between the inflation rate
and the rupee/dollar exchange rate with a significance level of 0.01. Inflation has been
a concern in many countries in recent months, as prices for goods and services have
risen faster than usual. This has led some central banks to consider raising interest rates
to slow down inflation. Strong economic growth can increase demand for a country’s
goods and services, attract foreign investment and boost the exchange rate. Investors can
influence exchange rates through their perception of a country’s economic prospects and
expectations of future exchange rate movements.

Empirical results of Tan et al. [10] indicate that there are long-term stable and unidi-
rectional causal relationship between the exchange rate and FDI inflow. A country with a
current account deficit (imports more than it exports) typically sees its currency depreci-
ate because it needs to borrow from other countries to finance its imports. Sawatkamon
[11] studied the factors affecting the Thai baht/RMB exchange rate through multiple
regression and found that imports from China have a positive impact on the exchange
rate and foreign exchange reserves have a negative impact on the exchange rate.

The traditional theory of exchange rate determination based on linear model cannot
reveal and explain the fluctuation law of exchange rate well. Many research show that
the exchange rate fluctuation series does not obey the normal distribution. For example,
Wang et al. [12] found that the yuan against the dollar and yen yield sequence does
not obey normal distribution. The conventional Seemingly Unrelated Regression (SUR)
model has a strong assumption of normally distributed residuals. Pastpipatkul et al. [13]
suggested that theCopulas can be used appropriately to relax the assumption of normality
of residuals in the conventional SUR model. Therefore, this paper use Copula-based
Seemingly Unrelated Regression model which also allows for the dependence between
two error components through the ability of copula.

3 Methodology

3.1 Data and Variables

This studyusesmonthly data that covers the period fromOctober 2006 toSeptember 2022
for sets of two countries, Thailand and Japan. As permitted by the data availability, the
data required for this study was mainly collected from the CEIC database (https://www.
ceicdata.com/en). The real exchange rate data are treated as our regressor. Furthermore,
to analyze the factors that affect the exchange rate, we include the interest rate (R),
inflation rate (CPI), GDP growth rate (GDP), current account balance (CA) and market
speculation (MS) index of each country. We would like to note that the monthly Gross
Domestic Product (GDP) and current account balance (CA) are not available, thus we
interpolate quarterly time series into monthly by repeating quarterly variables two times
to generate a monthly variable. The data definition is shown in Table 1.

https://www.ceicdata.com/en
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Table 1. Data definition.

Variables Description Unit Source

EX i
t The currency of country i against USD THB/USD

JPY/USD
CEIC database

Rit Interest rate of country i % CEIC database

CPIit Inflation rate of country i % CEIC database

GDPit GDP growth rate of country i % CEIC database

CAit Current account balance of country i USD million CEIC database

MSit Market speculation of country i Nikkei 225 Stock
SET Index 50

CEIC database

According to Fig. 1, the exchange rate of the yen against the US dollar began to
show a two-way fluctuation trend. In different historical periods, different factors drove
the rise and fall of the yen against the US dollar. However, the exchange rate is generally
within the range of 80:1 to 140:1.

Fig. 1. The exchange rate of Thailand and Japan (THB/USD and JPY/USD).

From 2000 to 2011, the yen entered a large appreciation trend. Since Japan has
basically maintained the “zero interest rate” monetary policy since 1999, under the
background of the Federal Reserve’s trend of interest rate cuts (only raised interest
rates in 2004–2006, and finally implemented “zero interest rate” in 2008), the United
States The narrowing trend of daily interest rate differentials provided support for the
appreciation of the yen. In addition, the safe-haven currency at-tribute of the yen also
promoted the further appreciation of the yen exchange rate in 2008–2011. The extremely
loose monetary policy after 2012 pushed the yen into a depreciation trend. After the Abe
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government came to power at the end of 2012, it launched an extremely loose quantitative
and qualitative easing (QQE) monetary policy. On the other hand, the United States has
gradually promoted the normalization of monetary policy since 2013, which generally
promoted the exchange rate of the yen in 2012. Continued depreciation thereafter.

In 2022, the depreciation of the yen against the U.S. dollar will be the largest since
records began in 1972. The international market is highly concerned about the exchange
rate of the yen breaking through 150.The U.S.-Japan interest rate gap widened as the
Fed raised interest rates, pushing the dollar higher and the yen lower.

3.2 Exchange Rate Function

The exchange rate of each country is specified as a function of several key determinants,
including interest rate, inflation rate (CPI), Economic growth (GDPgrowth rate), Current
account balance and Market speculation (stock index). The exchange rate function for
each country is:

EX i
t = f

(
Ri
t,CPI

i
t ,GDP

i
t ,CA

i
t,MSit

)
(1)

where EX i
t = exchange rate of country i at time t, Ri

t = interest rate of country i at time
t, CPIit = inflation rate of country i at time t, GDPi

t = GDP growth rate of country i at
time t, CAi

t = Current account balance of country i at time t,MSit = Market speculation
(the stock index) of country i at time t.

3.3 Seemingly Unrelated Regression (SUR) Model

The SUR model was first introduced by Zellner [14] as a generalized system of linear
regression. Considering the structure of SUR model, it consists of several regression
equations, in which they are allowed to have their own dependent variables. Here we
have M regression equations where each has N independent variables; the system ofM
equations can be shown as follows:

yt,1 = xt,1β ′
1 + εt,1

...

yt,M = xt,M β ′
M + εt,M

(2)

The system above can be written as a vectorial form as follows:

Yt = Xtβ + εt (3)

LetYt be a vector of dependent variables, yt,i, i = 1, . . . ,M . Amatrix of independent
variables (regressors) is denoted asXt , where xt,ij, i = 1, . . . ,M , j = 1, . . .,N .β denotes
a matrix of an unknown parameters (regression coefficients), and εt is a vector of the
error terms, where εt = [

εt,1, εt,2, . . . , εt,M
]′ and εt,i ∼ N

(
0, σ 2

i

)
, i = 1, . . ., M . The

important assumption of the SUR model which let it gain the efficiency of estimation is
that the error terms are assumed to correlate across equations [15, 16]. Thus, it can be
estimated jointly, E[εiaεib|X ] = 0; a �= b whereas E

[
εiaεjb|X

] = σij [17]. The model
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allows non-zero covariance between the error terms of different equations in the system.
Considering a variance-covariance matrix forM equations, it can be written as follows:

� = � ⊗ I =
⎡
⎢⎣

σ11I · · · σ1M I
...

. . .

σM 1I σMM I

⎤
⎥⎦, where �

(
εtε

′
t

) =
⎡
⎢⎣

σ11 · · · σ1M
...

. . .

σM 1 σMM

⎤
⎥⎦

and I is an identity matrix. Hence from Eq. (3), the error terms of the SUR model are
assumed to be ε_t∼N(0,�), and this system equation can be estimated by

βsure =
(
X ′�−1X

)−1
X ′�−1Y (4)

3.4 Copulas

A linkage between the marginal distributions was first introduced by Sklar in 1959 [18]
called Sklar’s theorem. Then, it was well described by Nelsen [19] as the dependence
in Copula. Following Nelsen, this paper applies the most used copula, namely Elliptical
Copulas to model the dependence structure of the SUR model. Here, the Elliptical class
consists of the symmetric Gaussian and Student-t.

Gaussian Copula
Considering the case of n-dimensional, the Gaussian Copula can be defined by
Schepsmeier and Stöber [20].

C(u1, . . . , un) = ��n
n

(
�−1

1 (u1), . . . , �
−1
n (un)

)
(5)

where �
�d
d is n-dimensional standard normal cumulative distribution and �n is a

variance-covariance matrix. The density of the Gaussian Copula is given by

c(u1, . . . , un) =
(√

det�n

)−1

⎛
⎜⎜⎝
1

2

(
�−1

1 (u1) . . . �−1
n (un)

)
·
(
�−1

n − I
)

·

⎛
⎜⎜⎝

�−1
1 (u1)

.

.

.

�−1
1 (un)

⎞
⎟⎟⎠

⎞
⎟⎟⎠ (6)

Student-t Copula
Student-t is one of the copulas in the Elliptical Copulas. It has a second parameter [20]
and degree of freedomwhich is denoted by v. In the case of n-dimensional we can define
the Student-t by

c(u1, . . . , un) = ∫t−1
v (u1)
−∞ · · · ∫t−1

v (un)
−∞ ft1(v)(x)dx (7)

where ft1(v)(x) is n-dimensional t-density function with degree of freedom v and t−1
v

is the quantile function of a standard univariate tv distribution. In the estimation, the
density of Student-t copula is defined by

ctv,P(u1, . . . , un) = fv,P
(
t−1
v (u1), . . . , t−1

v (un)
)

∏n
i=1 fv

(
t−1
v (ui)

) (8)
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where fv,P is the joint density of a tn(v, 0,P) distributed random vector and P is the
correlation matrix implied by the dispersion matrix �.

3.5 Estimation of the Copula-based SUR Model

Pastpipatkul [13] introduced the SUR model which consists of two equations (M = 2).
Here, we use SUR to represent exchange rate of Thailand and Japan. Thus, the bivariate
Copula with continuous marginal distribution is conducted in the estimation. Before
estimation, we begin with checking the stationary of the data series using the Augmented
Dickey-Fuller test. Next, the estimation procedures of Copula-based SURmodel involve
four steps. First, we estimate the conventional SUR model using a maximum likelihood
technique to obtain the initial values. Second, we construct the SUR Copula likelihood
using the chain rule, here we have

∂2

∂u1∂u2
F(u1, u2) = ∂2

∂u1∂u2
C(F1(u1),F2(u2))∗

f1(u1)f2(u2) ∗ c(F1(u1),F2(u2))
(9)

From Eq. (9), u1 and u2 are the marginal distributions which can be Guassian or
Student’s t distribution. f1(u1) and f2(u2) are normal functions of demand and supply
equations, respectively. Density function of Copulas is denoted as c(F1(u1),F2(u2)). In
this study, we are interested in the following Copula families, i.e., Gaussian and T, to
construct the joint distribution function of a bivariate random variable with the univariate
marginal distribution. Then, we transform Eq. (9) using a logarithm, and we get

ln L =
T∑
i=1

(ln l(θ1|XTH ) + ln l(θ2|XJP) + ln f1(u1) + ln f2(u2) + ln c(F1(u1),F2(u2))

(10)

where lnl(θ1|XTH ) and lnl(θ2|XJP) are the logarithm of the likelihood function of
exchange rate of Thailand and Japan, respectively. The logarithm of the likelihood
function can be defined by

ln L = −T

2
ln(2π) − T

2
ln(�)

(
1

2�
(Y − Xβ)′(Y − Xβ)

)
(11)

Moreover, the last term of (10), lnc(F1(u1),F2(u2)) denotes the bivariate Copula
density, which is assumed for Gaussian and T (See Sect. 3.4). Here, we employ the
maximum likelihood estimation (MLE) tomaximize the SURCopula likelihood function
(11) to obtain the final estimation results for the Copula-based SUR model.

4 Empirical Results and Analysis

4.1 Descriptive Statistics

The SUR model consisting of exchange rate equations of Thailand and Japan can be
specified as follow:

REX TH
t = α1 + β1R

TH
t + β2CPI

TH
t + β3GDP

TH
t + β4RCA

TH
t + β5RMSTHt + U1,t

REX JP
t = α2 + δ1R

JP
t + δ2CPI

JP
t + δ3GDP

JP
t + δ4RCA

JP
t + β5RMSJPt + U2,t

(12)
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where the error terms of the SUR model are dependent.

In our models, this study considered the log-returns, calculated as rt = ln
(

Xt
Xt−1

)

from the exchange rate (EX), Current account balance (CA) and Market speculation
(MS). We keep the interest rate (R), inflation rate (CPI) and GDP growth rate (GDP)
as the original data since their unit is %. Descriptive statistics of data are presented in
Table 2.

Table 2. Descriptive statistics.

Mean Median Max Min Std.Dev Skewness Kurtosis Jarque-Bera

Thailand REXTH
t −0.001 −0.030 1.482 −1.930 0.510 −0.023 4.006 8.121**

RTHt 2.081 1.669 5.252 0.621 1.068 0.738 3.123 17.59***

CPITHt 1.791 1.616 9.146 −4.357 2.270 0.490 3.952 14.96***

GDPTHt 2.645 3.150 15.46 −12.26 4.006 −0.481 6.355 97.50***

RCATHt −6.652 −24.47 3688 −4240 1393 −0.163 3.050 0.872

RMSTHt 2.343 6.980 162.3 −140.9 41.85 −0.301 4.514 21.26***

Japan REX JP
t 0.128 0.062 8.273 −6.608 2.394 0.422 4.499 23.68***

RJPt 0.276 0.200 0.889 0.053 0.251 1.114 3.113 39.87***

CPIJPt 0.382 0.204 3.699 −2.558 1.132 0.632 3.952 20.05***

GDPJPt 0.375 0.597 7.702 −9.895 2.889 −1.267 6.342 140.8***

RCAJPt −60.16 −116.3 9827 −1074 3568 −0.001 3.611 2.989

RMSJPt 49.67 117.5 3456 −2682 890.6 −0.374 4.143 14.93***

Table 2 provides the summary statistics for each variable. Based on the mean growth
of exchange rate, Japan has the higher fluctuation of exchange rate at 0.128, while the
fluctuation of exchange rate in Thailand is negative at−0.001. it indicates that Thai Baht
is more stable than Japanese Yen. Thailand has higher fluctuations in the interest rate
(R), inflation rate (CPI), GDP growth rate (GDP) compared to Japan. And Japan has
higher fluctuations in current account balance (CA) and market speculation (MS) index
compared to Thailand. In addition, from the results of Jarque-Bera test, we may state
that they do not exhibit Gaussian distribution.

4.2 Stationary Test

Before estimating the Copula-based SUR model for analyzing the determinants of
exchange rate, we need to check whether the data is stationary through the unit root
test. The calibrated p-value of the test statistic is obtained using the Minimum Bayes
factor (MBF) method. The Goodman [21] labelled intervals are used to interpret the
MBF. MBF between 1–1/3 is considered weak evidence for H1, from 1/3 to 1/10 con-
sidered moderate evidence for H1, 1/10 to 1/30 is considered substantial evidence, from
1/30 to 1/100 strong, from 1/100 to 1/300 very strong, and < 1/300 decisive. Table 3
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shows the unit root test results, which reveal that all the data provide at least strong evi-
dence for the stationary. Therefore, it is appropriate to further analyze the determinants
of exchange rate of Thailand and Japan.

Table 3. The Augmented Dickey-Fuller (ADF) unit roots test for data.

ADF MBF

Thailand REX −9.922*** 0.000

R −3.133** 0.007

CPI −3.175** 0.006

GDP −3.686*** 0.001

RCA −15.233*** 0.000

RMS −12.255*** 0.000

Japan REX −9.9359*** 0.000

R −4.109*** 0.000

CPI −2.106** 0.018

GDP −3.506*** 0.002

RCA −2.918** 0.014

RMS −12.222*** 0.000

Note: MBF is Minimum Bayes Factors.MBF(t) = exp(−0.5 ∗ t2).

4.3 Model Comparison

In this study, the copula-based SUR models are assumed to investigate the correlation
of the exchange rate between Thailand and Japan. Therefore, we need to validate our
copula-based SUR models’ performance by comparing it with the Conventional SUR
model. In this comparison, the AIC and BIC are used as the comparison measure, and
the lowest AIC/BIC indicates a more parsimonious model. Table 4 shows the model
comparison of three different models for the exchange rate equations of Thailand and
Japan. The result confirms that copula-based SUR models are preferable, especially
Student-t copula SUR since it has the lowest AIC (−1539) /BIC (−1484) value that we
highlight them with bold font.

Table 4. Model comparison.

Model Conventional SUR Gaussian copula SUR Student-t copula SUR

AIC 1098 −1039 −1539

BIC 1157 −990.5 −1484
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4.4 Student-t Copula SUR Empirical Results

Regarding the estimated coefficients, the inflation rate (CPI) of Japan has the highest
value, reaches at 0.452, while the interest rate (R) shows the lowest value of −1.206.
Both intercepts are positive which indicate that the mean of the growth of exchange rate
is increasing during our empirical period (2000–2022). Moreover, the intercept term
of Thailand has substantial evidence in terms of Minimum Bayes Factors. The interest
rate (R) for both Thailand and Japan are negative, and the interest rate (R) of Japan is
prominently negative related to the fluctuation of exchange rate. The inflation rate (CPI)
of Japan (0.452) is stronger influence on exchange rate than Thailand (0.059), which
coincides with the fact that the sharp depreciation of the Japanese yen pushed up the
prices of imported goods. The exchange rate of both countries is positively influenced
by inflation rate. The GDP growth rate (GDP) of Thailand is negatively affecting the
variation of Thai baht exchange rate. Our empirical result shows that the growth of
Current account balance (RCA) is considered weak evidence affecting the change of
exchange rate both in Thailand and Japan. Surprisingly, the Market speculation (RMS)
is decisively affecting the growth of exchange rate for both Thailand and Japan, while it
is negatively affecting for Thailand (−0.048) but positively affecting for Japan (0.010)
(Table 5).

Table 5. Model comparison.

Dependent variable:REX i
t

Covariates Coeff Std. Err MBF

Thailand Intercept 0.169* 0.148 0.054

RTHt −0.105** 0.071 0.033

CPITHt 0.059** 0.039 0.020

GDPTHt −0.017* 0.020 0.071

RCATHt 0.038 0.007 0.974

RMSTHt −0.048*** 0.017 0.000

Japan Intercept 0.236 0.150 0.291

RJPt −1.206** 0.466 0.035

CPIJPt 0.452*** 0.088 0.000

GDPJPt 0.022 0.031 0.777

RCAJPt −0.070 0.004 0.292

RMSJPt 0.010*** 0.011 0.000

Note: MBF is Minimum Bayes Factors.MBF(t) = exp(−0.5 ∗ t2).
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5 Conclusion and Future Research Analysis

In this paper, the copula-based SUR models are applied to analyze the fluctuations
exchange rate. Before estimating the Copula-based SUR model for analyzing the deter-
minants of exchange rate, this study checkswhether the data is stationary through the unit
root test. The unit root test results shows that all the data provide at least strong evidence
for the stationary. To validate copula-based SUR models’ performance by comparing it
with theConventional SURmodel, theAIC andBIC are used as the comparisonmeasure.
The result confirms that copula-based SUR models are preferable, especially Student-t
copula SUR since it has the lowest AIC (−1539) /BIC (−1484) value. Therefore, this
study chooses Student-t copula SUR to show empirical results.

TheEstimation results of Student-t copula SURshow that the interest rate (R) is nega-
tive related to the fluctuation of exchange rate for both Thailand and Japan. The exchange
rate of both countries is positively influenced by inflation rate (CPI). The GDP growth
rate (GDP) of Thailand is negatively affecting the move of Thai baht exchange rate. The
empirical result also shows that the change of Current account balance (RCA) is consid-
ered weak evidence affecting the change of exchange rate both in Thailand and Japan.
And the Market speculation (RMS) is decisively affecting the fluctuation of exchange
rate for both Thailand and Japan, while it is negatively affecting for Thailand but posi-
tively affecting for Japan. In future research, Copula approach with regime switching or
other nonlinear model can be applied to analyze the fluctuations of exchange rate and
it would be useful for capturing the marginal distributions as well as the dependency
structure.
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Abstract. The aim of the study was to examine the sustainability (environmental,
social and economic impacts) in Cambodia, Laos,Myanmar, andVietnam (CLMV
countries) and Thailand. We evaluated sustainable development through three
perspectives such as environmental indicators assessed include carbon emissions,
social indicators include inequality, and the economic indicator is the growth rate of
realGDP.Our theoreticalmodel introducedBayesian kink regressionmodel. From
the results of the study, it was found that economic development is correlated with
the level of inequality. While economic development does not affect the amount
of carbon emissions. This demonstrates that economic development has a greater
effect on inequality than environmental problems. Economists and policymakers
can use the results of empirical studies to come up with guidelines or policies that
can be implemented for finding ways to develop the economy further, taking into
account the impact of creating more inequality from economic development.

Keywords: CLMV · Thailand · Economic growth · Inequality · Carbon emission

1 Introduction

Over the past few years, the direction of global investment has gradually shifted towards
emerging markets. One target that has continued to gain popularity is Cambodia, Laos,
Myanmar and Vietnam (CLMV countries). The four countries are members of the Asso-
ciation of Southeast Asian Nations (ASEAN), like Thailand. For CLMV economies,
these economies have maintained remarkable growth over the years despite global eco-
nomic slowdowns. The educational goals of the CLMV countries are interesting. At the
same time, Thailand, which is considered to be bordering the CLMV countries, is also
a developing country. This is the researcher’s desire to see how the economies of these
two groups are similar or different. Because the researchers believe that although these
two groups are similar and adjacent to each other, the effects of economic development
on the environment and social are different.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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The economic growth based on real TheGDPofCLMVcountries and Thailand tends
in similar direction as shown in Fig. 1. In 2020, the COVID-19 epidemic has caused
all countries to suffer the same economic impact. At that time, the country CLMV and
Thailand have dropped real GDP levels but after that, all 5 countries gradually recovered
and improved accordingly.

Fig. 1. The real GDP of CLMV countries and Thailand

When a country changes or develops rapidly, there will be consequences. The main
impacts of economic development are environmental impacts and inequality effects.
Because authors are aware of the sustainability-related issues listed in the Sustain-
able Development Goals (SDGs) and look to build a green economy. In this study,
the researchers attempted to explore three issues to create three sustainability principles:
social, economic and environmental, in accordance with the SDGs’ primary objectives.
The researchers believe that economic development alone cannot contribute to the sus-
tainability of the country. The country should also develop in other areas such as the
environment and society to achieve long-term sustainable development. Thus, the main
objective in this study is to study how the continuous economic development of the five
countries will affect the carbon emissions which is an environmental impact and affect
the income inequality of the people in the country. It is an economic and social impact.

2 Literature Review

[1] stated that the big controversy that has long been the issue of the relationship between
economic growth and environmental quality. One controversy is the view that greater
economic activity inevitably leads to environmental degradation and ultimately to eco-
nomic and ecological collapse. This has resulted in extensive studies of the relationship
between the environment and sustainable economic development. Some studies agree
with Shafik’s statement, but others have opposite results. For instance, [2] examined the
reduced-form relationship between per capita income and various environmental indi-
cators such as urban air pollution, the state of the oxygen regime in river basins, fecal
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contamination of river basins, and contamination of river basins by heavy metals. The
result finds no evidence that environmental quality deteriorates steadily with economic
growth. Moreover, the economic growth causes environmental deterioration initially but
later improvements occur. [3] agrees that a key factor in achieving sustainable economic
development is the prudent use of environmental resources. Furthermore, there are many
studies of economic growth on social impacts such as poverty and unemployment rate.
For instance, [4] analyzed the relationship between economic growth, unemployment
and poverty in Vietnam. The research results indicate public investment has a positive
effect on economic growth but negatively affects poverty. [5] analyzed the causal link
between growth versus poverty. They concluded that growth is good for poverty allevia-
tion but it is not enough. When we connect these three aspects, namely economic, social
and environmental, it will lead to sustainable development. Sustainable development is
gaining momentum in every region around the world in every sector. The relationship
between economic, social and environmental impacts has been studied extensively in
various perspectives. [6] studied the case of wildfires in Australia. They believe that
wildfires often result in widespread destruction and damage to a range of economic,
social and environmental assets and functions. [7] studied the impacts of cruise tourism
on the economic, social, and environmental. They compare community impacts before
and after the opening of a cruise ship port. The result found some negative evidences
such as the ability of the local population to provide for necessities and obtain sufficient
food worsened, corruption increased, and there were substantial negative environmental
impacts. Large cruise tourism projects can fail to provide benefits for local populations
in some ways. [8] investigated the sustainability (environmental, social and economic
impacts) of tea manufacturing in Sri Lanka. The study found many issues including
energy efficiency of the industry, Green House Gas (GHG) emissions, and occupational
health hazards during processing stage. From most types of tea, low grown orthodox tea
is the most efficient in terms of labor use, energy use and carbon emissions. [9] eval-
uated the potential impacts of removing energy subsidies on the Malaysian economy.
The result of the study was unexpected. There are both positive and negative impacts of
removing energy subsidies. It is shown that removing petroleum and gas subsidy would
improve economic efficiency, increase GDP, and reduce budget deficit. However, house-
holds would be worse off due to higher price level. Recently, the issue of sustainability
has been continuously studied. [10] interested in Bioeconomy because it is as a chance
to focus on a sustainable mode of production and consumption. They assess its impact
for implementing policies. [11] assessed the impacts of social, economic and environ-
mental factors on the logarithm of housing prices in Hong Kong. The findings indicated
that factors that are significant to house prices are economic factors and environmental
factors. However, demographic factors are not as significant as expected in affecting
housing prices. From the past research, we can see that the study raises the issue of
various situations to look at the economic, social and environmental impact. But the dif-
ference in this study is that the researchers looked at the relationship between economic
development (real GDP) and environmental impacts based on carbon emissions (carbon
Emission) and social impacts in terms of inequality (Gini Index). This type of study
is not widely studied, especially in emerging and developing countries such as CLMV
countries and Thailand. Therefore, with all of the above, this study is an extension and
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doing something new that has never been studied before, especially in countries with
continuous growth rates such as CLMV countries and Thailand.

3 Data and Methodology

3.1 Data

This study uses panel data of CLMV countries and Thailand, from 1997 to 2020, and
uses carbon emissions (CO2) as a proxy of environmental degradation, Gini coefficient
as an indicator of inequality of income and consumption of people in the country and real
GDP as an indicator of economic development. In addition, this study uses yearly time
series data running from 1997 to 2020 of carbon emissions, Gini index and the growth
rate of real GDP of 5 individual countries, which are member countries of the two
groups, including Cambodia, Laos, Myanmar, Vietnam, and Thailand. Table 1 describes
the variables employed in the study.

Table 1. Description of variables.

Variable Description and data source Symbol

Environmental
degradation

Environmental degradation is measured using territorial CO2
emissions, which come from the burning of fossil fuels due to human
activities as well as production processes. This variable is considered
a dependent variable in our analysis (unit: kt). (from CEIC data)

CO2

Economic
Development

Economic development in this analysis is measured by real GDP per
capita. (from CEIC data)

GDP

Inequality Inequality of income and consumption of people in the country
(from CEIC data)

GINI

4 Methodology

4.1 Bayesian Approach for Panel Kink Regression Model

[12] utilized Bayesian kink regression to estimate unobserved thresholds, and they found
that this approach worked very well to find out the unknowable threshold. In this study,
we applied Bayesian kink regression in the case of the panel kink regression model with
an unknown threshold (see Eq. (1)).

Yit = β−
1 (X1.it − γ )− + β+

1 (X1.it − γ )+ + β ′
2X2,it + αi + εit

i = 1, . . . ,N , t = 1, . . . ,T
(1)
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where Yit,X1,it, εit are the random scalars and the X2,it is a vector of regressor. The αi is
the unobserved heterogeneity of the i th individual which can be correlated with Xit =
(X1,it,X ′

2,it). Define that the (α)_ = min(α, 0) and the (α)+ = max(α, 0). Moreover, the

β−
1 is the slope of X1,it and the β+

1 is the slope of X2,it . The γ is the unknown threshold
point and γ ∈ �. The objective is estimating unknown parameters

(
β−
1 , β+

1 , β ′
2, γ

)

and testing for the Kink effect of X1,it when N goes to infinity while T is fixed. The
model (Eq. (2)) has wide potential applications. One prominent example is originally
from Reinhart and Rogoff (2010, 2011). Their study is called debt-threshold effect on
economic growth. To investigate the relationship across different countries, one can
consider a panel regression model as follows the Eq. (2).

gdpit = β−
1 (Debtit − γ )− + β+

1 (Debtit − γ )+ + β ′
2X2,it + αi + εit (2)

where the gdpit is the real GDP growth rate in t th year for the i th country. AndDebtit is
the debt toGDP ratio from the previous year. Addition, theX2it is includes other variables
which may affect economic growth. The result found that economic growth tends to be
slow when the level of government debt relative to GDP exceeds a threshold. After that
the study is recently re-examined by many researchers. The difference between them
is the use of tools of threshold regression. Furthermore, the model can be adapted to
investigate in many aspects such as the kink effects of income inequality on economic
growth [13], the kink effects of cash flow on investment [14], and the kink effects of
capital structure on firm value [15], and so on.

In this study, the authors would like to find the correlation of inequality and carbon
emission to economic growth phenomena among CLMV countries and Thailand. Thus,
the panel data of each group of countries are constructed and the panel kink regression
model is used to fit these data. The model (Eq. (2)) can be adapted to investigate the
kink effects of carbon emission and inequality on economic growth in CLMV countries
and Thailand. To investigate the relationship between carbon emission and economic
growth across CLMV countries and Thailand, one can consider a panel regressionmodel
as follows the Eq. (3).

gdpit = β−
1 (CO2it − γ )− + β+

1 (CO2it − γ )+ + β ′
2X2,it + αi + εit (3)

where gdpit is the real GDP growth rate in t is the year for the i is the country (i=Cambo-
dia, Laos, Myanmar, Vietnam, Thailand). And theCO2it is the carbon emission from the
previous year. Addition, the X2it is included other variables which may affect economic
growth. To investigate the relationship between inequality and economic growth across
CLMV countries and Thailand, one can consider a panel regression model as follows
the Eq. (4).

gdpit = β−
1 (GINIit − γ )− + β+

1 (GINIit − γ )+ + β ′
2X2,it + αi + εit (4)

where the gdpit is the real GDP growth rate in t is year for the i is country (i=Cambodia,
Laos, Myanmar, Vietnam, Thailand). And the GINIit is the Gini coefficient from the
previous year. Addition, the Zit includes other variables which may affect economic
growth.
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5 Empirical Results

5.1 Data Descriptive

From Table 2 shows the descriptive statistics of all variables such as the growth rate
of real GDP (G_REAL_GDP), the Gini coefficient (GINI), and the carbon emission
(CO2) respectively. The economic growth of CLMV and Thailand has no effect on
carbon emission, but affects the level of inequality.

Table 2. Data descriptive and data visualization.

Items G_REAL_GDP GINI CO2

Mean 5.629612 36.23400 0.639652

Median 6.534114 35.80000 0.570000

Maximum 13.62797 43.10000 1.560000

Minimum −7.634035 30.70000 0.160000

Std. Dev. 4.247341 3.038310 0.366288

Skewness −0.595870 0.026920 0.877496

Kurtosis 3.656324 2.899716 2.759816

Normality test

Jarque-Bera 8.869400 0.062079 15.03473

Probability 0.011859 0.969437 0.000544

Panel unit root test

Levin, Lin & Chu t* −1.93283 −1.87357 −1.98219

Probability (0.0266) (0.0305) (0.0237)

Observations 115 115 115
* Stationary at zero level (I(0)) by significance level of 0.05
Source: Author

5.2 Model Estimation

From Table 3, it shown that the appropriated model for investigating the relationship
between the economic development and inequality is the fixed effect Bayesian kink
regression model. On the other hand, the appropriated model for investigating the rela-
tionship between the economic development and carbon emission is the pooled effect
Bayesian kink regression model.

The R-squared for Bayesian Regression Models was created by [16] and is shown
in more detail in Eq. (5).

Bayesian R2
s = VN

n=1y
pred s
n

VN
n=1y

pred s
n + varsres

, ypred s
n = E(ỹ|Xn, θ

s) (5)



254 C. Intapan et al.

Table 3. The value of Bayesian R2 from model estimation

Model estimation Bayesian R2

Real GDP-Gini Real GDP-CO2

Pooled effect 0.03059025 0.183269*

Fixed effect 0.9294682* 0.04930859

Random effect 0.9270009 0.04874109

Mixed effect 0.8665936 0.08445103

* The 1st highest Bayesian R2
Source: Author

The ypred s
n = E(ỹ|Xn, θ

s) is the predicted value of the Bayesian regression models,
and the varsres is the expected residual variance of the Bayesian regression models. The
statistical value of the Bayesian R2 is equal to 0 and 1. If the value of this statistic
approaches 1, which indicates that the Bayesian regression model is appropriate, then
it was suggested that this regression model is very appropriate or useful to conduct the
knowledge to formulate the policy recommendation. In this case, the fixed effectmodel is
the appropriatemodel because theBayesianR2 is very high (0.9294682*) comparedwith
another model. Therefore, this model was utilized to explain the relationship between
the Gini index and the growth rate of real GDP (see Fig. 2). From Fig. 2, we would be
able to confirm that there is more economic expansion (economic growth: the growth
rate of real GDP) and then more inequality (Gini coefficient) for each of the CLMV
countries and also for Thailand. The pooled effect model was chosen as the appropriate
model to describe the relationship between environmental protection (CO2 emissions)
and economic growth. Because, when compared to other models, this model has the
greatest Bayesian R2 value (0.183269*). However, this pooled effect model still points
out aweak association between environmental protection (CO2emissions) and economic
growth for the CLMV countries and Thailand (see Fig. 3).

In Fig. 3, the regression line (the red line) was conducted by the pooled effect model,
which is quite bad at describing the relationship between CO2 emissions and the growth
rate of real GDP for the CLMV countries and Thailand. Normally, the pooled effect
model is utilized as the reference to be the baseline model when comparing another
panel model. The baseline means that there is no need to design the pattern of panel
data to be estimated by the fixed effect model, the random effect model, or the mixed
effect model. In this economic sense, this study would confirm that the overview of
CLMV countries and Thailand still maintains economic expansion or economic growth
and environmental protection in balance.
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Fig. 2. The regression line (Fixed effect model) shows the relationship between the Gini index
and real GDP for the CLMV countries and Thailand.

Fig. 3. The regression line (Pooled effect model) shows the relationship between the CO2
emission and the growth rate of real GDP for the CLMV countries and Thailand.
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6 Conclusion and Policy Recommendation

We summarize that the relationship between the economic development and inequality
from fixed effect Bayesian kink regression model in Cambodia, Laos, Myanmar, and
Vietnam (CLMV countries) and Thailand have the same direction. We can conclude that
an increase in GDP will result in an increase in inequality levels. The study in CLMV
countries andThailand shows that economic development (considering the growth rate of
real GDP) does not reduce inequality (considering the Gini index). Therefore, when for-
mulating policies on economic development especially economic growth in the CLMV
countries and Thailand, the negative impact of inequality should also be taken into
account. On the other hand, CLMV countries and Thailand may not have a problem
with emissions (considering carbon emissions) caused by economic development, espe-
cially economic balance growth (considering the growth rate of real GDP), since the
finding illustrated that economic development did not affect emission levels. The results
of this study show important implications: although CLMV countries and Thailand have
continued economic development, at the same time, we should take into account the con-
sequences of these economic developments. Especially on the issue of inequality arising
from the rapid economic development of these countries. This is because the study found
that greater economic development in terms of real GDPwould result in greater inequal-
ity by using the Gini coefficient variable as a representative measure of inequality. As
for the issue of environment and economic development in the CLMV countries and
Thailand, it may not be much of a problem if compared to the inequality mentioned
earlier. This is because the results of the study show that economic development has not
yet affected carbon emissions. Therefore, in order to achieve sustainable development
in the future, CLMV countries and Thailand should also consider the inequality that will
arise from economic development. Policymakers should not only look at the need for
economic development while ignoring these issues when implementing policies. This
study makes several research contributions. First, it is one of the first studies to examine
the relationship between economic impact and social impact (inequity, as referred to the
welfare economics (socio-economic impacts)) [17] and between economic impact and
environmental impact in CLMV countries and Thailand. Our study contributes to the
understanding of economic development dynamics in CLMV countries and Thailand
from a more holistic perspective by comparing the impacts of economic, social, and
environmental factors. Second, the empirical results reveal various interesting effects.
For instance, an increase in economic development (considering the growth rate of real
GDP) will result in an increase in inequality levels (considering the Gini index), but
the economic development (considering the growth rate of real GDP) will not affect
emission levels (considering carbon emissions). The results thus have important impli-
cations: Current policy instruments to stimulate economic development are focused on
increasing real GDP in a nation (economic factors), while little attention is paid to social
or environmental factors. Our findings suggest that an increase in real GDP may be a
source of inequality among the population within a country. Therefore, efforts should
be made to improve economic stimulus policies while simultaneously paying attention
to the issue of inequality. CLMV countries and Thailand should not focus solely on
stimulating economic development based on real GDP, as perhaps economic develop-
ment will lead to inequality. Therefore, in order to achieve sustainable development,
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these two issues should be considered together. Regarding research limitations, future
research is needed to examine the economic impact beyond just the value of GDP. This
is because economic growth in one country can be viewed from a different perspective
than the GDP value. Moreover, social and environmental impacts can be viewed from
other angles than inequality and carbon emissions.
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Abstract. The study aims to develop a crisis-specific investment strategy by
investigating the risk contribution of stock market indexes to the global stock
indexduring theCOVID-19pandemic. It focuses onprimary capitalization indexes
fromeach continent and utilizes theComponent Expected Shortfall (CES), copula-
GARCHmodel, VaR, and ES. The findings highlight the suitability of the ARMA
(1,1)-GARCH (1,1) model with skewed Student’s t distribution and Multivariate
Student-t copula. The ASX index poses the highest risk, while the STOXX and
BVSP indexes show no significant interaction. The study suggests considering
an increased allocation to the STOXX and BVSP indexes, indicating potential
benefits for risk-averse investors during the crisis.

Keywords: Risk contribution · Systemic Risk · Component Expected Shortfall ·
Multivariate Copula-GARCH model · Stock market index

1 Introduction

In late 2019, the world was suddenly hit by the severe outbreak of COVID-19, a global
pandemic originating in China, which quickly swept across the rest of the world [1].
Consequently, numerous countries implemented stringent measures such as national
lockdowns, mobility restrictions, temporary retail closures, and social isolation to curb
the spread of the virus and reduce confirmed cases [2]. These preventive measures
with the overall circumstances surrounding the coronavirus pandemic have caused a
significant demand contraction and disruptions in global supply chains. In sum, the onset
of disrupted and diminished economic activities in 2020 and 2021 resulted in a profound
global recession, particularly impacting the real sector (Main Street), surpassing the
severity witnessed during the global financial crisis [3]. Furthermore, the capital market
(Wall Street) has been greatly influenced by these circumstances, with wild fluctuations
and critical price volatility [4].

Amidst this scenario, certain investors were able to capitalize on substantial profits,
while others experienced losses stemming from their lack of knowledge and inadequate
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preparation.According to Ilie’s research findings, effective riskmanagement strategies in
addressing investor risk behavior significantly contribute to achieving success in invest-
ments [5]. Therefore, it is crucial for investors to study the volatility and risks inherent
to the entire market system that play a vital role in financial risk and significantly impact
investor decision-making during the crisis [6]. Furthermore, it is evident that the occur-
rence of systemic risks in stock indices during the pandemic has resulted in significant
losses for many investors within a remarkably brief timeframe [7]. Abuzayed et al. [8]
discovered that the North American and European markets are more susceptible to risks
emanating from the global market as a whole, compared to the Asian market. However,
Asian countries have exhibited more pronounced negative abnormal returns in compar-
ison to their global counterparts [9]. Furthermore, Chaudhary et al. [10] ascertained that
the S&P/Toronto Stock Exchange (SPTSX) Composite and the Financial Times Stock
Exchange (FTSE) 100 exhibit a longer half-life for volatility compared to the Nikkei
225 and Shanghai Stock Exchange (SSE) Composite, which display the swiftest mean
reversion during the crisis. Additionally, Vo et al. [11] elucidated that pandemic control
measures can effectively decrease market volatility at both the country and regional lev-
els, and the response of stock markets to the Coronavirus pandemic in the Asia-Pacific
countries appears to evolve over time.

The study aims to quantitatively evaluate the influence ofmajor stockmarket indexes
on the overall risk of the global stock system. Specifically, it focuses on analyzing the
largest capitalization stock market indexes from each continent: the New York Stock
Exchange (NYSE) for North America, SSE for Asia, STOXX for Europe, Johannesburg
Stock Exchange (JSE) for Africa, Australian Securities Exchange (ASX) for Australia,
and Sao Paulo Bovespa (BVSP) for South America [12]. To accomplish our objective,
this study adopts the Component Expected Shortfall (CES) framework introduced by
Banulescu and Dumitrescu [13]. This approach can be used to accurately evaluate the
individual contribution of the stock market to the overall risk within the system at a
given moment in time. In a practical context, Liu et al. [14] conducted a comprehensive
investigation into the systemic risk measurement, focusing on volatility and dependence
employing a copula model with CES. They found that CES effectively elucidates the
risk associated with financial crises. Wu [15] similarly employed the CES approach
identifying risk contributions in the Chinese stock index, allowing for the measurement
of systemic risk and the analysis of volatility spillover, particularly in the face of a severe
health crisis. Furthermore, Liu et al. [16] innovatively combined the GARCH and CES
methodologies to analyze systemic risk in global financial markets and ascertain the
individual country’s contributions to global systemic risk. Additionally, they developed
CES portfolios based on forecasting outcomes derived from factor copula-basedmodels,
thereby enhancing the accuracy of systemic risk predictions.As a result, theCESmeasure
holds a promise as a valuable tool for policymakers and an adequate tool for investors in
identifying stockmarkets to monitor, thereby discouraging the accumulation of systemic
risk.

Before proceeding with the risk-sharing assessment, it is essential to calculate the
correlation among the stock market indexes. However, relying solely on the linear cor-
relation and assuming normality within the conventional GARCH model are unsuitable
for accurately measuring the correlation between two stock market indexes as they do
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not have tail dependence. Moreover, financial market index returns often exhibit heavy-
tailed distributions with asymmetrical correlation and dependence [17]. Consequently,
utilizing the conventional correlation model may result in an inadequate inference of the
Component Expected Shortfall (CES). Numerous methodologies exist for assessing the
interdependence of variables. Nevertheless, the constraints inherent in linear correlation
and the underlying normality assumption have remained.

To overcome these limitations, the present study proposes a copula-GARCH model
as an alternative approach. This model capitalizes on the copula methodology to con-
struct a joint distribution of diverse marginal distributions, employing different copula
structures to effectively capture the tail dependency observed in stock market indexes.
Over the past decade, researchers have increasingly employed the multivariate copula to
estimate dependency among large assets, as evidenced by numerous studies in the field.
According to Yeap et al. [18], incorporating the modeling of the asymmetric dependence
structure in financial assets has the potential to enhance the precision of risk manage-
ment. However, a hedge designed under the assumption of linear correlation, which fails
to conform to a multivariate normal copula due to its asymmetric and heavy nature,
may not provide the desired degree of protection. Luca and Zuccolotto [19] utilize a
multivariate copula approach for the hierarchical clustering of financial stock returns,
enabling the construction of investment portfolios. This method offers a high degree of
flexibility in modeling the interdependencies among random variables, thereby provid-
ing valuable tools for capturing joint relationships. Furthermore, Rašiová [20] suggests
that to effectively address dependency in various contexts, it is imperative to emphasize
the utilization of a comprehensive range of copula families, including the Elliptical and
the Archimedean copulas.

This paper presents three key contributions. Firstly, it delves into an in-depth exam-
ination of different copula models and functions to determine the most suitable depen-
dence structure for stock market indexes. Secondly, the paper explores the dependence
and risk contribution among six stockmarket indexes, utilizing both the copula-GARCH
model and the CES approach. Lastly, to identify an effective investment strategy specif-
ically tailored to the pandemic context, the VaR and ES approaches for evaluating
potential investment loss are included.

2 Methodology

2.1 ARMA-GARCH Model

To derive the marginal distribution of the log-difference of stock market index (rt), a
univariate ARMA (p, q) model with GARCH (m, n) specification is utilized, where
parameter p represents the order of the autoregressive component, q denotes the order
of the moving average component, m signifies the order of the term h2 in the GARCH,
and n signifies the order of the term ε2 in the ARCH. The financial data in the study
is well-established in that they exhibit heteroscedasticity and often display autocorrela-
tion. Consequently, the GARCH (1,1) model is employed, as it effectively captures the
volatility dynamics inherent in financial data, while simultaneously eliminating auto-
correlation within the ARMA process. Referring back to the aforementioned notations,
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the model ARMA (p, q)- GARCH (1,1) model can be represented as follows:

rt = μ +
p∑

i=1

φirt−i +
q∑

j=1

θjεt−j + εt (1)

εt = htηt (2)

h2t = ω + α1ε
2
t−1 + β1h

2
t−1 (3)

In these equations, φi are the autoregressive component parameters of order p, θj are the
moving average component parameters of orderq. The term εt denotes the residual at time
t consistingof the standardvarianceht and the standardized residualηt . It is crucial to note
that the standard residual term ηt adheres to the assumptions of being independent and
identically distributed. In this study, the skewed-t distribution is assumed for the standard
residual term. Certain standard restrictions are imposed on the GARCH parameters
to ensure model validity and stability. These restrictions are commonly defined that
ω > 0, α1 > 0, β1 > 0 and α1 + β1 < 1.

2.2 Multivariate Copulas

The term copula refers to the multivariate distribution function that establishes the
linkage between variables, ensuring that the marginal distributions are uniformly dis-
tributed. Sklar’s theorem states that the n continuous marginals can be joined using a
copula function C(·). LetH (·) be a joint distribution with an n dimension and marginals
Fi , i = 1, 2, ..., n. Thus, the H (·) can be rewritten as

H (η1, ..., ηn) = C(F1(η1), ...,Fn(ηn))

= C(u1, ..., un),
(4)

If the marginals Fi are continuous, then the copula C associated to H (·) is unique, and
we can further explain the Eq. (4) as follows:

C(u1, ..., un) = H (F−1
1 (u1), ...,F

−1
n (un)), (5)

where u ∈ [0, 1]n[0, 1]n[0,1]n is the uniformdistribution. The copula density distribution
can be derived by performing as follows:

C(u1, ..., un) = ∂C(u1, ..., un)

∂u1, ..., ∂un
., (6)

In this study, we primarily investigate two fundamental copulas classes: the Elliptical
copula and the Archimedean copula. Within the Elliptical class, our focus is on the
symmetric Gaussian and Student-t copulas. On the other hand, within the Archimedean
class, we explore the asymmetric dependence models offered by Clayton, Gumbel, Joe,
and Frank copulas. The explicit mathematical expressions for these copula classes are
described as follows:
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Elliptical Copulas. The multivariate Elliptical copula can be expressed by

C(u1, ..., un|ρ ) = �(�−1(u1), ..., �
−1(un); ρ) (7)

where the term �(·) represents either the multivariate Gaussian distribution function
pertaining to the Normal copula or the multivariate Student’s t distribution function
incorporating degrees of freedom for the Student-t copula.ρ is the n × n correlation
matrix of the dependence parameters with interval [−1, 1]. The function�−1 represents
the inverse cumulative distribution function of the standard normal distribution for the
Normal copula and the Student’s t distribution for the Student-t copula [21].

Archimedean Copulas. The general form of a multivariate Archimedean copula is
expressed as follows:

C(u1, ..., un|θ ) = �(

n∑

j=1

�−1(uj); θ) (8)

where the function �(·) denotes the Laplace transform of distributions in the univariate
family, such as the Clayton, Gumbel, Joe, or Frank distribution. Additionally, the term
�−1 represents an inverse cumulative distribution function of the univariate distribution.
In multivariate analysis, the exchangeable dependence is employed to characterize the
Elliptical copula through a symmetric positive definite matrix. As the dimensionality
increases, the range of this dependence structure becomes increasingly limited. We
further elaborate on the analysis concerning n > 2 by imposing a restriction on the
dependence parameter θ to be (0,∞) for Frank, [0, + ∞) for Clayton, and [1, + ∞)
for Gumbel and Joe copulas [22].

2.3 Component Expected Shortfall

In this section, we present the introduction to the Component Expected Shortfall (CES)
concept, as proposed by Banulescu and Dumitrescu [13], to determine the weighted
spillover volatility associated with the systemically risky financial stock market index.
Let us assume a stockmarket index system composed of n indexes. rit is the stockmarket
index return i at time t and rmt represents the aggregate return of all stock markets at
time t.

rmt =
n∑

i=1

witrit (9)

where wit is an individual weight of stock market index i, i = 1, ..., n, at each time
analysis t. These weights denote the relative market capitalization of stock market index
i.

Let us consider the measurement of the aggregate risk of the financial system in
terms of conditional Expected Shortfall (ES). In actuarial terms, the ES represents the
anticipated market loss conditional on the return, contingent upon the return falling
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belowa specifiedquantile. The formal representation of the conditionalES, incorporating
historical information, can be expressed as follows:

ESm(C) = −E(rmt |rmt < C), (10)

where C is the threshold or value at risk under extreme conditions. To evaluate the
individual contribution of each stock market to the overall risk of the system, Acharya
et al. [23] introduced the concept of the Marginal Expected Shortfall (MES). MES
represents the marginal impact of a specific stock market index on the total risk of the
stock market index system. This measure is quantified by assessing the change in the
system’s Expected Shortfall (ES) resulting from a one-unit increase in the weight of the
respective stock market index within the system.

MESi(C) = ∂ESm(C)

∂wi
= −E(rit |rmt < C). (11)

To address dependency among random variables by copula approach, the Marginal
Expected Shortfall (MES) can be derived as follows:

MESit =
⎡

⎢⎣hit · κim

∑T
t=1 ηmt�

(
C−ηmt
hmt

)

∑T
t=1 �

(
C−ηmt
hmt

)

⎤

⎥⎦ +
⎡

⎢⎣hit ·
√
1 − κ2

im

∑T
t=1 ηit�

(
C−ηmt
hmt

)

∑T
t=1 �

(
C−ηmt
hmt

)

⎤

⎥⎦

(12)

where ηmt and ηit are the standardized world stock market return and stock market return
i. hmt and hit denote the variance of error at time t of themarket and the individual returns,
respectively. � is the cumulative normal distribution function and κi is the Kendall’s tau
estimated from the copula dependence parameter.

Banulescu and Dumitrescu [12] stressed the crucial significance of the scale factor
in assessing the relative importance of components in total risk. They introduce the
weight wit based on MES and propose CES as a comprehensive measure of component
contributions to overall risk.

CESit = wit∂ESm,t−1(C)

∂ωit
= −witEt−1(rit |rmt < C) (13)

A higher contribution signifies a greater level of systemic significance for the individual.
However, the objective of our study is to assess the risk contribution of each individ-
ual stock market index to the global stock market index system. Therefore, it is more
appropriate tomeasure the risk in percentage term.CESit%(C) represents the proportion
of systemic risk attributed by the individual i at time t. This measure is calculated by
dividing the component loss by the total loss and subsequently normalizing it.

CESit%(C) = CESit(C)
n∑

i=1
CESit(C)

× 100 = witEt−1(rit |rmt < C)∑n
i=1 witEt−1(rit |rmt < C)

× 100 (14)
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Table 1. Descriptive Statistics

NYSE SEE STOXX ASX JSE BVSP

Mean 0.0004 0.0001 0.0005 0.0003 −0.0004 0.0002

Median 0.0009 0.0004 0.0011 0.0011 −0.0002 0.0006

Max 0.0868 0.0755 0.0671 0.0677 0.0367 0.1302

Min −0.1260 −0.0672 −0.1219 −0.1020 −0.0531 −0.1599

Std 0.0151 0.0111 0.0129 0.0124 0.0085 0.0192

Skewness −0.9392 −0.1581 −1.2481 −1.0176 −0.4870 −0.9459

Kurtosis 16.8084 8.9338 17.2317 14.6106 8.6653 20.9379

JB-Test 5267.6490* 957.7859* 5662.9760* 3768.9900* 896.3269* 8825.0310*

ADF-Test

Intercept
and Trend

−1.0869* −0.9458* −1.0159* −1.1584* −0.9894* −1.1373*

Note: * represents the p-value significant at the 1% level

3 Data

This study focuses on analyzing the highest capitalization stock market index from each
continent, chosen for its representation of both the highest market value and investor
popularity. The study utilizes daily log returns data from the following stock market
indices: the NYSE, SSE, STOXX, JSE, ASX, and BVSP. The data spans from March
10, 2020, to March 11, 2023, comprising a total of 651 observations. All data is sourced
from investing.com and the Thomson Reuters database. To provide a comprehensive
overview, the descriptive statistics of the transformed data are presented in Table 1.

4 Analysis of the Results

This paper primarily endeavors to empirically investigate the risk contribution of six
stock market indexes within the stock market index system. To accomplish this objec-
tive, effectively addressing the interdependence among these indexes is considerably
required. We employ a robust analytical tool known as a copula, featuring a diverse
range of types. The ultimate goal of the first subsection is to identify the most suitable
and accurate copula that best aligns with the available data. The candidates encompass
multivariate copulas falling under both the Elliptical and the Archimedean categories, as
extensively discussed in Sect. 2. However, prior to meticulously selecting an appropriate
copula, it is crucial to comprehensively address the initial subsection pertaining to the
construction of marginal distributions. Lastly, we intricately measure the risk sharing
using the Component Expected Shortfall (CES) and precisely quantify risk values by
employing both ES (Expected Shortfall) and VAR (Value at Risk) metrics.
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Table 2. Summary statistics results of Marginal Distribution

NYSE SEE STOXX ASX JSE BVSP

Mean Equation

μ 0.0040
(0.0026)

0.0006
(0.0021)

0.0007***

(0.0002)
0.0029
(0.0024)

-0.0022*

(0.0013)
0.0007
(0.0011)

AR (1) −0.6153***

(0.1506)
0.7367***

(0.0819)
0.8748***

(0.0904)
0.4062**

(0.1878)
0.0705
(0.2289)

0.3156**

(0.1338)

MA (1) 0.5339*** −0.8509*** −0.9256*** −0.5712*** −0.2357 −0.5226***

(0.1622) (0.0604) (0.0687) (0.1700) (0.2234) (0.1180)

Variance Equation

ω 0.0004**

(0.0002)
0.0003*

(0.0002)
0.0000
(0.0000)

0.0004*

(0.0002)
0.0000
(0.0000)

0.0001**

(0.0000)

α 0.2944***

(0.0755)
0.1396***

(0.0416)
0.1263**

(0.0559)
0.2253***

(0.0568)
0.1400***

(0.0247)
0.3846***

(0.0412)

β 0.7046***

(0.0501)
0.8594***

(0.0340)
0.8591***

(0.0592)
0.7737***

(0.0499)
0.8590***

(0.0236)
0.6144***

(0.0315)

Skewness 0.9052***

(0.0474)
0.8337***

(0.0442)
0.8101***

(0.04901)
0.7857***

(0.0435)
0.9271***

(0.0416)
0.8239***

(0.0346)

Degree of
freedom

4.9990***

(0.9406)
4.1377***

(0.6881)
4.4323***

(0.7914)
4.9602***

(0.9280)
4.4347***

(0.5415)
3.6531***

(0.2571)

Ljung-Box
Test

0.4687 0.9531 0.6417 0.3738 0.0103 0.0339

LM-ARCH
Test

0.5548 0.3419 0.0824 0.7655 0.2937 0.0019

Notes: *, **, and *** denote significant at 10, 5 and 1%, respectively. The standard error is shown
in the parenthesis

4.1 Modeling Marginal Distributions by ARMA-GARCH

Table 2 illustrates the estimated coefficients for the ARMA(1,1)-GARCH(1,1) model
with a skewed-t distribution applied to individual stockmarket index return series. In this
study, we judiciously adopt the ARMA(1,1)-GARCH(1,1) model to effectively char-
acterize the underlying dynamics behavior of the time series data, as it represents a
prevailing and prominently accepted approach within the field (See also, [24–27]). The
significant coefficients in each equation confirm the validity of the skewed-t distribu-
tion assumption for the ARMA-GARCH model. This approach effectively captures the
non-normal characteristics in stock market index returns. The LM-ARCH Test com-
prehensively assesses transformed marginal distribution functions of residuals. Results
show no support for the null hypothesis, indicating uniform distributionwithin [0,1]. The
Ljung-Box test checks autocorrelations of residuals, revealing no significant evidence
to reject the null hypothesis, indicating no autocorrelation in the dataset.
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4.2 Model Selection

In this section, we thoroughly investigate various multivariate copula models, mainly
focusing on two primary classes of copula families: Elliptical and Archimedean copulas.
The primary objective of this section is to explicitly indicate the optimal copula family
from extensive candidates for dependency modeling. To accomplish this, we employ the
Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) as
robust measures for evaluation. The preferred copula model is identified by selecting the
one that yields the minimum values of AIC and BIC, thus strengthening the validity of
our findings.

Table 3. Model selection

Model type LL AIC BIC

Multivariate Normal Copula 93.6774 −185.3548 −180.8763

Multivariate Student-t Copula 112.3462 −220.6924 −211.7354

Multivariate Clayton Copula 95.0777 −188.1553 −183.6768

Multivariate Joe Copula 36.0924 −70.18476 65.70625

Multivariate Frank Copula 84.9674 −167.9349 −163.4564

Multivariate Gumbel Copula 68.5533 −135.1066 −130.6281

Independence Copula 40.2849 −72.4390 −67.3490

Constant conditional correlation 90.8734 −181.8930 −186.2291

Note: The bold numbers indicate the lowest value of AIC and BIC, while the highest value of LL

Table 3 displays the AIC, BIC, and LL values corresponding to each copula type
employed in the multivariate copula analysis. Notably, our findings reveal that the min-
imum AIC and BIC values are −220.6924 and −211.7354, respectively (as denoted
by the bold numbers). Moreover, the maximum log-likelihood (LL) value obtained is
112.3462. Consequently, these outcomes suggest that the Student-t copula is the most
suitable choice for modeling the provided dataset. Thus, we use the Student-t copula
based GARCH to predict the expected return of each stock in time t+1, typically around
10,000 rounds. By doing so, we gain a comprehensive view of the potential distribution
of portfolio returns. This aids in refining our VaR and ES calculations, providing us with
a robust understanding of risk across a wide range of conceivable scenarios. In essence,
the combination of CES, VaR, and ESwithin the Student-t copula based GARCH frame-
work empowers us to make well-informed decisions in portfolio management and risk
assessment.

4.3 Risk Contribution Measurement

As mentioned earlier in the introduction, the main focus of this study is to assess the
individual risk contributions of major stock market indexes to the global stock market.
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Table 4. Summary result of Component Expected Shortfall (CES)

Component Expected Shortfall (CES)

NYSE SSE STOXX ASX JSE BVSP Sum

Contribution 0.018 0.025 0.000 0.070 0.004 0.000 0.117

Percentage (%) 15.385% 21.368% 0.000% 59.829% 3.419% 0.000% 100%

To achieve this, we adopt a direct ranking approach based on their CES% values in an
equal-weighted portfolio management strategy.

Table 4 reveals the Component Expected Shortfall (CES) values, shedding light on
the risk contributions ofmajor stockmarkets.Among the analyzed indexes, namelyASX,
SSE, NYSE, JSE, STOXX, and BVSP, the ASX index notably stands out as the primary
driver of risk in global stock markets during the COVID-19 crisis. Its significant impact
surpasses that of the other indexes, emphasizing the pivotal role played by the Australian
market. The dominance of the ASX index can be attributed by several key factors. Aus-
tralia’s economy, closely tied to global trade and investments, renders it highly responsive
to international economic conditions. Additionally, the composition of the ASX index,
consisting of sectors such as mining, energy, and finance, exposes it to volatility stem-
ming from fluctuations in commodity prices and market sentiment. These factors, com-
bined with Australia’s geographical location and economic interdependencies, position
the ASX index as a crucial player in the global financial landscape.

4.4 Value at Risk (VaR) and Expected Shortfall (ES)

This section presents Value at Risk (VaR) and Expected Shortfall (ES) of each stock
market index.VaR is a quantifiablemeasure representing themaximumpotential loss that
will not be surpassed within a specified confidence level during a predetermined period.
In contrast, Expected Shortfall (ES) was formulated to align with the characteristics of
coherent risk measures commonly employed when the VaR fails to adequately capture
varying levels of the potential loss. The ES serves as a risk assessment technique that
takes into account the tail-end of the loss distribution function. This approach computes
the average of losses that exceed the VaR threshold. By incorporating both VaR and
ES, it becomes possible to ascertain the loss incurred at a given significance level and
estimate the mean magnitude of excess damage.

Table 5 presents the Expected Shortfall (ES) and Value-at-Risk (VaR) results for
the six stock market indexes in the study. The findings align with the CES% results
displayed in Table 4. The overall result indicates that three indexes, comprising ASX,
NYSE, and SSE, demonstrate high ES and VaR values surpassing 19.22% and 9.43%,
respectively. Notably, the ASX index exhibits the highest ES and VaR values among the
six indexes. These results suggest that based on the specified confidence level, investors
face the probability of losing money beyond the VaR threshold and experiencing losses
equivalent to the ES value. For instance, individuals investing in the ASX index face
a 1% probability of losing over 56.18% (VaR) of their investment and a 1% chance of
losing 72.72% (ES). Therefore, risk-averse investors should consider allocating their
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Table 5. Summary results of Value at Risk (VaR) and Expected Shortfall (ES)

NYSE SSE STOXX ASX JSE BVSP

At 1% confidence interval

ES −0.4791 −0.6481 −0.1306 −0.7272 −0.2330 −0.1561

VaR −0.1471 −0.4195 −0.0886 −0.5618 −0.1873 −0.1207

At 5% confidence interval

ES −0.3009 −0.4240 −0.0688 −0.4024 −0.1408 −0.0851

VaR −0.1583 −0.2108 −0.0322 −0.2190 −0.0795 −0.0463

At 10% confidence interval

ES −0.1922 −0.2550 −0.0465 −0.2845 −0.1024 −0.0621

VaR −0.0943 −0.1300 −0.0186 −0.1295 −0.0497 −0.0330

investments to indexes with lower ES and VaR values, such as STOXX, BVSP, and JSE
index.

5 Conclusion

This study undertakes a quantitative assessment to ascertain the risk contribution of six
prominent stockmarket indexes, namely theNYSE,SEE,STOXX, JSE,ASX, andBVSP,
to the aggregate global stock index system during the prevailing global COVID-19 pan-
demic. Consequently, the study discerns an efficacious investment strategy specifically
tailored to the exigencies of the crisis. To achieve this objective, the study employs the
Component Expected Shortfall (CES) approach enabling an evaluation of the individual
contribution of each stock market to the overall risk inherent in the system. Unfortu-
nately, due to limitations in relying solely on linear correlation and assuming normality
within the conventional correlation model, a more sophisticated copula-GARCH frame-
work is proposed for modeling the observed dependency in stock market returns. Lastly,
the study employs risk measures such as Value at Risk (VaR) and Expected Shortfall
(ES) to comprehensively assess the potential loss of an investor’s investment portfolio.

Our findings reveal that the ARMA(1,1)-GARCH(1,1) model with skewed Student’s
t distribution, combined with the Multivariate Student-t copula, is the most suitable
approach for characterizing the dependency and underlying dynamic behavior of the
study’s time series data. This is supported by the model’s ability to minimize both
the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC).
Regarding the Component Expected Shortfall (CES), our analysis demonstrates that the
ASX index presents the highest level of risk to the stockmarket index system, followedby
the SSE, NYSE, and JSE indexes, based on their respective contributions to the system’s
overall risk profile. In contrast, the STOXX and BVSP indexes did not demonstrate any
discernible interaction with the financial stock market index system. Furthermore, the
STOXX, BVSP, and JSE indexes exhibit substantially lower Expected Shortfall (ES) and
Value at Risk (VaR) measures compared to the other three indexes. These compelling
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results offer valuable insights for constructing investment portfolios based on investor
risk preferences. For risk-averse investors, it is recommended to avoid investing in the
ASX index during times of crisis and instead increase the allocation to the STOXX and
BVSP indexes within their portfolios. As a secondary option, the JSE index represents
a viable choice.
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Abstract. This paper investigates the correlation between trading activities of
four different investor groups, namely individual, foreign, institutional, and pro-
prietary traders, and the stock price index in theStockExchange ofThailand.Using
a Markov-switching VAR (MS-VAR) model and variance decomposition analy-
sis, we analyze the dynamics and spillover effects among investor types and their
impact on the Thai stock market. The findings reveal two distinct trading value
regimes: low trading value and high trading value. Stronger integration among
investor types and the market is observed during the high trading value regime.
The variance decomposition analysis highlights limited impact of investor trad-
ing activities on the stock market, with the stock price index playing a dominant
role, especially in the low trading value regime. Foreign trading emerges as a key
volatility transmitter during the high trading value regime, impacting both themar-
ket and other investor groups. These findings have implications for investors and
market participants, aiding in informed decision-making and risk management.

Keywords: Spillover measure · Thai stock market · MS-VAR · Investor groups

1 Introduction

The influence of investor types on the stock market is a pivotal and multifaceted concern
within the field of finance, particularly in emerging markets like Thailand. The Thai
stock market, characterized by a significant presence of individual investors with limited
expertise, finds itself juxtaposed against institutional and foreign investors who wield
considerable power due to their extensive exposure, substantial capital, and seasoned
experience. This paper endeavors to provide comprehensive insights into the intricate and
nuanced effects of diverse investor types including individual, foreign, institutional, and
proprietary traders on stock market performance. Furthermore, our research delves into
the intricate domain of investor behavior, exploring the interconnections among different
investor segments and their profound impact on the Thai stock market. Building upon
the fundamental premise that emerging markets exhibit distinctive dynamics resulting
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from irrational behavior, particularly prevalent among individual investors, our analysis
strives to unravel the idiosyncratic contributions of each investor type to stock returns
while also untangling their intricate interactions with one another.

These four investor types are officially classified by regulatory bodies such as the
Bank of Thailand (BOT) and the Securities and Exchange Commission of Thailand
(SEC). Each category of investors exhibits distinct behaviors in financial markets, driven
by diversemotivations, resources, and investment strategies. Local institutions, including
banks and mutual funds, prioritize stability and risk management, emphasizing a long-
term investment approach. On the other hand, proprietary trading firms employ strate-
gies focused on short-term profit generation, leveraging their expertise and resources
to exploit market inefficiencies [1]. Foreign investors bring a unique perspective to the
financial landscape [2], as their investment decisions are influenced by factors such as
economic conditions, political stability, and regulatory frameworks. Their objectives,
risk appetites, and trading styles may differ from those of local participants [3]. Local
retail investors, comprising individual investors, exhibit a wide range of behaviors influ-
enced by such factors as sentiment, personal experiences, and long-term investment
goals [4]. Their investment choices are often driven by psychological biases and sen-
timent rather than extensive financial analysis. Retail investors are more susceptible to
short-term market movements and are prone to herd behavior [5]. It is important to note
that while these observations are generally applicable, individual behavior within each
investor category can vary significantly. Factors such as personal preferences, risk toler-
ance, and financial knowledge contribute to behavioral differences even among investors
in the same category.

Several studies have conducted extensive researchon the correlationbetween investor
types and stock indices, providing valuable insights into investor behaviors and their
influence on stock prices. For instance, Li [6] discovered an inverted U-shaped relation-
ship between the shareholding ratio of institutional investors and stock price synchronic-
ity, indicating a nuanced connection between institutional investors’ stock holdings and
stock price synchronization. Similarly, Zhang et al. [7] found a similar relationship
between institutional investors and stock price synchronicity. In a study by Brown and
Cliff [8], it was revealed that investor sentiment holds additional explanatory power in
predicting co-movements in stock returns, suggesting that bullish or bearish sentiment
can impact excess returns. Moreover, Sun et al. [9] uncovered a robust bidirectional
Granger causality between stock prices and trading relationship indices, implying that
the price of a stock is influenced by the trading behavior of its investors. They further
highlighted that significant market movements often stem from the trading activities of
large investors. Exploring the motivations of investors and their impact on stock prices,
Liu et al. [10] identified three dimensions of motivations: epistemic motivation, achieve-
ment motivation, and experience motivation. Each dimension may lead to the adoption
of different investment strategies, thereby yielding distinct effects on the stock markets.

To comprehend the relationship among different investor types, two theoretical
approaches can be employed. Firstly, herding behavior manifests as the tendency of
investors to imitate the actions of others rather than make independent decisions. This
behavior can significantly impact trading volume as investor groups collectively engage
in buying or selling activities, leading to heightened trading volume [11]. Secondly,
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investor sentiment captures the overall attitude and perception of market participants
towards the market and specific stocks. It possesses the power to influence trading vol-
ume as different investor groups react to positive or negative sentiments by adjusting
their trading activity accordingly [12]. A promising avenue for gaining valuable insights
is the monitoring of sentiment indicators and exploring their correlation with trading
volume among different investor groups. By doing so, a deeper understanding of the
relationship between investor behavior and market dynamics can be attained.

The existing body of literature delves into the relationship between different investor
types, offering valuable insights. Kacperczyk et al. [13] emphasized that foreign
investors’ trading activity can have a dominant influence over local investors in the
market. This influence becomes particularly significant in emerging markets where a
substantial number of individual investors with limited expertise are present. Foreign
investors, with their extensive exposure, capital allocation, and investment experience,
are capable of exerting considerable control over market dynamics, potentially over-
shadowing the impact of local investors. Additionally, Ferreira et al. [14] discovered
that foreign institutions perform similarly to local institutions in terms of average invest-
ment performance. However, it is the domestic institutions that exhibit a trading pattern
indicative of an information advantage. This finding highlights that individual investors
often exhibit poor performance and contribute to increased stock return volatility. These
observations align with the notion that the psychological biases and irrational decision-
making of individual investors can have a destabilizing effect on stock prices and overall
market volatility [15].

As we mentioned above, the existing body of literature underscores the profound
impacts of investors’ trading activities on stock markets and their intricate interactions
with each other. Nevertheless, there remains a critical knowledge gap regarding the
specific investor types that exert a more pronounced influence on stock return volatility
and the magnitude of their impact. Thus, a comprehensive understanding of the dynamic
relationship between investor types and the stock market is of paramount importance.
Furthermore, the empirical literature highlights the presence of structural changes within
the stock market, as identified by Pastpipatkul et al. [16, 17], accentuating the need to
recognize the varying roles played by different investor types across distinct market
states, such as upturns and downturns. This paper aims to address this crucial gap in the
literature by conducting ameticulous analysis of investor trading activities and assessing
their impacts on, as well as reactions to, the Thai stock market within each market state.
To achieve this ambitious goal, our research employs an innovative and sophisticated
methodological approach known as the Markov-switching Vector Autoregressive (MS-
VAR) model. This advanced tool, as described by Diebold and Yilmaz [18], is tailor-
made for financial time series analysis, allowing us to capture discrete changes within
the data and discern the intricate relationships between investor types and the market.
Moreover, theMS-VAR-typedmodels facilitate a comprehensive examinationof forecast
error variance decomposition, which plays a vital role in quantifying directional and net
spillovers across investor types and markets. By utilizing this methodology, we can
provide robust and reliable insights into the intricate dynamics of the Thai stock market
and shed light on the nuanced impacts of different investor types.
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The subsequent sections of the paper are structured as follows. Section 2 introduces
and elaborates on the regime-switching vector autoregressive model, while also explain-
ing the variance decomposition methodology employed in the analysis. In Sect. 3, the
data used in the study is presented and discussed. Section 4 presents and interprets the
results obtained from the analysis. Finally, inSect. 5, the paper concludes by summarizing
the key findings and their implications.

2 Methodology

In this study, we employ the regime-switching variance decomposition method to cal-
culate spillover measures among the trading activities of different investor types and
the Thai stock market. This technique is an extension of the estimation of the Markov-
switching Vector Autoregressive (MS-VAR) model [19]. By applying this approach, we
are able to analyze the dynamic interactions and transmission between investor types and
the stockmarket in a regime-dependentmanner, therebyproviding amore comprehensive
understanding of the interconnectedness and impact of different market participants.

2.1 Markov-Switching VAR (MS-VAR) Model

To capture the dynamic relationships and account for structural changes, we employ the
two-regime Markov-switching Vector Autoregressive (MS-VAR) model. The MS-VAR
model is presented as follows:

Yt = v(st) + A1(st)Yt−1 + . . . . + Ap(st)Yt−p + ut(st) (1)

where Yt denotes trading values growth of four investors types (individual,
foreign, institutional, and proprietary trading) and Thai stock market return
{FINVEt,LISTt,PTRADt,LINDIt, SETt}. v(st) and A1(st), . . . ,Ap(st) are, respectively,
mean, and autoregressive coefficient matrices for state or regime st = 1, 2 (which repre-
sents the Low and High Trading regimes, respectively). ut(st) are the error that follows
the multivariate normal distribution with zero mean and variance

∑
(St). p is the num-

ber of autoregressive terms of order. To provide a clearer view of the full model, let’s
consider a lag order of 1. We can rewrite Eq. (1) as follows:
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(2)

The underlying concept of the MS-VAR model is that all parameters are dependent
on the regime and switch based on the unobserved state variables denoted as st = 1, 2.
These state variables are determined by the first-order Markov stochastic process [20],
which is characterized by transition probabilities.

pij = Pr(st+1 = j|st = i),
2∑

j=1

pij ∀i, j ∈ {1, 2}) (3)
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More precisely, it is assumed that st follows the irreducible ergodic two state Markov
process with the transition matrix

P =
[
p11 p12
p21 p22

]

(4)

To estimate all unknown parameters in theMS-VARmodel, themaximum likelihood
estimation of Krolzig [19] is used.

2.2 Variance Decomposition

In this study, we extend the concept from Diebold and Yilmaz [21] to develop a regime-
switching spillover measure based on the forecast error variance decomposition from
the MS-VAR model. This measure quantifies the influence of one variable on the fore-
cast error variance of another variable in each regime. Additionally, we incorporate
techniques from Pesaran and Shin [22] and Diebold and Yilmaz [18] to construct direc-
tional indices and ensure invariance to ordering without relying on orthogonalization
by Cholesky decomposition. These advanced methods allow us to analyze the dynamic
spillover effects and directional transmissions among investor types and the Thai stock
market.

Formally, consider the covariance-stationary model proposed in Eq. (1). The vector
moving average (VMA) representation of that model is:

Yt |st = ωk +
∞∑

j=0

Ak,just,t−j (5)

where Ak,j are (n × n) matrices of regime k that are obtained from.

Ak,j =
∞∑

j=0

�k,jAk,j−i

Note that Ak,0 = In, and Ak,j = 0 for j < 0, we then establish the vector ωk
by applying the infinite-order inverse autoregressive lag-operator to vk , namely ωk =
(
In − ∑p

i=1 �k,i
)−1

vk . Typically, the infinite-order VMA representation in Eq. (5) is
truncated at h-step ahead in order to forecast the error variance.

The definition of the generalized h-step-ahead forecast error variance decomposition
for each regime k is as follows:

θ
g
k,ij(h) = σ−1

k,jj

∑h−1
l=0

(
e′
iAk,l

∑
k ej

)2

∑h−1
l=0

(
e′
iAk,l

∑
k A

′
k,lei

) (6)

The variance decomposition is computed based on the generalized impulse response
functions, where σk,jj represents the standard deviation of the error term for the j th
equation in regime k, and ei is a selection column vector with the i th element equal to
one and zeros elsewhere.
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To ensure that each row in the variance decomposition table sums up to one, we
normalize the variance shares. This normalization is achieved by dividing each element
in the variance decomposition table by the sum of all elements in its respective row. This
normalization procedure guarantees that the sum of each row, denoted as

∑n
j=1 θ

g
k,ij(h),

does not equal one.

θ̃
g
k,ij(h) = θ

g
k,ij(h)

∑n
j=1 θ

g
k,ij(h)

(7)

To quantify the contribution of volatility shock spillovers among variables to the
overall forecast error variance, we introduce the concept of the total spillover index in
regime k, which serves as a measure to assess the extent of volatility shock transmission
among variables and its impact on the total forecast error variance.

Sgk (h) = 1

n

∑n

i,j=1
i �=j

θ̃
g
k,ij(h) (8)

On the other hand, we can analyze directional spillovers to understand how each
investor type or market contributes to the spillovers affecting other investor types or
market and the directions in which these spillovers occur. We differentiate between the
spillovers received by investor/market i from all other investor types or market and the
spillovers transmitted from investor/market i to all other investor types or market.

Sgk
i→all

(h) = 1

n

∑n

j=1
i �=j

θ̃
g
k,ij(h) (9)

Sgk
all→i

(h) = 1

n

∑n

i=1
i �=j

θ̃
g
k,ij(h) (10)

In Eq. (9), the contributions from other investor types or market can be calculated as
the sum of the off-diagonal elements in the row of the normalized generalized variance
decomposition shares from Eq. (7). It is important to note that these contributions cannot
exceed 100% since each row of the matrix sums up to one.

Similarly, in Eq. (10), the contributions to other markets can be calculated as the
sum of the off-diagonal elements in the column of the normalized generalized variance
decomposition shares from Eq. (7). It is possible for these contributions to exceed 100%
if themarket in question has a significant impact on transmitting shocks to other markets.

Furthermore, we can define the net volatility spillovers from investor/market i to all
others in Eq. (11) as the difference between the gross volatility shocks transmitted from
investor/market i to others and the gross volatility shocks received by investor/market i
from others.

Sgk,i(h) = Sgk
i→all

(h) − Sgk
all→i

(h) (11)
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3 Data

This study uses daily data on the Thai Stock Exchange’s trading values, classified by
investor type: local institutions (LINST), proprietary trading (PTRAD), foreign investors
(FINVE), and local individuals (LINDI). All data are collected for the period from
15/5/2017 to 27/4/2022 and transformed into growth rate for the analysis.

It can be observed from the descriptive statistics in Table 1 that the daily average
trading values range from−1.5703 for local institutions to 0.9992 for SET100. Notably,
foreign investors have the highest average daily trading value of 0.7156, followedby local
individuals with 0.3908 and proprietary trading with −1.2310. The standard deviation
(STD) of local individuals, which is 71.4871, is the highest among all investor types,
indicating that this group is the most volatile.

To determine the stationarity of the trading values, an Augmented Dickey-Fuller test
with intercept is conducted. The results indicate that the trading values of all investor
types and market return are stationary at the 0.01 significance level and do not exhibit
unit root.

Table 1. Descriptive statistics

FINVE LINST PTRAD LINDI SET

Mean 0.7156 −1.5703 −1.2310 0.3908 0.9992

Minimum −315.0804 −693.0075 −412.6218 −1028.6760 0.0000

Maximum 2039.6920 957.8505 298.4000 2149.5760 1.0120

Std. Dev. 61.8000 43.2073 19.4528 71.4871 0.0288

Skewness 30.1985 3.1850 −5.6427 20.2056 −34.5791

Kurtosis 1002.0020 291.2715 232.7172 727.8222 1199.1139

ADF Test −10.394*** −10.207*** −10.359*** −10.519*** −10.881***

No. Obs. 1186 1186 1186 1186 1186

Note: ***, **, * represent the significance levels at 0.01, 0.05 and 0.1, respectively

4 Empirical Results

4.1 States of the Market

To illustrate the changes in the trading value regime for all four investor types and the
SET return, we present Fig. 1, which displays the smoothed probabilities of regime 2
(representing the high trading value regime) obtained from the MS-VAR model. The
data covers the period fromMay 2017 to April 2022. The probability values range from
0 to 1, where a value close to 1 indicates that the market state is classified as regime
2, characterized by high trading value. Conversely, a value close to 0 suggests that the
market state is classified as regime 1, indicating low trading value. By examining the
smoothed probabilities in Fig. 1, we observe significant fluctuations and that periods of
increased trading value are unlikely to be persistent.
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Fig. 1. Smoothed probabilities of high trading value (regime 2)

The analysis of the Thai stock market using theMS-VARmodel reveals a fluctuation
between zero and one in the probability of a high trading value regime. This indicates that
the occurrence of such a regime is not constant during the period of 2017–2022, and there
is a lack of persistence in the probability of remaining in this regime. These observations
can be attributable to two key factors: external influences and investor behavior. Firstly,
the Thai stock market is interconnected with global financial markets, and changes in
international markets, such as fluctuations in major stock indices or shifts in global
investor sentiment, can have a spill-over effect on the probability of a high trading value
regime in the Thai market. These external influences may be transient in nature, thereby
contributing to the observed lack of persistence in the probability estimates. Secondly,
investor behavior, encompassing trading strategies and risk appetite, plays a significant
role in influencing the likelihood of high trading values. Shifts in investor sentiment,
market participation, and changes in trading patterns can introduce fluctuations in the
probability of a high trading value regime. Behavioral factors, such as herding behavior
or sudden shifts in market sentiment, could further contribute to the observed volatility
in the probability estimates.

4.2 Estimation Results

In our analysis, we utilize the MS-VAR(1) model to find the relationship among investor
types and the stock market in each state of trading value. The results are reported in
Table 2.

Before discussing the estimation of values from the MS-VAR model, we examine
the suitability of the model by comparing the BIC between VAR(1) and MS-VAR(-1).
The comparison results shown in Table 2 indicate that the MS-VAR model has a lower
BIC, which means that this model is better than VAR.

According to the findings presented in Table 2, there are notable differences in the
interaction between investor types within the two regimes. In regime 2, the interaction
between investor types is more pronounced, with both positive and negative significant
effects observed among them. However, in regime 1, only a positive impact of foreign
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Table 2. MS-VAR(1) estimation results

State SET Foreign Institutions Proprietary
Trading

Individuals

Regime 1 Constant −1.0906*** 1.8997*** −3.4877*** 7.5917** −1.8503***

(0.0008) (0.1933) 0.9176) (2.3445) (0.4120)

SET(-1) −0.0905*** −1.3668*** 2.9045*** −9.1022*** −1.9117***

(0.0008) (0.0210) (1.9192) (2.3465) (0.4141)

Foreign(-1) 0.0000** −0.0034** 0.0028** −0.0006 −0.0011

(0.0000) (0.0013) (0.0013) (0.0016) (0.0016)

Institutions(-1) 0.0000 −0.0005 0.0000 0.0009 −0.0041

(0.0000) (0.0019) (0.0018) (0.0022) (0.0023)

Proprietary
Trading(-1)

0.0000 0.0024 0.0051 0.0104** −0.0046

(0.0000) (0.0042) (0.0041) (0.0050) (0.0051)

Individuals(-1) 0.0000 −0.0006 0.0005 0.0000 0.0000

(0.0000) (0.0012) (0.0011) (0.0013) (0.0014)

Expected
duration

6.37 days

Regime 2 Constant 0.8580*** 1.9400*** −2.8870*** 7.8287*** −5.6690***

(0.0008) (0.3993) (0.9176) (2.3445) (1.4120)

SET(-1) −0.0936*** −5.6230*** 8.3044*** 6.5448** 1.9300***

(0.0008) (2.0010) (1.9192) (2.3465) (0.4141)

Foreign(-1) 0.0000*** −0.1533** 0.0401 0.2927*** −0.1190

(0.0000) (0.0013) (0.0013) (0.0016) (0.0016)

Institutions(-1) 0.0000 −0.4723*** −0.0039*** 0.0230 0.0535

(0.0000) (0.0019) (0.0018) (0.0022) (0.0023)

Proprietary
Trading (-1)

−0.0001*** 0.7656** 3.0040*** 0.0619 1.0657***

(0.0000) (0.0042) (0.0041) (0.0050) (0.0051)

Individuals(-1) 0.0000*** −0.3442*** −0.0980** 0.1647*** −0.0318

(0.0000) (0.0012) (0.0011) (0.0013) (0.0014)

Expected
duration

1.08 day

Transition probability
matrix

p11 0.8431

p22 0.0721

BIC of MS-VAR(1) 17,883.77

BIC of VAR(1) 37,586.90

Notes: (1) Standard errors are enclosed in parentheses. (2) Significance levels are represented by
***, **, and *, which correspond to 0.01, 0.05, and 0.1, respectively.
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trading on institutional trading is evident. Furthermore, the analysis highlights the sig-
nificant role of the Thai stock market (SET) in influencing trading behavior across all
investor types in both regimes. The Thai stock market serves as a crucial factor influenc-
ing the trading activities of investors in all categories. In addition, the regime switching
analysis in the Thai stock market reveals interesting dynamics. The high trading value
regime (regime 2) demonstrates a lower probability of persistence, while the low trading
value regime (regime 1) has a higher likelihood of remaining. This suggests that the
high trading value regime is less stable and more prone to transitions, while the low
trading value regime exhibits greater stability. Moreover, the high trading value regime
has a shorter duration, indicating a relatively stable period characterized by sustained
high trading values. On the other hand, the low trading value regime has longer stayed,
reflecting longer durations spent in this regime.

We conducted an estimation of regime-switching variance decomposition and
reported the spillover measure results in Table 3. Overall, the spillover contribution
among investor groups and the SET return is relatively low. This suggests that the
observed volatility of each variable primarily originates from its own dynamics, account-
ing for almost 100% of the variability. A particularly interesting aspect in the spillover
literature is comparing the spillovers during high and low trading value periods. Our
findings indicate pronounced spillovers during the high trading value regime (Regime
2) compared to the low trading value regime.

In regime 1, our analysis reveals significant spillover effects from the SET index to
the trading value of all four investor groups. The SET index contributes to 0.25% of
the volatility of all investor groups. Specifically, foreign investors, local institutions, and
proprietary trading experience spillover effects of 0.39%, 0.16%, and 0.14%, respec-
tively, originating from the SET index. Meanwhile, the trading value of local individuals
exhibits the highest spillover effect from the SET index, explaining 0.51% of their
volatility. Based on these findings, it can be inferred that the SET index acts as the domi-
nant transmitter of spillovers, influencing the trading activities of foreign investors, local
institutions, proprietary trading, and local individuals. Furthermore, when examining the
net directional spillover values from individual investors, which measure the net beta
spillovers from one investor group to all other groups, we find that institutions and pro-
prietary trading emerge as the dominant transmitters of spillovers. They have a positive
net spillover effect on other investor groups. On the other hand, foreign investors and
local individuals are net receivers of spillovers, indicating that they are more influenced
by the trading activities of institutions and proprietary trading.

In contrast to regime 1, in the high trading value regime, foreign investors emerge as
the top dominant transmitter of spillovers, accounting for 1.95% of the net spillover. The
SET index also plays a significant role as a transmitter of spillovers in this regime. How-
ever, institutions, proprietary trading, and individuals act as net receivers of spillovers,
indicating that they are more influenced by the trading activities of foreign investors
and the SET index. This shift in the dominant transmitter of spillovers between regimes
highlights the dynamic nature of market dynamics and the varying influence of different
investor groups during different market conditions. Foreign investors take on a more
prominent role in transmitting spillovers during periods of high trading value, while
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Table 3. Directional detailed spillovers under regime-switching (percentage)

SET Foreign Institutions Proprietary
Trading

Individuals FROM others

Regime
1

SET 99.75 0.01 0.01 0.22 0.01 0.25

Foreign 0.39 99.50 0.10 0.01 0.00 0.50

Institutions 0.16 0.01 99.80 0.02 0.01 0.20

Proprietary
Trading

0.14 0.00 0.02 99.84 0.00 0.16

Individuals 0.51 0.00 0.31 0.23 98.95 1.05

TO others 1.20 0.02 0.45 0.48 0.02

NET
spillovers

0.95 −0.49 0.25 0.32 −1.03

Total 100.95 99.52 100.25 100.32 98.97 0.43

Regime
2

SET 96.69 2.33 0.83 0.03 0.12 3.31

Foreign 0.99 98.92 0.01 0.08 0.00 1.08

Institutions 0.75 0.18 98.8 0.00 0.27 1.20

Proprietary
Trading

0.08 0.2 0.00 98.46 1.26 1.54

Individuals 3.09 0.32 0.05 0.14 96.41 3.60

TO others 4.91 3.03 0.89 0.25 0.02

NET
spillovers

1.60 1.95 −0.31 −1.29 −3.58

Total 101.60 101.95 99.69 98.71 98.06 2.15

Notes: This table presents the percentage (%) of volatility directional spillovers under the regime-
switching framework, as discussed in Sect. 2.2. It is based on the generalized variance decompo-
sitions using 10-day ahead volatility forecast errors. TO others: contributions to others; FROM
others: contributions from others; Net spillovers: (TO-FROM)-a positive value indicates the first
market is the spillover leader; whereas a negative value indicates the second market is the spillover
leader.

institutions, proprietary trading, and individuals become recipients of these spillover
effects.

Figure 2 displays the total volatility spillovers obtained from the regime-switching
model. Notably, it reveals a significant disparity between regime 1 and regime 2 in terms
of trading value fluctuations in the Thai stock market. The plot clearly demonstrates
higher spillover effects during the high trading regime compared to the low trading state.
This gap between the two regimes highlights the distinct levels of interconnectedness
and transmission of volatility between different market segments or investor groups. The
findings emphasize the importance of understanding and accounting for regime-specific
dynamics when analyzing volatility spillovers in the Thai stock market.
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 Regime 1 (low) 
 Regime 2 (high) 

Fig. 2. Total volatility spillovers

5 Conclusions

This study aimed to examine the correlation between trading activities of various investor
groups and the stock price index in the Stock Exchange of Thailand. To achieve this, we
utilized a Markov-switching VAR (MS-VAR) model and conducted a variance decom-
position analysis. Our objective was to gain insights into the dynamics and spillover
effects among different investor types, as well as their impact on the overall Thai stock
market. By employing these advanced techniques, we aimed to provide a comprehensive
understanding of the interplay between investor behavior and stock market performance
in Thailand.

The empirical findings of this study have provided valuable insights into several
important aspects. Firstly, the analysis has revealed the presence of two distinct trading
value regimes in the Thai stockmarket: the low trading value regime and the high trading
value regime. These regimes signify periods characterized by varying levels of trading
activities among investor categories. By employing the MS-VAR model, we were able
to effectively capture the structural shifts and dynamics across these regimes, leading
to a more comprehensive understanding of market behavior. Secondly, our analysis
has demonstrated that the integration among investor types and the market is more
pronounced during the high trading value regime. This suggests that during periods of
heightened trading activity, there is a greater interplay and interconnectedness among
different investor groups. Thirdly, the regime-switching variance decomposition analysis
has provided valuable insights into the spillover effects among investor groups and the
SET Index. The results indicate that trading activities of investors have a relatively
smaller impact on the stock market volatility. On the other hand, the SET Index plays
a dominant role in influencing the behavior of investors, particularly during the low
trading value regime.

The findings of this study carry significant implications for investors and market
participants in the Stock Exchange of Thailand. By gaining insights into the dynamics
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and interactions among different investor types, market participants can make well-
informed investment decisions and assess market risks more effectively. Understanding
the impact of investor behavior on stock market volatility enables the development of
strategies to mitigate risks and capitalize on potential opportunities.

However, it is important to acknowledge certain limitations of this study. The anal-
ysis focused exclusively on the Thai stock market and the trading activities of four
specific investor groups. Therefore, the generalizability of the findings to other markets
or investor types may be limited. Additionally, the analysis was based on daily data, and
conducting future research using higher-frequency data could provide deeper insights
into short-term dynamics. Further studies could expand the analysis to include a broader
range of markets and investor types, while considering additional factors that may influ-
ence investor behavior and market dynamics. Incorporating sentiment analysis or other
qualitative measures could also enhance our understanding of investor motivations and
sentiments.
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Abstract. The aim of this paper is to investigate the predictive capacity
of cryptocurrency on exchange rate returns. The train-test split technique
is applied in estimating the ARIMA and ARIMAX models. We also use
an ensemble technique to improve our prediction accuracy. The results
indicate there exists only a linkage between cryptocurrencies and US
dollar. There found no evidence that cryptocurrencies affect the returns
of Chinese Yuan and Japanese Yen. According to the RMSE criterion,
the ARIMAX with cryptocurrency forecasting model produces superior
results over the ARIMA model. This indicates that cryptocurrency can
improve forecasting accuracy for exchange rate returns. Furthermore, we
found that the ensemble model outperforms the conventional ARIMA
and ARIMAX forecasting models.

Keywords: Bitcoin ARIMA · ARIMAX · Machine Learning ·
Ensemble Technique

1 Introduction

Exchange rates play a vital role in a country’s trade performance. Change in
relative valuations of currencies and their volatilities often have important reper-
cussions on international trade, the balance of payments and overall economic
performance of the country. The exchange-rate dynamics also affect the real
return of an investor’s portfolio, exporters, and importers. Even a small change
in value of exchange rate can entitle some involved individuals and entities to
loss a huge amount of money. For these reasons, forecasting exchange rate is a
crucial endeavor for international economists and policymakers to make informed
decisions as well as for investors and multinational corporations worldwide to
mitigate risks and explore investment opportunities. Since the early develop-
ment of financial market up to now for several decades, the number of studies
has grown investigating the interrelationship between foreign exchange rates and
financial variables. For instance, Wong [1] found a negative relationship between
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real exchange rate return and real stock price return in Malaysia, Singapore,
Korea and the UK. Xie et al. [2] and Ding [3] also found that stock prices are
useful to predict exchange rates. Furthermore, some previous studies suggested
the causality between oil prices and exchange rates (Dai et al. [4]; Chkir et al.
[5]; Wu et al. [6]) and the ability of commodity price to predict exchange rate
(Ferraro et al. [7]; Zhang et al. [8]; Liu et al. [9]). Apergis [10] found that gold
prices do matter in forecasting the Australian dollar.

Cryptocurrencies have gained huge attention of not only investors but also
academics and researchers around the globe in the past few years. A wide range
of studies concentrate on forecasting returns of cryptocurrencies. Nonetheless,
few literatures investigated the predictive capacity of cryptocurrency in relation
to other financial assets. For example, Rehman and Apergis [11] investigated the
predictive power of cryptocurrencies on commodity futures and found there is
a causality running from cryptocurrencies to commodity futures both in terms
of mean and volatility. Isah and Raheem [12] suggested that Bitcoin can pre-
dict the return of S&P500. Some literatures also found the predictive power of
cryptocurrency uncertainty on precious metal returns (Shang et al. [13]; Wei et
al. [14]). According to the asset pricing theory, the present-value model suggests
that Bitcoin prices should predict the relevant fundamentals, including exchange
rates. This theory was first examined by Feng and Zhang [15] who studied the
predictive power of Bitcoin on currency exchange rates. Using the autoregres-
sive distributed lag approach, they found that Bitcoin has a capacity to predict
exchange rates. Moreover, some previous papers found a linkage between Bitcoin
and US dollar (Baur et al. [16]; Mokni and Ajmi [17]; Wang et al. [18]). How-
ever, there remains a paucity of studies that investigate the predictive capacity
of Bitcoin or other cryptocurrencies on foreign exchange rates. Therefore, our
paper seeks to address this gap by investigating the forecasting performance of
cryptocurrencies on exchange rate. Additionally, we propose a machine learning
approach, in particular the ensemble model, which has proven more suitable as
a forecasting model than the traditional methods.

An ensemble model is one that takes a machine learning approach to com-
bine multiple other models and data types in its prediction process. This model
overcomes several technical problems of a single model, namely, high variance,
low accuracy, and bias. Numerous works suggest that ensemble model dominates
individual model and enhance forecasting capability (He et al. [19]; Hajek et al.
[20]; Wang et al. [21]; Sun et al. [22]). In this paper, we propose an ensemble
forecasting model based on the ARIMA and the ARIMAX models.

The objectives of this paper are to investigate the predictive ability of cryp-
tocurrencies on exchange rate and compare the forecasting accuracy between our
proposed ensemble model and single model. Firstly, we use, as a benchmark, the
ARIMA model, and the ARIMAX model which includes Bitcoin or Ethereum
as an exogenous variable, to estimate exchange rates. We also conduct a model
averaging ensemble model. Secondly, we employ the train-test split technique to
evaluate the exchange rate forecasting performance of each model. Finally, we
compare the forecasting performance using root mean squared error (RMSE).
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The rest of this paper is organized as follows. Section 2 describes research
methodology. Section 3 provides data and descriptive statistics. Section 4
presents the empirical results and discussion. Section 5 concludes the paper.

2 Methodology

2.1 ARIMAX Model

ARIMAX is the Autoregressive Integrated Moving Average with Exogenous Vari-
ables. It is a time series forecasting model extended from the ARIMA model by
incorporating exogenous or external variables that can potentially influence the
time series being forecasted. We define it as

rt = α0 +
p∑

i=1

αirt−i + βrxt + θryt + εt (1)

where

rt is the time series of asset return at time t, t = 1, 2, · · · , n
rxt and ryt are exogenous variables of asset return time series at time t
εt is the random variable of error term with N

(
0, σ2

)
.

α, α1, . . . , αp are the parameters in the ARIMA part and β and θ are the
parameters for exogenous variables.

2.2 Ensemble Model

Ensemble model is applied to time series forecasting to improve the accuracy and
robustness of predictions and we use weighted averaging method where predic-
tions from individual models are combined by assigning different weights to each
model’s prediction. The weights can be determined based on the performance
of the models on validation data or through optimization techniques. Weighted
averaging is straightforward to implement and can be effective in reducing bias
and improving accuracy. The model is defined as

rt =
m∑

i=

wiE (fi) + εt (2)

where 0 ≤ ωi ≤ 1, i = 1, 2, . . . ,m and
∑m

i=1 ωi = 1, ωi is the weight for the
prediction value from model i. E (fi) is the predicting value from model i, i =
1, 2, . . . m.

In this research, we choose 3 models from ARIMAX as

rt =α + α1rt−1 + εt,1 as model 1 or f1

rt =α + α1rt−1 + βrxt + εt,2 as model 2 or f2

rt =α + α1rt−1 + θryt + εt,3 as model 3 or f3
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Fig. 1. The flowchart of the ensemble model

and the process for ensemble modelling is defined as shown in Fig. 1.
The Fig. 1 shows the process of the ensemble method. First we estimate

parameter in the model f1, f2 and f3 from the time series data rt, r
x
t , and ryt

respectively. Second we can calculate the prediction value from each model by
the expected value denote by E(fi), i = 1, 2, 3. Third we use equal weight and
optimal weight for the ensemble model. So that, the ensemble model with equal
weight is defined by

rt =
1
3
E (f1) +

1
3
E (f2) +

1
3
E (f3) + εt

and the ensemble model with optimal weight can be defined by minimizing
RMSE with the constraint in the form

min
w1,w2,w3

√∑n
t (w1 · εt,1 + w2 · εt,2 + w3 · εt,3)

2

n

Subject to w1 + w2 + w3 = 1, wi ≥ 0, i = 1, 2, 3.

2.3 Forecasting Comparison Criteria

In this study, our forecasting models use the Root Mean Squared Error (RMSE)
as a loss function. It calculates the difference between actual and anticipated
volatility. The RMSE formula is

RMSE =

√∑n
t=1 (εt − εt)

2

n

where εt is the error value from the difference between actual value and predicted
value and n is the number of forecasting data.

3 Data

This paper focuses on investigating the forecasting accuracy of four major foreign
exchange rates, namely Chinese Yuan (CNY/USD), US Dollor (US-INDEX),
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Euro (EUR/USD), and Japanese Yen (JPY/USD), under the influence of two
main cryptocurrencies, in particular, Bitcoin (BTC) and Ethereum (ETH). To
achieve this, ARIMAX models are employed, and external variables in the form
of cryptocurrencies (Bitcoin and Ethereum) are incorporated. The dataset com-
prises weekly data spanning from January 1st, 2019 to April 25th, 2023, totally
226 observations. The foreign exchange rates and cryptocurrency data were
obtained from the Thomson Reuters database, and log-returns were calculated
for analysis.

Table 1 provides a descriptive overview of the data. Notably, all return series
exhibit kurtosis values below 3, suggesting a departure from normal distribu-
tion. Additionally, the Jarque-Bera test strongly rejects the null hypothesis of
normality for all return series, as evidenced by the Probability JB test. Further-
more, the augmented Dickey-Fuller (ADF) unit root test confirms the stationary
condition of the return series for all variables. Price and return movement of the
data are presented in Fig. 2.

Table 1. Descriptive statistics

CNY USD EUR JPY BTC ETH

Mean 0.0047 0.033 −0.0052 0.1077 1.3749 1.8922
Median 0.0015 −0.0627 0.0182 0.1135 0.2961 1.6672
Maximum 2.1264 5.0896 4.1582 3.5374 37.747 43.8813
Minimum −2.0445 −3.8348 −4.1323 −4.9632 −36.715 −45.2409
Skewness 0.2366 0.5801 0.0109 −0.5102 0.2441 0.1538
Kurtosis 1.6846 4.0504 2.2843 2.1186 1.783 1.4866
Jarque-Bera 30.2015* 172.165* 51.1877* 54.0438* 33.6592* 22.8468*
ADF test −4.8728* −5.1927* −5.1987* −5.3846* −4.5576* −5.7213*
Observations 226 226 226 226 226 226

Note: * indicates the significance level at 1%.

4 Empirical Results and Discussions

4.1 Estimation Results from the ARIMA and ARIMAX Models

This section provides parameter estimation from the ARIMA and the ARI-
MAX models. The Autoregressive Integrated Moving Average (ARIMA) model
is denoted as the AR model. In this paper, we propose two ARIMAX models, one
with Bitcoin and the other with Ethereum as an exogenous variable, which are
denoted as the BTC model and the ETH model, respectively. The parameters
are estimated from training dataset. The results are presented in Table 2. It can
be seen that returns of Bitcoin and Ethereum both have a negative relationship
with return of US dollar. An increase in returns of cryptocurrencies, in particular,
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Fig. 2. Price and return movement

Bitcoin and Ethereum, tend to weaken the US dollar and vice versa. One possi-
ble explanation is because cryptocurrencies are considered as risky asset; when
returns of cryptocurrencies increase, investors tend to increase long position on
cryptocurrencies and its derivatives. As a results, the demand for US dollar will
decrease as some investors may prefer to hold their wealth in cryptocurrencies
and hence US dollar depreciates. On the other hand, when cryptocurrencies’
return fall, investors tend to shift their investments towards safer assets like US
dollar. This result is consistent with Baur et al. [16], Mokni and Ajmi [17] and
Wang et al. [18]. Also, we found that the return of Ethereum positively affects
Euro exchange rate. It means an increase in the return of Ethereum leads to an
appreciation of Euro currency. This might be in consequence of the depreciation
of US dollar that we mentioned earlier.
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Table 2. Parameter estimation from training dataset.

AR BTC ETH
CNY Coef SE Coef SE Coef SE
Intercept −0.01045 0.061709 −0.014063 0.063922 −0.009067 0.060943
MA(1) −0.792644** 0.1833 −0.802029** 0.17033 −0.789031** 0.189424
AR(1) 0.861119** 0.155694 0.871958** 0.143053 0.856298** 0.162569
BTC.return 0.002896 0.004038
ETH.return −0.001005 0.003314

USD Coef SD Coef SD Coef SD
Intercept 0.054618 0.053274 0.075654 0.052147 0.085505 0.049306
MA(1) −0.548946 0.200778 −0.562192 0.198359 −0.583346 0.172556
AR(1) 0.395603 0.226392 0.397554 0.225329 0.396245 0.200568
BTC.return −0.014053* 0.006474
ETH.return −0.015383** 0.00519

EURO Coef SD Coef SD Coef SD
Intercept −0.040262 0.056438 −0.054893 0.057212 −0.062949 0.055062
MA(1) −0.325093 0.29528 −0.276497 0.32062 −0.324257 0.299027
AR(1) 0.092552 0.310308 0.029396 0.332207 0.060393 0.312822
BTC.return 0.009779 0.006986
ETH.return 0.011395* 0.005503

JPY Coef SD Coef SD Coef SD
Intercept 0.12595 0.068482 0.129797 0.068785 0.127248 0.069249
MA(1) −0.462312 0.396017 −0.472888 0.382321 −0.465962 0.391117
AR(1) 0.410886 0.410912 0.418656 0.397333 0.413568 0.405579
BTC.return −0.002679 0.007166
ETH.return −0.000673 0.005857
Note: *, ** indicate the significance levels at 5% and 1% respectively.

Although we find strong evidence that cryptocurrencies have a statistically
negative effect on US dollar, the empirical results suggest that there is no rela-
tionship between cryptocurrencies and Chinese Yuan and Japanese Yen. The
main reason is the relatively small shares of market value in cryptocurrencies
for Chinese Yuan and Japanese Yen. Thus, change in return of cryptocurrencies
does not affect Yuan and Yen foreign exchange markets and brings about no sig-
nificant change in the exchange rate returns. According to the 2022 Geography
of Cryptocurrency Report by Chainanlysis, cryptocurrency value in the USA
accounted for 18% of the world market while China and Japan only accounted
for 4.56% and 2.85%, respectively. In fact, Chinese Bitcoin market in the past
had around 95% share of global trading until Chinese regulators enforced a pol-
icy which required local Bitcoin exchanges to implement trading fees in late 2016
and hence the traded value reduced to 8% in the following year (Young [23]).

4.2 Training and Testing the Forecasting Models

The forecasting performances of various models on future exchange rates are
presented in Table 3. In this study, we use root mean squared error (RMSE)
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as a criterion to identify the most suitable forecasting model. To perform our
forecast, we employ the autoregressive (AR) model as a benchmark model, and
the ARIMAX denoted by the BTC and the ETH models that include Bitcoin and
Ethereum as a predictor, respectively. Furthermore, we conduct model averaging
using the ensemble technique which aggregates the prediction of each model
and results in one final prediction. We provide both equal weigh and optimal
weight that minimize RMSE. To conduct a forecasting procedure, we employ the
train-test split technique to evaluate the performance of each machine learning
algorithm. Firstly, we divide dataset into two subsets, namely, 80% for training
dataset and 20% for test dataset. The training dataset is used to fit the model
and the test dataset is used to provide an input for predictions and evaluate the
fit machine learning model.

The empirical results show that, from training dataset, the ARIMAX fore-
casting models with one including Bitcoin and the other including Ethereum per-
form better than the benchmark autoregressive model according to the RMSE
values. This implies that Bitcoin and Ethereum do improve the forecasting per-
formance for US dollar, Chinese Yuan, Euro, and Japanese Yen. Furthermore,
the optimal weight ensemble model provides the lowest value of RMSE to all
models based on the training dataset for each exchange rate. This indicates that
the ensemble model with optimal weight is superior to all models for exchange
rate prediction.

For forecasting using the test dataset, it is found that the BTC model outper-
forms the others in forecasting US dollar and Euro while the suitable forecasting
model for Chinese Yuan and Japanese Yen are the ETH model and the AR
model, respectively. In other words, our optimal weight ensemble model is no
longer the best forecasting model, but it does not appear to be the worst one.
The reason maybe because change in the return of Bitcoin and that in Ethereum
have a similar pattern. Since the base models are not diverse and independent,
the prediction error of the model increases when the ensemble approach is used.
Another possible reason is that financial time series typically have no fixed pat-
tern overtime. The pattern of the data might change when the variable is affected
by an external factor. Thus, during the assigned period for the test dataset, the

Table 3. RMSE values for forecasting model selection

AR BTC ETH Ensemble model
with equal weight

Ensemble model with optimal weight

CNY Training 0.562215 0.561403 0.562074 0.561629 0.561294
Test 0.797596 0.801791 0.796617 0.798563 0.800267

USD Training 0.957124 0.944962 0.935121 0.940792 0.9351020
Test 1.227704 1.219042 1.227683 1.222259 1.227333

EUR Training 1.018672 1.01319 1.007002 1.010356 1.006984
Test 1.245761 1.24107 1.258004 1.24685 1.257292

JPY Training 1.008171 1.007781 1.008134 1.007954 1.007781
Test 1.637899 1.638795 1.638726 1.63845 1.638765

Note: The bold numbers indicate the lowest value of RMSE.
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variable might be influenced by short-term intervening factors that affect the
pattern and hence increase the forecasting error.

5 Conclusion

This study aims to examine whether Bitcoin and Ethereum can improve fore-
casting accuracy for major exchange rate returns, namely, US dollar, Chinese
Yuan, Euro, and Japanese Yen. We employ the ARIMA and the ARIMAX model
including the ensemble model to achieve our objective. Firstly, we divide the
dataset into two subsets, training dataset and test dataset. Secondly, we apply
the ARIMA model and the ARIMAX model for parameter estimation on the
training dataset. Then, we conduct forecasting procedure on both training and
test data sets using the ARIMA, ARIMAX and ensemble model. Finally, we
compare the model forecasting performance using the RMSE criterion.

The empirical results suggest that an increase in the return of Bitcoin as well
as Ethereum leads to a depreciation of US dollar and vice versa. We also found
that an increase in the return of Ethereum tends to appreciate Euro. Nonethe-
less, in this study, we did not find any relationship between cryptocurrencies and
Chinese Yuan and Japanese Yen. For forecasting model selections, the results
show that adding Bitcoin or Ethereum can improve forecasting accuracy for the
exchange rate returns compared with our benchmark ARIMA model. Moreover,
the ensemble model outperforms a single ARIMA and ARIMAX model in pre-
dicting exchange rate returns. Last but not least, there are rooms to develop our
ensemble model to better forecast foreign exchange rates.
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Abstract. The global creative economy has lately grown to play a significant
role economic development, as recommended by UNCTAD in 2004. The research
study aims to support the assertion that Thailand’s creative economy provides a
substantial contribution to the nation’s long-term development through sustainable
economic growth. This study used the BSTS model to predict the long-run effects
of Thailand’s SAM table applied in the CGE model, predicting the Thailand’s
economy in both a non-promote creative economyand a promote creative economy
rather than using econometric data to estimate the effects of the development of
Thailand’s creative economy. The results of this study, based on both the BSTS
model and theCGEmodel, have already suggested that the long-term development
of Thailand’s economy depends significantly on the creative economy. If this result
is useful and it can be applied to Thailand’s economic fortunes, then Thailand’s
economy or any other country will have its long-term sustainable development
goal achieved as soon as possible based on creative economy stimuli.

Keywords: Creative Economy · CGE model · BSTS · SAM table · Stimulus ·
Thailand

1 Introduction

In recent years, the global creative economy has grown to play a significant role in eco-
nomic expansion and development. It includes a broad range of businesses and sectors,
including design, music, cinema, fashion, advertising, and others, that create and offer
creative products and services. Additionally, it supports diversity and cultural identity.
In the global economy, the creative economy has grown in significance. More and more
nations are attempting to take advantage of the potential for both social and economic
advancement.One of themajor forces driving the economy in the twenty-first century has
been characterized as the creative economy, which has a big impact on trade, investment,
and job growth. Its potential to promote innovation and push sustainable development has
also been acknowledged. The creative economy is one of the most dynamic and rapidly
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expanding areas of the global economy, according to the United Nations Conference on
Trade and Development (UNCTAD). Particularly for decision-makers, business owners,
and professionals who wish to promote economic growth and open up fresh prospects
for wealth and growth. The creative economy is significant around the world, and many
nations have put policies and initiatives in place to assist it. United Kingdom, South
Korea, Australia, Singapore, and Canada are a few examples of nations that prioritize
the creative economy. These nations have put in place financial schemes. Spend money
on research, education, and tax breaks for creative enterprises. To help the sector flourish,
they have also established incubators and creative hubs. Crafts and handicrafts, music,
performing arts, visual arts, movies, broadcasting and broadcasting software, printing,
advertising, design, architecture services, fashion, Thai food, traditional Thai medicine,
and cultural travel are among the sectors that make up the creative economy. In recent
years, Thailand’s economy has seen significant growth in the creative economy sector.
There are other sources of cultural and aesthetic value besides the creative economy.
Additionally, it is a significant generator of cash and employment. The growth of the
creative economy has been found to be an important contributor to GDP in Thailand,
with a 9.1% share of GDP in 2015, indicating the potential of the creative economy
to promote creative economy industries. The industry’s ability to spur innovation is
also acknowledged (GDP). Raise living standards and draw in international investment.
For Thailand’s creative economy to continue to expand and contribute to the nation’s
economy and culture, there must be constant investment in it (Fig. 1).

Fig. 1. The ratio of creative industries value to national GDP (%) is calculated from industry
value data. According to business code (TSIC) 4 digits (excluding duplicates)

In analyzing creative economy data, the Computable General Equilibrium (CGE)
model as a tool to address a variety of economic, social, and environmental issues. [1, 2]
Because it incorporates systematic linkages between key economic activities to replicate
the behavior of key economic activities including production, consumption, investment,
exports, imports, taxation, government spending, etc.

Additionally, they should be able to provide numerical solutions that make it obvious
which way the influence will be felt. Additionally, because the CGEmodel encompasses
the entire economy, it can examine how policies affect macro variables including eco-
nomic growth, employment, inflation, consumption, exports, trade balance, and more.
At the same time, a thorough analysis of the effect on different economic system subunits
(Micro Variables) is possible. Both in terms of winners and losers, such as the effects
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on different industries (for instance, level of production, price, employment, consump-
tion, and exports), household groupings, the government sector, etc. Therefore, the CGE
model is a crucial tool for developing and make policies for Stimulus Creative Economy
on Thai Economy. The strength of the CGE model is that it does not require a lot of
time series data to be estimated [3]. This point can be overcome by using the calibration
for the calculation of the SAM table (Social Accounting Metrix) applied in the CGE
model. This research study anticipated how the creative economy will affect Thailand’s
GDP over the long run using the Bayesian Structural Time Series (BSTS) to forecast the
calibration and effect of the SAM table that is applied in the CGE model.

2 The Conceptual Framework and Methodology

2.1 The Conceptual Frame of Standard CGE Model

The flows of products and factors are then described at each point when they are merged
for either production or consumption. In Fig. 2, the flows are displayed from bottom to
top using the example of the t sector. First step using the composite factor production
function, the capital and labor factors FCAP,PRODUCT and FLAB,PRODUCT are combined
to form the composite factor YPRODUCT . And using the gross domestic output produc-
tion function, this composite factor YPRODUCT is coupled with the intermediate inputs
Service and Product to form the gross domestic output ZPRODUCT and The gross domes-
tic output transformation function converts the gross domestic product ZPRODUCT into
the exports EPRODUCT and the domestic good DPRODUCT To create the composite good
QPRODUCT with the composite good production function, the domestic goodDPRODUCT

and imports MPRODUCT are merged so the Product and service sectors
∑

j XPRODUCT ,j

distribute the composite good QPRODUCT among home consumption X p
PRODUCT , govern-

ment consumption X g
PRODUCT , investment X v

PRODUCT , and intermediary uses. As the utility
function suggests, consumption X p

PRODUCT and X p
SERVICE produce household utility UU.

2.2 The Methodology for Standard CGE Model

Analysis of the CGE model in this research will be used to analyze the creative econ-
omy. It uses the equations related to Domestic production Government, Investment,
Household, Export and Import prices, Substitution between import and domestic goods
Transformation between export and domestic goods Market-Clearing conditions, Stim-
ulating the creative economy to the economy of Thailand. The CGE model will be used
to describe the model, which is the following equation.

Domestic production:

Yj = bj
∏

h

F
βh,j
h,j ∀j (1)

where:
Yj = composite factor.
bj = scale parameter in production function.
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Fig. 2. The Standard CGE was applied in this research [5].

Fh,j = the h-th factor input by the j-th firm
βh,j = share parameter in production function.

Fh,j =
βh,jPy

j

Pf
h

Yj ∀h, j (2)

Xi,j = axi,jZj ∀i, j (3)

Yj = ayjZj ∀j (4)

Pz
j = ayjp

y
j +

∑

i

axi,jp
q
i ∀j (5)

Government:

Td = τ d
∑

h

pfhFFh (6)

where:
Td = direct tax
Tz
j = production tax

Tz
j T

m
i = import tariff

X g
i = government consumption

Tz
j = τ zj p

z
j Zj ∀j (7)
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Tm
i = τmj p

m
j Mi ∀i (8)

X g
i = μi

pqi
(Td +

∑

j

T z
j +

∑

j

Tm
j − Sg) ∀i (9)

Investment:

X v
i = λi

pqi
(Sp + Sg + εSf ) ∀i (10)

where:
X v
i = investment demand

SP = private saving
Sg = government saving

Sp = ssp
∑

h

pfhFFh (11)

Sg = ssg(Td +
∑

j

T z
j +

∑

j

Tm
j ) (12)

Household:

X p
j = αi

pqi
(
∑

h

pfhFFh − Sp − Td ) ∀i (13)

where:
X p
j = the household consumption of the i-th good

Export and Import prices and the balance of payments constraint:

Pe
i = εpWei ∀i (14)

Pm
i = εpWm

i ∀i (15)

where:
Pe
i = export price in US dollars

Pm
i import price in US dollars

∑

i

pWei Ei + Sf =
∑

i

pWm
i Mi (16)

Substitution between import and domestic goods (Armington composite):

Qi = γi(δmiM
ηi
i + δdiD

ηi
i )

1
ηi ∀i (17)

where:
Qi = Armington’s composite good
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Mi = the imports
Di = the domestic good

Mi =
[

yηi
i δmip

q
i

(1 + τmi )pmi

] 1
1−ηi

Qi ∀i (18)

Di =
[
yηi
i δdip

q
i

pdi

] 1
1−ηi

Qi ∀i (19)

Transformation between export and domestic goods:

Zi = θi(ξeiE
�i
i + ξdiD

�i
i )

1
�i ∀i (20)

Ei =
[

θ
�i
i ξei(1 + τ zi )p

z
i

pei

] 1
1−�i

Zi ∀i (21)

Di =
[

θ
�i
i ξdi(1 + τ zi )p

z
i

pdi

] 1
1−�i

Zi ∀i (22)

Market-Clearing conditions:

Qi = X p
i + X g

i + X v
i +

∑

j

Xi,j ∀i (23)

∑

j

Fh,j = FFh ∀h (24)

2.3 Bayesian Structural Time Series Forecasting Model

Time series models have many applications in economics, business, science, and engi-
neering. The first goal of a time series model is forecasting. And it describes the model
structure, for which there are several ways to analyze time series. The Bayesian struc-
tural time series models are one of them that were utilized to predict the time series data,
especially the time series data that are found to have high levels of uncertainty or unclear
information [4] To deal with this problem, Bayesian forecasting must be used instead
of classical statistical forecasting. This method relies on predicting random parameters
instead of fixed parameters (the classical forecasting methods) to predict more precisely
in the case of uncertainty in time series data, especially for the prediction of the creative
economy’s contribution to Thailand’s economy for the short- and long-run periods. This
creates a predictive model by structuring the elements of the time series. in a structured
time, series model the observations at times of d yt are defined according to the following
observation equations.

yt=zTt αt+εt
(25)
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where αt is a latent variable vector and Zt is a vector of model parameters. Where the
error t follows the Gaussian distribution with μ = 0 and σ 2 = Ht Furthermore, αt is
expressed as the following transformation equation.

αt+1 = Ttαt + Rtηt (26)

where ηt has a Gaussian distribution with μ = 0 and σ 2 = Qt This equation shows
the improvement of the unobserved latent variable αt over time. Tt And Rt are the
transformation matrices and structural parameters. Respectively, Zt , Tt and Rt have
values 0 and 1, indicating their relevance for structural calculations.

Equations (25) and (26) describe the state space of the observed data. Using this
model, we can model time series for short-term and long-term forecasts. Bayesian statis-
tics is applied to many statistical fields such as regression, classification, clustering, and
time series analysis. Bayesian statistics are based on the Bayes Theorem as follows:

P(θ |x) = P(x|θ)P(θ)

P(x)

where x is the observed data and θ is the model parameter. P(x) is calculated as follows:
P(x) = ∑

θ P(x, θ)= ∑
θ (P(x|θ)P(θ) P(θ) and P(X|θ) represent the preceding function

and the probability, respectively. In addition, P(θ|x) is the latter function. This is enhanced
by learning the observed data x provided θ (probability) in Bayesian statistics.We can get
various analysis results. According to various selections of the BSTS prior distribution
is also based on the general structure time series model in Eqs. (25) and (26). Up from
0 to infinity [0,1), the following represents the basic structure of BSTS:

yt = μt + τ t + βT xt + εt

where μt = μt−1 + δt − 1 + μt, δt = δt − 1 + vt, and τt = −∑S−1
S=S τt−s + ωt where

τt is distributed to the Gaussian.

3 The Result of the Creative Economy Prediction

Figure 3 confirms that the creative economyhas a high potential positive trendgrowth rate
of more than 50% (R-squared = 0.53). And this creative economy has still contributed
to Thailand’s GDP from 2011 to 2018 at a statistically significant 99% (P-value =
0.040). According to a study from a Bayesian structural time series forecasting model,
the creative economy will eventually contribute around 8–10% to Thailand’s GDP or
economy in the period between 2019 and 2025 (see Fig. 4).

From the detail of prediction results at level 25%, it will be described from the
perspective that the creative economy will be derived to contribute to Thailand’s GDP
on average, approximately 8.82% per year between 2019 and 2025 (see Table 1). In this
case, it was implied that if Thailand’s policy does not concern itself with the creative
economy driving economic and social development based on creativity or reduces the
significant level of promotion of the creative economy in Thailand, then Thailand’s
economy will receive less and less contribution from the creative economy, which drives
both economic and social development.
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Fig. 3. The creative economy contributed on GDP of Thailand since 2011–2018.

Fig. 4. The result of a Bayesian structural time series forecastingmodel to predict the contribution
of the creative economy to Thailand’s economy between 2019 and 2025

Table 1. Average creative economy contribution to GDP since 2019–2025 based on a Bayesian
structural time series forecasting model estimation

Years 2.5% Mean Median 97.5%

2019 8.78 9.06 9.05 9.38

2020 8.81 9.10 9.10 9.37

2021 8.83 9.15 9.15 9.53

2022 8.81 9.17 9.17 9.59

2023 8.88 9.23 9.23 9.57

2024 8.80 9.26 9.27 9.64

2025 8.82 9.30 9.29 9.76

Average 8.82 9.18 9.18 9.55

The creative economy will also play a key role at the level of normal or general stim-
ulus to push Thailand’s GDP by about 50% if Thailand’s policy continues to prioritize it.
It was assumed that the public and private sectors would work together to advance and
expand Thailand’s creative economy bymore than 50% from its current level and that the
creative economy would then contribute roughly 9.18% of Thailand’s GDP in the future
(see Table 1). Finally, if those of them, such as the public sector, private organizations,
and international organizations, work together to push and promote the policy driving
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the creative economy up to its maximum level (97.5%) (see Table 1), then Thailand’s
economy will receive a long-term contribution from the creative economy of up to 9.5%
or 10% of GDP, which may be substantially more. Because the creative economy for
products and services is the main core to improving the quality of life for every person
in Thailand or every country around the world in the long run, especially the creative
economy, it contributes to and improves societies’ well-being [5].

4 The Result of the CGE Model Based on the Calibration
and Computation from Bayesian Structural Time Series
Forecasting Model (BSTS)

Because the standard econometric model requires a large sample size of data to measure
the creative economy’s contribution to Thailand’s economy, the creative economy of
Thailand is limited in terms of data to study; this can be overcome by using both calibra-
tion and computation applied in the CGE model [6]. From the results of the prediction
based on BSTS model to predict the creative economy in Thailand in Table 2, it was
found that creative economy contribution in general will have an effect on GDP equal
to 8.93%, referring to the year 2018. From the analysis results, household consumption
of products was 3,875,900 million bath and that of services was 3,598,500 million baths
as well.

Table 2. Creative Economy Contribution to GDP based on CGEmodel estimation (Unit: Million
Bath).

Order
Products Services Products Services Products Services Products Services

1 Household Consumption 3,875,900        3,598,500           3,826,300       3,552,500         3,984,400       3,699,300          4,144,900       3,848,300           
2 Government Consumption 192,140           1,457,900           189,680         1,439,300         197,520         1,498,800          205,470          1,559,100           
3 Investment Demand 3,825,800        5,155,900           3,776,900       5,089,900         3,932,900       5,300,300          4,091,300       5,513,700           
4 Export 6,126,900        103,930,000        6,048,500       102,600,000      6,298,500       106,840,000       6,552,100       111,140,000       
5 Import 3,861,200        107,540,000        3,811,800       106,170,000      3,969,300       110,550,000       4,129,200       115,010,000       
6 Domestic goods 19,165,000       1,411,300           18,920,000     1,393,300         19,701,000     1,450,900          20,495,000      1,509,300           
7 Gross Domestic Output 19,016,000       10,770,000         18,772,000     10,632,000        19,548,000     11,071,000         20,336,000      11,517,000         
8 Production function(Labor/Capital) 7,755,600        7,004,600           7,656,300       6,915,000         7,972,700       7,200,800          8,293,800       7,490,800           

However, if the creative economy contributes to Thailand’s GDP only 8.82% per
year for the future (during period 2019–2025 on Thailand’s GDP), which means the
normal creative economy. If there is no stimulus or push, it will be found that in terms of
products and services, there will be a continuous downward trend, not only household
but also including the agent of economics in every order, which shows that if Thailand
does not have stimulation or promotion in terms of the creative economy, it will result in
a significant decrease in income from the creative economy.Whether to export or import
will be affected in a negativeway.But if Thailand starts to stimulate the creative economy,
notice that it will affect 9.18% of Thailand’s GDP, with every agent of economic order
tending to increase. And more than that. If the government or related agencies give full
support, it will be to contribute by the creative economy to GDP is 9.55%, which shows
the distribution of the creative economy within Thailand. It also has a significant impact
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on employees and vendors. Finally, in terms of long-term development, the prediction
made by the CGE model confirmed that if those countries try to promote and push
their economies to be creative economies through future planning and development, an
increase in economic welfare will be received by every person in Thailand or every
person in every country around the world [7].

5 The Result of the CGE Model Prediction for the Effect
of the Creative Economy on Thailand’s Economic Growth

According to the analysis of the CGEmodel [8, 9] projection, thismodel suggested that if
no more support or reductions are made to promote the creative economy in Thailand in
the future, then the economic growth of this country will trend to slow down on average
by –1.28%per year (see Table 3). It can be implied that in the long run, there is nomission
for promoting the growth of creative industries at the regional level and connecting to
all country regions, and there is also a lack of creative knowledge management support.
As a consequence, all agents in Thailand’s economy, such as household consumption,
government consumption, investment demand, the export of the country, the import of
the country, domestic goods and services of the country, gross domestic output, and
production of the country, will have a negative growth rate.

Table 3. The creative economy contributes to Thailand’s economic growth.

 

Order
Products Services Products Services Products Services

1 Household Consumption 3,875,900        3,598,500           1.28-              1.28-                 2.80              2.80                  6.94               6.94                  
2 Government Consumption 192,140           1,457,900           1.28-              1.28-                 2.80              2.81                  6.94               6.94                  
3 Investment Demand 3,825,800        5,155,900           1.28-              1.28-                 2.80              2.80                  6.94               6.94                  
4 Export 6,126,900        103,930,000        1.28-              1.28-                 2.80              2.80                  6.94               6.94                  
5 Import 3,861,200        107,540,000        1.28-              1.27-                 2.80              2.80                  6.94               6.95                  
6 Domestic goods 19,165,000       1,411,300           1.28-              1.28-                 2.80              2.81                  6.94               6.94                  
7 Gross Domestic Output 19,016,000       10,770,000         1.28-              1.28-                 2.80              2.79                  6.94               6.94                  
8 Production function(Labor/Capital) 7,755,600        7,004,600           1.28-              1.28-                 2.80              2.80                  6.94               6.94                  

In contrast, if the public sector, private organizations, and international organizations
work together to push and promote the policy driving the creative economy up to its
maximum level for the future (9.55%), then the Thailand economy will grow on average
by 6–7% per year (see Table 3)[10]. It can be implied that in the long run, the mission
of promoting the growth of creative industries at the regional level and connecting to
all country regions is an important priority that all organizations must be aware of, and
also that all organizations must have enough knowledge support for creative knowledge
management.

6 Conclusion

This study aims to support the idea that Thailand’s economy could be driven by the
creative economy, particularly in the wake of the COVID-19’s decline. Since 2004, the
UNCTAD has made an effort to assist each nation in learning how to support and uti-
lize the creative economy to help their economies shift from traditional development
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to creative economy development. The long-term development of Thailand’s economy
depends significantly on the creative economy, according to the research study’s findings
from the BSTS and CGE models. Moreover, this study discovered that if the Thai gov-
ernment energetically supports or promotes the creative economy, Thailand’s economy,
comprising both aggregate demand and supply, will increase gradually. In contrast, if
the Thai government stops promoting or supporting the creative economy in the future,
Thailand’s economy will suffer from both aggregate supply and demand. To advance
and promote all aspects of the creative industries, including trade, labor, and production,
all organizations and communities, including the public sector, private organizations,
and international organizations, are advised in the policy recommendations resulting
from this study. If the creative economy has been emphasized more in the growth of
Thailand’s economy or the economies of all other nations, then these nations still have
a strong potential to achieve the sustainable long-term development goal.
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Abstract. This paper investigates the determinants of institutional
quality at province level and its potential spillover effects across provinces
in Vietnam. Three spatial econometric models are employed with three
spatial weight matrices and a data set of all sixty three provinces collected
from the General Statistics Office and the Vietnam Chamber of Com-
merce and Industry, spanning from 2013 to 2021. Substantial evidence is
found to support that an improvement in the institutional quality of one
province helps leverage that of adjacent provinces. GRDP per capita,
industrial production, and trained labor force have both positive direct
and spillover effects. However, FDI and profit before tax have no influ-
ence on institutional quality. The impact of local government spending
is felt in neighboring provinces, though not in the host province.

Keywords: Institutional quality · Spillover effects · Spatial
econometrics

1 Introduction

Efficient allocation of resources has been the cornerstone of sustained economic
growth. Laissez-faire economists believe that the interaction of free and self-
directed market forces without government intervention would maximize the size
of the economic pie. However, a market economy needs a sound legal framework
and a capable, responsive public service to operate effectively. The government
is expected to ensure property rights, to enforce contracts, and to correct mar-
ket failures. North (1991) claimed that institutions have been devised to reduce
uncertainty in exchange, and to establish the incentive structure. As institutions
evolve throughout history, that structure determines the direction and speed
of economic growth. Acemoglu and Robinson (2012) insisted that development
differences across countries were exclusively attributed to differences in polit-
ical and economic institutions, not culture, geography, weather, or knowledge
base. Institutional adjustment that can reallocate resources to more productive
activities would create more wealth and raise social welfare (Hasan et al., 2009).
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There have been several researches on the role of institutional quality in eco-
nomic development and social security in Vietnam. Institutional transformation
is considered the quickest and most effective way to generate internal resources,
which are essential for Vietnam to expand and develop comprehensively and
sustainably (Ho et al., 2011). Higher-quality institutions can promote economic
growth by attracting foreign direct investment, fostering trade liberalization, and
curbing corruption (Nguyen, 2019; Su et al., 2019; Nguyen et al., 2016).

The important role of institutions in economic development naturally leads to
the question what determines institutional quality. At the country level, institu-
tional change may be induced by strong economic performance. MacFarlan et al.
(2003) argued that as countries grew and prospered, they might find that they
needed and could afford to strengthen their legal and regulatory frameworks
underpinning economic activity. Institutional quality also depends on income
distribution (Alesina and Rodrik, 1993), trade openness, freedom of the press,
and checks and balances in the political system (Islam and Montenegro, 2002),
etc. In addition, institutional quality spills over to neighboring countries due to
competition and multilateral treaties (Qian and Roland, 1998; Casella, 1996).

Our paper is to examine the determinants of institutional quality and its
spillover effect among sixty three provinces in Vietnam. Focusing on Vietnam
allows us to eliminate country-level heterogeneity which might not have been
properly accounted for and to highlight possible spillover effect because of closer
proximity and easier movement of people and goods across provinces. We use spa-
tial econometric models with a panel data set of all provinces in Vietnam span-
ning from 2013 to 2021. It is found that the institutional quality of a province is
enhanced by improvement in that of its bordering provinces. GRDP per capita,
share of trained work force, and industrial production tend to positively affect the
institutional quality of the host province and that of adjacent localities. Provin-
cial government spending influences the latter but not the former. However, FDI
and profit before tax make no difference to institutional quality possibly due to
weak linkages to domestic enterprises and fraudulent financial reporting.

The rest of the paper is structured as follows. Section 2 gives a brief overview
of the literature on spillover effect and underpinning factors of institutional qual-
ity. Section 3 outlines econometric models and spatial weight matrices. Section 4
presents data and empirical findings. Conclusions follow in Sect. 5.

2 Literature Review

Lin and Nugent (1995) broadly defined institutions as human-created rules that
guided interactions and shaped expectations among individuals. Because markets
are not able to self-create, self-regulate, self-stabilize, or self-legitimize, they need
at least five institutions to perform competently, i.e., secure property rights,
regulatory bodies to prevent misconduct and reduce transaction costs, fiscal and
monetary frameworks for macroeconomic stability, social insurance mechanisms
to mitigate income risks, and incentive systems to promote mutually beneficial
projects among diverse social groups (Rodrik, 2007).



308 V. Q. Nguyen and C. V. Le

In the last several decades, a large number of institutional quality indica-
tors have been introduced by academic institutions, risk-rating agencies, non-
governmental, and multilateral organizations. These indicators define institu-
tional quality in terms of static efficiency, legitimacy, predictability, and dynamic
efficiency (Alonso and Garcimartín, 2013). Possible determinants of institutional
quality should be considered on the basis of their relation to these four criteria1.

One of the most important explanatory variables is development level, related
to the static efficiency of institutions. It affects institutional quality through both
supply and demand. Wealthier countries have more resources to build good insti-
tutions. They also have a greater demand for quality institutions. Rigobon and
Rodrik (2005) found that higher income improved the quality of rule of law and
democratic institutions, though the second effect was statistically insignificant.
Richer countries protect property rights and regulate better in spite of their
higher marginal tax rates (La Porta et al., 1999). They also have more com-
petent governments, better supply of public goods, and a larger public sector
as Wagner’s law suggests. Javaid et al. (2017) noted that higher income per
capita, bigger tax revenues, and lower military spending would enhance institu-
tional quality in several Asian countries. Economic development level is typically
reflected by gross domestic product (GDP) or income per capita, and by indus-
trial production index in developing countries.

The second factor is foreign direct investment (FDI), related to the dynamic
efficiency of institutions. FDI by multinational corporations is believed by devel-
oping countries to be a major channel for their access to state-of-the-art technolo-
gies. It improves technical progress and acquisition of human capital in the host
country (Borensztein et al., 1998). It encourages competition, learning processes
and good practices imitation from developed countries. In addition, FDI can
restrain corruption because foreign investors are more likely to leave if corruption
isn’t controlled. Wei (2000a) found that American and other OECD investors
are averse to corruption in host countries. Given the importance of FDI to local
economies, foreign integrity standards affect local officials and their behavior
(Kimberley, 1997). Fukumi and Nishijima (2010) recognized that Latin America
and the Caribbean region experienced a virtuous circle where FDI improved the
quality of institutions which in turn attracted more foreign capital.

The third determinant is education which is related to dynamic efficiency of
institutions and can be proxied by trained/skilled labor force. A more educated
population requires more transparent and accountable governance and is able
to build it. Well-trained employees motivate enterprises to quickly adapt to new
technologies and innovate work processes, hence enhancing the ability of enter-
prises to compete in global markets. On the other hand, high skills boost job
mobility, the labor market’s flexibility, efficiency, and productivity, and encour-
age institutional quality improvement (Campbell and Pedersen, 2007).

1 Because data for several determinants are available at country level, but not at
provincial level in Vietnam, our review here is confined to those variables having
data at provincial level.
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The fourth variable is taxes or government expenditures which affect both the
static efficiency and the legitimacy of institutions. While decent public expendi-
tures provide necessary resources to establish high quality institutions, an asso-
ciated sound tax system consolidates a social contract that leads to a more
demanding state-people relationship (Alonso and Garcimartín, 2013). High gov-
ernment spending may reflect the citizens’ willingness to pay high taxes because
they consent to what their government does. Therefore, institutions will have
more transparency and accountability. This may not hold if government spend-
ing is financed mostly by other sources such as state-owned enterprises or natural
resources. However, Goel and Nelson (1998) showed that spending by state gov-
ernments had a strong positive impact on corruption.

Institutional quality is shaped by internal factors of organizations and exter-
nal factors part of which is named spillover effect. As early as the 11th century,
merchants formed many trade rules which were gradually incorporated into offi-
cial laws. Private initiatives to change commercial laws have harmonized institu-
tions across countries (Rosett, 1992). Recently, multinational companies partici-
pate in a policy-making process, aiming for host government policies to be consis-
tent with common principles (Leebron, 1996). World Trade Organization (WTO)
and regional blocks require their acceding members to offer uniform treatment
under the principles of non-discrimination and reciprocity (Christensen, 2015).
It requires member countries to reconcile domestic laws and policies.

Institutional adoption is more receptive among closer countries than farther
countries. Mukand and Rodrik (2005) showed that “following” countries chose to
mimic a successful policy in a “leading” neighboring country to quickly reap the
policy benefits without experimentation costs. Distant countries or those hav-
ing different characteristics performed worse with greater variance. Institutional
duplication could also take place through negotiations between governments.
For example, countries with stricter environmental standards might require their
partners to comply, which leads to changes in the policies of the partner coun-
tries. Persson and Tabellini (2009) discovered that the experience with democ-
racy in neighboring countries could nurture greater domestic appreciation of
democracy and greater willingness to endorse these values.

The spillover effect of institutional quality occurs not only at country level
but also at province level. Poel (1976) indicated that there existed a diffusion of
25 selected public policies among Canadian provinces. Economic liberalization in
a German state could be influenced by that in the neighboring states (Potrafke,
2013). Cutts and Webber (2010) suggested that there was strong spatial auto-
correlation in voting patterns across constituencies in England and Wales. In
China, there is a spatial spillover effect of environmental regulation on air pol-
lution. The PM2.5 concentration of Beijing-Tianjin-Hebei, Yangtze River Delta,
and Pearl River Delta rose by 0.76, 0.147 and 0.109 for each unit increase in
environmental regulation of surrounding cities, respectively (Feng et al., 2020).
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3 Econometric Models

To account for the spillover effect of institutional quality among provinces in
Vietnam, we use the spatial autoregressive model (SAR), spatial Durbin model
(SDM), and spatial error model (SEM) (LeSage and Pace, 2009). The spatial
autoregressive model takes the form

y = ρWy +Xβ + ε, (1)
ε ∼ N(0, σ2In),

where the dependent variable vector y of dimension n by 1 contains provincial
institutional quality measures, the n by k matrix X contains explanatory vari-
ables including a constant term, the n by n matrix W quantifies the connections
between provinces and is called the spatial weight matrix, the n by 1 disturbance
vector ε is assumed to contain independent, normally distributed error terms,
each with zero mean and variance σ2. The n by 1 spatial lag vector Wy shows
an average of institutional quality of neighboring provinces, and the associated
scalar parameter ρ represents the strength of spatial dependence. When ρ is zero,
the model in (1) becomes a linear regression model. The SAR model states that
the institutional quality of each province is related to the average institutional
quality of nearby provinces.

The spatial Durbin model allows explanatory variables that determine insti-
tutional quality in neighboring provinces to affect institutional quality of that
province. This is done by adding the matrix product WX which reflects an
average of explanatory variables from neighboring provinces. The SDM model
is

y = ρWy + α1+Xβ +WXθ + ε, (2)
ε ∼ N(0, σ2In),

where the constant term vector 1 is eliminated from the explanatory variable
matrix X.

The spatial error model considers spatial dependence in the disturbance pro-
cess ε,

y = Xβ + u, (3)
u = λWu+ ε,

ε ∼ N(0, σ2In),

In the SAR model, a change in an explanatory variable in province i leads to a
change in institutional quality of that province which in turn affects institutional
quality of neighboring provinces which causes further change in institutional
quality of province i. Dependence relations among provinces result in an infinite
series of feedback effects which can be captured after some manipulation of
Eq. (1)

y = (In − ρW)−1Xβ + (In − ρW)−1ε, (4)
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where (In − ρW)−1 = In + ρW + ρ2W2 + ρ3W3 + . . . . The direct impact
of explanatory variable l in province i on institutional quality of province i is
(In − ρW)−1

ii βl where (In − ρW)−1
ii is the iith element in (In − ρW)−1. The

indirect impact of explanatory variable l in province i on institutional quality of
province j is (In − ρW)−1

ji βl.
In the SDM model, a similar arrangement gives

y = (In−ρW)−1α1+(In−ρW)−1Xβ+(In−ρW)−1WXθ+(In−ρW)−1ε. (5)

The direct impact of characteristic l in province i on institutional quality of
province i is (In − ρW)−1

ii βl + (In − ρW)−1
i. W.iθl where (In − ρW)−1

i. is the
ith row of (In − ρW)−1 and W.i is the ith column of W. The indirect impact
of characteristic l in province i on institutional quality of province j is (In −
ρW)−1

ji βl+(In−ρW)−1
j. W.iθl where (In−ρW)−1

j. is the jth row of (In−ρW)−1.
We employ three kinds of spatial weight matrices. In a spatial contiguity

matrix (WC), if two provinces are adjacent, their w is set as 1. If they have no
adjacency, it is 0.

wC
ij =

{
1, provinces i and j are neighbors,
0, provinces i and j are not neighbors or i = j.

(6)

In a spatial inverse-distance matrix (WID), w between provinces i and j is
calculated as the inverse of the distance between the two provinces.

wID
ij =

⎧⎨
⎩

1
dγ

ij

, i �= j,

0, i = j,
(7)

where γ is the distance decay parameter (in this paper γ is set to 2), and the dis-
tance between two provinces is measured by the Haversine distance between the
two provincial people’s committee buildings (Elhorst and Vega, 2013). Specifi-
cally,

dij = 2R arcsin

(√
sin2

(
xj − xi

2

)
+ cos(xi)cos(xj)sin2

(
yj − yi

2

))
, (8)

where R is the radius of the sphere, xi, xj are the latitudes of the two provin-
cial buildings, and yi, yj are the longitudes of the two provincial buildings. A
spatial contiguity matrix focuses on the impact from the neighboring provinces,
whereas a spatial inverse-distance matrix highlights that this impact diminishes
as distance increases. The third spatial weight matrix, called a spatial inverse-
distance contiguity matrix (WIDC), combines the above two matrices where w
of two non-contiguous provinces is set to 0 and that of two contiguous provinces
is their inverse distance.

wIDC
ij =

⎧⎨
⎩

1
dγ

ij

, provinces i and j are neighbors,

0, provinces i and j are not neighbors or i = j,
(9)
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Fig. 1. Provincial Competitiveness Index (PCI) between 2013 and 2021 (Source: Viet-
nam Chamber of Commerce and Industry (2023).)

where the distance decay parameter is set to 2. Row normalization is applied to
all three spatial weight matrices. These matrices are simultaneously used to test
the robustness of the spatial regression models.

4 Data and Empirical Results

4.1 Data

Like many relevant studies, we use the Provincial Competitiveness Index (PCI)
as a proxy for institutional quality. Business surveys using stratified random
sampling are annually conducted by the Vietnam Chamber of Commerce and
Industry (VCCI) to assess and rank economic governance of provincial author-
ities that affect private sector development. PCI comprises ten sub-indices: (1)
entry costs, (2) land access and security of tenure, (3) transparency and access to
information, (4) informal charges, (5) time costs and regulatory compliance, (6)
policy bias, (7) proactivity of provincial leadership, (8) business support services,
(9) labor and training policies, and (10) legal procedures for dispute resolution
(VCCI, 2023).

Figure 1 shows PCI of all sixty three provinces in Vietnam from 2013 to
2021. The average PCI seemed to be stable for the first four years and improved
steadily between 2017 and 2019 then slightly declined in 2020 and 2021 probably
due to unprecedentedly devastating consequences of the COVID-19 pandemic.
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In this period, Danang, Quang Ninh, and Dong Thap always showed up in the
top five provinces. Long-standing members of the bottom five group were Ha
Giang, Cao Bang, Bac Kan, Lai Chau, and Dak Nong. Provinces in Northen
midlands and mountainous region normally had worse institutional quality.

Table 1. Variable definitions and data sources

Code Definition Data Source

PCI Provincial Competitiveness Index www.pcivietnam.vn
GRDPpc Gross regional domestic product per capita

(VND million)
General Statistics Office (GSO) of Vietnam

IIP Industrial production index GSO
PBT Profit before tax of acting enterprises having

business outcomes (VND trillion)
GSO

FDI Accumulated registered capital of foreign direct
investment projects (USD billion)

GSO

Ltrained Percentage of trained labor force GSO
Spend Provincial government spending (VND trillion) GSO

Industrial development has played a central role in the economic growth
of countries and of provinces. Industrialization often starts in manufacturing
sectors and is believed to generate society transformation. The formation of a
technostructure, including a highly trained labor force with modern technology,
extends to all other sectors of a developing economy. However, the impacts of
industrialization are subject to its performance, which is measured in this paper
by profit before tax (PBT) of acting enterprises. We use three indicators, namely,
gross regional domestic product per capita (GRDPpc), industrial production
index (IIP), and PBT, to represent the development level of a province.

All variable definitions and data sources are presented in Table 1, and descrip-
tive statistics in Table 2. Our panel data set consists of all sixty three provinces
in Vietnam from 2013 to 2021. Gap in GRDP per capita between the richest and
the poorest provinces was huge. A person in the wealthiest province on average
made goods and services worth twenty six times as much as her counterpart in
the poorest province in 2012. By the end of the last decade, GRDP per capita
in the poorest province more than doubled while that in the rich one declined a
little, thus reducing the gap by more than half to 10.8 times. Table 3 shows that
GRDP per capita is strongly positively correlated with FDI. Advanced technol-
ogy and better access to input and output markets of foreign-invested enterprises
help produce not only more goods but also more profit before tax (PBT). FDI
and PBT in turn are closely associated with local government spending, which
tends to foster trained labor force (Ltrained). This workforce has weaker positive
correlations with PCI, GRDP per capita, FDI, and PBT. It should be noted
that industrial production index (IIP) is not correlated or marginally signifi-
cantly with all other variables. In terms of the coefficient of variation (the ratio
of the standard deviation to the mean), all explanatory variables disperse a lot

www.pcivietnam.vn
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Table 2. Summary statistics

Mean Maximum Minimum Std. Dev. Observations

PCI 61.5 75.1 49.0 4.26 567

GRDPpc 51.3 361.7 12.7 41.51 567

IIP 110.4 322.8 43.3 15.83 567

PBT 9.5 205.3 –28.3 27.11 567

FDI 4.7 48.2 0.001 8.50 567

Ltrained 17.9 48.5 5.1 7.29 567

Spend 20.1 288.2 5.3 21.37 567

Table 3. Unconditional correlation matrix among variables

PCI GRDPpc IIP PBT FDI Ltrained Spend

PCI 1

GRDPpc 0.41*** 1

IIP 0.01 –0.09** 1

PBT 0.23*** 0.51*** –0.03 1

FDI 0.28*** 0.71*** –0.03 0.82*** 1

Ltrained 0.45*** 0.49*** –0.02 0.54*** 0.55*** 1

Spend 0.32*** 0.31*** –0.03 0.67*** 0.64*** 0.55*** 1

and much more than PCI. It seems that smaller heterogeneity of PCI may be
due to spatial spillover effect that will be analyzed in the next section.

4.2 Empirical Results

First, we compute the yearly global Moran’s I to check the spatial autocorrelation
of the dependent variable. Table 4 gives the estimates using three spatial weight
matrices, i.e., a spatial contiguity matrix (WC), a spatial inverse-distance matrix
(WID), and a spatial inverse-distance contiguity matrix (WIDC). Most of the
values are significant, implying that PCI of different provinces has a big spatial
dependency. Then, we estimate the spatial autoregressive model (SAR), spatial
Durbin model (SDM), and spatial error model (SEM) with these spatial weight
matrices. There are a random-effects (RE) and a fixed-effects (FE) estimators
for each model (and a matrix). The Hausman test is used to determine whether
RE or FE is more appropriate. Estimation results are provided in Table 5.

Table 4. Estimated Moran’s I for PCI

Spatial weight Year

matrix W 2013 2014 2015 2016 2017 2018 2019 2020 2021

WC 0.25*** 0.17** 0.09* 0.15** 0.17** 0.18** 0.17** 0.20*** 0.26***

WID 0.18*** 0.03 0.02 0.04 0.08* 0.07* 0.09** 0.09** 0.10***

WIDC 0.24*** 0.10 0.07 0.13* 0.18** 0.14* 0.19** 0.20** 0.28***

Notes: ∗∗∗, ∗∗, and ∗ denote significance at the 0.01, 0.05, and 0.1 level.
Source: Authors’ calculation.
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Table 5. Coefficient estimates of the SAR, SDM, and SEM models with a spatial
contiguity, a spatial inverse-distance, and a spatial inverse-distance contiguity matrices

Spatial contiguity Spatial inverse-distance Spatial inverse-distance contiguity

SAR SDM SEM SAR SDM SEM SAR SDM SEM

(1) (2) (3) (4) (5) (6) (7) (8) (9)

GRDPpc 0.03*** 0.02** 0.02** 0.03*** 0.02*** 0.02*** 0.04*** 0.03*** 0.05

IIP 0.01** 0.01** 0.01 0.01** 0.01** 0.01* 0.01** 0.01** 0.05

PBT –0.02 –0.01 –0.02** –0.01 –0.01 –0.01 –0.02* –0.01 0.05***

FDI –0.003 0.04 0.04 –0.004 0.02 0.01 –0.02 0.02 0.28***

Ltrained 0.23*** 0.19*** 0.18*** 0.20*** 0.18*** 0.16*** 0.26*** 0.22*** 0.01

Spend 0.01 0.01 0.005 0.01 0.01 0.01 0.01** 0.01 0.01*

WX

GRDPpc 0.06*** 0.02 0.03***

IIP 0.01 0.02 0.01

PBT 0.02 0.01 0.01

FDI –0.25*** –0.09 –0.10

Ltrained –0.003 0.07 0.04

Spend 0.01 0.01 0.01

Constant 15.2*** 19.3*** 56.5*** 10.4*** 11.0*** 56.3*** 17.7*** 20.0***

Estimator RE RE RE RE RE RE RE RE FE

ρ̂ 0.64*** 0.54*** 0.73*** 0.66*** 0.58*** 0.51***

λ̂ 0.77*** 0.86*** 0.66***

Obs 567 567 567 567 567 567 567 567 567

Notes: ∗∗∗, ∗∗, and ∗ denote significance at the 0.01, 0.05, and 0.1 level.
Source: Authors’ calculation.

All estimates of ρ or λ are highly significant, indicating that spatial mod-
els should be used instead of the classical OLS model. Their positive numbers
signify that when the institutional quality in surrounding provinces increases,
so does the institutional quality in each province. In addition, Table 5 shows a
quite uniform picture across the three spatial models employing the three spa-
tial weight matrices with regard to their significance and sign. It proves that
our models are reasonably robust. For ease of interpretation, the likelihood ratio
test is conducted to select the best model which is the SAR model with a spatial
inverse-distance matrix and a RE estimator. It results are in column 4 of Table 5,
and its indirect and corresponding total effects are presented in Table 6.

GRDP per capita has not only a high unconditional correlation with PCI (in
Table 3), but also a substantial ceteris paribus impact on institutional quality.
Richer people are inclined to ask their local government to improve institutions.
The significantly positive spillover effects of GRDP per capita could imply that
these rich residents also boost institutional quality in neighboring provinces.
Inter-provincial income comparison might strengthen motivation for institutional
improvement in adjacent provinces as they would like to avoid the inferior feeling
of being relatively poorer.

The same holds true for industrial production (IIP), which positively influ-
ences PCI. The chronically low productivity of the farming sector has cultivated
a belief that industrialization is a (if not the only) key to economic growth
and poverty reduction. Public officials are willing to execute adjustment require-
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Table 6. Indirect and total effects for the SAR model with a random-effects estimator
and a spatial inverse-distance matrix

Coeff. (Std. Err.)

Average indirect effects

GRDPpc 0.067*** (0.015)

IIP 0.025** (0.012)

PBT –0.024 (0.022)

FDI –0.014 (0.112)

Ltrained 0.507*** (0.090)

Spend 0.027* (0.016)

Average total effects

GRDPpc 0.097*** (0.022)

IIP 0.036** (0.017)

PBT –0.035 (0.032)

FDI –0.022 (0.160)

Ltrained 0.731*** (0.115)

Spend 0.039* (0.023)

Notes: ∗∗∗, ∗∗, and ∗ denote
significance at the 0.01,
0.05, and 0.1 level.
Source: Authors’ calcula-
tion.

ments made by enterprises. While manufacturing firms play an increasing role
in a provincial economy, providing more jobs to local people, and paying more
taxes to local governments, they tend to build up bigger pressure for better insti-
tutional quality. They also affect the institutional quality of adjacent provinces
favorably. Their cumulative indirect effects equal to 0.025 more than double the
magnitude of their cumulative direct effects of 0.01. However, profit before tax
(PBT) does not have direct and spillover effects on PCI. It may be due to mea-
surement errors in PBT caused by fraudulent financial reporting for tax evasion
which is rampant in developing countries, including Vietnam.

Vietnam and its dynamic provinces have continually made various incentives
and commitments to simplify administrative formalities towards international
standards in order to attract FDI. It is interesting to note from Tables 5 and 6
that FDI in turn does not leverage the institutional quality of the host province
and its neighbors. Its limited role could arise from its rather weak linkages with
domestic firms. Most domestic enterprises have inadequate capacity to absorb
technology and knowledge from foreign firms and meet their demands for high
quality, competitive prices, and reliability. Therefore, Vietnam has not been
successful in relying on foreign-invested firms for granting domestic firms entry
into global value chains (World Bank, 2017). It seems that FDI has existed as an
oasis to take advantage of concessions offered by central and local governments
rather than as an important driver for finer institutional quality.

Table 5 endorses the positive impact of trained labor force on institutional
quality. Skilled employees not only demand more transparent and dynamic insti-
tutions but also promote firm productivity, thus providing necessary means to
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establish good institutions. Each additional percentage of trained labor force
would increase the provincial competitiveness index by 0.2% point. This posi-
tive impact spills over to contiguous provinces thanks to labor mobility among
regions. Table 6 indicates that the average indirect effects are twice and a half as
much as the average direct effects, with an average total of 0.73% point in PCI
of relevant provinces given an extra percentage of trained work force. It seems
unusual that provincial government spending does not exert a beneficial influ-
ence on the institutional quality of that province but enhances that of bordering
provinces.

5 Conclusion

Good institutions, particularly those in the public sector, are instrumental to
sustainable economic growth. This paper is to investigate the determinants of
institutional quality at province level and its possible spillover effects among
sixty three provinces in Vietnam. We use three spatial econometric models, i.e.,
spatial autoregressive model, spatial Durbin model, and spatial error model,
with three spatial weight matrices, namely, a spatial contiguity matrix, a spatial
inverse-distance matrix, and a spatial inverse-distance contiguity matrix. The
data set covers the period from 2013 to 2021. GRDP per capita, manufacturing
sectors, and trained labor force seem to have considerable positive impacts on the
institutional quality of the host province and that of neighboring provinces. Local
government spending affects the latter but not the former. Nevertheless, FDI
plays no role in institutional quality probably due to its rather loose connections
with domestic firms. For profit before tax, the problem might be measurement
errors.
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Abstract. This study examines how the economic situation and multi-
dimensional poverty in Thailand impact the probability of young people
in Thailand being in the NEET (Not in Education, Employment, or
Training) status. The study employs the generalized structural equa-
tion model (GSEM) to explores the structural relationships between per
capita gross provincial product (GPP) and poverty intensity in educa-
tion, healthy living, living conditions, and financial security dimensions,
in relation to the occurrence of NEET status. The results reveal signifi-
cant associations between all dimensions of poverty to the NEET status,
with education and healthy living poverty showing the strongest corre-
lation. Regarding the impact of the economic condition on the NEET
status, the findings indicate that youths in provinces with higher per
capita GPP are less likely to experience poverty, leading to a reduced
likelihood of being NEET. However, when controlled for the multidi-
mensional poverty situation, it is observed that youths in provinces with
a higher per capita GPP are more likely to becoming NEETs. These
intricate findings suggest potential heterogeneity in the socio-economic
backgrounds among NEETs. Overall, the results underscore the impor-
tance of providing support to youth from low education and poverty-
stricken households who are susceptible to NEET status, particularly
during economic downturns.

Keywords: Youths · NEET · economic condition · poverty · social
exclusion · generalized structural equation

1 Introduction

The increasing number of NEETs (Youths not in Education, Employment, or
Training) in Thailand is a major problem for society and the economy. It inhibits
economic growth, productivity, and competitiveness. Thailand is also facing the
challenge of becoming an aging society, while the number of young people aged
15–24 is declining from 9.6 million in 2016 to 9.2 million in 2021 [11]. This demo-
graphic shift leads to a higher old-age dependency ratio and a decline in labor
force participation. These factors will have long-term implications for Thailand’s
socioeconomic development.
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According to the International Labor Organization (ILO), approximately 1.4
million youth between the ages of 15 and 24 are NEET [11]. Youth who are NEET
are more likely living in poor economic conditions and social exclusion because
they often do not have the means to improve their skills and competencies.
Improving employment, education and training opportunities and promoting
the social inclusion of disadvantaged youth has therefore become a major policy
concern for the government.

There are several studies examining risk factors for being in NEET. Tames-
berger et al. [9] attempted to identify the influencing factors for young men and
women separately. They found that risk was associated with early school leav-
ing, health impairments, and first experience of unemployment in both groups.
However, the additional factor for young women was associated with child care
for children under age three. In South Korea, Noh and Lee [6] used data from
the Youth Panel Study to examine how individual and family characteristics
at age 16–17 affect the likelihood of being in NEET during 20–25. They found
that individuals with low income, no career plan, and dissatisfaction with school
during the high school years were more likely to be in NEET.

Macroeconomic factors also influence rates of NEET. Pesquera Alonso
et al. [7] tested the hypothesis using data from countries in the European Union
and confirmed that economic cycles are stronger factors than culture or other
country-specific variables. Nevertheless, the NEET rate can be high even during
economic upturns because young NEETs aged 19–24 had to manage the transi-
tion from school to work [2]. For a country, there are still regional impacts on
the NEET rate. Using data from Austria, Bacher et al. [1] found that regional
factors such as upper secondary completion, dual education, job vacancies, and
spending on active labor market policies are also relevant in explaining regional
differences in NEET rates.

Only a few research has been conducted on the factors affecting the situ-
ation of NEET particularly in Thailand. The recent research by the UNICEF
and College of Population Studies, Social Research Institute, Chula Unisearch
[11] found that the group NEET is diverse, e.g., school dropouts, unemployed
youth, or those who drop out of the labor force for various reasons. Factors that
lead to a young person becoming NEET include gender, education level, and
socioeconomic conditions. This paper aims not only to contribute to the existing
literature by quantitatively examining the direct impact of economic conditions
on the NEET status of youth in Thailand but also to explore the indirect effect
of economic conditions on NEET status through four dimensions of multidimen-
sional poverty: education, healthy living, living conditions, and financial security.
The findings of this study can provide policymakers with insights into the dual
pathways through which the economic condition affect the likelihood of NEET
status and assist in identifying NEET individuals based on their multidimen-
sional poverty profiles. This, in turn, can facilitate the development of effective
prevention policies.
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2 Data

This study utilizes data from the 2019 Socio-economic Survey (SES) of Thai-
land, a comprehensive nationwide household survey conducted by the National
Statistical Office (NSO). The dataset comprises a total of 124,874 individuals,
including 11,801 youths aged 15 to 24. However, 14 observations were excluded
due to the occupation of housemaids, which compromised the reliability of house-
hold characteristics as indicators of their socio-economic status. Additionally, 47
observations were excluded due to inconsistencies in their reported educational
status. Therefore, the analysis in this study was conducted on a sample of 11,740
youths.

3 NEET Situation

Youths can be categorized into three primary groups: (1) in-school, (2) employed,
and (3) NEETs. The in-school group comprises all youths registered in the formal
educational system, irrespective of their employment status. The employed group
includes youths who have secured employment but are not currently enrolled in
school. The NEET group consists of individuals who are neither enrolled in
school nor employed. Based on data from the 2019 SES sample, the majority of
youths aged 15–24 years fell under the in-school category, accounting for 50.4%
of the total. Around 37.4% of youths were employed, while the remaining 12.2%
were classified as NEETs (Table 1).

Table 1. Classification of youths in Thailand

Frequency Percent

In-school 5,914 50.4%

Employed 4,392 37.4%

NEET 1,434 12.2%

Total 11,740 100%

Source: Calculated from the 2019
SES sample (without population
weighting).

4 Multidimensional Poverty Situation

Numerous studies have provided evidence that social exclusion and poverty are
significant contributing factors to the disengagement of young individuals, lead-
ing them to become a NEET [4,8]. Therefore, the present research aims to inves-
tigate the impact of social exclusion and poverty by utilizing indicators derived
from Thailand’s multidimensional poverty index, as reported by NESDC [5]. To
determine the presence of poverty within each dimension, an individual residing
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in a household that falls under the criteria for a particular dimension of poverty
is considered to be living in poverty. Thailand’s multidimensional poverty index
encompasses four primary dimensions, namely education, health and well-being,
living conditions, and financial security. Each dimension consists of a set of three
indicators, as illustrated in Table 2.

Based on the summary statistics derived from the 2019 SES sample1, several
factors contributed to the occurrence of multidimensional poverty among Thai
youths. The factors that had the highest contributions were years of schooling
(edu1), garbage management (live7), and pension (fin12), accounting for 40.4%,
33.6%, and 32.3% respectively. This indicates that some proportion of Thai
youths reside in households characterized by low levels of education among some
members, unproper garbage management practices, and the absence of pension
support for older household members.

When comparing the likelihood of experiencing multidimensional poverty
between NEETs and non-NEETs, the statistics suggest that NEETs experi-
enced higher rates of poverty across all indicators, indicating varying degrees
of social exclusion within the population. Notably, the dimensions that exhibit
the most substantial disparities between NEETs and non-NEETs included con-
sumption poverty (health6), years of schooling (edu1), and delayed schooling
(edu2). Regarding consumption poverty, the proportion among NEETs was
20.6%, whereas among non-NEETs, it was only 9.8%, highlighting that NEETs
were 10.8% more likely to belong to households categorized under consumption
poverty compared to non-NEETs. In the education dimension, it was observed
that NEETs were more inclined to originate from households characterized not
only by individuals with low educational attainment but also by children expe-
riencing delays in their education.

5 Generalized Structural Equation Model

To examine effects of the economic condition and social exclusion on the NEET
status, this study modified the general framework from Ruesga-Benito et al. [8],
which shows the effects of economic condition, social exclusion and poverty on
the NEET rate. This study investigates the influence of the economic condi-
tion, as measured by the per capita gross provincial product (gpppc), and four
dimensions of multidimensional poverty on the NEET status of each youth. Rec-
ognizing that the economic condition can impact NEET status both directly and
indirectly through the four dimensions of multidimensional poverty, the study
employs a Generalized Structural Equation Model (GSEM) to perform a path
analysis with multidimensional poverty acting as mediators, as depicted in Fig. 1.

1 It is important to note that the statistics presented in this study are derived from
the 2019 SES sample described in the data section and have been calculated with-
out using population weighting. Consequently, these statistics can only provide
insights into the characteristics of the sample itself and do not necessarily reflect the
population.
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Table 2. Multidimensional poverty situation of youths in Thailand

Var Description Non-NEETs NEETs All youths

Education

edu1 Years of schooling :
Households with at least one member:
(1) aged 15–29 years that did not complete lower secondary education or
(2) aged 30–59 years that did not complete primary education.

0.393 0.487 0.404

edu2 Delayed schooling : Household that have at least one child aged 6–17 years
who is either not attending school or has a delay in education of more than
2 years, except for those who have completed lower secondary education.

0.039 0.113 0.048

edu3 Presence of parents: Households that have at least one child aged 0–6
years who is not living with their father and/or mother (in the case where
the father and/or mother are still alive).

0.034 0.037 0.034

Healthy Living

health4 Drinking water : Households obtain water from
(1) an indoor well within the house, or
(2) an outdoor well located outside the house,
(3) a river/stream/canal/ waterfall/mountain, or
(4) rainwater, or
(5) other sources.

0.248 0.264 0.250

health5 Dependency : Households with at least one member who is 15 years or
older and unable to take care of themselves in their daily life without
assistance and is unable to travel outside the living area without a
caregiver present.

0.019 0.061 0.024

health6 Consumption poverty :
Households living under poverty line.

0.098 0.206 0.111

Var Description Non-NEETs NEETs All youths

Living Conditions

live7 Garbage management:
Households manage garbage by
(1) burning it, or
(2) burying it, or
(3) disposing of it in rivers or canals, or
(4) littering in vacant public areas, or
(5) other methods.

0.333 0.361 0.336

live8 Internet accessibility:
Households with no member
using the internet.

0.034 0.092 0.041

live9 Asset procession:
Households that do not own at least 4
small items and 1 large item.

0.050 0.054 0.051

Financial Security

fin10 Saving:
Households with no financial assets for the purpose of saving.

0.069 0.086 0.071

fin11 Financial burden:
Households with difficulties paying for home rent, water bills, electricity
bills, or educational expenses during the past 12 months.

0.090 0.128 0.095

fin12 Pension: Households with at least one member who is 60 years or older
without pensions or social assistance.

0.320 0.343 0.323

Source: The multidimensional poverty indicators were from NESDC [5] and the statis-
tics were calculated from the 2019 SES sample (without population weighting).
Note: From NESDC [5], the indicator health6 was “Households where the expenses
related to food are lower than the food poverty line, calculated based on the recommended
calorie intake for each age group and gender, there is a requirement to meet the daily
food consumption.”. However, with the information limitation on the food poverty line,
this study uses general poverty line.

Using the GSEM method, the entire network of direct and indirect connec-
tions depicted in Fig. 1 can be simulteneously estimated via the system of five
equations using the maximum likelihood estimation. Notably, the dependent
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variables across all regressions, namely the NEET status and the four dimen-
sions of poverty intensity, exhibit a discrete nature, characterized by binary or
ordinal variables. For this reason, the standard structural equation model (SEM)
is not appropriate due to the assumption of normally distributed errors in all
equations. Therefore, the GSEM is a more suitable estimation method as it
accommodates different error distributions for each regression equation [3].

Fig. 1. The GSEM framework to examine the effects of economic condition and mul-
tidimensional poverty on NEET status

The system of five regressions equations for the GSEM structural framework
for this study can be shown as follows:

Factors determining the NEET status. As the NEET status (NEET ) is a binary
variable that takes value 1 if the individual is NEET and 0 otherwise, the regres-
sion is assumed to follow the binary Logit model as shown in Eq. 1.

Pr {NEET = 1| X} = L (Xβ) , (Eq. 1)

where L(·) is the logistic distribution, X is a vector of factors determining the
NEET status including MPedu ,MPhealth ,MPlive ,MPfin , and ln(gpppc), andβ
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is a vector of corresponding path parameters. All variable descriptions and sum-
mary statistics are shown in Table 3.

Effects of the economic condition on the four dimensions of multidimensional
poverty. Each poverty dimension j, namely education (edu), healthy living
(health), living conditions (live), and financial security (fin), is represented by
three indicators shown in Table 2. The multidimensional poverty intensity (MPj)
refers to the count of indicators that indicate a household’s poverty status, deter-
mined by whether they fall below the respective thresholds. Therefore, the inten-
sity of poverty ranges from 0 to 3, where 0 indicates that households do not
experience poverty in a specific dimension, while 3 indicates that households are
considered to be in poverty across all indicators within that dimension. As the
MPj variable representing each dimension of the intensity of poverty are ordinal,
the regression for each dimension j = edu, health, live, fin follows the ordinal
Logit model as shown in Eq. 2 - Eq. 5 as follows.

Pr {MPj = i | Z} = Pr (ci−1 < Zγj ≤ ci) , (Eq. 2 - Eq. 5)

where Z is ln(gpppc), and γj is the corresponding path parameter for poverty
dimension j. In this study, there are four possible responses and, thus, there are
three cut points c1, c2 and c3. All variable descriptions and summary statistics
are shown in Table 3.

Table 3. Variable description

Variables Description Mean SD Min Max

NEET NEET status (=1 if being NEET, =0 otherwise) 0.122 0.327 0 1

MPedu Intensity of poverty in education 0.486 0.615 0 3

MPhealth Intensity of poverty in healthy living 0.384 0.567 0 3

MPlive Intensity of poverty in living condition 0.428 0.567 0 3

MPfin Intensity of poverty in financial security 0.489 0.614 0 3

gpppc Per capita grossed provincial produce (GPP) (THB per year) 189,352 175,234 60,185 1,007,570

Source: Calculated from the 2019 SES sample (without population weighting).

6 Results

To examine the effects of the economic condition and the multidimensional
poverty status on the NEET status of youths in Thailand, this study estimates a
system of five structural equations with discrete dependent variables (shown in
Eq. 1–Eq. 5) using the GSEM estimation2. Following the estimation, odd ratios
2 It should be noted that this study estimates both Logit-based and Probit-based

models. The results are only slightly different, but the Logit-based model yields lower
AIC (85,254 for Logit and 85,283 for Probit) and BIC (85,416 for Logit and 85,445 for
Probit). Therefore, this study reports the Logit-based model, which assume logistic
distribution for all five equations.
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were calculated by exponentiating the estimated coefficients and are presented
in Table 4.

Table 4. Effects of the economic condition and multidimensional poverty on the NEET
status from the GSEM estimation.

(Eq. 1) (Eq. 2) (Eq. 3) (Eq. 4) (Eq. 5)

NEET MPedu MPhealth MPlive MPfin

MPedu 1.409***

(0.063)

MPhealth 1.454***

(0.068)

MPlive 1.168***

(0.058)

MPfin 1.148***

(0.052)

ln(gpppc) 1.098** 0.808*** 1.080*** 0.557*** 0.809***

(0.045) (0.022) (0.029) (0.017) (0.022)

Constant 0.028***

(0.014)

Observations 11,740 11,740 11,740 11,740 11,740

Note: (1) Odd ratios are reported for all equations, (2) Standard errors
are reported in parentheses, and (3) *** p<0.01, ** p<0.05, * p<0.1.
Source: Calculated from the 2019 SES sample (without population
weighting).

The findings presented in Table 4 can be presented in two distinct sections.
Firstly, the study discusses the associations between the economic condition and
the intensity of poverty in the four dimensions. Secondly, an analysis is conducted
to examine the overall effects of the economic condition and the intensity of
multidimensional poverty on the likelihood of youths being in the NEET status.

6.1 The Economic Condition and Multidimensional Poverty

The findings indicate substantial links between the economic condition and all
multidimensional poverty dimensions. Odds ratios below 1 reveal a negative
relationship, signifying that with higher per capita GPP, youth are less likely to
experience elevated poverty levels in education, living conditions, and financial
security dimensions. Specifically, for every 1% increase in the per capita GPP,
youths are 0.808 times as likely to experience a high intensity of poverty in the
education dimension, 0.557 times as likely in the living conditions dimension,
and 0.809 times as likely in the financial security dimension.

The odds ratio is slightly above 1 for the healthy living dimension, suggesting
that as per capita GPP increases, youths are more likely to experience higher
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poverty levels in this dimension. This contrasts with conventional economic the-
ories. This may stem from specific indicators used to measure poverty intensity
in healthy living, including drinking water (health4), dependency (health5), and
consumption poverty (health6). Analysis in Table 2 reveals the drinking water
indicator contributes most to poverty in this dimension, with 25% of youths
falling below its threshold. Conversely, only 2.4% and 11.1% fall below thresholds
for dependency and consumption poverty. Notably, the drinking water indicator,
involving non-standard water sources, correlates positively with per capita GPP.
This might arise from the indicator’s omission of filtration methods, failing to
capture true unhealthy living conditions among households.

6.2 The Economic Condition, Multidimensional Poverty, and NEET
Status

For factors explaining the NEET status, both the per capita GPP and the
poverty intensity across all dimensions exhibit a positive correlation with the
NEET status, as evidenced by the odds ratios in Eq. 1 being greater than 1.
Regarding the impact of poverty intensity, the study reveals that youths from
households with higher poverty intensity in the education dimension are 1.409
times more likely to be NEET compared to those from households with lower
poverty intensity in this dimension. The odds ratios for healthy living, living
conditions, and financial security dimensions are 1.454, 1.168, and 1.148, respec-
tively. These findings suggest that youths in impoverished households have an
increased likelihood of being in the NEET situation, particularly emphasizing
education and healthy living dimensions.

The influence of the economic condition on the NEET status yields intricate
findings. The results show that, on one hand, the per capita GPP has a negative
indirect effect on the NEET status through the mediating factor of poverty. This
means that better economic condition lead to reduced poverty, which indirectly
decreases the likelihood of NEET status. On the other hand, the per capita GPP
simultaneously has a positive direct effect on the NEET status. This suggests
that a higher per capita GPP is associated with an increased likelihood of being
in the NEET situation directly. This observation suggests the presence of het-
erogeneity among NEETs, wherein certain groups are more likely to increase
during favorable economic condition, while others are more likely to experience
NEET status during economic downturns.

7 Conclusion and Implications

To understand the effects of the economic condition and the multidimensional
poverty situation on the NEET status of youths in Thailand, this study employs
the generalized structural equation model (GSEM) to estimate the structural
relationships among relevant factors. Specifically, the study examines the con-
nections between the per capita gross provincial product (GPP) and poverty
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intensity in the dimensions of education, healthy living, living conditions, and
financial security, in relation to the occurrence of NEET status among youth.

The results show strong associations between all dimensions of poverty to
the NEET status confirming the previous studies that the occurrence of NEET
is more likely to happen among households with a high intensity level of poverty
[4,8]. This study provides a deeper analysis to identify that the NEET status
exhibits the strongest correlation with poverty in the education and healthy
living dimensions of multidimensional poverty. These findings suggest that the
social exclusion of youths leading to the NEET status is not solely determined
by their financial circumstances. In the education dimension, the results reveal
that the educational levels of other household members, educational delays, and
the presence of parents in households with children significantly influence the
likelihood of being NEET, which is associated with an increased probability
of leaving the educational system prematurely. These findings demonstrate the
intergenerational transmission of educational deprivation, underscoring the need
for policy interventions aimed at breaking this cycle. Furthermore, the healthy
living dimension, as measured by indicators such as access to drinking water,
dependency, and consumption poverty, also exhibits strong significance. This
dimension may be influenced by monetary poverty, which manifests in limited
access to safe drinking water and inadequate consumption levels. Additionally,
it may be influenced by the responsibility of assisting household members who
are dependent and require daily care.

In addition to the household multidimensional poverty situation, this study
also examines the relationship between the economic condition and the likelihood
that youths become NEET. The results indicate that in provinces with a higher
per capita GPP, the likelihood of youth experiencing poverty diminishes, conse-
quently reducing their chances of being NEET. However, when accounting for
the multidimensional poverty situation, it is observed that youths in provinces
with a higher per capita GPP are more likely to becoming NEETs. The findings
reveal that certain types of NEETs are closely associated with poverty, while
other types tend to increase during periods of economic prosperity, indicating a
potential link to higher socio-economic backgrounds. There are two key impli-
cations derived from this finding. Firstly, during economic downturns, there is a
potential rise in the prevalence of NEETs, as a greater number of youths may
experience a heightened risk of falling into poverty. Secondly, it highlights the
necessity for conducting additional research aimed at understanding the various
categories of NEETs and identifying their specific needs for support in success-
fully reintegrating into either the educational system or the labor market.

Although this study has utilized the extensive multidimensional poverty data
obtained from Thailand’s SES survey and investigated the influence of the eco-
nomic condition and poverty on NEET status, the results highlight the necessity
for further research that addresses practical inquiries to inform policy formu-
lation and implementation. Particularly, inquiring about the types of support
required by youths residing in low education and poverty-stricken households
who are more likely to becoming NEETs, especially in the periods of economic
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downturn. Additionally, exploring the potential heterogeneity among NEETs,
specifically examining the characteristics of the higher socio-economic group and
determining the proportion they represent, would be beneficial for a comprehen-
sive understanding of the issue.
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