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Abstract. The task of few-shot relation extraction presents a significant
challenge as it requires predicting the potential relationship between two
entities based on textual data using only a limited number of labeled
examples for training. Recently, quite a few studies have proposed to han-
dle this task with task-agnostic and task-specific weights, among which
prototype networks have proven to achieve the best performance. How-
ever, these methods often suffer from overfitting novel relations because
every task is treated equally. In this paper, we propose a novel method-
ology for prototype representation learning in task-adaptive scenarios,
which builds on two interactive features: 1) common features are used to
rectify the biased representation and obtain the relative class-centered
prototype as much as possible, and 2) discriminative features help the
model better distinguish similar relations by the representation learn-
ing of the entity pairs and instances. We obtain the hybrid prototype
representation by combining common and discriminative features to
enhance the adaptability and recognizability of few-shot relation extrac-
tion. Experimental results on FewRel dataset, under various few-shot
settings, showcase the improved accuracy and generalization capabilities
of our model.

Keywords: Relation extraction - Few-shot learning - Adaptive
prototype network

1 Introduction

Relation extraction plays a vital role within the domain of natural language pro-
cessing by identifying and extracting the relationships between different entities
mentioned in textual data. It has significant applications in various downstream
tasks, including text mining [25], knowledge graph [18] and social network-
ing [21]. This problem is commonly approached as a supervised classification
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task. However, the process of labeling large datasets of sentences for relation
extraction is not only time-consuming but also expensive. This limitation often
leads to a scarcity of labeled data available for training relation extraction mod-
els, hindering the progress and evolution of this task. To address this challenge,
researchers have delved into a new field of study called few-shot relation extrac-
tion (FSRE). FSRE is viewed a model aligned with human learning and is
considered the most promising method for tackling this task. Existing stud-
ies [6,19,22,23] have achieved remarkable results and surpassed human levels
in general tests. Some researchers [2,11], however, observe that most proposed
models are ineffective in real applications and are looking into specific reasons
such as task difficulty. Most task-agnostic and task-specific models [16] actually
struggle to handle the FSRE task adaptively with varying difficulties. Figure 1
depicts a process of FSRE augmented by the relation instances. Due to the
high similarity of relationships and the limited number of training instances, the
existing methods are hard to identify the relation mother between entity pair
(Isabella Jagiellon, Bona Sforza) for the query instance.

Class A Class A
partner, someone in a relationship without /~\ Marsy Nicholas' mother, Marcella
being married. Leach, suffered a heart attack at the
Class B second parole hearing for Marsy's
mother, female parent of the subject. killer and was unable to attend e oo oo L
. entity pair
Class C subsequent hearing for many years. Features [
father, male parent of the subject. instance —
Class B
Class D
child, subject ...... Common |
Class B Features
spouse, the subject ...... partner D partner
spouse spouse
— child : :> child
Query father x father x
Isabella on (18 January 1519 — 15 September __,| mother v mother N
1559) was the oldest child of Polish King Sigismund > Lo A

I the Old and his Italian wife Bona Sforza. —

Fig.1. A novel 5-way 1-shot relation extraction pipeline. First, use the relation set
(left) and then enhance the relation representation with the support set (right). Finally,
self-adapt to obtain true value for similar relationships in difficult tasks.

The FSRE task is commonly tackled through two prominent approaches:
meta-learning based methods and metric-learning based methods [15,32]. Meta-
learning, with its emphasis on the acquisition of learning abilities, focuses on
training a task-agnostic model with various subtasks, enabling it to learn how
to predict scores for novel classes. In contrast, metric-based approaches aim to
discover an improved metric for quantifying distribution discrepancies and effec-
tively discerning different categories. Among them, the prototype network [11,27]
is widely used as a metric-based approach and has demonstrated remarkable
performance in FSRE scenarios. Compared to meta-learning based methods,
metric-based methods in FSRE task usually focus on training task-specific mod-
els that have poorer adaptability to new tasks. Conversely, the meta-learning
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based methods may struggle with the discriminative features of relations between
entity pairs during the training process, leading to underwhelming performance.
This can be attributed primarily to the scarcity of training instances for each
subtask in FSRE scenarios. As shown in Fig.1, when only using the common
features from relation instances as the metric index, it is difficult to distinguish
the pair (IsabellaJagiellon, BonaS forza) in the query sentence from the five
similar relations. While the discriminative features of the support instances are
introduced, the features have more obvious distinctions, and the score of the
mother is higher than others. In order to address these challenges in few-shot
relation extraction, we present a novel adaptive prototype network representa-
tion that incorporates both relation-meta features and various instance features,
called AdaProto. Firstly, we introduce relation-meta learning to obtain the com-
mon features of the relations so that the model does not excessively deviate from
its relational classes, thus making the model have better adaptability. Besides,
we propose entity pair rectification and instance representation learning to gain
discriminative features of the task, thus increasing the discriminability of the
relations. Finally, we employ a multi-task training strategy to achieve a model
of superior quality.

We can summarize our main contributions into three distinct aspects: 1) We
present a relation-meta learning approach that enables the extraction of common
features from relation instances, resulting in enhanced adaptability of the model.
2) Our model combines common features with discriminative features learned
from the support set to enhance the recognizability of relational classification.
3) We assess the performance of our proposed model on the extensively utilized
datasets FewRel through experiments employing the multi-task training strategy.
The experimental results confirm the model’s excellent performance.
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Fig. 2. The overall framework of AdaProto. The relation-meta learner exploits
relation embeddings and relation meta to transfer the relative common features. To
capture the discriminative features, F: and X; represent the entity pair rectification
and instance embeddings, respectively. Finally, multi-task training adaptively fuses the
above two features into different tasks.
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2 Related Work

2.1 Few-Shot Relation Extraction

Relation extraction, a fundamental task within the domain of natural language
processing (NLP), encompassing a wide range of applications, including but not
limited to text mining [25] and knowledge graph [18]. Its primary objective is to
discern the latent associations among entities explicitly mentioned within sen-
tences. Few-shot relation extraction (FSRE), as a specialized approach, delves
into the prediction of novel relations through the utilization of models trained
on a restricted set of annotated examples. Han et al. [13] introduce a comprehen-
sive benchmark called FewRel, which serves as a large-scale evaluation platform
specifically designed for FSRE. Expanding upon this initiative, Gao et al. [9]
presented FewRel 2.0, an extended iteration of the dataset that introduces real-
world challenges, including domain adaptation and none-of-the-above detection.
These augmentations render FewRel 2.0 a more veracious and efficacious milieu
for the comprehensive evaluation of FSRE techniques.

Meta-learning based and metric-learning based methods are the two pre-
dominant approaches widely employed in solving the FSRE task. Meta-learning,
with its emphasis on the acquisition of learning abilities, strives to educate a
task-agnostic model can acquire knowledge and making predictions for novel
classes through exposure to diverse subtasks. The model-agnostic meta-learning
(MAML) algorithm was introduced by Finn et al. [7]. This algorithm is an adapt-
able technique applicable to a broad spectrum of learning scenarios by leveraging
gradient descent-based training. Dong et al. [5] introduced a meta-information
guided meta-learning framework that utilizes semantic notions of classes to
enhance the initialization and adaptation stages of meta-learning, resulting in
improved performance and robustness across various tasks and domains. Lee et
al. [15] proposed a domain-agnostic meta-learning algorithm that specifically
targets the challenging problem of cross-domain few-shot classification. This
innovative algorithm acts as an optimization strategy aimed at improving the
generalization abilities of learning models. However, the meta-learning based
approaches can be hindered by the lack of sufficient training instances for each
subtask, making it vulnerable to the discriminative features of the relationships
between entity pairs. As a result, this limitation can negatively impact the per-
formance of the model on the FSRE task.

The primary objective of metric-based approaches is to identify a more effec-
tive metric for measuring the discrepancy in distribution, allowing for better
differentiation between different categories. Among them, the prototypical net-
work [29] is widely used as one of metric-based approaches to few-shot learning
and has demonstrated its efficacy in addressing the FSRE task. In this approach,
every example is encoded as a vector by the feature extractor. The prototype rep-
resentation for each relation is obtained by taking the average of all the exemplar
vectors belonging to that relation. To classify a query example, its representation
is compared to the prototypical representations of the candidate relations, and
it is assigned a class based on the nearest neighbor rule. There have been many
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previous works that enhanced the model performance of different problems in
the FSRE task based on prototypical networks. Ye and Ling [36] introduced a
modified version of the prototypical network that incorporates multi-level match-
ing and aggregation techniques. Gao et al. [8] proposed a novel approach called
hybrid attention-based prototypical networks. This innovative approach aims to
mitigate the impact of noise and improve the overall performance of the system.
Yang et al. [34] proposed an enhancement to the prototypical network by incor-
porating relation and entity descriptions. And Yang et al. [35] introduced the
inherent notion of entities to offer supplementary cues for relationship extrac-
tion, consequently augmenting the overall effectiveness of relationship prediction.
Ren et al. [26] introduced a two-stage prototype network that incorporates pro-
totype attention alignment and triple loss, aiming to enhance the performance of
their model in complex classification tasks. Han et al. [11] devised an innovative
method that leverages supervised contrastive learning and task adaptive focal
loss, specifically focusing on hard tasks in FSRE scenario. Brody et al. [2] con-
ducted a comprehensive analysis of the effectiveness of robust few-shot models
and investigated the reliance on entity type information in FSRE models. Despite
these notable progressions, the task adaptability of FSRE model is still under-
explored. In this study, we propose an adaptive prototype network representation
with relation-meta features and various instance features, which enhances the
adaptability of the model and yields superior performance on relationships with
high similarity.

2.2 Adaptability in Few-Shot Learning

Few-shot learning (FSL) is a prominent approach aimed at training models to
comprehend and identify new categories using a limited amount of labeled data.
However, the inherent limitations of the available information from a restricted
number of samples in the N-way-K-shot setting of FSL pose a significant chal-
lenge for both task-agnostic and task-specific models to adaptively handle the
FSL task. Consequently, the performance of FSL models can exhibit substantial
variations across different environments, particularly when employing metrics-
based approaches that typically train the task-specific model. One of the chal-
lenges in FSL is to enable models to quickly adapt to dynamic environments
and previously unseen categories. Simon et al. [28] proposed a framework that
incorporates dynamic classifiers constructed from a limited set of samples. This
approach enhances the few-shot learning model’s robustness against perturba-
tions. Lai et al. [14] proposed an innovative meta-learning approach that cap-
tures a task-adaptive classifier-predictor, enabling the generation of customized
classifier weights for few-shot classification tasks. Xiao et al. [33] presented an
adaptive mixture mechanism that enhances generation of interactive class pro-
totypes. They also introduced a loss function for joint representation learning,
which seamlessly adapts the encoding process for each support instance. Their
approach is also built upon the prototypical framework. Han et al. [12] proposed
an adaptive instance revaluing network to tackle the biased representation prob-
lem. Their proposed method involves an enhanced bilinear instance representatio
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and the integration of two original structural losses, resulting in a more robust
and accurate regulation of the instance revaluation process. Inspired by these
works, we introduce relation-meta learning to obtain the common features that
were used to rectify the biased representation, making the model generalize bet-
ter and have stronger adaptability.

3 Methodology

The general architecture of the AdaProto model, proposed by us, is depicted
in Fig. 2. This model is designed to tackles the task of extracting relationships
between entity pairs in few-shot scenarios. The model consists of four distinct
modules:

3.1 Relation-Meta Learning

To obtain relation-meta information from relation instances, we introduce a
relation-meta learner, inspired by MetaR [3], that learns the relative common
features, thus maintaining the task-specific weights for the relational classes.
Unlike the previous method, our approach obtains the relation-meta directly
from the relation set, not from the entity pairs, and transfers the common
features to entity pairs for rectifying the relation representations. Firstly, we
generate a template called relation set by combining the relation name and
description as “name:description” (n;d), and feed them into the encoder to
produce the feature representation. To enhance the relation representation, we
employ the mean value of the hidden states of the sentence tokens and concate-
nate it with their corresponding [C'LS| token to represent the relation classes
{ri € R?%;i=1,...,N}. Next, the relation-meta learner compares all the N
relation representations obtained from the encoder and generates the only rep-
resentation specific to each relational label in the task. Finally, to represent the
common features through the relation-meta learner, we design a nonlinear two-
layer fully connected neural network and a mutual information mechanism to
explore the feature representations by training the relation-meta learner.

R, = GELU(Hlel + bl)WQ + by (1)

where R, is the representation of relation-meta, H,, is an output of the encoder
corresponding to r;, and W;, b; are the learning parameters. The hidden embed-
dings are further exploited by the fully-connected two layers network with
GELU(.) activation function. We assume that the ideal relation-meta R,, only
retains the relation specific to the i-th class r; and is orthogonal to other rela-
tions. Therefore, for all relational categories R, when i # j, the classes should
satisfy their mutual information MI(R;, R;)=0, and the relative discriminative
representation of each relation is independent. To achieve this goal, we design
a training strategy based on mutual information, which constrains the relative
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common feature representation of each relation that only contains the informa-
tion specific to the relational classes by minimizing the mutual information loss
function.

Lm= Y  MI(R,R)) (2)

1<i,j<N,i#j

3.2 Entity-Pair Rectification Learning

To transfer the common features and obtain discriminative features, following
the previous transE [1], we design score function to evaluate the interaction of
entity pairs and common features learned from the relation-meta learner. The
function can be formulated as the interaction between the head entity, tail entity,
and relations to generate the rectified relation representation:

s (histi) =|| R + hi — t; | (3)

where R,, represents the relation-meta, h; is the head entity embedding and ¢; is
the tail entity embedding. The Ly norm is denoted by ||.||. With regards to the
relational classes in the given task, the entity-pair rectification learner evaluates
the relevance of each instance in the support set. To efficiently evaluate the
effectiveness of entity pair, inspired by MetaR [3], we design loss function to
update the learned relational classes R, with the score of the entity pairs and
common features in the following way:

Ls(S:) = Y (A +s(hi,ts) — 5 (hi, ) (4)

h,tesS,

where A is the margin hyperparameter, e.g., A=1, t; is the negative example of
t;, and s(h;,t}) is the negative instance score corresponding to current positive
entity pair s (h;,t;) € S,. And the rectified relations E, can be represented as
follows:

E. =R, — Vg, Ls(S;) (5)

where v/ is the gradient.

3.3 Instance Representation Learning

Textual context is the main source of the relation classification, while the
instances vary differently in the randomly sampled set, resulting in the dis-
crepancy in relation features, especially for the task with similar relations. The
keywords play a vital role in discriminating different relations in a sentence, so
we design attention mechanisms to distinguish the relations from instance rep-
resentation. We allocate varying weights to the tokens based on the similarity
between instances with the relations. The k-th relational feature representation
Rf is obtained by computing the similarity between each instance embedding s};
and the relation embedding r;.

"
RE=3"apry (6)
n=1
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where k =1, ..., K is k-th instance, [, is the length of r;, and in the matrix for
the instances r;, s, the variable n represents the n-th row.

ol = softmax(sum(r;(sp)7)) (7)

The discriminative features are defined by the set of K features.
K .
X, =1/KY R, (8)
k=1

3.4 Multi-task Joint Training

We concatenate the common and discriminative features to form the hybrid
prototype representation by relation-meta R, entity-pair rectification E;, and
instance representation Xj.

C; = [R]; El; X]] 9)

where ¢ denotes the task, R{ represents the j-th relations by the relation-meta
learner, E} represents the updated j-th relations by the entity-pair rectification
learner, and X7 represents the contextualized j-th relations by the instance
learner at the task-level learning. The model would calculate the classification
probability of the query @ based on the given query and prototype representation
of N relations.

P(y = j1Q, 8) = exp(d(C;, Q)) Zexp (Ck,Q)) (10)

where variable N represents the number of classes, and the function d(.,.) refers
to the Euclidean distance. And the training objective in this scenario is to min-
imize the cross-entropy loss by employing the negative log-likelihood estimation
probability with labeled instances:

where ¢ denotes the relation label ground truth. There are only a few number
of instances for each task and the tasks vary differently in difficulty. Training a
model using only cross-entropy can be challenging to achieve satisfactory results.
To tackle this issue, we employ a multi-task joint strategy to enhance the model’s
training process. Following previous work [4], we use mutual information loss and
relax the constraints because of the complexity.

Next, to fully exploit the interaction between the relation-meta and entity
pairs, the rectification loss is introduced. Furthermore, we take Ly with focal
loss [17] instead of L. to balance the different tasks. The focal loss can be
expressed in the following manner:

Ly (@Q,8) =—-(1-P(y=tQ,5)) logP (y =t|Q, 5) (12)
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where factor v > 0 is utilized to regulate the rate at which easy examples are
down-weighted. Finally, the training loss is constructed as follows:

L=L;+aL,+pL, (13)

where hyperparameters «, [ control the relative importance of L.,, Lg,
respectively, e.g., =0 means no rectified relations. Following previous similar
work [30], we simply set a=0.7 and §=0.3, and have obtained better perfor-
mance. And other rates can be explored in the future.

4 Experiments

4.1 Dataset and Evaluation Metrics

Datasets. Our AdaProto model is assessed on the FewRel 1.0 [13] and FewRel
2.0 [9] datasets, which are publicly available and considered as large-scale
datasets for FSRE task. These datasets contain 100 relations, each consisting
of 700 labeled instances derived from Wikipedia. To ensure fairness, We divide
the corpus of 100 relations into three distinct subsets, with a ratio of 64:16:20,
correspondingly dedicated to the tasks of training, validation and testing, follow-
ing the official benchmarks. The relation set is typically provided in the auxiliary
dataset. While the label data for the test set is not made public, we can still
assess our model’s performance by submitting our prediction results and using
the official test script to obtain test scores.

Evaluation. The distribution of FewRel dataset in various scenarios is fre-
quently simulated using the N-way-K-shot (N-w-K-s) approach. Under the typi-
cal N-w-K-s setting, each evaluation episode involves sampling N relations, each
of which contains K labeled instances, along with additional query instances.
The objective is for the models to accurately classify the query instances into
the sampled N relations, based on the provided N x K labeled data. Accuracy
is employed as the performance metric in the N-w-K-s scenario. This metric
measures the proportion of correctly predicted instances out of the total number
of instances in the dataset. Building upon previous baselines, we have selected NV
values of 5 and 10, and K values of 1 and 5, resulting in four distinct scenarios.

4.2 Implementation Details

To effectively capture the contextual information of each entity and learn a
robust representation for instances, leveraging the methodology introduced by
Han et al. [11], we utilize the uncased BERT}qse as the encoder, which is a
12-layers transformer and has a 768 hidden size. To generate the statements
for each instance, we merge the hidden states of the beginning tokens of both
entity mentions together. To enhance the representation of each entity pair,
we further incorporate their word embedding, entity id embedding, and entity
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type embedding. In addition, we utilize the label name and its corresponding
description of each relation to generate a template. To optimize our model, we
utilize the AdamW optimizer [20] and set the learning rate to 0.00002. Our model
is implemented using PyTorch framework and deployed on a server equipped
with two NVIDIA RTX A6000 GPUs.

4.3 Comparison to Baselines

We assess the performance of our model by comparing it to a set of strong
baseline models:

Proto: Snell et al. [29] proposed the original prototype network algorithm.
GNN: Garcia et al. [10] introduced a meta-learning method based on graph
neural networks.

MLMAN: Ye and Ling [36] introduced a modified version of the prototypical
network that incorporates multi-level matching and aggregation.

REGRAB: Qu et al. [24] proposed a method for bayesian meta-relational learn-
ing that incorporates global relational descriptions.

BERT-PAIR: Gao et al. [9] proposed a novel approach to measure the similarity
between pairs of sentences.

ConceptFERE: Yang et al. [35] put forward a methodology that incorporates
the inherent concepts of entities, introducing additional cues derived from the
entities involved, to enhance relation prediction and elevate the overall effective-
ness of relation classification.

DRK: Wang et al. [31] proposed a innovative method for knowledge extraction
based on discriminative rules.

HCRP: Han et al. [11] designed a hybrid prototype representation learning
method based on contrastive learning, considering task difficulty.

Most existing models use BERT as an encoder, and we follow what is known a
priori.

4.4 Main Results

Overall Results. In our evaluation, We compare our proposed AdaProto model
against a set of strong baselines on the FewRel dataset. And the results of this
comparison are presented in Table 1 and 2. The model’s performance is demon-
strated in Table 1, our model effectively improves prediction accuracy and out-
performs the strong models in each setting on FewRel 1.0, demonstrating better
generalization ability. Besides, the performances gains from the 5-shot settings
over the second best method (i.e., HCRP) are larger than those of 1-shot sce-
nario. This observation may suggest that the availability of only one instance per
relation class restricts the extraction of discriminative features. And the seman-
tic features of a single instance are more prone to deviating from the common
features shared by its relational class. By observational analysis, the performance
is mainly due to three reasons. 1) Relation-meta learning allows obtaining com-
mon features while adapting to different tasks. 2) Entity pair rectification and
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instance representation learning empowers prototype network with discrimina-
tive features. 3) Joint training also plays an important role.

Table 1. Main results from the validation and testing of the FewRel 1.0. The evaluation
metric used in this study is accuracy(%).

Model 5-w-1-s 5-w-5-s 10-w-1-s 10-w-5-s
Proto 82.92/80.68 |91.32/89.60 |73.24/71.48 | 83.68/82.89
GNN —/75.66 —/89.06 —/70.08 —-/76.93
MLMAN(CNN) 79.01/82.98 |88.86/92.66 |67.37/75.59 |80.07/87.29
REGRAB 87.95/90.30 |92.54/94.25 |80.26/84.09 |81.76/87.02
BERT-PAIR 85.66/88.32 |89.48/93.22 |76.84/80.63 |81.76/87.02
ConceptFERE —/84.28 —/90.34 —/74.00 —/81.82

DRK —/89.94 —/92.42 —/81.94 —/85.23
HCRP 90.90/93.76 | 93.22/95.66 |84.11/89.95 |87.79/92.10
AdaProto(ours) | 91.19/94.26 | 93.87/96.19 | 85.91/90.61 | 89.59/93.38

Table 2. The performance on the domain adaptation test set of FewRel 2.0.

Model 5-w-1-s | 5-w-5-s | 10-w-1-s | 10-w-5-s
Proto 40.12 | 51.50 |26.45 36.39
BERT-PAIR 67.41 |78.57 |54.89 66.85
HCRP 76.34 |83.03 |63.77 72.94
AdaProto(ours) | 77.13 | 84.29 | 65.17 73.85

Performance on FewRel 2.0 Dataset. In order to assess the adaptability of
our proposed model, we performed cross-domain experiments using the FewRel
2.0 dataset. Table 2 clearly illustrates the impressive domain adaptability of our
model, as evidenced by the results. In particular, our model obtain better results
on 5-shot, probably because the local features of the task play a dominant role
compared to the common features.

Performance on Hard Tasks in Few-Shot Scenarios. To showcase the
adaptability and efficacy of our model in handling difficult tasks, we use Han’s
setup [11] to assess the overall capabilities of the models on the validation set of
FewRel 1.0 dataset. We considered three distinct 3-way-1-shot scenarios and dis-
play the main results in Table 3. Fasy denotes tasks with easily distinguishable
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Table 3. The performance on random, easy, and hard task.

Model Random | Easy | Hard
Proto 87.37 98.51 | 35.63
BERT-PAIR 91.14 99.76 | 38.21
HCRP 93.86 99.93 | 62.40
AdaProto(ours) | 94.75 99.91 | 65.37

relations, Random encompass a set of 10,000 tasks randomly sampled from the
validation relations, and Hard denotes tasks with similar relations. We choose
Mother, Child and Spouse as the three difficult relations because they not only
have similar relation descriptions but also have the same entity types. The per-
formance degrades sharply for the difficult tasks, as shown in the Table 3, which
indicates that the hard task still faces a great challenge and also illustrates the
significant advantage of our AdaProto model.

4.5 Ablation Study

To assess the efficacy of the various modules in our AdaProto model, we con-
ducted an ablation study where we disabled each module individually and
assessed the impact on the model’s overall performance. Table4 illustrates the
outcomes of the ablation study, showcasing the performance decline observed for
each module when disabled.

Table 4. The Ablation study performance of AdaProto model on FewRel 2.0.

Model 5-w-1-s | 5-w-5-s | 10-w-1-s | 10-w-5-s
AdaProto 77.13 | 84.29 |65.17 73.85
-Relation-Meta 71.16 78.65 58.43 67.92

-Entity-Pair Rectification | 74.98 |81.17 |63.23 72.19
-Instance Representation | 73.11 |79.86 |61.34 69.25

Experiments were performed on the validation set using the FewRel 2.0
dataset for domain adaptation. Table4 presents the detailed experimental
results. The second part of the Table 4 indicates the results after removing certain
modules. It is observed that every module affects performance, especially for the
relation-meta learner. In the common features, we eliminate the relation-meta
learner and degrade the model to the discriminative features without relation
descriptions, and the performance has a large degradation, indicating that com-
mon features contribute more to the FSRE task. In the discriminate features,
we remove the entity pair rectification and instance representation, respectively,
and the results demonstrate that textual context is still the main source of the



Adaptive Prototype Network for Few-Shot Relation Extraction 75

discriminative features. In addition, removing entity pair rectification also shows
a more significant decrease in performance.

5 Conclusion

In this study, we propose AdaProto, an adaptive prototype network represen-
tation that incorporates relation-meta features and various instance features to
address the challenges in FSRE tasks. The adaptability of the task heavily relies
on the effectiveness of the embedding space. To enhance the model’s generaliza-
tion, we introduce relation-meta learning to learn common features and better
capture the class-centered prototype representation. Additionally, we propose
entity pair rectification and instance representation learning to identify discrim-
inative features that differentiate similar relations. Our approach also utilizes a
multi-task training strategy to ensure the development of a high-quality model.
Furthermore, the model can adapt to different tasks by leveraging multiple fea-
ture extractors. Through comparative studies on FewRel in various few-shot
settings, we demonstrate that AdaProto, along with each of its components,
boosts the classification performance of FSRE tasks and effectively enhances
the overall effectiveness and robustness.
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