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Abstract. Document-level relation extraction aims to identify the rela-
tions between the entities in an unstructured text and represents them
in a structured way for downstream tasks such as knowledge graphs
and question answering. In recent years, graph neural network-based
methods have made significant progress in relation extraction. However,
these methods usually require extracting all the entities in the document
first, then a classifier is used to analyze the relations between the enti-
ties regardless of whether they have any relation. This wastes a lot of
time analyzing the relations of irrelevant entity pairs and reduces the
classifier’s attention to relevant entity pairs. To address this issue, this
paper proposes a relation extraction module that integrates Relational
Reasoning and Heterogeneous Graph neural Networks (RRHGN). The
method finds a meta-path for each entity pair in a document and uses
multi-hop reasoning to analyze the entities on the meta-path to deter-
mine whether there is a strong reasoning path between the entity pair.
The relational reasoning module built into the method makes the classi-
fier focus more on the relevant entity pairs in the document, thus reducing
the task burden of the classifier and improving the accuracy of entity rela-
tion extraction. Experimental results on the large-scale document-level
relation extraction dataset DocRED show that the proposed method
achieves significant performance improvement compared with existing
methods.

Keywords: Document-level relation extraction · Heterogeneous graph
neural network · Multi-hop reasoning

1 Introduction

The purpose of document-level relation extraction is to extract the relations
between different entities in a document and to represent them in a structured
way. It plays an important role in natural language processing tasks such as
information retrieval [1], question answering [2], and dialogue system [3]. Usu-
ally, document-level relation extraction involves a large number of entities, and
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Fig. 1. A example from the dataset DocRED.

these entities are sparsely distributed in multiple sentences that constitute a
document. According to the statistics of human tagged corpus extracted from
Wikipedia documents, more than 40.7% of entity relationship facts need to be
jointly extracted from multiple sentences. Therefore, it is very necessary to study
document-level relationship extraction methods [4,5]. Recently, some researches
introduced graph data structure into the task of document-level relationship
extraction [6–8]. The common way is to construct document-level heterogeneous
graphs according to different entity types, and then encoding the graphs using
attention mechanism, finally classifying the relationships among entities in the
graphs using classifiers. However, such methods need to extract all the entities
in a document first, and then classify the relationships among the entities. In
this process, relation analysis for a large number of unrelated entity pairs not
only distracts the attention of the classifier, but also reduces the efficiency of the
classifier.

Figure 1 is an example in DocRED dataset. Entities (Riddarhuset, Sweden)
are pairs of entities to be classified. They are located in sentences 1 and 4 respec-
tively, and need to be obtained by relational reasoning between sentences. How-
ever, sentences 1 and 4 contain a large number of irrelevant entities (e.g., Kunglia
Hovkapellet, Roval Court, 1731), and the relational classifier needs to classify
them regardless of whether there is a relationship between these entities. Obvi-
ously, these irrelevant entity pairs distract the classifier. Usually, judging whether
there is a relationship between two entities across sentences requires reasoning,
and there is often a reasoning path for related entity pairs, such as sentences
1 and 4. We can judge that Stockholm is the capital of Sweden through the
first sentence, and that Riddarhuset is an area of Stockholm through the fourth



184 W. Ji et al.

Fig. 2. The reasoning process of RRHGN.

sentence. Therefore, through reasoning between these two sentences, we can get
(Riddarhuset, Sweden) that the relationship between the two entities is (coun-
try). If there is a relationship between two entities, we can find a reasoning path.
However, the existing methods need to extract the relationship between entities
regardless of whether there is a relationship between them, which greatly reduces
the efficiency of task execution.

To solve the above problems, this paper proposes a document-level relation-
ship extraction method based on relational reasoning and heterogeneous graph
neural network (RRHGN). In this method, a relational reasoning module is built
to judge whether there is a strong reasoning path between two entities, to pre-
dict the probability of relationship between these two entities. By constructing a
dynamic graph structure, relational reasoning module is completed through mul-
tiple iterations on the selected meta-path. In each reasoning process, only the
related nodes are reserved, and the irrelevant nodes are shielded, thus ensuring
that all useful information is transmitted. Figure 2 shows the reasoning process
of RRHGN, which tries to find a strong reasoning path between two entity pairs,
so that the classifier pays more attention to those related entity pairs and com-
pletes the relationship extraction better. Gray denotes nodes in the reasoning
process.

The main contributions of this paper are as follows:

(1) A relation reasoning module is proposed for relation extraction of graph struc-
ture to solve the problem that irrelevant entity pairs will distract the attention
of entities in the process of relation reasoning using graph structure.

(2) Through multi-hop reasoning on meta-path nodes, it can be judged whether
there is a strong reasoning path between entities.
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(3) Experiments on DocRED, a large relational extraction dataset, show that the
proposed method can accurately predict the relationships between entities.

2 Related Work

Existing document-level relation extraction methods can be roughly divided into
sequence-based methods and graph-based methods.

2.1 Sequence-Based Document-Level Relationship Extraction
Methods

Sequence-based document-level relationship extraction methods directly use neu-
ral networks to learn entity representations in documents, and classify all sent
entity pairs. Zhou et al. [9] proposed a global context-enhanced graph convo-
lution network model, which combined Transformer encoder with graph neural
network, and considered both global and local dependencies among entities. Ye
et al. [10] proposed a pre-training model based on BERT, which enhanced the
reference reasoning ability of language representation by introducing reference
resolution task, carried out document-level relation extraction experiments on
DocRED dataset, and achieved very good results. Zeng et al. [11] proposed a
model for separating intra-sentence and cross-sentence reasoning, which uses
Transformer encoder to process each sentence and the whole document respec-
tively, and uses graph convolution network to classify relations. Giorgi et al. [12]
developed a sequence-to-sequence approach, seq2rel, that can learn the subtasks
of DocRE (entity extraction, coreference resolution and relation extraction) end-
to-end, replacing a pipeline of task-specific components. Liu et al. [13] proposed
an effective structure enhanced transformer encoder model (SETE), integrating
entity structural information into the transformer encoder. However, for long
documents, sequence based methods are prone to losing semantic relationships
and cannot effectively obtain global information.

2.2 Graph-Based Document-Level Relation Extraction Methods

Graph-based document-level relationship extraction methods often need to
model documents according to the relationship between entities and sentences
in documents, and use graph neural network [14] to build document graphs
and learn the related information between entities. Some researches use graph
convolution network (GCN) [15] to extract document-level relations, but these
methods do not make full use of the global information of documents. To solve
this problem, Sahu et al. [7] proposed a labeled graph convolution neural network
model (GCNN), which uses cross-sentence and intra-sentence dependencies to
capture local and non-local dependency information. Park et al. [16] used a graph
structure and an entity attention awareness mechanism to capture the global
information of documents. Hu et al. [17] proposed a multi-granularity interac-
tive network (HAIN) to capture global information at three levels: word, sentence



186 W. Ji et al.

Fig. 3. Overall overview of the method.

and document-level. In addition, Zeng et al. [18] proposed a graph aggregation
reasoning network (GAIN) with double graph features, considering that a sin-
gle global graph can not get complete global information, which used multiple
hierarchical networks to extract structured features. Nan et al. [19] used graph
structure for multi-hop reasoning, which effectively solves the problems of long
distance and implicit relationship. Sun et al. [20] proposed Dual-Channel and
Hierarchical Graph Convolutional Networks (DHGCN), which constructed three
graphs in token-level, mention-level, and entity-level to model complex interac-
tions among different semantic representations across the document. Based on
the multi-level graphs, they applied the Graph Convolutional Network (GCN)
for each level to aggregate the relevant information scattered throughout the
document for better inferring the implicit relations. Although these methods
capture the global information well, they do not take into account that not all
entity pairs need relation extraction, and some irrelevant entity pairs will dis-
tract the classifier’s attention from related entity pairs. Therefore, this paper
proposes a relational reasoning module based on graph structure, which tries to
find a strong reasoning path through reasoning analysis on meta-path, and helps
classifiers to extract relations better.

3 The Proposed Method

In this paper, a document-level relationship extraction method based on relation
reasoning and heterogeneous graph neural network (RRHGN) is proposed for
document-level relationship extraction. As shown in Fig. 3, the method mainly
includes two parts: a heterogeneous graph network and a relational reasoning
module. Heterogeneous graph network uses self-attention mechanism to encode
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entities in heterogeneous graph, and a multi-layer perception is used as a classi-
fier to extract the relationship of entity pairs. Considering that most irrelevant
entities will distract the attention of related entity pairs, this paper proposes a
relational reasoning module, which starts from one of the entity pairs, makes
reasoning analysis on the meta-path, calculates the probability of the existence
of meta-path, and judges whether there is a relationship between entity pairs,
so that the classifier pays more attention to related entity pairs, which increases
the efficiency and accuracy of relational classification.

3.1 Heterogeneous Graph Network

Construction of Heterogeneous Graph. Referring to the construction of
heterogeneous graph by Xu et al [27], this paper defines three types of
nodes: Sentence node, Mention node and Entity node, and defines six types
of edges: Sentence-Sentence (SS), Mention-Sentence (MS), Mention-Mention
(MM), Entity-Mention (EM), Entity-Sentence (ES) and Mention-Coref- erence
(CO). Therefore, a document can generate an adjacency matrix to represent the
connection between nodes. The final document can be represented by a hetero-
geneous diagram G = {V,E}.

Encoder. Following the work of Guo et al. [21], we use graph attention network
to encode each node in the heterogeneous graph to obtain an effective graph
representation. Let hl

n be the initial node, we first concatenate the outputs of
all the previous l layers of {s1n, s2n, ·, ··, sl−1

n } and transform them into a fixed-
dimensional vector:

hl
n = W l

e · [vn : s1n : s2n : · · · : sl−1
n ] (1)

where sl−1
n ∈ R

d0 ,W l
e ∈ R

d0×(l×d0). We use self-attention mechanism[20] to
extract the feature relations of C neighbor nodes {hl

a1, h
l
a2, ·, ··, hl

ac} and hl
n

connected to vn. Here, K and V are key-value matrices determined by the types
of edges of the neighbor nodes:

sln = softmax(
hl
nKT

√
d0

)V (2)

Finally, combine the node vn and the relation information of the document
through a non-linear layer to obtain the global information of the document:

qn = Relu(W0 · [vn : s1n : · · · : sln] (3)

The heterogeneous graph is finally represented as: G = (q1, q2, · · ·, qn).

Classifier. Classifier is a sigmod function with a multi-layer perceptron (MLP)
to compute the probability of the relation:

R(r) = P (r|{ei, ej} = sigmod(MLP([qi, qj ])) (4)
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3.2 Relation Reasoning Module

The classification strategy of classifying all entity pairs by the classifier is obvi-
ously unreasonable. Therefore, the relation reasoning module is used to judge
whether there is a relation between entity pairs, so that the classifier can pay
more attention to the related entity pairs and improve the efficiency and accuracy
of classification.

Meta-Path. When there is a relation between two entity pairs, a strong reason-
ing path can usually be found to prove that there is indeed a relation between
the entity pairs. Conversely, when there is no relation between two entity pairs,
such a strong reasoning path cannot be found.

Therefore, we need to find such a strong reasoning path to prove that there
is indeed a relation between the entity pairs. Hence, this paper defines three
meta-paths to infer whether there is such a strong reasoning path between the
entity pairs [23].

(1) Pattern recognition: In this form of reasoning, two entities are connected by
a sentence, and the relation pattern is EM-MM-ME.

(2) Logical reasoning: In this form, two entities are connected by a common entity,
and the relation pattern is EM-MM-CO-MM-ME.

(3) Coreference reasoning: In this form of reasoning, two entities appear in a
sentence, and the relation pattern is ES-SS-SE.

Different entity pairs have one or more meta-paths between them. Therefore,
we prioritize the meta-paths according to the priority: pattern recognition >
logical reasoning > coreference reasoning. Many entity pairs have multiple paths
for the same meta-path type, but according to the document writing habit, the
entities that appear later are often replaced by pronouns, and the entities usually
appear for the first time at the beginning of the article. Therefore, we choose
the first meta-path that appears in the document.

Relation Reasoning. For each entity pair {e1n, e2n}, a meta-path φn =
{Q1, Q2, · · ·, Qt} can be found. A graph neural network is used to propagate
the node information of an entity to its neighboring nodes. A dynamic graph
attention mechanism is employed to simulate the reasoning process. In the rea-
soning stage, if each node needs to propagate information to its neighboring
nodes, then the more relevant two nodes are, the more information will be prop-
agated. This paper only allows the node information that is related to the query
to be propagated. An attention network between the query and the entities is
used to predict a mask mt, which obtains the starting entity in the t-th reasoning
step.

q̃t = Meanpool(Qt) (5)

γ(t) =
q̃tV (t+1)eti√

d2
(6)
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m(t+1) = sigmod([γ(t+1)
1 , · · ·, γ(t+1)

N ]) (7)
˜E(t) = [m(t+1)

1 et1, · · ·,m(t+1)
N etN ] (8)

where Vt is a linear projection function that multiplies the entity node with the
mask, encouraging the required initial entities, and other unnecessary entities
will be penalized, so this can limit the information dissemination of irrelevant
nodes.

Then the graph attention method (GAT) [24] is used to compute the atten-
tion score α between a meta-path node and its neighbors:

h
(t+1)
i = Ute

(t+1)
i + bt (9)

β
(t+1)
i,j = LeakyReLU(WT

t [h(t+1)
i , h

(t+1)
j ]) (10)

α
(t+1)
i,j =

exp(β(t+1)
i,j )

∑
k exp(β(t+1)

i,k )
(11)

where Ut ∈ R
d2×2d2 and Wt ∈ R

2d2 are linear projection parameters, and α
represents the proportion of neighbor information assigned to neighbor entity j
in row i.

Summing each node column-wise yields a new entity containing information
gathered from neighbor nodes:

e
(t+1)
i = ReLU(

∑

j∈Bi

α
(t+1)
j,i h

(t+1)
j ) (12)

where Bi is the set of neighbors of entity i, and finally we get the updated entity
embeddingE(t+1) = [e(t+1)

1 , · · ·, e(t+1)
N ].

Relational reasoning consists of multiple steps, and the newly visited entity
in the previous step will be the starting entity for the next step. Here we use the
modified Bi-Attention network [25] to update the probability of query reasoning
to the next step:

p(Q(t+1)|Qt) = Bi-Attention(Q(t), E(t+1), Q(t+1)) (13)

The probability of the final whole meta-path is expressed as:

N(φn) =
C∏

1

p(Q(t+1)
(c+1)|Qt

c) (14)

where C is the number of probabilities reasoned on the meta-path.

3.3 Path Reasoning

Using the relational reasoning module as a relational indicator, when classifying
relations, the auxiliary classifier performs relational classification:

S(r) = log(R(r)) + λ · 1
C

log (N (φn)) (15)

where λ is a hyper-parameter that controls the importance of relational reason-
ing.
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3.4 Loss Function

When training the proposed method, this paper uses the binary cross
loss to train the triplet (subject, object, relation) in the dataset, namely
{{e1tn, e2tn, rtn}Nt

n=1}Tt=1, to optimize the parameters of the neural network.
Loss function for the heterogeneous graph network:

Lossh = − 1
∑T

t=0 Nt

T∑

t=1

Nt∑

n=1

{
rtn log

(
R

(
rtn

))}
+

(
1 − rtn

)
log

(
1 − R

(
rtn

))
(16)

Loss function for the relational reasoning module:

Lossr = − 1
∑T

t=0 Nt

T∑

t=1

Nt∑

n=1

{
rtn log N (φn)

}
+

(
1 − rtn

)
log (1 − N (φn)) (17)

where rtn ∈ (0, 1). Finally, the whole loss of RRHGN is the sum of the heteroge-
neous graph network loss and the relational reasoning module loss:

Loss = Lossr + Lossh (18)

4 Experiments

4.1 Dataset

This paper uses a widely used document-level relation extraction dataset
DocRED for experiments. DocRED is a large-scale human-annotated document-
level relation extraction dataset built from Wikipedia and Wikidata. DocRED
contains 132,375 entities and 56,354 relational facts, which are annotated
on 5,053 Wikipedia documents. It is currently the largest human-annotated
document-level relationship extraction Dataset [4].

4.2 Experimental Setting

All the experiments in this paper are completed on the Ubuntu20.4 platform, the
CPU uses Intel(R) Xeon(R) Platinum 8358P CPU @ 2.60GHz, and the graphics
card uses NVIDIA A40 GPU. The language used is Python3.9, the encoder
uses GloVe embedding (100d), the model optimizer uses Adam, and the optimal
parameter settings of the model are shown in Table 1.

For evaluation, on DocRED, following Yao et al. [4], we use the widely
employed F1 and Ign F1 as the evaluation metrics. Ign F1 refers to exclud-
ing the relational facts shared by the training and dev/test sets. F1 is defined
as:

F1 =
2 × P × R

P + R
where precision(P ) and recall(R) are defined as:

P =
True Positives

True Positives+False Positives

R =
True Positives

True Positives+False Negatives
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Table 1. Model parameter values.

parameter values

learning rate 1e-4

l 2

batch size 32

epoch 300

4.3 Baseline

This paper compares the proposed method with existing sequence-based
document-level relation extraction methods (convolution neural networks
(CNN) [4], bidirectional LSTM (BiLSTM) [4], Context-Aware LSTM [4],
HIN-Glove [26]) and graph-based document-level relation extraction methods
(GAT [24], GCNN [8], EOG [6], AGGCN [21], LSR-Glove [19], GAIN-Glove [18])
in DocRED. The performance on the DocRED dataset was compared.

4.4 Experimental Results

Table 2 presents the experimental results of different document-level relation
extraction methods on the DocRED dataset.

Table 2. Comparison of Model Experiment Results.

Model Name Dev Test

Ign F1 F1 Ign F1 F1

CNN 41.58 43.45 40.33 42.26

LSTM 48.44 50.68 47.71 50.70

BiLSTM 48.87 50.94 48.78 51.06

Context-Aware 48.94 51.09 48.40 50.70

HIN-GloVe 51.06 52.95 51.15 53.30

GAT 45.17 51.44 47.36 49.51

GCNN 46.22 51.52 49.59 51.62

EOG 45.94 52.15 49.48 51.82

AGGCN 46.29 52.47 48.89 51.45

LSR-GloVe 48.82 55.17 52.15 54.18

GAIN-GloVe 53.05 55.29 52.66 55.08

RRHGN-GloVe(ours) 54.23 55.80 53.47 55.54

In the model based on Glove for word vector representation, the F1 of the
method proposed in this paper is higher than that of the sequence-based and
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Fig. 4. The case study of our proposed RRHGN and baseline.

graph-based baseline models by 0.46-13.28 in the test set, and achieved good
experimental results, reflecting the superiority of the RRHGN. The relational
reasoning module in this paper judges whether there is a relationship between
the entity pairs by analyzing the meta-path of the entity pair, so that the model
can pay more attention to the entity pairs that have relationships, and is more
conducive to relationship classification.

Table 3. Results of ablation experiments.

Model Name F1

Heterogeneous Graph Network 53.52

Heterogeneous Graph Network + Relational Reasoning Module(ours) 55.54

4.5 Ablation Experiments

In order to verify the gain effect of the relational reasoning module on hetero-
geneous graph network, this paper conducted an ablation experiment on the
DocRED dataset, and the experimental results are shown in Table 3.

Among them, the heterogeneous graph network means that only heteroge-
neous graphs are used to directly extract relationships.

Experimental results show that RRHGN proposed in this paper makes a
positive contribution on the task of relation extraction. RRHGN improves the
original basic model by 2.02% points. It can be seen that the RRHGN model
can improve the accuracy of relation extraction by constructing meta-paths and
performing reasoning analysis.

4.6 Case Study

Figure 4 shows a case study of our proposed method RRHGN and baseline. Het-
erogeneous graph network can identify the relationships between entity pairs
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within the same sentence, but their performance across sentences is not ideal.
RRHGN has achieved good results in cross sentence relationship extraction
through relational reasoning.

5 Conclusion

This paper proposes RRHGN to solve the problem that a large number of irrele-
vant entity pairs distracts the classifier from relational entity pairs. The proposed
method judges whether there is a relationship between entity pairs by reason-
ing and analyzing the meta-paths between entity pairs, and provides a basis for
the classifier. RRHGN acts as an indicator to assist classifiers when classifying
relations. Experiments show that the proposed method improves the accuracy
and efficiency of relation extraction. Although the model proposed in this paper
has a certain degree of improvement in the task of relation extraction, how to
further reduce the expenditure of computing resources, and how to update and
query through the simplest and most effective method while be considered in
our future work.
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